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Abstract

Interactive Cross-Dimensional Media for Collaboration and Guidance in Mixed Reality
Environments

by

Balasaravanan Thoravi Kumaravel

Doctor of Philosophy in Computer Science

University of California, Berkeley

Professor Björn Hartmann, Chair

Collaboration and multi-user interactions are key aspects of many software tasks. In tra-
ditional desktop interfaces, such elements are well supported through built-in collaboration
functions or general-purpose techniques such as screen and video sharing. Collaboration and
guidance may also be required in Mixed Reality environments, where users carry out spatial
actions in a three-dimensional space. However, not all users may have access to the same
Mixed Reality interface. All of them may not have access to the same information, the same
visual representation, or the same interaction affordances. Such asymmetries make com-
munication and collaboration between users harder. To address these issues, we introduce
Interactive Cross-Dimensional Media. In these media, the visual representation of informa-
tion streams can be changed between 2D and 3D. Different representations can be chosen
automatically based on context or through associated interaction techniques that give users
control over exploring spatial, temporal, and dimensional levels of detail. This ensures that
users understand and interpret any information or interaction across different dimensions,
interfaces, and spaces. We have deployed these techniques in four different contexts: (1)
Mixed Reality telepresence for remote instruction of physical tasks, (2) asynchronous video-
based instruction of virtual tasks, (3) live asymmetric guidance of virtual tasks, and (4) live
interactive spectating of virtual tasks. Through user studies of these systems, we show that
Mixed Reality environments that provide users with Interactive Cross-Dimensional Media
interfaces improve performance and user experience in multi-user and collaboration settings.
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Chapter 1

Introduction

Computing devices and their interfaces have evolved much since the invention of the first
computer by Charles Babbage. We have come a long way from punch cards to today’s touch
screen UIs. Today, Mixed Reality (MR) environments are an emerging class of interfaces en-
abled by 3D displays and interactions. In these MR environments, a user is embodied within
the computing environment and performs spatial actions. Therefore, such environments co-
exist in the physical space of users and can have varying proportions of virtual content in
them, as defined by Milgram’s Reality-Virtuality continuum [122]. The continuum spans
from an entirely real world to an entirely virtual world. In this dissertation, we will focus
on environments with some virtual content in them - Augmented Reality (AR), Augmented
Virtuality, and Virtual Reality (VR).

Augmented Reality and Virtual Reality environments have been built and studied since
the mid-1960s, such as Ivan Sutherland’s Sword of Damocles [173, 174]. However, since
only the mid-2010s, these systems are now on the cusp of commercial success. Starting
with the release of Oculus’ DK2 in 2014, they have grown beyond research prototypes in
labs to popular mass consumer platforms today. As of this writing, with 15 million Oculus
Quest 2 headsets sold, it has surpassed the number of Xbox consoles sold this year. The
headsets are powered by a growing ecosystem of applications, games, and media. While these
MR headsets have primarily been used for entertainment, prior and ongoing research show
promise in their ability to enhance our everyday workspaces. For Augmented Reality, the
more common forms today are tablet/mobile phone-based Augmented Reality. These are
used for games, distance measurements, navigation, testing the appearance of products before
purchase, creative content production, and many other applications. Wide-scale adoption of
headset-based Augmented Reality devices such as Hololens is yet to occur. Today, the mass
consumer market use cases do not justify their cost. However, these are used in workplaces
for enterprise, education, medicine, and other applications.

This dissertation analyzes interactions in AR and VR environments under the unified
umbrella of Mixed Reality (MR) environments. A major problem in these MR environments
today is that they are focused on the usage and needs of a single user. Today they tend
to isolate the user from their peers [67, 69]. It is a challenge to share, co-experience, and
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collaborate in these environments, especially if these were not programmed to be collabo-
rative or if peers use different types of interfaces to access a Mixed Reality environment.
These asymmetries induce communication barriers between the users. For instance, most
Mixed Reality systems can “mirror” the first-person view of the Mixed Reality user to an
external display. However, this only provides a partial view of the larger Mixed Reality
environment, and even so, it is hard to watch because of its shaky nature. It is also difficult
for a bystander to interact with the Mixed Reality user solely by using a video feed. Section
4.1 discusses other types of asymmetry and collaboration challenges that can occur in Mixed
Reality environments.

1.1 Purpose and Thesis

The purpose of this dissertation is to answer the question : How do we enhance collaboration
and guidance for users of Mixed Reality environments?

And the dissertation’s thesis is that “Mixed Reality environments that provide their users
with our novel Interactive Cross-Dimensional Media interfaces improve performance and
user experience in multi-user interaction and collaboration.”

1.2 Challenges

This dissertation explores the challenges that arise when multiple users want to interact
with, collaborate with and offer guidance to one another in Mixed Reality environments.

xspaces and XD media: CSCW for Mixed Reality Environments

It is hard to analyze these challenges for collaborative work with the help of existing frame-
works from the Computer-Supported Cooperative Work (CSCW) literature. Most of these
frameworks are primarily targeted at conventional desktop computer interfaces that typically
take the form of 2D UI on flat-screen displays. In contrast, Mixed Reality environments use a
combination of 2D UI and 3D and spatial UI, all of which users use in an embodied manner.
In this dissertation, we start with the simplest CSCW analysis tool, Johansen’s Space-Time
matrix [95] and adapt it to make it suitable for categorizing and thinking about collaborative
interactions in Mixed Reality environments. To do that, in this dissertation we propose the
concept of an Extended Space (xspace), and use that to define an Extended Space - Time ma-
trix. With this matrix, we can categorize collaborative interactions between users of Mixed
Reality interfaces as symmetric or asymmetric. We identify four potential sources that can
lead to asymmetry between users.

To mitigate these asymmetries between users, we propose novel media and associated
interaction techniques - Interactive Cross-Dimensional Media. These media have two key
properties - P1: Variable dimensional representations and P2: Meaningful translation of
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interactions. These properties give rise to three primary interactions - Perspective explo-
ration, Temporal exploration, and Dimensional-detail exploration. Using the concept of
xspaces and Interactive Cross-Dimensional Media, we propose a design methodology to help
design collaborative interactions for Mixed Reality environments. As exemplars, we ana-
lyze four scenarios where there exist challenges in multi-user interactions in Mixed Reality
environments, and we will show how the use of Interactive Cross-Dimensional Media can
mitigate these.

Loki: Facilitating Remote Instruction of Physical Tasks

Teaching physical tasks used to require in-person interactions. This allows the learner and
the instructor to take different perspectives and use the different shared objects in their
environment. Today, doing this through video calls is not uncommon. However, teaching
through these is hard because it restricts users’ freedom to take different perspectives. Fur-
thermore, neither of them has any way to offer and ask for contextual guidance anchored
to a physical space. Mixed Reality technology is promising for such scenarios. While prior
work has introduced specific configurations of MR-based instruction, we find that a broader
design space exists for Mixed Reality systems that aim to facilitate remote instruction of
physical tasks. Different configurations of this design space can allow for different stages of
instruction identified by the learning science literature [33]. Each of these stages may have
an xspace and a nature of asymmetry that is different from the other.

To address this, we present the Loki system that allows users to flexibly move between
these different configurations of the identified design space and support the different stages
of instruction. For each configuration, Loki offers an Interactive Cross-Dimensional Medium
that mitigates the asymmetry between users who work in the xspace for that correspond-
ing stage of instruction. The medium uses 2D videos, 3D spatial captures, and abstract
3D graphics along with its associated interaction techniques that allow users to take differ-
ent perspectives, annotate the local and remote environments, and record and review their
performance and that of their peers. We validate Loki’s utility through walkthroughs of
how Loki can help in different scenarios and a qualitative user study (n=8) with one such
scenario. This showed that Loki enhanced the instruction of physical tasks.

TutoriVR: Video-Based Asynchronous Instruction for Design
Tasks in Virtual Reality

Next, we move on to enhancing the instruction of virtual tasks, and a popular one today is
the task of 3D designing using Virtual Reality. Today, advanced skills and techniques of VR
design tasks are mostly learned using videos posted on online platforms like Youtube, Twitch
etc. This is mostly an asynchronous form of instruction. Such videos are common because
they are relatively easy to create. An instructor must hit a record button, demonstrate
desired techniques, and stop the recording. This is then easy to upload and share on online
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platforms. But just like what we saw for physical tasks, learners face many issues learning
VR tasks from 2D videos.

We conducted a formative study (n=6) and found two broad issues. The first is depth
judgment: it is hard for users to perceive depth from a 2D video because it flattens the
depth information for the viewers. Hence, it can be hard to figure out the relative depth of
different elements. However, the instructor who recorded the video had no issues with depth
because they saw their environment in 3D due to the stereo view of their VR headset. This
is one source of asymmetry between the instructor and the learner. The second set of issues
relates to the understanding of the instructor’s interactions in the VR environment which
result from multiple sources:

• Deceiving/inadequate perspectives in videos

• Rich spatio-temporal nature of controller actions

• Controller actions not being visible either because they are occluded or because they
are outside of the instructor’s viewport

To address these, we present TutoriVR, which deploys embedded widgets within exist-
ing VR applications. These widgets display the video tutorials and supplement them with
appropriate Interactive Cross-Dimensional Media that provide 3D and contextual aids to
enhance the learner’s understanding. It provides the learner with a stereo view of the scene
and isolated 3D reconstructions of the instructor’s actions in the video. These allow for per-
spective, temporal and dimensional-detail exploration of the virtual tasks and actions that
the instructor in the video is performing. An exploratory user evaluation (n=10) showed that
these Interactive Cross-Dimensional Media helped users better understand the VR scene and
the instructor’s actions recorded in the video-based asynchronous instruction.

TransceiVR: Video-Based Synchronous Collaboration for Virtual
Reality Tasks

What if one wants to carry out such interactions synchronously with a VR user? This is a
common need today. Virtual Reality (VR) users often need to work with other users who
observe them outside of VR with the help of an external display. Today’s de-facto solution
for such interactions is the VR mirror. It shows an external user a first-person video feed of
what the VR user sees. But, VR user does not see the external user and their actions.

On the other hand, the external user cannot see VR scene elements outside the VR user’s
view. These asymmetries make communication between the two difficult. We conducted
formative interviews (n=5) with experts to understand the goals and challenges in such
interactions. This revealed two challenges. First, the constantly moving first-person view
was hard to watch and interact with. The second set of issues related to talking about and
referring to the different types of VR scene elements — transient elements, VR controllers,
gestural actions, and directional and attentional elements. To address these challenges, we
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present TransceiVR, which uses a novel Cross-Dimensional Medium that allows external
users to explore the VR scene spatially or temporally, annotate elements in the VR scene
at correct depths, and discuss via a shared static virtual display. Similar to TutoriVR, it
retrofits and functions over existing VR applications. An initial co-located user evaluation
(n = 10 pairs) showed that the medium made these synchronous collaborative interactions
more effective and successful with respect to task time, error rate, and perceived workload.

DreamStream: Immersive and Interactive Spectating for VR

While the systems above enhance guidance and collaboration for tasks carried out in VR,
neither focuses on enriching the spectator’s viewing experience. Today’s VR experiences are
compelling for the VR user because they feel immersed in them and have increased spatial
awareness. They view the scene in 3D because VR is a stereo display, can carry out enhanced
spatial interactions, and move around naturally in the virtual world as they would in real
life. None of these hold for the spectators who watch them. If anything, watching video
feeds of VR experiences is worse than regular video feeds. VR feeds are often first-person,
shaky, and uncomfortable to watch. VR users move around a lot, and this can disorient
the spectators. Compared to traditional 2D media and interfaces, VR feeds increase the
disconnect between the spectators and a VR user. Even if spectators have access to a VR
headset, they are forced to watch a 2D video today. To address this asymmetry, we present
the DreamStream system that enables Cross-Dimensional Media interactions by performing
a live 3D reconstruction of the VR scene, VR user, and their actions. The medium allows
spectators to view the reconstructed scene using VR headsets and see everything in stereo
3D. They can navigate freely in the scene and take independent perspectives. They can also
interact with the primary VR user they are spectating, using abstract 3D avatars and laser
pointers. Our user evaluation (n=12) showed that DreamStream offered increased immersion
and made communicating and interacting with the VR user easier.

1.3 Contributions

This dissertation explores guidance and collaborative interactions in Mixed Reality environ-
ments. With Mixed Reality emerging as a popular interface among users, we aim to better
understand and address challenges in such interactions. To achieve this, the dissertation
makes the following conceptual contributions:

• The concept of Extended Spaces (xspaces) and an adapted CSCW matrix that intro-
duces the notion of users being in symmetric or asymmetric xspaces (Chapter 4). The
matrix allows for better classification and understanding of collaborative work using
Mixed Reality interfaces.

• The concept of Interactive Cross-Dimensional Media (XD media) (Chapter 4), novel
media and associated interaction techniques that allow users to carry out spatial, tem-
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poral, and dimensional-detail explorations of information of interest. A design method-
ology leverages the notion of xspaces and XD media to design systems that enhance
user communication and collaboration by mitigating their asymmetry.

The dissertation then shows how these concepts can aid collaboration and guidance in
MR through four interactive systems and their evaluations:

• Loki (Chapter 5), a system that uses a novel Cross-Dimensional Medium and associ-
ated interaction techniques that allows users to switch to different configurations of our
novel design space. The design space explores real-time bi-directional Mixed Reality
based remote instruction of physical tasks. Our qualitative evaluation showed that
by supporting a range of visual representations and various mechanisms for data cap-
ture and rendering, Loki’s Cross-Dimensional Medium serves as a rich communication
medium that leverages spatial data, video, annotations, and playback to help connect
users as they teach and learn physical tasks.

• TutoriVR (Chapter 6), a system that uses VR-embedded widgets, which are application
interfaces that are observable and interactable directly inside existing commercial VR
applications. The widgets leverage Interactive Cross-Dimensional Media to mitigate
the xspace asymmetry between the learner and the instructor. An exploratory user
evaluation (n=10) showed that these Interactive Cross-Dimensional Media helped users
better understand the VR scene and the instructor’s actions recorded in the video-based
asynchronous instruction.

• TransceiVR (Chapter 7), a system that facilitates synchronous interaction between a
non-VR external user and a VR user. It provides the external user with a touch-tablet
interface with a Cross-Dimensional Medium that allows them to perform perspective
and temporal exploration, annotate the VR scene, carry out discussions using a shared
static virtual display, and trigger highlights on controllers. A user evaluation of the sys-
tem (n = 10 pairs) showed an improved efficiency in communication in such interaction
scenarios where users use such interfaces.

• DreamStream (Chapter 8), a system that uses a novel streaming approach to carry
out interventions at the VR platform level, uses 3D capture systems, leverages depth
buffers to stream 3D views at scale via conventional encoders such as H.264. The
system implements a Cross-Dimensional Medium with immersive and 2D interfaces,
which allows the spectators of a VR activity to cohabit the virtual space of the VR
player and offers interactions similar to a multi-user system. A user evaluation (n=12)
showed that DreamStream’s VR viewer interface offered increased immersion and made
it easier to communicate and synchronously interact with the VR player. It also made
them feel co-present with the VR player.
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1.4 An overview of the dissertation

Chapter 2 provides a review of background knowledge on four areas that are relevant to
the thesis — the computer-supported collaborative work matrix, a space of software imple-
mentation approaches, designing systems for spectating VR activities, and the instruction
of physical tasks.

Chapter 3 provides a review of prior works that are relevant to the dissertation, specifi-
cally on collaboration and tutorial systems for conventional user interfaces; systems that aid
in the instruction of physical, virtual and Mixed Reality tasks; and research on asymmetric
collaboration and spectating activity.

Chapter 4 introduces the two main conceptual advances of this dissertation: Extended
Spaces and Cross-Dimensional Media.

Chapters 5–8 describe four implementations of Cross-Dimensional Media to support dif-
ferent collaboration and guidance tasks, as described above.

In Chapter 9, we restate the contributions. Across this dissertation, we discuss how
we can analyze challenges in collaboration and guidance in Mixed Reality environments.
We show how Interactive Cross-Dimensional Media can enhance the quality of multi-user
interactions for general spectating, guidance, and collaboration. We reflect on the strengths
and challenges of Interactive Cross-Dimensional Media across the four contexts we have
explored. We conclude the dissertation with an outline of possible extensions.

1.5 Statement of Multiple Authorship and Prior

Publications

This thesis is based on the following previously published papers: TutoriVR at CHI 2019
[186], Loki at UIST 2019 [184], TransceiVR at UIST 2020 [185], DreamStream at CHI
2022 [183], and the journal article titled “Interactive Mixed-Dimensional Media for Cross-
Dimensional Collaboration in Mixed Reality Environments” at Frontiers Virtual Reality
published in 2022 [182]. I am the primary author of each publication and led all of the
corresponding projects. But, this research could not have been completed without my advisor
Björn Hartmann and my coauthors, who have generously contributed, and provided valuable
advice and ideas throughout these works. Cuong Nguyen and Stephen DiVerdi for TutoriVR
and TransceiVR; Fraser Anderson, Tovi Grossman, and George Fitzmaurice for Loki and
Andy Wilson for DreamStream.
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Chapter 2

Background

Mixed Reality interfaces have a dual nature. They can be viewed through the lens of tradi-
tional desktop interfaces. An alternative lens is to treat them as 3D spaces in which users
perform spatial tasks in an embodied manner. Sections 2.1, 2.2 and 2.3 discuss relevant
background knowledge for the former and Section 2.4 the latter.

2.1 Computer Supported Cooperative Work Matrix

A key focus of this dissertation is collaborative interactions in Mixed Reality computing
environments. A long-running and popular approach to analyzing computer interfaces for
meetings and collaboration is to use the canonical CSCW matrix proposed by Johansen [95].
The canonical CSCW matrix has two axes. On one axis, we have Time / Synchronicity. It
is binary valued depending on whether the user interaction happens simultaneously. If it is,
then it is said to be a synchronous interaction. Otherwise, it is an asynchronous interaction.
On the other axis, we have Space, which refers to the Physical Space. This is also binary
valued depending on whether users are in the same physical space. If they are, then it is a
co-located interaction. Otherwise, it is a remote interaction. For this reason, this matrix is
also called the Time-Space matrix (see Figure 2.1).

When developing an interface to facilitate collaboration between a small group of two
or more users, we categorize them using the different quadrants of the CSCW matrix. For
example, consider two users who operate in the same space but at strictly different times
- this would be considered a colocated-asynchronous interaction. In this case, the interface
we build to support the users would need to persist information across time — e.g., through
team rooms or public displays. Similarly, suppose users are in different physical spaces. In
that case, we want to ensure that our interface transmits the relevant information to the
different spaces — e.g., through screen sharing or email.

While the CSCWmatrix is a popular way to classify and understand cooperative systems,
it is not without limitations. The matrix falls short in categorizing numerous modern sys-
tems, and to address such limitations, various extensions have been proposed to the CSCW
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Figure 2.1: Canonical CSCW Time/Space Matrix.

matrix. Dix. et Al’s book, Human-computer Interaction[41], refines the matrix by adding
more granularity to the time axis - Concurrent synchronized, Serial, Mixed and Unsynchro-
nized. Andriessen [4] proposed an extension of the matrix by taking into consideration five
types of collaboration technology - Communication systems, Information Sharing systems,
Cooperation systems, Coordination systems and Social encounter systems. This extends the
2x2 matrix into a taxonomy that takes the form of table with the dimensions 5x3, where the
five rows are the types of technology, and the three columns are the regions in the conven-
tional matrix - same-place/same-time, different-place/same-time, different-place/different-
time. Grudin [66] proposed an extension of the matrix, where asynchronous interactions are
further divided as different but predictable time, and different but unpredictable time. Re-
mote interactions are also further divided as different but predictable place, and different but
unpredictable place. This added an extra row and column to the matrix resulting in a 3x3
matrix. Furthermore, it was also known that using the matrix is primarily for small group
cooperative work. To address this, Lee and Pain [109] propose the Model of Coordinated
Action that utilizes seven dimensions, adding five more to Johansen’s CSCW matrix. The
seven dimensions are: Synchronicity, Physical distribution, Scale, Number of Communities
of practice, Nascence, Planned permanence and Turnover.

The work and systems in this dissertation will focus on the cooperative work between
small groups of users, some of whom will use Mixed Reality interfaces. We will start with
Johansen’s conventional CSCW matrix, and in chapter 4, we will see why the matrix is
insufficient for studying collaborative interactions in Mixed Reality. We will address it by
proposing a modified matrix, the Extended Space - Time matrix, in which we redefine the
notion of Physical Space to that of an Extended Space which better captures the nature of
tasks in Mixed Reality. While challenges still exist due to the binary nature of the time axis,
this has been addressed by the aforementioned works and is not the focus of this dissertation.
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Figure 2.2: Implementation approaches can make interventions at different levels of the MR
software stack.

2.2 Space of Software Implementation Approaches

User interfaces for collaborative interactions in Mixed Reality applications can operate and
intervene at different levels. This means there exists a broad space of implementation ap-
proaches that require the interface to have different levels of programmatic access to the
desired MR Application that needs to allow for collaboration and guidance (see Figure 2.2):

1. MR Application source code access: For applications where a MR developer
has source-level access, support for asymmetric communication can be included in the ap-
plication, either by rewriting the application or, more easily, by including a module that
encapsulates collaboration functionality prior to compilation. For instance, one can incorpo-
rate the external user in the VR environment by placing additional virtual cameras controlled
by and rendered to the external user. Prior work such as ShareVR [69], WebTransceiVR
[113] and FaceDisplay [68] use this approach.

2. MR application plug-in access: MR application developers may also choose to
expose plug-in access, which can allow third-party developers to implement similar features
without needing source code access. While in conventional desktop interfaces, application-
specific plug-in APIs are common (e.g., in Adobe Creative Suite, CAD software), we are
unaware of any MR application that currently allows this.

3. MR Platform API access: MR platforms are the most common way in which
applications are deployed today. For instance, the SteamVR platform has over 4000 MR
titles, including BeatSaber, Tiltbrush, Blocks, SkyrimVR, and Half-life Alex [168]. For
closed source applications that run on top of such a MR platform, this layer’s API can extract
relevant runtime information and inject graphics into the running application. The TutoriVR
system (Chapter 6) and TransceiVR system (Chapter 7) discussed in this dissertation utilize
this approach. Major platforms currently allow API-level access to video feeds of both eyes,
poses of MR hardware (headsets, controllers, trackers), and the ability to inject graphical
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overlays independently to each of the eyes. Such access makes it possible to render custom 3D
elements in the virtual scene of a closed source application. Some projects also have modified
and recompiled the platform API/DLL to add additional functionality. The DreamStream
system (Chapter 8) in this dissertation and RealityCheck [79]) utilize this approach wherein
they modify the OpenVR library used by the MR applications.

4. Operating System (OS) level: An application might also operate at the operating
system level; however, calls are likely too low-level. As with MR plug-ins, we are unaware of
projects that operate directly at this level. TransceiVR is built on the platform API level of
access, which strikes a balance between universal applicability (it supports any application
running on the platform API) and richness of application state that can be sensed and
modified (video feeds and pose data, but no scene graph or application semantics).

From formative studies that were carried out as a part of this dissertation work, we found
that it is common for users to have collaborative conversations about MR software that they
or their organization had written and had source-code-level access to; as well as applications
that were only available as closed source binaries (such as Blocks[59], or Quill[150]). To be
broadly useful, Cross-Dimensional Media interactions in this dissertation were designed and
implemented so that they can operate at the Platform API access level for MR applications.
Thus, it can retrofit any existing single-user MR applications with novel interactions that
facilitate collaboration and guidance.

2.3 Designing Systems for Spectating VR Activities

Multi-user apps and games can be networked and shared with spectators in various ways.
Typically there is a player who performs some activity, observed by spectators. Today, there
are a few broad approaches in which the player’s activity could be shared in VR:

• Multiplayer approach: The player and the spectators each have a local copy of the
application assets. For spectators, the player experience is recreated by transmitting
the application data and states such as player and object poses and events. Most
multiplayer games today use this approach.

• Streaming approach: A video stream of the player’s VR activity is streamed to specta-
tors typically via an online service such as Twitch, MixCast, or Liv. The video stream
may be generated from the rendered first-person view of the player or a separate third-
person camera.

• Cloud approach: Games may now be hosted in the cloud, and therefore may support
spectators in the same manner as locally hosted multiplayer games, but with the ad-
vantage that all assets are stored on the cloud and rendered video frames are streamed
to each player and spectator.

Given these broad approaches to sharing activities in VR, the following design consider-
ations come to light:
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Where is the spectator view rendered?

Multiplayer approach - Rendering at everyone’s PC

The multiplayer approach recreates the player’s experience for spectators using the same
graphical assets found on the player’s system. The view for the player and all the spectators
is rendered on each computer. Such a local rendering has the advantage that it can proceed
asynchronously with the player and, therefore, can meet VR hardware’s high frame rate
and low latency requirements. In addition, these natively support giving the player and
spectators their own view in the VR application.

However, this approach can be very demanding for the spectator, especially for occasional
use: they must have a copy of the application installed on their system, and their system
must be powerful enough to run the entire application in VR. Finally, the application must
be designed and developed to support multi-user features.

Streaming Approach - Rendering at the player’s PC

The streaming approach on other hand, is a popular activity sharing approach today. Here,
a 2D video feed of the VR user’s activity is encoded and streamed to multiple spectators
simultaneously using desktop sharing techniques and standardized video codecs. The spec-
tator is typically not in an immersive environment and need not have the VR application
installed. This is possible because the infrastructure facilitating video streaming is widely
available across every device and scales for many users. Additionally, for most computing
systems today, screen-capturing ability is supported at the platform level, as outlined in the
previous subsection. This means that, in contrast to other approaches, any existing VR
application can be streamed as a 2D video.

While streaming approaches benefit from the generic nature of 2D video capture, they
lack support for multiple views. Spectators have no control over their view of the scene since
only a single video stream is encoded and transmitted to all the spectators. Hence they all
take the same perspective of the VR scene. They typically see the player’s first-person view,
which can be difficult to watch due to camera movement, especially in VR.

Cloud approach - Rendering at cloud server

With the cloud approach, the application is stored and run on a remote server. The spec-
tator and the player need not have the application installed on their local computers. This
approach is, therefore, closer to supporting the “drop-in” access of streaming. For multi-
player games on the cloud, every user can independently choose and control their view of
the player’s scene. The server in the cloud is ideally powerful enough to simultaneously
render, encode and transmit the different video streams corresponding to viewports of dif-
ferent spectators. However, just like with the Multiplayer approach, such a multi-spectator
support needs to be built into the application during development and does not work for
every application. This is currently deployed for non-VR games by services such as Google



CHAPTER 2. BACKGROUND 13

Stadia, Amazon Luna, and Xbox Cloud Gaming. An important consideration is the latency
between a user’s input action (often made using a controller) and the updated video stream
that results from the input action, i.e., the time between a spectator or player invoking a
move action and the updated stream corresponding to the move action. Latency to cloud
systems is typically on the order of 50-100ms. This is high for Mixed Reality applications
because frames need to be rendered at around 60-90fps, which means we need a latency
between 11-16ms. Compensating for this difference is actual system latency, and perceived
latency by a user is still an active area of research.

How is the view rendered to the spectator?

The VR player performs activities in an immersive 3D environment. However, spectators’
views can be rendered in different ways. For example, they might share the same immersive
environment and view 2D, stereo, or 360-degree video.

Each of these modalities preserves detail at different levels. 2D video is the most com-
mon but degrades the sense of 3D depth and the spectator’s overall spatial and directional
awareness [185]. Stereo video enhances the perceived 3D depth and is used today in 3D TVs
and 3D cinema. This requires some kind of hardware to provide different video streams to
the user’s eyes. Today, the 2D and stereo feed of any VR application can be captured at a
platform level [185]. Theoretically, it is feasible to have the spectators observe the activity
in VR via a stereo video feed that fills the left and right eye displays with corresponding
video views. However, when viewed in VR, such stereo feeds may cause motion sickness for
spectators depending on when there is significant camera motion. The TutoriVR (chapter
6) system in this dissertation will use a stereo feed, but it renders it like a 3D TV within
VR. Furthermore, it applies “blacktaping” techniques to reduce the user discomfort caused
by window violation [5].

360-degree video enhances spatial awareness of a scene by allowing the user to change
their viewpoint and is becoming increasingly common in online video sharing platforms [49].
Stereo 360-degree video is an increasingly popular option in VR but provides limited means
of changing the viewer’s position. Additionally, access to such 360 video feeds is not present
in existing applications and needs to be supported explicitly by developers.

Finally, a complete 3D environment is rendered locally, like a game, and ideally retains
the perceived depth through stereo rendering. It allows spectators to look around the VR
player’s environment and move within it.

What interactivity is offered to the spectator?

A vital aspect of any activity between the player and the spectator is the feeling that they
are together - a sense of co-presence.

Interaction within multiplayer approach and the cloud approach is limited by what the
developer has anticipated and built into the game. For example, spectators may adopt
different perspectives on the scene and perceive different parts of the action. To facilitate
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co-presence in such scenarios, existing systems typically adopt an avatar-based representation
of each user in the space. These avatars can be abstract or real-life replicas of the users and
can vary in degrees of freedom depending on the fidelity of the pose that is tracked for each
user. These are commonly seen in today’s social VR applications such as Job Simulator,
Mozilla Hubs, and Horizon Workrooms.

With the streaming approach, the interaction between the player and spectators depends
on what the streaming platform supports. Today, that is typically text chat and is rendered
as an overlay in the VR scene or shown on a web page. To allow for interaction at scale,
text chat has been enhanced with techniques such as displaying viewer counts, consolidated
emoji reactions, polls, etc., being used. For a smaller group of users, audio chat and screen
control sharing and annotations also become feasible. With 360-degree videos, techniques
that convey the viewport of different users have been used in prior research systems [131].

2.4 Instruction of Physical Tasks

When we treat Mixed Reality interfaces as 3D spaces in which users perform spatial actions
in an embodied manner, a specific form of multi-user interaction often occurs: Guidance
and instruction of physical procedural skills. The question of how to appropriately teach
such skills has received significant attention in the learning sciences and specialized domains
where such skills are essential to job performance, for example, in surgery [153, 155] and ath-
letics [94, 121]. Several learning theories are particularly applicable when designing systems
to support skill acquisition.

Fitts and Posner’s three-stage model of motor skill acquisition [51] describes a process that
begins with a cognitive stage (where movements are actively observed, reasoned, and talked
about); an associative phase, where some aspects of movement are controlled consciously and
some aspects are automated; and the autonomous phase, where movements become fluid,
accurate, and largely automatic. Focus shifts from acquiring gross, general movements to
finer details through this process.

Collins et al.’s model of cognitive apprenticeship [33] highlights the changing role of the
teacher in moving a learner from novice to expert performance. It starts with the teacher
modeling the desired action. At the same time, the learner observes, then offers feedback
through coaching and scaffolding as the learner performs it, and finally, a phase for the
learner for review and reflection.

Kolb’s experiential learning cycle [104] also highlights the importance of action and re-
flection. It distinguishes four stages: having a concrete experience, reflecting on it, followed
by abstract conceptualization (drawing conclusions), and active experimentation. Taken to-
gether, these theories suggest that any system targeted at teaching physical tasks should
be dynamic and fulfill several requirements: allow the learner to observe the teacher (for
modeling) and vice versa (for coaching); allowing the teacher to provide effective feedback
during task performance (live) or after a task (through a recording); enabling abstraction
and conceptualization for both teacher and learner (e.g., through annotations and other
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ways of going beyond direct observation); and supporting a learner’s reflection after task
performance, e.g., by jointly reviewing its recording.

Different systems in this dissertation aim to support one or more of these requirements.
For example, two works - TutoriVR and Loki - focus on learning about such physical actions
for carrying out tasks. While TutoriVR aims to exclusively support the modeling phase of
doing virtual tasks, Loki supports all of these requirements of learning physical tasks by
allowing the learner and instructor to select appropriate views and representations of each
other’s performance spaces.
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Chapter 3

Related Work

This dissertation focuses on studying and enhancing multi-user interactions in Mixed Reality
environments. These interactions can take different forms, and in this dissertation, we focus
on three common types - instruction, task-oriented collaboration, and sharing activities for
spectating. As before, this chapter will discuss these interactions from the lens of treating
Mixed Reality Interfaces as traditional desktop interfaces and through the lens of 3D spaces
in which users carry out spatial tasks. Besides this, we will also review prior work within
the domain of Mixed Reality itself.

3.1 Systems that Support Tasks Performed in

Conventional Computer Interfaces

Tutorial Systems

Providing effective instructions for conventional desktop applications has been an active
research area within HCI. Previous work focuses on tutorials for desktop applications such
as design software [60, 30, 147, 64], sketching [50] and 3D modeling [39, 43]. A major theme
in these works is to generate high-quality tutorials based on the raw video recordings of
a user workflow. This approach can reduce the authoring overhead of the tutorial creator
and encourage more sharing of community-generated tutorials. This dissertation will aim
to extend this concept to Mixed Reality applications. An important concern in these works
is at what application level the system should record the workflow. The recording can
either be application-specific (e.g., Blender edit operations [39], Photoshop commands [30,
60], Paint.NET document edits and UI events [65]) or application-agnostic (e.g., Collecting
platform level data such as mouse and keyboard inputs [8, 127, 130], OS-level activity tracing
[126]). The systems in this dissertation will focus on the latter type of recording, in which
we aim to retrofit systems over existing applications.

Prior work has also explored mixed-modal guidance, where different media types are
employed to guide a user’s actions. Recent examples of this include MixT [30], where a mix
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of video and text content is used to convey information; ToolClips [64], where the contextual
video is used to guide actions in a software tool; ElectroTutor [190], which uses a combination
of textual instruction, interactive questions, and signals to generate tutorials on building
physical computing systems; and Torta [126] that uses a combination of screencast videos
along with underlying OS activity traces for generating mixed-media GUI and command-
line app tutorials. Our work employs Cross-Dimensional Media, focusing primarily on the
visual modality. However, in contrast to prior work, it uses visual representations that span
different dimensions of the visual modality.

Synchronous Instruction and Collaboration

One of the earliest instance of synchronous remote instruction and collaboration was Doug
Engelbart’s “Mother of all demos” [46] in 1968. It showcases elements such as video con-
ferencing, version control and collaborative document editing etc,. working in tandem in a
single system. Early work in collaboration over computer software have focused on concur-
rency issues that can occur when users work on a shared computer task. Greenberg and
Marwood [62] analyzed how these issues can affect collaboration tasks over computer soft-
ware. They suggest how the different techniques to solve these can have varying impacts on
how users perceive and interact with the task. Prior work has studied such collaboration is-
sues in specific domains such as document editing [170], code editing [40], engineering design
[36, 158] and has developed tools to solve these issues.

General-purpose techniques to access and share 2D application windows or entire desk-
tops have been pioneered by Virtual Network Computing (VNC) tools. These sharing fea-
tures are most often implemented using video streaming codecs so that other users on the call
need not download or install the shared application [154]. This paradigm has been extended
to support simultaneous screen-share and collaboration by a group of users [72, 43]. Along
with sharing such video streams, most commercial video conferencing tools today include the
ability for a remote party to control single-user software on someone else’s computer using
screen sharing and input event injection. It also allows them to share a whiteboard and have
multiple users perform annotations over the shared screen. Cross-Dimensional Media in this
dissertation borrows from these interactions but extends them to suit the needs of Mixed
Reality Environments.

Retrofitting

A common way to share instruction and collaboration for conventional computer interfaces
is by retrofitting them with other software. Such retrofitting is not new for traditional
computer software and frequently uses a combination of available platform APIs underneath
a closed source application (e.g., using UI toolkit overloading [44] or accessibility APIs )
and reverse engineering approaches to extract information where APIs are unavailable. The
value of retrofitting and reverse engineering has been well established in the HCI research
community. As Chen et. al [28] write:
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“Mission critical applications and legacy systems may be difficult to revise and re-
build, and yet it is sometimes desirable to retrofit their user interfaces with new collaborative
features without modifying and recompiling the original code.”

Computer vision-based reverse engineering approaches have been used to enhance desktop
software with new interaction techniques [42], automate GUI tasks [42], and extract reusable
data from rendered information visualizations [156]. Furthermore, they have been used to
improve the usability of video tutorials [147].

3.2 Systems that Support Physical Tasks

Instruction of Physical tasks

Many systems designed to support the teaching of physical tasks are automated systems,
providing automated feedback through heuristics or measures computed from comparisons to
template actions [61, 177, 187]. These systems often focus on experiential learning, allowing
the trainees to perform an action and then receive feedback from their actions which they
can reflect on. However, this feedback is often coarse and may sometimes be inaccurate.
This approach may not be appropriate for teaching physical tasks, which often requires the
learner to observe a demonstration by the instructor, perform it alongside the instructor,
and then get feedback [33, 84, 103, 186]. Additionally, providing learners with some control
over the availability and modality of feedback is beneficial for learning [94, 161].

Current systems for teaching physical tasks primarily focus only on the psychomotor
phase of learning [3, 81, 165]. However, this is just a part of learning physical tasks, another
part being the elements of the environment and associated interactions with them. We
are unaware of any systems that fully support cognitive apprenticeship [33] discussed in
Section 2.4. To address this gap, the Loki System (Chapter 5) in this dissertation provides
a bi-directional medium where both the learner and instructor can transition between each
other’s physical environments to enable modeling and coaching and reflection in a meaningful
manner.

Computer-mediated Telepresence and Collaboration for physical
tasks

Early work in this domain relied on video-conferencing tools. Works from Ishii et. al such
as Videodraw [176], TeamWorkStation [90], ClearBoard [91] use a combination of monitors,
cameras and translucent screens to facilitate a shared collaborative drawing board across two
or more users. Works from Gaver [56], and Hollan and Stornetta’s “Beyond being there”
[83] suggest that while a purely audio-video medium conveys a limited set of information, it
need not mean that collaboration over it is worse than in-person interactions in which more
information is available. It could even offer beneficial interactions that are not possible with
in-person interactions such as the ability to perform digital annotations. To this end, prior
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work identified the value of using Mixed Reality environments for collaboration over physical
tasks [16] and has proposed extensions such as spatial annotations and tracked objects [3,
22, 16]. The remote user usually has access to a 2D video feed [108], and more recently,
360 video and 3D point cloud feeds [97, 179, 184], or a virtual replica [138] of the local
user operating in their physical environment. In addition, they guide them through an audio
channel with the aid of other peripherals such as laser pointers [1, 70] or augmented reality
devices [87, 105].

Prior works have demonstrated the value of having tools and interaction techniques such
as annotations [70, 141], sharing hand gestures [2, 88, 101] and trade-offs between different
viewpoints [55, 166]. Even earlier works [90, 92] identified that for seamless remote collabo-
ration, it is not sufficient to have only 2D annotations. However, it is also important to have
access to physical and digital tools, awareness of gaze and gesture, and a way to manage the
digital and physical workspaces. The Cross-Dimensional Media in Loki (Chapter 5) leverages
these techniques and tools to facilitate remote instruction of physical tasks.

Mixed Reality interactions provide an interesting parallel to these scenarios, where the
elements—MR user, the MR environment, the external user, and the MR user’s video feed —
are correspondingly analogous to a local user, their physical environment, remote user, and
the 2D video feed they view. This analogy points us towards potentially useful interaction
techniques introduced by these works, such as environment annotations, live sharing video
streams and content, and enabling independent spatial exploration of the remote user’s
environment, which may be adapted to work in Mixed Reality environments. However, there
are fundamental differences between real and virtual environments. Unlike the real world,
the elements in a virtual world commonly have dynamic and digital behavior, e.g., objects
and menus can spawn and disappear anywhere, and the scale of objects and the world
can change. These differences break the interaction techniques and introduce interesting
problems in Mixed Reality environments. In this dissertation, features and design of systems
that focus on tasks in virtual spaces - TutoriVR (Chapter 6), TransceiVR (Chapter 7) and
DreamStream (Chapter 8) are inspired by this prior work, but extend it to address unique
Mixed Reality problems.

Interactive Cross-Dimensional Media builds on these prior works and findings wherein it
supports these rich interactions, as well as provides us with a unified framework to broadly
think about systems that involve users, each of whom perceives and interacts with the same
data through different visual representations and interaction affordances. In this dissertation,
we build systems that augment existing mixed reality systems. Specifically, these systems
use data similar to prior work: depth maps, color video feeds, and pose tracked actions. We
develop Interactive Cross-Dimensional Media that use these data to facilitate collaboration
in Mixed Reality environments. We propose a novel design methodology (Section 4.4) that
allows for designing and understanding user interactions that meaningfully translate across
the different representations of Mixed Reality environments.
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3.3 Systems for Mixed Reality Tasks

Tutorial systems

Early research in MR explores the potential of immersive displays in spatial tasks such as
modeling [157] and sketching [191]. More recent work focuses on examining the mechan-
ics of sketching in mid-air, focusing on understanding the quality of the stroke [6, 194] or
improving it via correction techniques [9] and advanced workflows [7]. Providing effective
learning materials is also vital to help develop such skills. Works in this dissertation comple-
ment this research by characterizing users’ needs in learning and working with mixed reality
applications by introducing systems that leverage Interactive Cross-Dimensional Media for
facilitating tutorials, collaboration, and richer spectating for tasks in Mixed Reality.

Tutorial systems designed for such mixed reality environments primarily focus on har-
nessing spatial tracking and feedback to help users learn motor tasks [198, 193, 165, 3, 123].
Video is a lightweight format for capturing these workflows. However, motor skill is only one
aspect of larger tasks. Therefore, systems in this dissertation use motor activity videos and
supplement them with additional information regarding the 3D virtual scene, tool usage,
task demonstration, and content progression [50].

Commercial MR applications like BeatSaber, Gravity Sketch, Medium, and Quill provide
dedicated 2D video tutorials online, and MR uses standard video widgets such as play, pause,
and seek. Alternatively, a MR application may provide APIs for users to capture all the geo-
metric information and the application states of a design workflow [137]. A 3D reconstruction
of this capture can help users freely explore the workflow from different perspectives. Ponto
et al. [148] use tracked HMD data to produce stable videos while preserving the recorder’s
original intent. Greenhalgh et al.’s [63] work discusses different Spatio-temporal mechanisms
that allow recording and playback of multi-user VR sessions. These works assume source-
code access to the entire application to facilitate the playback of tasks in Mixed Reality
spaces. TutoriVR, a tutorial system for Mixed Reality tasks introduced in this dissertation
(Chapter 6), also includes a video player. However, it is more tightly coupled and is respon-
sive to the user’s workflow. It can display video interfaces and enable interactive tutorial
features directly inside the Mixed Reality environment in an application-agnostic manner
and retrofits over existing applications without source-code access.

Multi-user Mixed Reality interfaces

Research on collaboration in digital 3D virtual environments goes back many years [47, 32].
One of the earliest proposals for a multi-user VR system is DIVE [26], in which users are
part of a shared 3D virtual environment in which they can share the screens of their 2D
desktop applications. Populated Web [13] proposes a multi-user 3D web browsing experience
in which web pages are laid out in a shared 3D virtual space. Using a 2D desktop interface
or VR headset, users can spatially navigate web content and represent themselves as avatars,
interacting with each other through text, voice, and video. Though the work focuses on web
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browsing, the system’s core interactions are strikingly similar to those of today’s social 3D
virtual environments such as Horizon Workrooms, Mozilla Hubs, and VRChat.

Immersive three-dimensional environments in which users are embodied supposedly allow
them to perform tasks that are inherently 3D in nature more easily. Examples of such tasks
include 3D modeling and design, planning surgeries, performing architectural layouts, and
watching immersive media content such as movies and games. Developing Mixed Reality
systems requires understanding the unique goals and challenges posed by the specific task and
its target users. The recent emergence of consumer-grade VR devices allows researchers to
understand better and design collaborative VR systems for these tasks. Xia et. al [197] notes
challenges in collaborative scene editing through VR interface. Their SpaceTime system
uses interaction techniques to allow for parallel manipulation and conflict resolution of 3D
designs. Nguyen et. al’s CollaVR [131] system allows for efficient synchronous collaborative
review of 360-degree media content. Prior works also highlight other essential factors to
facilitate collaboration in virtual environments. These include enabling co-presence in virtual
environments, allowing independent exploration in 3D space, and access to relevant 3D
information across various interfaces [12, 11, 71, 189]. These works validate the need
for collaboration in Mixed Reality systems and promise increased productivity and social
engagement. In addition, they demonstrate how effective collaboration can be supported if
it is designed into the core of each application.

In the context of Mixed Reality applications, very few works have explored retrofitting
approaches discussed earlier for conventional computer softwares. Recent works by Zhao et.
al [201] and Hartmann et. al [79] do this, highlighting the value of retrofitting for application-
independent compositing of information into Mixed Reality environments. Works in this
dissertation, specifically TutoriVR (Chapter 6), TransceiVR (Chapter 7) and DreamStream
(Chapter 8) achieve multi-user interactions in existing VR applications through providing
collaborative interfaces that retrofit at the platform level outlined in Section 2.2.

Systems in this dissertation adopt such interactions from these prior work. However, they
show how such functionality can be retrofitted and may also be possible without requiring
every user to use Mixed Reality interfaces, i.e., they can work in asymmetric interaction
scenarios.

Asymmetric Collaboration for Mixed Reality tasks

Some applications employ asymmetric interactions, where one player operates using Mixed
Reality interfaces and one or more other users operate without it but may have other acces-
sories such as cheat sheets or controllers, with which they can indicate and perform actions in
the application environment. Tasks carried out in these applications may be cooperative, in
which the users work together, e.g. Black Hat Cooperative [15], Eye in the Sky [48] or com-
petitive, where they work against one another e.g. Panoptic [142], and Nemesis perspective
[129].

Beyond these applications, primarily games, recent research [54, 69, 68, 195] has iden-
tified the isolating nature of existing MR applications and proposed techniques to address
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this problem. ShareVR [69] uses spatial augmented reality (SAR) projections [14], mo-
bile displays, and tracked spaces to display the virtual world onto the physical world and
vice-versa. FaceDisplay [68] has three touch displays that are directly mounted on the VR
headset, which act as viewports and a means for the external user to interact with the VR
user and play a VR game. TeleSight [54] uses an instrumented robotic head that mimics the
VR user’s HMD pose to achieve a similar interaction. Sometimes these systems require an
instrumented space with a rig of depth cameras and projectors. Von Willich et al.’s work ren-
ders different representations of a passerby into a custom VR app and compares them [195].
RealityCheck [79] composites 3D renderings of the user’s physical surroundings into a MR
application and projects the VR environment into physical space in an application-agnostic
manner. In general, these works try to reduce the asymmetry by mapping the virtual envi-
ronment onto a real environment and vice versa. DreamStream (Chapter 8) builds on this
approach by using depth camera captures and having spectators use MR interfaces while also
having a 2D UI interface as an alternative. In contrast, TransceiVR (Chapter 7) starts from
the perspective of enabling external non-MR users to communicate with MR users without
requiring additional tracking or projection infrastructure.

These works also provide interesting insights into asymmetric MR interactions but dif-
fer from the scope of works in this dissertation in that they assume these interactions are
predominantly spatial. Additionally, they focus on custom-written applications where col-
laboration is key to the user experience. Systems in this dissertation focus on improving the
collaborative interactions and spectating in existing MR applications that were not neces-
sarily designed for multi-user experience and interaction.

Spectating Mixed Reality Activity

Spectating live video game streams is an increasingly popular online activity. Typically, a live
screen capture of the host player’s gameplay is encoded and streamed at scale to multiple
spectators. Through real-time chat and other mechanisms, spectators can influence how
players go about their games [163, 167], and host players must consider how their in-game
activities impact the spectator experience. This is not easy because spectators themselves
may have different goals. Cheung and Huang [29] identify nine different spectator personas
involving a varying degree of interaction with the host player. We may consider spectating
as a form of collaboration, where the goal is entertainment for all, and as such can face many
of the same challenges.

Providing an excellent spectating experience for Mixed Reality activity is even more
challenging for several reasons. Foremost is that while the player operates in an immersive
environment, spectators view a 2D video stream. The 2D video is limited in conveying
the player’s scale and richness of the 3D experience. Secondly, the choice of the viewport
of the video can dramatically impact VR streams. Often VR streamers share their first-
person view (FPV), but this can be shaky and difficult to watch. With a third-person view
(TPV), spectators may miss some critical parts of the action. This problem is related to the
challenges in watching FPV videos of users doing physical tasks [55]. JackIn [97] stitches
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frames from the FPV video stream and maps them to spatially registered frames immersively
surrounding a spectator, thereby decoupling the head motions of the spectator from that of
the camera. In contrast to approaches that mitigate the effects of FPV videos, an online
survey by Emmerich et. al [45] suggests that most viewers prefer the first-person version
when spectating VR gameplay as 2D video feeds.

Today, Liv and MixCast are popular general-purpose solutions for streaming VR activ-
ity. They offer stabilized first-person views, increased field of view, and third-person views
(TPVs). Liv and MixCast also allow compositing 2D video or an abstract avatar of the
player placed between the set background and foreground layers of a VR feed. The output
of these systems is ultimately a 2D video, in which the viewer experience is very different
from that of the player. These systems do not allow for spatial interaction between the player
and viewers, nor do viewers have independent control of their viewport. Some features are
built into certain games to facilitate enhanced spectator experience, e.g., JobSimulator. To
increase spectator immersion in VR, vReal allowed spectators to be part of the game’s virtual
space. All these tools require developer support. From our interviews with expert streamers
(Section 8.5), we learned that while vReal was thought to be promising, it had failed to gain
traction with developers and was shut down.

Conventional 2D streaming approaches (Section 2.3) can work with any existing MR
application. However, supporting interactions typical of multi-user VR applications will
likely require deep integration with custom SDKs during development, particularly as they
manipulate elements of the application’s 3D scene. In contrast, systems in this dissertation
performs interventions at the Platform level (Section 2.2).

Capturing and transmitting virtual spaces’ 3D geometry and texture information is more
complex and less standardized. RealityCheck allows co-located viewers to spectate the VR
experience mapped onto a physical environment. It also composites a Kinect capture of
the surrounding physical world into the VR scene. To do this, RealityCheck intercepts the
graphical rendering pipeline of the VR application. DreamStream system in this dissertation
(Chapter 8) builds directly on this approach, modifying it to suit the needs of interactive
and immersive spectating.

Niederauer et. al [133] proposes a non-invasive technique to access and reconstruct the
3D geometry of a scene rendered in OpenGL. This is an inspiring idea, but their technique
does not work well with today’s VR applications. Firstly, it assumes that geometry culling is
turned off, which allows it to capture the entire architectural model of the surrounding scene.
However, VR applications today cull parts of the scene outside the player’s field of view.
Secondly, it makes assumptions on how geometry information is stored and requires user
inputs to generate the scene geometry correctly. DreamStream system (Chapter 8) in this
dissertation achieves such 3D reconstruction by intercepting the graphic rendering pipeline
itself and retrieving the depth buffer that was used. DreamStream does not fail entirely,
even if culling is performed. This is because DreamStream does not capture the entire scene
at a single moment but continuously captures the parts of the scene in view. For the same
reason, DreamStream does assume the static nature of the scene nor about the structure of
the geometry buffer.
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In summary, DreamStream facilitates multi-user interactions typical of multiplayer ap-
proach described in the previous subsection. In addition, it leverages the scalable content
distribution pipelines typical of today’s video streaming approaches. Furthermore, since this
is done at a platform level, it works with many of today’s existing MR applications.
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Chapter 4

Rethinking Mixed Reality
Collaboration with xspaces and
Interactive Cross-Dimensional Media

In this chapter, we will revisit the canonical CSCW matrix discussed in section 2.1 and see its
limitations in categorizing collaborative interactions in Mixed Reality. We will then propose
an extension to the matrix by introducing the notion of an Extended Space. Users will have
barriers to efficient collaboration when they are asymmetric in the way they see and interact

Term Definition

Extended Collaborative
Space (xspace)

The Mixed Reality space perceived by a user, containing all ob-
jects, both physical and virtual, that are relevant to the collab-
oration task at hand.

Interactive Cross-
Dimensional Medium

A medium that can offer different visual representations and as-
sociated interactions across and within display types.

Display Type Output hardware a user employs to view a Mixed Reality envi-
ronment. E.g., VR headset, AR headset, 2D screen

Visual Representation The way in which a data stream from a physical or virtual envi-
ronment is captured and presented. E.g., 3D geometry, 3D point
cloud, Stereo video, 2D video, 2D image

Output Dimensionality The number of dimensions inherent in a given spatial represen-
tation. E.g., 3D for point clouds, 2D for video.

Input Dimensionality The degrees of freedom (DOF) available for providing input.
E.g., 2D on a touch screen vs. 3D using a VR controller

Table 4.1: Key terms and definitions used throughout this paper
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with the Extended Space. Subsequently, in this chapter, we will introduce Interactive Cross-
Dimensional media, which has properties and interactions that help mitigate these barriers.
To serve as a quick reference, the different terms and definitions helpful for this chapter are
summarized in Table 4.1.

4.1 The Canonical CSCW Matrix Cannot Describe

All Mixed Reality Collaborations

The Canonical CSCW matrix uses the physical space for categorizing different user interac-
tions. This leaves out critical details that are required for carrying out collaborative inter-
actions in Mixed Reality environments. This is because, in these environments, information
may be anchored to 3D virtual or physical spaces accessible only to specific users, even if
they are physically co-located. A key aspect of Mixed Reality systems is that they often blur
the distinction between physical and digital spaces used for work. Through studying prior
works and existing Mixed Reality interactions, we realized that the canonical CSCW matrix
is insufficient to capture the nuances of the interactions between the different collaborating
users in Mixed Reality environments. To illustrate this, we list a few counterexamples (CEs)
where categorizing interactions into the canonical CSCW matrix is not particularly effective
and can be deceiving.

CE1 Co-located spectator viewing mirror video feed of a VR user : The two users are still co-
located and synchronous. However, the VR user cannot see the external world. While
the spectator, as well as the VR user, can see the virtual world, they do not have the
same Output and Input Dimensionality (Defined in Table 4.1). i.e., the spectator can
only see the first-person view feed of the VR user and can only do so through a 2D
video. Furthermore, they have no interaction with the video. This is illustrated in
Figure 4.1 (1).

CE2 Co-located spectator of an AR user : Though the interaction between the two users can
be considered co-located and synchronous, it is important to note that the spectator
can not see the virtual elements seen by the AR user. This is illustrated in Figure 4.1
(2).

CE3 Co-located VR users using different VR apps : Here, the collaborating users are co-
located and synchronous. However they operate in different virtual worlds and some-
times may even be completely unaware of the context of actions of another user.

CE4 Social VR apps : Perhaps the most common of scenarios is the realm of social VR apps.
Here, the collaborating users might be in remotely located physical spaces but are in
the same co-located virtual space. Moreover, they may all see the virtual world in 3D
or participate through a 2D web interface. This is illustrated in Figure 4.1 (3).
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Figure 4.1: Three example scenarios that have no meaningful place in the canonical CSCW
matrix - (1) A user is watching a video mirror of a co-located VR user. (2) an AR user and
another user who does not wear a headset and (3) two remotely located VR users who are
part of the same virtual scene.

CE5 Mixed Reality Telepresence: Collaborative interactions in Mixed Reality environments
are a well-studied topic in the literature. Here, a multitude of interactions may not fit
the conventional CSCW matrix. For instance, with Loki (Chapter 5), in the case of a
remote guidance task carried out by two users, A help-seeker user (learner) wears an
AR headset, whereas a remote expert wears a VR headset. Though they are located
remotely, both view the same physical environment of the help-seeker in 3D. While the
help-seeker views it directly through the lenses of the AR headset, the remote expert
views a live 3D point cloud reconstruction of the same.

Prior work [78, 79, 69, 68, 185, 186, 184, 27, 189, 107] as well as all the systems in this
dissertation have built multi-user systems and interactions that fit one or more the above-
listed examples, allow for collaboration and communication between users in Mixed Reality
environments. However, these systems do not have a meaningful place in the canonical
CSCW matrix.

Adapting the CSCW Matrix for Mixed Reality environments

Can the CSCW matrix be adapted to categorize better and analyze Mixed Reality envi-
ronments? A naive solution would be adding more dimensions to the CSCW matrix. For
instance, Virtual space can be added as an additional dimension. However, a significant
issue exists that, with such a 3D matrix representation, the common collaboration scenarios
would often straddle across multiple Octants. Furthermore, the nature of these scenarios
also varies based on the differences in the visual representation and modality with which
users perceive these spaces, as well as differences in their Interaction affordances. So a full
accounting may lead to a five-dimensional matrix, which is unwieldy to think about, and
reason using as a tool. To avoid such complex formulations, we propose a simpler modifi-
cation to the matrix, making it better suited to deal with interactions that occur in Mixed
Reality spaces (see Figure 4.3, Right). We conflate these different parameters to carve out a
hypothetical space that we term as extended collaborative space ( abbreviated as xspace). In
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the subsequent section, we describe this and show that simply replacing the Physical Space
axis with xspace makes it easier to categorize and analyze collaborative interactions in Mixed
Reality environments.

4.2 Extended Collaborative Space (xspace)

We define xspace as the Mixed Reality space in the Milgram continuum that is perceived
by a user, containing associated information of all objects, both physical and virtual, that
are relevant to the collaboration task. It is important to note that the xspace varies with
the collaborative task. For example, in an Augmented Reality space where the virtual
elements can interact with the physical world (e.g., a virtual pet jumping on a couch), all
the virtual elements, as well as the physical elements that it interacts with, such as the couch,
constitute its xspace. On the other hand, in a VR activity where the user works only with
virtual objects, the xspace consists of the virtual environment only. In the same VR activity,
however, if the VR user has to interact with some elements of their physical surroundings
too (e.g. FaceDisplay [68], Mutual Human Actuation [27]), then those elements are also part
of the VR user’s xspace.

Visual representations of xspaces

We define visual representation as how a data stream from a physical or virtual environment
is captured and presented, e.g., 3D geometry, 3D point cloud, Stereo video, 2D video, and
2D image. Some of these representations are illustrated in Figure 4.2. The collaborating
users may each experience and interact with the different components of the xspace through
different modalities that act as a lens to the xspace. These modalities may facilitate different
visual representations that may have different output dimensionalities (Table 4.1) associated
with them. For instance, in a Mixed Reality telepresence system, one may see another user’s
xspace, directly through their own eyes. However, if the other user is located in a physically
remote place, then they may see the xspace through a live 2D video (Figure 4.2e), a live 3D
reconstruction (Figure 4.2b). They may also see it through a combination of both, such as
in Hologlyphs in Loki (Chapter 5). In contrast, the local user may see the same xspace by
viewing the physical world directly through their eyes (or video see-through) and possibly
any other virtual objects on top of them rendered through an AR device. These modalities
for perceiving xspaces can be broad in terms of other sensory characterizations such as
haptic, auditory, and visual. However, in this dissertation, we will focus only on the Visual
modality which is the dominant one in current Mixed Reality environments. Specifically,
we explore the different visual representations of the visual modality, e.g., reconstructed 3D
point clouds, 3D interactions, stereo video, and regular 2D video.
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Figure 4.2: Examples of a few possible visual representations of xspaces that are used in
prior work

Figure 4.3: Canonical CSCW Matrix (left) and our matrix for extended collaborative spaces
in Mixed Reality environments (right).

Extended Space - Time Matrix

In the canonical CSCW matrix, we classified the users on the Physical Space axis as either
co-located or remote. In the Extended Space-Time matrix, we will classify them based on
how they see and interact with the Extended Space. This can be symmetric or asymmetric
(Figure 4.3). However, what makes users working in an xspace be asymmetric?

Asymmetry in xspaces occurs because one user can not see and/or interact with certain
parts of a Mixed Reality environment in the same manner as another user. Sometimes, a
user has no access to these parts. For instance, in CE2 above, the spectator cannot access
the virtual elements. However, in many other cases, the visual representation (Defined in
Table 4.1) in which users view the spaces are different. For example, this is seen in CE1,
where the external artist sees the virtual environment through a 2D video feed, whereas the
VR user sees and operates in the same environment in 3D.

In such scenarios, some users can carry out 3D operations in a Mixed Reality environment,
while others carry out 2D UI-based operations on a screen. Some can view the information in
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Figure 4.4: Sources of xspace asymmetry addressed by systems in prior works and in this
dissertation.

3D, while others only through 2D. Thus, in these asymmetric xspaces, there is an uneasy co-
existence of different combinations of 2D and 3D input and output dimensionalities (Defined
in Table 4.1) for the collaborating users.

In summary, it is important to note that asymmetry in xspaces is a multi-faceted concept
with multiple factors. Users can belong to asymmetrical xspaces due to any of four possible
sources:

• Users have unequal access to task-relevant components of the physical parts of the
xspace

• Users have unequal access to task-relevant components of the virtual parts of the xspace

• Difference in output dimensionality with which different components of the xspace are
perceived by the users

• Difference in Interaction affordance / input dimensionality of different components of
the xspace for the users.

Empowered by this notion of xspace, we can now categorize prior works based on the
baseline Mixed Reality scenarios in which they try to address collaboration issues. This is
shown in Figure 4.5. Typically these prior works try and bridge the asymmetry across the
xspaces that users operate in. A few selected ones are tabulated in Figure 4.4.

We thus replace the notion of a co-located or remote physical space with that of an
asymmetric or symmetric extended collaborative space (xspace). Analogous to the canonical
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matrix, if we identify that users interact with xspace asymmetrically, then there should exist
communication barriers between them arising from one or more of the sources listed above
that lead to the asymmetry. The specific sources and collaboration goals inform the type of
tools and systems needed to bridge that gap.

Synchronous Asynchronous
Interaction Time

Extended
Space

TransceiVR TutoriVR

Loki, 
Photoportals

RealityCheck

SpaceTime

JackIn FaceDisplay ShareVR

AuthAR

Asymmetric

Symmetric

Slice of Light

Horizon
Workrooms

Mozilla Hubs

Figure 4.5: Baseline scenarios that systems in prior work and this dissertation seek to address
collaboration issues.

4.3 Interactive Cross-Dimensional Media (XD media)

To help bridge the asymmetry between users who operate across asymmetrical xspaces, in this
dissertation, we introduce and propose Interactive Cross-Dimensional Media (abbreviated
as XD media and pronounced as Cross-D media). We formally define it as:

“A medium that has components of varying visual dimensional representation. Dif-
ferent representations can be chosen automatically based on context or through associated
interaction techniques that give users control over exploring spatial, temporal, and dimen-
sional levels of detail. It ensures that any information or interaction makes sense across
different dimensions, interfaces, and spaces.”

The definition associates two key properties to a cross-dimensional medium:

P1: Variable dimensional representations

P2: Meaningful translation of interactions

Property 1: Variable dimensional representations

The first property of a cross-dimensional medium is that it should have visual representations
of different Output Dimensionality for the task-relevant data of an xspace. Figure 4.2 shows a
subset of such visual representations that are possible. The medium’s specific representations
may vary based on the context, devices, and interfaces that the different users use. This
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Figure 4.6: Illustration of the Two properties of XD Media - Left: Property 1 - XD Media has
different visual representations of the same data. Right: Property 2 - XD media Meaningfully
translates interactions across representations

would allow for presenting an xspace in visual representations that are best suited for the
interface and device each user operates with. As mentioned before, the visual representation
can be a 2D video, a 3D point cloud, an abstract 3D graphic, a stereo video, 360 video, etc.
Some of these are illustrated in Figure 4.2. It may also be presented as a collage of the above
forms, providing users with alternative information sources. The works in this dissertation
have used different combinations of such representations. For instance, the Loki system that
we will see in Chapter 5, uses a combination of live 2D videos, 3D point clouds, and abstract
3D avatars to present instructional information for the instruction of physical tasks (Figure
5.4).

Property 2: Meaningful translation of interactions

The second property of a XD medium is that it should meaningfully translate interactions
across the different representations it supports. It should allow changing between 2D and
3D while providing input to an xspace. For example, in the TransceiVR system that we
will see in Chapter 7, annotations made over a 2D video feed can either be projected to the
3D space (Figure 4.6 Right and Figure 7.3) in a meaningful manner or can be shared as
such in a 2D format if required. Depending on the context, either one of the interactions
might be helpful. While 3D projected annotations can be of use for referring to objects in
the VR environment, sometimes annotations projected directly in the 3D environment may
not make sense. For instance, in Figure 7.8, the annotations made over a video frame are
used for shared discussions. This is analogous to the interactions that happen with desktop
screen-sharing tools today.
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Figure 4.7: Analogous data captured in virtual and physical worlds. (L) In VR, VR scene
image, corresponding depth texture, pose of VR HMD (camera), and the VR user’s input
pose and actions are captured. (R) In physical world, besides the scene image, depth data,
tracked pose of the depth camera as well as their actions (through skeletal tracking) are
captured

Common XD Media Interaction Techniques

These two properties give rise to three specific interactions we have used across the research
systems in this dissertation.

1. Perspective exploration: Allows a user to get different perspectives of the xspace.

2. Temporal exploration: Allows a user to navigate across and interact with the his-
torical trace of the xspace.

3. Dimensional-detail exploration: Allows a user to explore and enhance different
dimensions of the underlying xspace. This is similar to the level-of-detail (LOD) effects
in computer graphics [128], in which one provides different representations of a single
artifact, each with a different level of complexity. In this work, we use a similar analogy
to the context of the dimensional representation.

Data Requirements

While the physical space and time aspects of collaborative interactions have been studied in
the CSCW literature, interactions between users spanning different xspaces, using different
modalities, have been studied to a lesser extent. Our work demonstrates that systems
that deploy Interactive Cross-Dimensional Media techniques allow for effective collaboration
between users of Mixed Reality environments. These users might span multiple sectors of
the new Extended Space-Time matrix, i.e., across different xspaces and synchronicity. Our
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proposed Interactive Cross-Dimensional Media techniques allow for efficient communication
of information and collaboration across these sectors.

To achieve this, in this dissertation’s research systems, we will make assumptions about
what kind of data is available about an xspace to characterize it. Interactive Cross-Dimensional
media that we have used in our works involve capturing four specific types of data: (1) RGB
video frames, (2) Corresponding depth data, (3) Tracked Camera, and (4) Position tracked
input actions by the user in the xspace. These are illustrated in Figure 4.7.

4.4 Using xspaces and XD Media: A proposed design

methodology

Broadly, we will use the following higher-level methodology for designing collaborative inter-
actions for Mixed Reality environments. First, we seek to identify the fundamental factors
that cause issues in collaboration, and we do that through a series of steps that leverage our
extended CSCW matrix.

Step 1: Identify the extended space (xspace) for the collaboration task. The xspace is defined
as the Mixed Reality space perceived by a user, containing those physical and virtual
objects relevant to the collaboration task at hand. Sometimes, it may seem that a
task may seem to have more than one xspace. However, with our experience using this
methodology, such a task can usually be broken down into smaller sub-tasks that each
have a single xspace.

Step 2: Identify how each user perceives and interacts with the xspace with the interface they
use in the baseline scenario. Then, use that to determine which quadrant of the xspace-
time matrix they fall into.

Step 3: If they fall into either of the asymmetric quadrants, identify the potential sources of
asymmetry as one or more of the four factors defined above (i.e., (i) Access to task-
relevant physical space, (ii) Access to task-relevant virtual space, (iii) Difference in
output dimensionality with which the xspace is perceived by the users, (iv) Difference
in Interaction affordance / input dimensionality for the users. )

Step 4: For the specific task, gauge the impact of each asymmetry on collaboration efficiency
between the users.

Once these asymmetries are identified and prioritized, the next step is to design and
develop interfaces to mitigate the critical asymmetries of concern. This can be any interface,
but in our work, we propose Interactive Cross-Dimensional media as a candidate for solving
collaboration issues due to such asymmetry in xspaces. These media have a set of standard
interaction techniques and patterns that facilitate perspective, temporal and dimensional-
detail exploration. Moreover, these techniques are well suited to broadly mitigate the various
asymmetries we identified through our extended space CSCW matrix.
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In the following chapters, we will see four different systems that leverage the xspace-
time matrix framework to analyze collaboration issues when using different Mixed Reality
environments. We show that the use of Interactive Cross-Dimensional Media mitigates the
adverse effects of asymmetry and aids collaboration and communication in settings where
complete symmetry is impossible or not desirable.
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Chapter 5

Loki

5.1 Preamble

Remotely instructing and guiding users in physical tasks has offered promise across various
domains. While it has been the subject of many research projects, current approaches
are often limited in the communication bandwidth (lacking context, spatial information) or
interactivity (unidirectional, asynchronous) between the instructor and the learner. Systems
that use Mixed Reality for this purpose are promising. However, they typically do not
support all the different approaches to learning that are required for the Instruction of
Physical tasks (Discussed in section 2.4). Most prior systems focus on only one of the
approaches.

In this chapter, we will develop systems to facilitate instruction for physical tasks by
leveraging the framework and methodology outlined in Section 4.3. However, we will see
that the different instructional approaches will require users to operate in different xspaces
and use different interfaces. To better understand this, in this chapter, we identify a design
space specific to using Mixed Reality systems for the remote instruction of physical tasks.

We will then present Loki, a novel system that allows users to operate flexibly in various
regions of this identified design space. To do this, Loki leverages an Interactive Cross-
Dimensional Medium that consists of videos, 3D spatial captures, and abstract 3D graphics,
along with its associated interaction techniques that will allow users to explore and annotate
the local and remote environments and record and review their own performance as well as
their peers’. Furthermore, Loki is designed to enable quick and easy transitions between the
different configurations of the identified design space and reduces the asymmetry between
the users. We validate its utility through various scenarios and a qualitative user study.

5.2 Introduction

The ability to remotely guide and instruct users in physical tasks has excellent value since it
can connect novices with instructors and improve how people learn new skills and trades [61,
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81]. In addition, the ability to re-skill and develop workers effectively is vital as the nature
of work changes and workforces become more dynamic [85]. Within the HCI community,
researchers have leveraged novel interfaces such as AR, VR, and other modalities to guide or
teach physical skills and activities [3, 80, 165, 177, 187]. This research has driven commercial
offerings which aim to direct users and provide guidance on job sites and during maintenance
tasks [192, 120, 52]. However, these approaches typically rely on asynchronous learning,
tutorial generation, or presenting contextually relevant information such as guidance cues.

Additionally, these approaches often rely on a single modality of capture and visual
representation (e.g., 2D video, 3D mesh) to teach or guide the remote participant. While
these methods can be effective, the spatial nature of physical tasks is often lost or reduced, as
is the ability to interact with an instructor in a bi-directional manner. Rich interaction with
an instructor can result in tailored guidance and close the loop by supporting demonstrations
by the instructor [34, 104, 162, 196].

In recent years, telepresence technology has advanced rapidly with commoditization of
real-time spatial capture devices [82], more prevalent availability of VR and AR interfaces,
and novel interactions for Mixed Reality (MR) interfaces [105, 140]. These technologies have
the potential to augment current training techniques and bridge the gap between instructor
and learner by leveraging contextual cues and spatial information, allowing recording and
playback of scenes, and enabling spatial annotations. However, it is not evident how to
leverage these novel technologies in combination to exploit their unique value.

While prior work has introduced specific configurations of MR-based instruction, we find
that there exists a broader design space for Mixed Reality systems aimed at facilitating re-
mote instruction of physical tasks. Different configurations in this design space will allow
for instruction approaches identified by the learning science literature (Section 2.4). Fur-
thermore, each of these configurations may have an xspace that is different from the other,
thereby introducing different levels of asymmetry between users.

To flexibly support the different stages of instruction, we highlight that it is essential for
a single system to allow for moving between these different configurations. To support this,
we develop and introduce Loki (Figure 5.1), a system for physical task training that supports
operations across the different dimensions of the identified design space. In this work, we will
refer to them as ‘transitions’. Loki supports these transitions between the various modalities
and data enabled by Mixed Reality. These transitions are essential to facilitate learning
throughout the skill acquisition process since the learner’s needs can change even within a
single session of learning a physical skill.

Loki is comprised of two symmetric spaces. Each space supports a single user and con-
tains an immersive Mixed Reality display utilizing pass-through AR to enable transitions
between virtual and augmented reality. The physical environment of each user is spatially
captured and streamed in real-time to the remote user alongside video, audio, and annotation
data. Both users can navigate between their local and remote environments in real-time and
interact synchronously with live and recorded data. This flexibility allows for novel work-
flows that bring the instructor and learner closer together, allowing for richer collaboration
and improved training opportunities. We discuss and illustrate the value of Loki’s mode
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Instructor’s view

Learner’s view

a. c. e.

b. d. f.

Figure 5.1: An instructor (orange) teaching a learner (green) how to play a chord on a guitar
in Mixed Reality using Loki. The learner, who is in VR (d), observes the instructor who
is in AR (a) demonstrating the chord. Next, the learner uses spatial annotations to ask a
question about the performance. Then, both enter AR, and the learner begins to practice
while the instructor provides occasional coaching (b, e). Lastly, the learner’s performance
is recorded, and both instructor and learner review the recorded performance in VR and
discuss the errors (c, f).

transitions, and the corresponding system features through scenarios performed using the
working Loki system. The scenarios illustrate that these additional affordances can allow
users to learn a variety of physical tasks in a flexible manner. We also discuss a qualitative
user evaluation of Loki in which users learned a 3D foam carving task remotely.

In summary, the primary contributions of this chapter are:

• A design space that explores real-time bi-directional Mixed Reality based remote train-
ing of physical tasks.

• An Interactive Cross-Dimensional Medium and associated interaction techniques allow
users to navigate and utilize the breadth of visual representations and presentation
modalities within this space and enable effective learning workflows.

5.3 Identifying the xspace(s) for the Instruction task

As discussed in Section 4.3, to be able to design collaborative interactions for Mixed Reality
environments, we will begin with the first step of identifying the xspace for the task.
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Figure 5.2: The dimensions of the design space for remote teaching of physical tasks.

While the broader collaborative task here is the instruction of physical tasks, we know
from our earlier discussion in Section 2.4 that process of instruction for physical tasks can
take different approaches depending upon the desired target learning outcome. Moreover,
when the learner and the instructor are remotely located, each of these different approaches
may focus on a different space, resulting in a different xspace.

For instance, when the instructor adopts the Modelling approach, they will demonstrate
to the learner by performing the physical task themselves in their own space and have the
learner observe them. Here the xspace is the instructor’s body, the instructor’s physical
space, and any virtual elements that may be anchored to the instructor’s physical space
(such as annotations). In this case, while the instructor can see the physical parts of their
xspace directly or using pass-through AR, there is no way for the learner to do this since
they are remote. Therefore, this asymmetry has to be addressed by providing the learner
with some appropriate form of visual representation that could adequately communicate the
three-dimensional nature of the physical task.

In a Coaching approach, these are swapped wherein an instructor will watch the learner
perform the task and provide hints and feedback. Here the xspace will constitute the learner’s
body, learner’s physical space, and the virtual elements attached to it.

In a Reflection/Review approach, where an instructor/learner may want to view a play-
back of either of their tasks, it is not possible to view directly or through passthrough AR
since the relevant data they seek is in the past.

We see that the different approaches need different xspaces and time of data, and due
to the physically remote nature of the instructor and learner, a broader design space exists
here.
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5.4 Designing Remote Teaching of Physical Tasks

In the instruction of physical tasks, the performance of a task may occur in different physical
spaces, and one may need to see either live information or a recorded one. In addition
to these two fundamental dimensions, we also need to consider how AR, VR, and spatial
capture technology can record, augment and facilitate the remote teaching of physical skills.
To understand this, we present a design space with four dimensions of perceived space, time,
the display configuration, and data modality to form a design space (Figure 5.2) which can
be used to categorize the functionalities of a system.

While there are other elements of this space that one could explore (e.g., haptics, hand-
held AR, embedded sensors), however, this design space focuses primarily on head-mounted
Mixed Reality displays, which seem to have the largest potential for this domain, though
this space could be expanded upon in future work.

Perceived Space

The perceived space dimension in the context of this chapter is closely related to the xspace
for a given physical task. Perceived space here consists of all the physical spaces of the xspace
that the user can see and interact with, either directly or through some visual representation.
In the case of a bi-directional interface, each user has the potential to see and interact with
their own local space, which is the environment that they are physically within and the
objects within that space. The user would primarily interact in this space to execute the
task or action in their own environment with their own objects or tools.

The user may also see the other participant’s remote space, which is the environment
and objects of the other user. They see this using different visual representations / Data
Modality discussed later in this section. With these representations of remote space, the
user can observe, inspect and comment on the remote user’s actions, body movements, and
interactions with tools or objects.

Additionally, a user may see and interact with both their own local space as well as the
remote space. With this configuration, a user can see and interact with the remote user as
they perform a task within their own local environment, facilitating a ‘work-along’ scenario.
A user may also choose to see no environment and only render the audio and an avatar of
the remote user. This configuration allows users to have a focused conversation about the
task, free from other environmental distractions.

Time of Data

The Time of Data dimension refers to “when” the data, that the users are interacting with,
was captured. Note that this is different from the “Time” axis in the Space-Time matrix.
The Time of Data could be live, in which case the users see a real-time view of their local
or remote space. In such a scenario, it boils down to a synchronous interaction between the
two users. On the other hand, it could be recorded data of another user and their space
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being replayed for observation and review. Here the Time of Data is in the past, and thus
this could allow for an asynchronous interaction between them.

Besides these two types of interaction, it could also be a recorded data stream of either
user’s actions and environments. Both users may navigate it together and have synchronous
communication regarding it through voice, gesture, gaze, annotations, and other tools. In
this case, it is a synchronous interaction in which the Time of Data is the past.

Display Configuration

The display configuration dimension refers to how the user can see and interact with a given
space, which can take many forms depending on the technology available. In this chapter,
we explore augmented reality to observe and interact with user’s space. This gives the user
a direct view of the environment, the ability to interact with it naturally, and the ability to
augment and annotate the local space. Additionally, augmented reality enables the user to
situate the visual representations of the remote person (and their space) in their own space
and interact with them as if they are present. However, having an AR view of their current
space may be distracting when focusing on the remote environment or reviewing recorded
data. For these circumstances, Loki offers the ability to enter virtual reality, where only
the desired data is rendered. This allows users to eliminate distractions from their current
environment and focus on the data of interest for modeling and reflection.

Furthermore, such a choice allows for different ways in which a user can choose to carry
out perspective exploration interactions (Section 4.3) of the Cross-Dimensional Medium. In
this chapter, we focus on head-mounted displays, which enable switching between VR and
AR. Other display configurations, such as projected or hand-held video-see-through AR, are
also possible but outside the scope of the investigation of the current chapter.

Data Modality

The data modality dimension refers to the collected data type and the visual representation
used to convey the information. Using spatial data capture, the user can see and interact
with the local or remote space using a 3D reconstruction of that environment. This spatial in-
formation allows the user to obtain 3D information not readily available through other forms
(e.g., video), navigate to novel viewpoints to avoid occlusion issues, and add annotations in
3D space. Additionally, the user could see a video of the space. The video can provide a high
resolution, easily understood mechanism to comprehend the environment and activities. In
the local space, multiple videos can provide varied viewpoints to enable third-person views
of the user’s own actions and environment. The choice of modality allows a user to carry out
the dimensional-detail interactions (Section 4.3) of the Cross-Dimensional Medium. Many
other technologies can be leveraged to provide novel lenses to view and interact with the
spaces (e.g., embedded sensors, infrared or other non-visual imaging, recording audio). In
this chapter and across this dissertation, we limit our exploration to the visual ones.
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Figure 5.3: Prior work in the area as they fall within the design space outlined above.

Summary

This design space can be used to characterize key design decisions in prior work and elucidate
important gaps (Figure 5.3). Notably, most prior work makes a single set of choices along
these dimensions and enforces that the learner has one type of display while the instructor
has another. For example, remote assistance systems [151] often focus exclusively on real-
time video information sent to the instructor, with only an audio channel for the learner.
Some recent Mixed Reality projects offer access to both live and recorded spatial data [112,
140] but do not offer symmetric affordances for local and remote participants.

A key insight from our background review of the learning literature in Section 2.4 was
that teaching physical tasks involves several distinct phases – observation of the teacher
and the learner and vice versa; real-time feedback and reflection on past performance; and
shifting foci from gross movements to detailed, subtle actions. Within a single training
session, the ability to switch fluidly between these configurations could be very beneficial as
the learning environment can be tailored to the optimal communication mechanism for that
stage of learning. As a result, the interfaces for both the teacher and the learner must be
flexible enough to support these multiple modes of interaction.

5.5 The Loki System

Loki enables remote instruction of physical tasks using bi-directional, Mixed Reality telep-
resence (Figure 5.4). The system comprises two spaces, each equipped with multiple cameras
that capture RGB and depth data from the respective spaces. These cameras are tracked,
repositioning them in the space to allow the remote participant to capture optimal viewing
angles. This also enables focus and context interactions [10], providing higher resolution
and/or overall context as needed. In addition, the user wears a Mixed Reality display (HTC
Vive + Zed Mini), allowing them to transition between AR and VR and adapt the interface
to their needs, performing input via two 6-DOF Vive controllers.
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Figure 5.4: Loki overview, showing the view from the learner’s perspective while they are
in AR, viewing the remote location live through the hologlyph and video. (Note: Menu UI
text emphasized for figure clarity)

Hologlyph + Avatars: Loki’s Interactive Cross-Dimensional
Medium

For most remote instruction approaches, there exists some form of asymmetry between the
instructor and the learner in how they perceive and interact with the xspace pertaining
to that approach. To reduce this asymmetry, Loki uses an Interactive Cross-Dimensional
Medium termed as the Hologlyph. The spatial data is captured by depth cameras (Kinects)
and rendered within a 3D widget (a hologlyph) that the viewer can manipulate. In addition
to the point cloud of the captured environment, the hologlyph also contains any annotations
anchored to that space. A color-coded bounding box outlines the bounds of the hologlyph
region. If multiple Kinects are capturing the scene, data from all of them is calibrated and
consolidated within a single hologlyph. The hologlyph can be scaled, positioned, and rotated
within the space using the hand controllers.

It also contains the 2D color video streams captured by the Kinects and is presented in
a floating window above the menu (Figure 5.4). The window is repositionable within the
environment, allowing a user to position it in a convenient spot. The user can switch between
the available camera feeds by raycasting at the video with the controller and pressing the
trigger. Additionally, when teleporting around the hologlyph, if a user teleports to one of the
snap-teleport spots associated with a camera, the camera feed will update with the relevant
video feed. Finally, while viewing recorded data, the video widget has a scrubbing thumb
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to allow the user to navigate back and forth through time. Scrubbing this timeline updates
the playback time for both the video and the data within the hologlyph.

Besides the hologlyph, Loki offers a real-time rendering of the remote user’s relative
position from which they observe the local user’s space to facilitate collaboration. This is
done by rendering a 3D model of a set of head and hands that correspond to the remote
user’s head and hand poses as tracked by the HTC Vive. The avatar allows the local user
to have a sense of what the remote user is seeing. The finer hand movements and gestures
need to be observed using the Hologlpyh.

The videos, point clouds, and the synchronous avatar together allow for the
property of variable visual representations for Loki’s XD medium.

Interface Components

To navigate between the different visual representations and interact with them, Loki sup-
ports a variety of interface primitives.

Synchronous Audio – A real-time audio connection allows the remote and local users
to speak and communicate verbally. It also relays ambient audio of the room (e.g., the sounds
of power tools, musical instruments, etc.). Currently, the audio is just a single channel and
is not spatially mapped.

Menu – To control the various modes and features available within Loki, a simple 2D
menu is available, which is interacted with via raycasting using the controllers (Figure 5.4).
The menu is spatially linked to the video and can be repositioned or collapsed when not
in use to reduce visual obstruction and complexity of the scene. In addition, it provides
shortcuts to quickly reset viewpoints and scales, rendering the Hologlyph in full-scale or in
a miniature view [169]. It also contains buttons to selectively enable recording and playback
of the local and remote spaces. Finally, it allows users to switch between AR and VR,
depending on which mode might be more relevant to their current task.

Teleportation – To navigate the Hologlyph, the user can transform it using the con-
trollers, walk around in their own space to change their viewpoint, or they can use teleporta-
tion. Pressing the center of the trackpad activates a standard projectile-based teleportation
ray that allows the user to navigate to any point within the Hologlyph. The 3D point cloud
in the Hologlyph would then enlarge to a 1:1 scale placing the user in the desired teleport lo-
cation. Users can then adjust their orientation by manipulating the Hologlyph with standard
“grab, drag and scale” interactions in VR.

Loki additionally supports snap-teleport points, which are points where the Kinect cam-
eras are present. Green circles visualize these snap-teleports, and when the user teleports
near these points, the teleport location snaps to that of the snap-teleport. The video in the
video player switches to that of the corresponding Kinect in that location. This increases
the spatial context when choosing an appropriate video feed in multi-camera settings.

Together, the menu and the ability to teleport and scale allow for the three
interactions that we defined earlier - Perspective exploration, Temporal explo-
ration, and Dimensional-detail exploration
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Figure 5.5: Annotations in the local (solid lines) and remote (outlined) spaces, as made by
the instructor (orange) and the learner (green).

Multi-Space Annotations – Loki features a novel bi-directional and context-specific
3D annotation system (Figure 5.5). Within Loki there are two types of annotations: Anno-
tations by the user in the context of the local space are rendered as solid lines, and those
in the context of hologlyph are rendered as outlined lines. For instance, annotations by the
local user in the remote space, achieved by annotating within the hologlyph, appear out-
lined to the local user and in solid line to the remote user in their respective environment.
These annotation types are available to both users, with the color (orange or green) denoting
the author of the annotation. The type of annotation (local or remote) is determined by
context, with annotations created within the hologlyph defaulting to remote annotations
and those outside the hologlyph defaulting to local annotations. However, this behavior can
be overridden using the menu. This ability of annotations, and avatars to meaning-
fully translate across corresponding virtual and physical counterparts is a crucial
property of the Cross-Dimensional Medium here. This is shown in Figure 5.6.

These annotations can facilitate communication and feedback in a learning scenario. For
instance, the learner can use them to indicate a particular region of interest in their workspace
(e.g., where on a workbench they intend to place items), or they can help instructors give
guidance or feedback on a learner’s actions, similar to telestration [22], but within a 3D
space. Other forms of annotations, beyond free-hand curves, may be interesting to explore
in the future [143].
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Figure 5.6: Left: A learner co-habits the 3D point cloud representation of a remote instructor
and performs annotations; Right: The annotation as well as the learner rendered as a 3D
avatar (in AR) in the corresponding position in the instructor’s space
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Figure 5.7: Observation lets learners focus on the instructor modeling the desired behavior.

Sample Configurations

While the flexibility of Loki offers many different configurations that might be useful depend-
ing on the scenario, we believe that a few common configurations will provide substantial
value and enable effective learning workflows.

Observation – this configuration is intended to support the instructor in modeling the
desired behavior and might be most beneficial within the cognitive phase of learning. The
xspace here is the body of the instructor and their physical space, the body of the learner,
and any annotations anchored to the physical space.

With Loki, the instructor and learner adopt the following usage to reduce their symmetry:
The instructor is in AR with a view of their environment, and the learner is in VR, focusing
on the hologlyph and the video (Figure 5.7). The instructor would perform the task they
intend to teach, potentially annotating the points of interest. The learner could navigate
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Figure 5.8: Role of Interactive Cross-Dimensional Media in facilitating Observation of phys-
ical tasks

between videos and around the hologlyph to obtain novel viewpoints and can annotate
the instructor’s environment as they ask questions. As the instructor can see the avatar
representing the learner’s viewpoint, they can ensure that the learner focuses on the correct
elements. The instructor can also use the avatar to understand the viewpoint that the learner
would like to see, and maybe move a Kinect to that location to give the learner a clear video
feed from there. This helps bridge the asymmetry between the users with respect to the
visual representation and interaction affordances of xspaces and is summarized in Figure 5.8.

Instructor Guidance – this configuration is intended to support coaching and scaffold-
ing while the learner has a concrete experience [104] and could be most useful in the cognitive
and associative phases of learning. Technically, it is similar to ‘Observation’. However, the
roles are reversed with the learner in AR and the instructor in VR (Figure 5.9). Within
this mode, the instructor can scaffold the learner as they perform the task in their own
environment, and provide proactive cues, guidance, or feedback on the performance using
annotations, voice, and gestures.

Work Along – this configuration is intended to support active experimentation and
occasional feedback through coaching and is likely most useful within the associative and
automatic phases of learning. Here the xspace is the union of the xspaces of the Observation
and Instructor Guidance that we saw above.

Thus, within this configuration, both instructor and learner are in AR, with the hologlyph
and the video positioned, so they do not interfere with the primary task (Figure 5.10).
Depending on the spatial layout of the physical rooms and the type of details required,
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Figure 5.9: Instructor guidance enables the instructor to provide coaching and scaffolding
and for the learner to have a concrete experience [104].
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Figure 5.10: Work along enables feedback through coaching and allows the learner to exper-
iment with the task actively.

the hologlyph may be a small world-in-miniature sitting on a workbench, or it could be
a full 1:1 scale rendering. This configuration allows for constant, low-touch collaboration
while performing independent work. The instructor can occasionally check on the learner’s
progress and interrupt them if necessary to provide guidance, or the learner can interrupt
the instructor if they have a question or need assistance.

Collaborative review – this configuration is intended to support an opportunity for
reflection and abstract conceptualization and is likely useful throughout all stages of learn-
ing. This involves accessing, interacting, and discussing synchronously with the recording
of the task performance of either user by either user. Essentially, it is a synchronous (live)
collaboration over recorded data. The xspace here is the recorded physical space, live body
pose, and annotations of both users, in the context of the recording.

Within this configuration, both the instructor and learner are in VR, viewing a common
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Figure 5.11: The collaborative review provides an opportunity for reflection and allows for
abstract conceptualization through a shared VR experience.

hologlyph and video stream of the recorded data (Figure 5.11). This may be a recording of
either the instructor or the learner. In this view, both users can see each other’s avatar, speak,
and collaboratively annotate the hologlyph. For example, the instructor could annotate
key areas of interest (e.g., errors the learner made or parts of their own actions), and the
learner can indicate locations where they have questions or where more details are needed for
understanding the task. Though the users are remotely located, in this scenario, there exists
no asymmetry between the users because without Loki such an interaction is not possible
by either user.

Implementation

Loki consists of two symmetric hardware systems that each leverage Kinect depth cameras
for spatial capture and an HTC Vive [188] and ZED Mini [200] for the Mixed Reality displays
(Figure 5.12). The PCs that capture the Kinect data are Windows laptops with an Intel
i5 chip. The PCs that render the MR content are gaming PCs with Intel i7 chip, nVidia
GTX1080 graphics card, and Unity 2018.3.

Rendering Mixed Reality : Loki can transition between AR and VR using the HTC Vive
headset and the ZED Mini. The ZED Mini is a stereo pass-through camera (Having FOV
- 85º(H) and 54º(V)) designed for AR applications, capable of depth mapping and lighting
estimation. These features allow it to process real-time object occlusions between the virtual
and real worlds. To maintain a consistent coordinate system between VR and AR, the ZED
Mini’s native inside-out tracking is disabled and the Vive’s tracking is used instead. In
addition, as the user switches from AR to VR, the camera feeds from the ZED Mini are
disabled and replaced with the VR camera’s render. As rendering large point clouds in AR
can be taxing on the computer, Loki uses custom shaders and reduces the update frequency of
the point cloud from its native 30fps to 10fps. This allows the AR experience to remain high
quality and responsive while giving the user enough context about the remote environment.
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Figure 5.12: Overview of the hardware configuration of Loki across the two spaces.
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Additionally, when switching to VR, the framerate is increased, providing a better experience
when the user’s attention is likely focused on the hologlyph.

Communication: The two PCs communicate with each other through a custom TCP/IP
Unity plugin. The plugin serializes, sends and receives, and deserializes the custom data
frame Loki uses to synchronize the experience across both PCs at approximately 66Hz.
This data frame includes the users’ hands and head positions, their current modes and
controller states, the tracked positions of the Kinects, and other lightweight metadata needed
to synchronize the systems. The Kinect data (RGB-D data) is transmitted to the remote PC
using RoomAlive Toolkit’s KinectV2 Server [96] program through a router. The RoomAlive
toolkit handles the data capture, compression, and decompression of the Kinect data. In
addition, live audio between the two rooms was transmitted through an IP telecom system.

Aligning Point Clouds : The HTC Vive Headset, controllers, and trackers are tracked
by referencing HTC’s IR emitters mounted in each room. The trackers are mounted to
the Kinect cameras and track their positions, then used to dynamically auto-calibrate the
multiple Kinect feeds at runtime. While the original RoomAlive Toolkit renders a mesh of the
scene, the mesh tends to distort the finer details in the scene. This distortion is problematic
for teaching some physical tasks where these finer details could play an important role.
Therefore, we render the raw-point clouds using the Kinect’s RGB-D data frames assembled
using the toolkit and rendered using a custom shader. We then use a custom auto-calibration
script that uses the position data from the trackers mounted on the Kinects to assemble and
calibrate each Kinect’s individual point cloud. While there is some offset between the point
cloud captured by each Kinect, this error does not play a significant role for many tasks
where precision matters Loki can be run with a single Kinect to eliminate this offset.

Telepresence and Spatial Synchronization: Spatial consistency is essential to maintain
coherent telepresence between the two environments. The user’s avatar and annotations
made within one hologlyph must be accurately mapped to the augmented reality environment
of the other user. To perform this mapping, Loki first computes the relative transform of the
desired object to one of the Kinects that render these point clouds in the coordinate system
of the hologlyph. Once that relative transform is computed, Loki renders a virtual copy of
the object of interest in the real environment of the remote partner by computing its position
with respect to the position of the corresponding real Kinect in the remote room in its own
Vive coordinate system. We know the position of the real Kinect in the remote room through
the Vive tracker attached to it. Once we have the basic pose, we can compute and render
the scale of the rendered object per the use case scenario. To transfer annotation from real
space to a corresponding hologlyph, we use the same transform pipeline but in the reverse
direction. It is again important to note that, since we use the dynamically Vive-tracked
position of Kinects as references between the two coordinate systems, we could change the
position of Kinects and this pipeline ensures that the spatial transforms would still function,
enabling a robust telepresence experience.

Shared Playback Space: As the Kinect data and video is bandwidth intensive, it is only
stored on one of the PCs. During shared playback, the data needs to be synchronized across
both PCs. When a user initiates playback of the remote user’s recording, the data stream is
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serialized in a binary file on a shared network drive. Once it is copied successfully and the file
stream is closed, a ‘ready for playback’ flag is updated to synchronize both programs. The
time to synchronize the binary file data varies depending on the length of the recording but
is always under 10s for the durations tested (around 30-60 seconds of recorded content). The
file is then opened in a read-only mode and copied into a local buffer while also deserializing
and processing the stream to an appropriate data structure to support playback operations
such as quickly seeking to an instance.

The synchronized coordination of network read-only streams for playback ensures that
both users operate with the same set of file streams when they are in a playback. Following
the initial synchronization, a shared immersive telepresence experience is facilitated through
the sharing of playback metadata like the time of playback and the video player state as well
as the spatially synchronized rendering of virtual avatars and annotations in the coordinate
space of the respective playback rooms.

5.6 Evaluation

Scenario Evaluation

To validate Loki’s Cross-Dimensional Medium and the utility of its interactions, we im-
plemented and assessed several instructional scenarios that span the various instructional
approaches. These scenarios were carried out and tested with Loki by the authors. The
screenshots from those tests are included as figures in the respective scenario subsections.

Teaching Guitar : To instruct a learner on how to play a certain chord (Figure 5.1),
an instructor positions one Kinect near the neck of the guitar so the learner can view a
high-resolution video and depth map of the fretboard. The other Kinect is placed in such
a manner so as to capture the context and body pose in which the guitar is being held and
used. Next, they enter an observation configuration where the instructor demonstrates the
proper fingering for the chord that they want the learner to hold and strums the strings
as they play the chord (Figure 5.1a, d). The learner, in VR, carefully watches the video
and point cloud and annotates to ask a question. Next, both users enter AR in a work-
along configuration, each with a live fullscale point cloud in front of them (Figure 5.1b,
e). The instructor can watch the learner perform and offers feedback. For instance, when
the instructor hears a muffled note, they quickly inspect the point cloud in real-time and
verbally coaches the learner on which finger needs to be moved. Later, the learner is still
playing incorrectly, so the instructor and learner enter a collaborative review of the learner’s
performance, where the instructor scrubs to a particular point in time where the finger looks
like it’s touching the string, and they highlight the error for the learner (Figure 5.1c, f).

Coaching Baseball : In coaching a person’s baseball swinging action, the learner and in-
structor enter the instructor guidance configuration where the instructor observes the learner
and comments on their performance (Figure 5.13a, b). After a few recorded demonstrations
from the learner, the instructor and learner enter a collaborative review to comment on the
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Figure 5.13: Overview of instructor coaching a learner through learning to swing a baseball
bat. The instructor observes the learner’s initial swings through VR (a, b), then records
their performance for them to reflect on (c, d). After coaching, the instructor guides the
swing through a target placed in the learner’s AR space (e, f).

learner’s swing action and indicates through annotations that the action needs to be lowered
(Figure 5.13c, d). Both users then switch to live data, and the instructor annotates an easier
target for the learner to aim for and offers real-time corrections to overcome their repeated
error (Figure 5.13e, f).

Sculpting : In mentoring a learner on clay sculpting, the instructor and learner enter into
an observation configuration where the learner gets an overview of the task and the instructor
begins by forming the initial shape (Figure 5.14a , b). Following the introduction, they then
switch to the work-along configuration, and the learner places the instructor’s point cloud
and video off to the side as they both work on their own (Figure 5.14c, d). Since the learner
was focused on their own sculpture, they missed a critical step from the instructor. Rather
than re-perform the step and spoil the instructor’s sculpture, both instructor and learner
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Figure 5.14: An instructor teaches a novice the sculpting techniques for modeling a head.
The instructor models the behavior for the learner, who is viewing the demonstration in VR
(a, b). Both users work alongside each other, with light coaching and feedback (c, d). After
the learner misses a critical step, the instructor enters a collaborative review to highlight the
essential elements (e, f).

enter a collaborative review of the instructor’s performance in VR, where the instructor
reviews the steps they took and annotates them to highlight important actions and tools
used (Figure 5.14e, f).

Workshop Learning through Peers : Two members of a woodworking community use Loki
while working to communicate conveniently. They have varied skill sets and often share tips
with each other. Primarily working in the work-along configuration, both users focus on
their task and place the remote peer in a miniature scale to the side of their workbench,
occasionally observing their remote peer (Figure 5.15a, b). When one user encounters an
issue, such as uncertainty in how two wooden pieces should be joined, they ask their remote
peer for assistance. The remote peer (now the instructor) then enters the instructor guidance
to observe the environment and context of the user through video and spatial capture. They
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Learner’s viewInstructor’s view
a. b.

c.

e.

d.

f.

Figure 5.15: Overview of two peers working independently, providing on-demand mentorship.
One peer encounters an issue joining two pieces of wood and asks his peer for help, who
becomes the instructor. The instructor visits the peer in VR to examine their environment
and understand the problem (a, b). The instructor then enters a demonstration mode,
where they switch to AR and demonstrate possible solutions for joining the wood (c, d).
The instructor then provides guidance directly in the learner’s space to coach them on how
to use the suggested tools (e, f).

see several options for the joint, such as metal brackets, pocket holes, or more complex joinery
(Figure 5.15c, d). Both then transition to observation where the instructor demonstrates
various types of points and coaches the user on how to use a pocket hole jig to drill holes in
their boards (Figure 5.15e, f).

Exploratory User Study

We evaluated Loki by an evaluation where participants learned foam carving to create a 3D
foam pyramid shown in Figure 5.16.

Procedure: The study required participants to learn a hot wire 3D foam carving task
over a 30-minute session from a remotely located instructor (an author of this work) using
Loki. Prior to the session, all users were given a 5-minute safety training on the usage of the
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Figure 5.16: The end goal of the foam carving task in the user study

foam cutter, as well as a 15-minute training session on the Loki system itself. We recruited
8 participants (2 male, 6 female, age range 22-34 years), and they were compensated with a
50CAD gift card.

Measurement : After the session, the users completed a questionnaire regarding their
ability to understand the different elements of the instruction and the utility of the different
features and modes of Loki. The ratings were based on a 5-point Likert scale. Following the
questionnaire, we then conducted semi-structured interviews to better understand the value
of the different features of Loki to the participants.

Results and Discussion: In the post-task questionnaire, all users agreed or strongly agreed
that the entire system helped them understand what was being taught. Using this same
metric, 7 of 8 users found value in collaborative review, 6 in point clouds, 4 in videos, 5 in
instructors’ annotations, and 5 in the ability to switch between AR-VR modes. Depending
on their personal learning styles and comfort, there were variations in how participants
preferred to use our system. Users reported using the system differently depending on the
task at hand. Most users first observed in VR, then transitioned to AR to perform the task:

P3: “if I was ... actually building myself and like I definitely need to be in AR mode. But
I think VR, it was nice if I was simply watching and didn’t want the table and other things
to be in the way.”

Participants varied in how they used the different visual representations provided by Loki.
Some liked to keep the 3D point cloud small and kept it on the side as reference material,
while others preferred it in a 1:1 scale directly opposite or beside them. They reasoned about
the tradeoffs between the point clouds and the video:

P2: “the point cloud was good because if I miss something in real time, I could just turn
around and see a slightly different perspective...and if you’re in a video, you don’t want to
switch between perspectives, toggle between several videos just to find the right one.”

They also mentioned how those tradeoffs affect the usage of other features like annotations
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and collaborative playback review:
P5: “point cloud has benefit, you get more 3D perception...you can annotate it in context

of the 3D scene.”
We found that participants appreciated Loki’s unified workflow to allow for exploration

of the different visual representations such as videos, 3D models, and point clouds, as well as
the different interaction affordances such as annotations, collaborative review, and playback.
Most of them also felt that these interactions helped them engage better with their partners
in the one-on-one learning setting of the study and made the learning process enjoyable. P1
stated that engagement helps the learning process in an indirect manner:

“It feels more like you’re connected to them...I think that it makes the learning process
more enjoyable, which would probably help me learn.”

Another participant talked about how this engagement and telepresence gave rise to
social dynamics of movements in local versus remote spaces:

P7: “If you invite someone to your house, you feel more comfortable because it’s your
space and, but if you visit your friend’s house, you feel less comfortable because that’s an-
other’s house. . . [similarly] when [instructor] visits my space, I feel very comfortable. But
when I visit [instructor]’s reconstructed space...I feel like I wanted to keep a social distance
and to move in a certain distance that does not make him uncomfortable. . . Even though I
know both are virtual spaces, but I feel different.”

The study found that participants successfully used Loki in nuanced ways that exercised
the different modes to communicate with an instructor within a single learning session. At
the end of the study, participants came up with interesting use case scenarios for Loki, such
as learning activities like cooking, swinging a bat, arts and crafts, origami folds, musical
instruments such as flute, and discussing sitting postures with physicians. For these differ-
ent use cases, participants described how the different features of Loki’s Cross-Dimensional
Medium could be used to accomplish the wide variety of learning outcomes in these tasks.

5.7 Limitations

Through our explorations, we have found utility and value in a system that can capture and
relay spatial data. However, as different scenarios were examined and developed, several
limitations were uncovered, and some exciting avenues for future work emerged.

Technological limitations

At the time of this work, there are some current technological limitations with the system
that we anticipate will be resolved in the near future. The Mixed Reality hardware itself
is somewhat limiting: the headset can be cumbersome, with cables occasionally interfering
with the primary task, and the latency of the AR headset and the reduced field of view was
restricted to some users. Additionally, the controller interface occupies the users’ hands and
interferes with their task performance. In the future, we anticipate that headsets will become
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wireless and less intrusive, and voice and gesture interactions will become more robust and
reliable, allowing the system to be used hands-free. The avatars are currently passive with no
gaze and finger movements. This is primarily due to commercially available VR hardware.
Gaze tracking is not yet common in VR headsets. While systems (Kinect, Leap) can track
body/hand pose, these approaches usually fail when users interact with physical objects,
as in most physical tasks Loki addresses. Once tracking is reliable, it would be a valuable
extension to the avatars. Additionally, in our implementation, users occasionally experience
interference between the Vive headset and the Kinect, which causes a temporary loss of
tracking. Hardware that uses light in different bands could alleviate this issue.

High bandwidth - Works only on Local network

Loki’s current implementation works only over a local network. This is because it uses
lossless compression for the image as well as the depth frame. This means that the resulting
texture size is high and are not optimized for transmission over the network. We address
this technological limitation with the DreamStream system discussed in Chapter 8.

Annotations not anchored to objects

There is a rich space to explore with annotations within this context. Currently, the utility
of live annotations is somewhat limited, and they are primarily useful for static objects, as
moving objects become misaligned with their static annotations. One area of interest would
be examining annotations that snap to content and stay attached even as that content
moves through space and time. Additionally, the authoring of temporal annotations seems
like a rich space to explore. Adapting some of the techniques proposed in prior dynamic
illustration work [99, 98, 143] could allow for very rich annotations, or even annotations that
the instructor and learner could interact with (e.g., creating a virtual baseball that moves
along a trajectory and varies its speed).

Supports only two spaces

Currently, Loki is bi-directional and only supports connecting two remote spaces. However,
there are several use cases [140] where a one-to-many or many-to-many connection may be
useful, such as a distributed peer learning scenario where several people are connected in a
spatially aware group chat or a scenario where one instructor is teaching a distributed cohort
of learners. While there is some apparent value in these scenarios, managing these spaces
and providing intuitive and effective ways of interacting with and managing these spaces
remains an open research question.
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Relies only on visual data

Lastly, Loki explored the use of spatial data and 2D video to capture and relay the people,
objects, and environmental context between remote users. While this is a rich set of data,
many other channels may be useful, especially when conveying skills that may contain a lot
of embedded or tacit knowledge. For example, sensors to detect force or torque profiles,
actuators to enable haptic experiences, or novel methods of abstracting or presenting the
captured data may prove valuable in capturing and relaying skill-related information.

5.8 Summary

In this work, we have introduced a broader design space for exploring the domain of MR-
based live instruction. We then presented Loki, a system that supports this flexible explo-
ration for remote teaching of physical skills. By supporting a range of modalities and various
mechanisms for data capture and rendering, Loki’s Cross-Dimensional Medium serves as a
rich communication medium that leverages spatial data, video, annotations, and playback
that helps connect people as they teach and learn real-world tasks. We showed the value
of these different features by describing a variety of scenarios we carried out, from teaching
guitar to aiding in sculpting and peer learning. We then described a qualitative user evalu-
ation that showed that users could use Loki and found the different features and modes of
Loki valuable. We see that Loki achieved three things:

• It enhanced a user’s understanding of a remote physical space through different Cross-
Dimensional Media interactions.

• It provided a means to spatially interact with another user, which was aided by the
medium’s property of meaningful translation across representations.

• It enhanced a user’s perception of “being at” the remote space by allowing a user to
be embodied in the 3D point cloud of the remote space and see it through VR, making
them feel like they were there. This was again possible due to the different visual
representations and interactions.

While some limitations exist, this work opened up many interesting questions and op-
portunities for technological improvement.
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Chapter 6

TutoriVR

In the current chapter, as well as subsequent chapters 7 and 8, we will focus on multi-user
interaction issues that occur in the context of tasks in VR environments. As we saw in
Chapter 3, prior works have studied collaboration in VR systems for accomplishing different
tasks. However, these research prototypes and systems have two key limitations - First,
they assume access to source code. As we saw in Section 2.2, this is hardly the case with
today’s commercial softwares. A second limitation of prior systems is that many require
collaborating users to use Mixed Reality devices. However, not all users have access to them
or want to use them. So in this dissertation, we design interactions for the virtual world that
work across applications and do not need access to source code, i.e., application-agnostic;
wherever possible, work across interfaces with different visual modalities.

6.1 Preamble

In this chapter, we will look at using Interactive Cross-Dimensional Media to improve a
user’s understanding of 2D video captures of Virtual spaces. In order to develop concrete
insights, we will use a prevalent task carried out in these spaces - the creation of 3D designs,
precisely Virtual Reality (VR) painting. VR painting is a form of 3D painting done in a VR
space. Being a relatively new kind of art form, there is a growing interest within the creative
practices community to learn it. Currently, most users learn using community posted 2D-
videos on the internet, a screencast video recording of the painting process by an instructor.
This is an example of an asynchronous interaction between an instructor and a learner.
While such a video-based approach may suffice for teaching 2D-software tools, these videos
by themselves fail in delivering crucial details that a user requires to understand actions in a
VR space. This is because the xspace of the asynchronous interaction, i.e., the virtual space
of the instructor, is perceived asymmetrically by the instructor and the learner. While the
instructor operates within it in an embodied manner and has complete control over it, the
learner sees a 2D video recording of it.

With the help of a formative study, we identify the challenges this asymmetry poses
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Figure 6.1: An overview of our VR-embedded tutorial system. Our video widgets (on the left
and below the user) can be rendered directly inside the user’s active VR painting application
(TiltBrush in this example). The user can access useful tutorial content while painting and
can interact with the video widgets to explore and learn at their own pace.

to users using video-based tutorials to learn VR activities. Informed by the results of this
study, we develop a VR-embedded tutorial system that supplements video tutorials with
appropriate Interactive Cross-Dimensional Media. These media provide 3D and contextual
aids directly in the user’s VR environment. It allows users to carry out perspective, temporal
and dimensional-detail exploration of the virtual tasks and actions being performed in the
video. An exploratory evaluation showed that these Interactive Cross-Dimensional Media
helped users better understand the VR scene and the instructor’s actions recorded in the
video.

6.2 Introduction

Painting, sketching, and sculpting in Virtual Reality (VR), henceforth referred to as “VR
design”, are emerging forms of artistic expression. The key characteristic of VR design is
the ability to move a hand in mid-air to directly manipulate and create 3D shapes. This
WYSIWYG paradigm was foreseen by early research [38] and yet has only become widely
available recently thanks to advancements in VR optics and spatial tracking technologies.
The freedom of expression in VR is perhaps one of the main reasons VR design has received
significant interest from creative communities [35].
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VR design is a creative process and requires mastery of skills. Through initial conver-
sations with two professional VR artists and observations of online user groups, we found
two apparent requirements for designing in VR: VR UI skills (e.g., how to use interface ele-
ments such as 3D menus/tools) and VR artistic skills (e.g., what are the creative techniques
available). Currently, learning VR design happens mainly through trial and error. Support
for VR design tutorials has been limited. Most VR applications only provide onboarding
experiences that focus on basic functions. More importantly, users, while in VR, do not
have a convenient way to browse and consume tutorials that other users created. This is
in stark contrast to the ongoing focus of the HCI community on supporting tutorials for
desktop-based design software [50].

The lack of learning aids for VR design motivates our main research question: “How
do we design a tutorial system for design tasks in VR?”. In this chapter, we focus our
investigation on the feasibility of using user-generated screencast videos of a VR workflow as
tutorials in VR. Video is prevalent in online VR user communities and on VR applications’
learning webpages [149]. Its apparent benefit is the low overhead cost of authoring: a user
only needs to hit the “record” button once to capture. Other users can then view this
capture and learn about the author’s design process in VR. This type of learning is self-
paced, holistic, and may encourage meta-cognitive processes [146]. Additionally, screencast
video is also application-agnostic—the user does not need to rely on the VR application
to provide dedicated APIs for recording. This means that any user can create and share
tutorials for any VR applications, techniques, and features.

However, there are inherent limitations to using 2D videos as tutorials in VR. First, tra-
ditional video players are not well-integrated into VR design applications. To view the video
in VR, a user needs to pause the current painting process to switch to another application.
Or worse, they may have to take off the Head-Mounted Device (HMD) to view the video
on the desktop computer. Second, it is not clear to what extent users can interpret the
spatial nature of 3D VR tasks from a 2D video. Compared to standard desktop software,
carrying out tasks in VR spaces involves interaction in a much richer 3D input space and
with dramatically novel interface concepts and interaction designs (e.g., teleportation, 3D
color picking, and so on1).

To address these challenges, we develop VR-embedded widgets that leverage Cross Di-
mensional Media. These widgets can show video content and interfaces directly in the user’s
VR painting environment so that a user can simultaneously access the tutorial and the paint-
ing. To do this, our widgets inject custom graphics and interfaces into the VR application’s
rendering and event system so that they can be rendered on top of the application in VR and
respond to a user’s input in VR. Using these widgets as building blocks, we first developed
a basic timeline-based video player and examined whether users can learn from a screencast
tutorial video while painting in VR. We find that while the presence of a readily accessible
video player within a VR design application is valuable, it is not sufficient. Various issues
exist in understanding and learning VR tasks from 2D videos. We distill these issues and

1http://www.xr.design/
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synthesize a set of design implications focusing on 1) UI accessibility 2) Spatio-temporal
exploration 3) Depth perception and 4) Instruction awareness.

Subsequently, based on these findings, we introduce a novel tutorial system for VR design
called TutoriVR. Our system takes as input a screencast video captured from both eyes of
the instructor and a data log consisting of activity traces of the instructor’s VR device, such
as controller poses, HMD poses, and button presses. Both of these are trivially accessible
in today’s VR systems. Using these materials, TutoriVR delivers an enhanced learning
experience through leveraging different Cross-Dimensional Media and interactions. First, we
enhance the tutorial user’s depth perception by giving them a choice to view a stereoscopic
video representation of the tutorial. We supplement it with a 3D rendering of controllers
and active painting strokes. This allows for increased perspective exploration by enabling
the users to view the stroke creation process from different perspectives. In this, we enable
the users to better understand controller interactions by highlighting them for an extended
duration allowing for enough time for users to understand any quick actions. Finally, we
allow for an increased instructional awareness of users through a widget that follows the
user’s field of view. We conducted a preliminary evaluation to assess TutoriVR, and we
found that users found the Cross-Dimensional Media and interactions of TutoriVR useful to
complete more critical steps in a tutorial than when using the baseline video player.

In summary, the main contributions of this chapter are:

• Exploring challenges associated with learning VR design through 2D video-based tu-
torials

• A VR-embedded widget system that supplements and enhances the understanding of
video-based tutorials using Interactive Cross-Dimensional Media

6.3 Formative study

We carried out a formative study to observe and identify challenges faced by users who learn
VR painting using video-based tutorials. A fair amount of prior work [30, 60, 64, 147] deals
with studying how users follow video tutorials to learn to use design software in conventional
desktop computing. However, none of these works deal with using video tutorials to learn
the operation of design tools specific to VR. More broadly, none of them deal with using a
VR environment embedded video player to learn to do actions within a VR space. Carrying
out tasks in VR spaces involves interaction in a richer 3D input space as opposed to the
2D input space of conventional desktops. Hence our motivation for the formative study was
that learning to paint in VR using 2D video-based tutorials may pose additional challenges
compared to learning conventional desktop software.
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Figure 6.2: Basic video player used in formative study

Development of the Baseline tutorial video player

Currently, only limited solutions exist for users to access a video tutorial directly in VR.
The most common way is to switch between VR and watching the video on a desktop
computer. A user can also open a VR application in VR, but that would require pausing
the VR painting application to carry out any interactions with the video player. Both these
approaches disrupt the user’s flow of learning and painting.

Since we were already aware of this issue, we didn’t want it to influence the findings
of the formative study. The formative study aimed to find issues in understanding the 2D
videos themselves and not the issue of being able to play and access these videos. So, to
facilitate an integrated experience of watching and interacting with videos within the same
VR painting environment, we built a custom video player that can work in an embedded
manner within the environment of any VR application.

This video player was built using the Unity engine and SteamVR library, which supports
its deployment in various standard VR platforms. Our system was developed for the Oculus
Rift device. A preview of this embedded video player can be seen in Figure. 6.2. Users can
interact with our system using a standard VR laser pointing technique. We included basic
video features such as timeline seeking and play/pause. Additionally, to avoid blocking the
user’s painting in VR, we enabled users to change the UI position. In pilot testing, we found
that users frequently needed to check the tutorial by triggering the play/pause button on
the UI. This may lead to muscle fatigue [24]. Thus, we also added a play/pause shortcut
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button on the user’s controller.

Participants

We recruited six participants (5 males and 1 female) through online forums and mailing lists
having a community of users with a prior experience in VR painting. Each study lasted for
a maximum of 90 minutes, and the users were compensated with a $50 gift card.

Tasks

The study had three tasks focused on different aspects of learning VR painting. The first
task aimed at understanding tool usage in VR. The second task involved choosing different
tools and creating an object from scratch. The third task required users to follow intricate
hand movements and techniques to create a bird-shaped knot for jewelry art. A short video
(2-3 minutes) was used for each task. The videos were screencast recordings of an expert VR
artist’s workflow with a voice-over. The participants were asked to follow the instructions in
the video and create their own version of the painting while following a think-aloud protocol.
Each task had a maximum time limit of 15 minutes.

Measurement

After each task, the users had to fill out a questionnaire, which asked them to rate their
ability to understand the instructions in the video. They were also asked to rate how easy it
was for them to navigate and follow these instructions using the video player. Finally, they
were asked to rate whether the video player eased the learning process compared to how they
usually learn VR painting. Then there was a 5-10 minute semi-structured interview about
the user’s experience doing the task. Participants’ feedback was collected after the study.

Findings of formative study

Embedded baseline video player

Our embedded baseline video player received primarily positive responses in the formative
study. Five of the six users rated that our embedded video player eased the learning process
compared to how they usually learn to VR paint. The users felt that the embedded player
offered an integrated experience to learn VR painting using video tutorials. At the same
time, they continued to remain in the creative workflow of their painting process. They
appreciated that the video player allowed them to make instant visual comparisons of their
work with the tutorial and make quick modifications. In addition, users liked the ability
to position the video player at their convenience and that the video player is rendered on
top of anything else in the VR environment. Although, in theory, rendering the player on
top of VR graphics may introduce discomforts due to depth conflict [132], none of our users
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VR user’s Field of View

Figure 6.3: VR user may perform actions with the controller, when it may not be in the field
of view of the instructor. Such controller actions are absent in the video.

reported or showed signs of it. A possible explanation is that the mobility of the video player
allowed users to move it around to avoid blocking their content, thereby preventing depth
conflicts. However, depth conflict issues could occur in larger and more cluttered VR spaces,
in which case the adjustment solutions proposed by Nguyen et. al [132] could be applied.
Alternatively, instead of overlaying directly over the VR content, we could also composite
these graphics in accordance with the depth-buffer of the VR scene. This would mean that
our custom interfaces get truly integrated with the VR scene. This is more technically
sophisticated and has been explored in greater detail in Chapter 8.

We also noted that some improvements were needed to the player - though users could
move the video player in z -direction to change its size, they preferred to have a more explicit
control. Another major request from users was to have a clearer step structure on the
timeline to help with navigation; this is a well-known issue from prior research in video
tutorials [147].

Controller interactions

One of the recurring problems that the users faced was understanding the interactions of the
VR controllers in the video. Similar to the mouse cursor, the VR controller is the primary
input device in most VR applications. Whenever a user gets stuck trying to perform the
low-level actions, it was observed that the user actively looks for the VR controller in the
video to figure out what action was done with it. This approach, however, is not always
feasible due to various reasons. First, controllers may not be in the field of view of the
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instructor, in which case the controllers are absent in the video (Figure 6.3). Button presses
on the controllers can be too quick to notice, even when presented in the video. This would
require users to precisely navigate to the frame where the button was pressed to identify it.
Users also found it challenging to follow actions that required a coordinated combination of
consecutive button presses and hand gestures. For instance, in the first task, one needs to
move a selected object by touching it, hold down a button on the controller, and then move
their hands to move the selected object. Many users did not understand this multi-step
action through watching videos because it was easy to miss the timing of at least one of
those actions.

In summary, we identify three primary sources that lead to the occurrence of these
interaction problems while following video tutorials to learn VR design tools:

• Unfamiliar button mapping: Learning to perform actions in VR environment re-
quires users to learn an unfamiliar button-action mapping. Since interactions in VR are
not standardized, there is no preconceived and established notion of what all buttons
mean, how they work and what purpose they serve. This is in contrast to controllers
like mice where clicking/dragging type interactions are standardized.

• Visiblity problem: There is a lack of ability to visually see the controller interactions
followed by an instructor to achieve a particular output.

• Richer input space: We have two 6-DoF tracked controllers for interacting with a
3D space. This opens up a richer input space with multiple interactions that need to
occur in tandem with button presses, which may not be conveyed effectively in the
video depending on the instructor’s viewpoint.

Understanding 3D information

Throughout the tasks, users could not figure out the relative depth between the controllers
and the different elements of the VR painting environment. This prevents users from being
able to reason and answer questions like “How far away from the object should I draw
something?”, “Is the controller touching an artifact or not?”, “Is the drawn stroke an ellipse
or a circle?”. In a particular selection task, where the instructor selects an artifact of the
painting by touching the artifact and pressing a button on the controller, none of the users
realized from the video that the controller needed to be in contact with the artifact. All
users reported that as the main hurdle in understanding and completing that task.

In addition, all users faced problems understanding the 3D motion of the instructors’
hand gestures. When presented with an action involving the creation of a complex stroke,
users felt that they had no way of replicating the stroke by seeing the video alone and hence
chose to create their version that looked visually similar to that seen from the viewpoint of
the instructor. However, there was no easy way to compare their stroke with that drawn in
the video and analyze it from different perspectives. In addition to the problem of viewpoint,
the creation of such strokes can be very fast as well as be occluded by itself or other elements
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Figure 6.4: A formative study task involved replicating a bird-shaped knot for a jewelry art

in the VR painting environment. This prevents awareness of the stroke’s complexity, leading
users to misunderstand the stroke structure and draw them incorrectly. At least one of these
problems was observed in all the users when they attempted our third task, which involved
tying a bird-shaped knot for a jewelry art (Figure 6.4).

The above problems can be traced back to the fact that the videos are inherently 2D,
where information relating to the depth and perspective may not be apparent without explicit
instructor elicitation or cues like lighting, shadows, and occlusion [152]. However, in many
paintings and painting applications, some of these cues could be entirely missing, and explicit
elicitation by instructors is generally absent due to the activity-focused, screencast nature
of these recordings.

Missing out on instructions

Sometimes users miss important changes in the video, such as tool selection or mode changes.
From user interviews, it was realized that this happened for at least one of three reasons.

• It was very common for users in the VR environment to look away from the video
player while carrying out their actions, thereby missing important instructions if the
instructor did not explicitly voice out of any important step.

• Painting being a creative practice, often gets users immersed in their own painting
process that they miss hearing an important step while the video is constantly played
in the background.

• Due to the lack of a good tutorial navigation mechanism, the user skipped an important
step while navigating the video.
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6.4 Design Implications

Based on these observations from the formative study, we derive a generic set of design
implications for a screencast video-based tutorial system for Virtual Reality painting.

Accessibility of the video player: The tutorial video player should be accessible
within the VR painting environment of the user. This would give users a quick visual
reference for the tutorial steps, allow for easy verification of their work, and help retain
the user’s workflow during the painting process. In addition, the player must also address
the typical problems faced by any video-based tutorial system, such as video navigation by
explicitly marking important events and enabling quick access to those sections.

Spatio-temporal exploration: The system should offer the ability for users to explore
VR-specific spatial actions, including controller poses, button interactions, trajectories, and
the stroke creation process from different perspectives. The system should then retain this
information for an extended period so that users can still observe and interpret it even if
actions are ephemeral. This would give users the spatial and temporal freedom to explore,
analyze and understand the various complex actions in the VR space.

Relative Depth Perception: User should be aware and instantly be able to perceive
the relative depth of an instructor’s action. Though the perspective exploration supports
understanding the absolute shape and trajectory of actions carried out by the instructor with
their controllers, it may not quite convey the awareness as well as information regarding the
spatial occurrence of those actions, especially in terms of depth, relative to the other elements
present in the VR environment. For instance, questions like “Is the controller touching an
object or not?”, “Did the controller move in z-direction? If yes, by how much?”, it may be
hard to answer by just using 2D videos without additional information on relative depth.

User awareness of the tutorial instructions: As with most 3D spatial tasks, user’s
workspace in VR is much larger than their field of view. This makes it easy for the user
to be engaged in a task, looking away from the video player. In this case, users can miss a
tutorial’s critical steps. Therefore, the tutorial system must provide awareness aids to the
user regarding important events and help the user keep track of the tutorial while minimally
disrupting the user’s activity.

6.5 xspace and asymmetry for tutorials of VR tasks

As outlined in Section 4.3, to be able to design collaborative interactions for Mixed Reality
environments, we will begin with identifying the xspace for the task. Here the task is to
understand a tutorial of an activity carried out in a virtual space (i.e., VR painting) and be
able to recreate it. Since the users do not interact with one another in real-time, this is a
form of Asynchronous collaboration. From the formative study, the xspace consists of the
virtual scene in the video, spatial actions carried out by the instructor, and the controller
actions carried out by them.
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The asymmetry between the users stems from multiple sources: (1) While the instructor
sees the environment and their actions in 3D and can look around, the learner can neither
see them in 3D nor have the freedom to look around. (2) Since the instructor holds the
controller, their proprioception and haptic feedback allow them to make controller actions
even if they do not see it. These actions may involve spatial actions in 3D or even button
presses. Therefore, we need to design and develop interfaces that would mitigate these
asymmetries between the users.

6.6 Improved video tutorial system

Building on the design implications developed before, TutoriVR system seeks to address the
problems uncovered in our formative studies. It achieves this in an application-agnostic and
platform-agnostic manner through leveraging data available in all the commonly used VR
systems.

To generate the necessary metadata for TutoriVR, we provide minimal interfaces that
run in the background and records the instructor’s VR painting workflow.

• Screencast video + VR system traces. An active VR application usually mirrors
what the user sees in a desktop window. We developed an executable script that
one can use to record a screencast video together with a time-stamped log of the VR
system traces. This log includes the HMD and controller 3D positions, orientations,
and the controller button press events. This logging mechanism is supported in the
two standard VR development frameworks (e.g., Oculus SDK and OpenVR).

• Author annotations. The tutorial author can also optionally provide annotations
in an XML file to indicate important events or emphasize certain segments in the
recording. The important events are of three types - 1.) Critical events that users
should pay attention to 2.) Tool/mode changes 3.) Step transitions.

TutoriVR packages this metadata into an embedded tutorial system in the user’s VR
application environment (Figure 6.5). It has four main components - An improved video
player, a Stereo widget, a Perspective thumbnail widget, and an Awareness widget.

Improved baseline video player

Before we focus on the issues stemming from the videos, let’s address the improvements we
noted earlier for the baseline video player itself. First, the size of the video player needs
to be adjustable. A large UI provides more details but may block the user’s FOV in VR.
A small UI is less obtrusive but is less visible. We let users resize the video player by
adjusting a vertical slider (Figure 6.5 V.2). Second, important events and the tutorial’s
temporal structure should be more explicit. We explicitly visualize author’s annotations
on the timeline (Figure 6.5). Detailed explanations of these icons are provided in Table
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Figure 6.5: The main panel of the TutoriVR system. Up (V): The improved video interface;
Down (P): The Perspective thumbnail view, which simulates the actions and interactions of
the instructor’s controller to help users better understand the video content

6.1. These icons provide navigation cues and allow users to be aware of the important
events emphasized by the author [147]. Finally, we added various timeline navigation aids.
Seeking a video timeline in VR using the touch controller might be slow and tiring because
of hand jitters [125, 24]. We added the -5s/+5s seeking buttons and the section navigation
buttons (Figure 6.5 V.1) to aid in video navigation. While these improvements are not
novel, they make the interface more usable and would help shed light on problems inherent
to understanding the video itself.
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Event Icon Marker

Tool change

Critical event

Step change

Table 6.1: Tutorial author’s annotations, their corresponding icons and timeline markers

Stereo video visualization

As observed in the formative study, a 2D screencast video does not capture the relative
depth between the artist’s controller and the virtual objects in the scene (Figure 6.6. a).
To enhance depth perception/z-dimensional perception of the instructor’s xspace from the
video, TutoriVR allows a learner to view the video in Stereo through a toggle button (Figure
6.5 V.4). Prior works have found stereoscopy to be the most effective depth cue in VR
manipulation tasks [86].

To achieve this, TutoriVR’s capture application, while recording the instruction, records
the feed rendered to each of the eyes of the instructor. Note that this stereo rendering
is a strong depth cue for the instructor themselves in their own VR environment. During
playback, we use a graphics shader to separate the left and right views from the video image
and render them to the viewer’s left and right lenses (Figure 6.6. b). The rendering is
corrected for the IPD of the learner’s HMD and the principle of operation is similar to that
of a 3D TV. In this way, TutoriVR implicitly provides access to the depth of the scene
without requiring source code access to the original VR application of the instructor.

However, this approach may incur perceptual problems that are well-known for stere-
oscopy, such as eye straining or window violation [180]. Therefore, we implemented the
standard “black-tape” technique to reduce window violation [5]. So, we had this wid-
get inactive by default and expect that the user would only use it when necessary. This
stereo-capable video widget is an example of a Cross-Dimensional Medium that allows for
dimensional-detail exploration of the instructor’s xspace and mitigates the asymmetry in
depth perception.

Perspective thumbnail widget

Besides depth perception, the second set of issues identified broadly relate to difficulties
in understanding the instructor’s interactions in the xspace. These issues can be further
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Video rendered to both eyes of the viewer

Seen at same depth

3:18
Viewer

Video rendered to the 
left eye of the viewer

Video rendered to the 
right eye of the viewer

3:183:18

Seen at different depth

Viewer

a) Regular 2D video b) Stereo Video

Figure 6.6: a) With a regular video, the same video texture is rendered to both eyes of
the viewer b) With a stereo video, different video textures are rendered to each eye. This
enhances depth perception in the video and is the principle of operation of TutoriVR’s stereo
visualization

sub-categorized by the source of difficulties 1) Perspective of the video capture, 2) Complex
Hand Motions by the instructor, 3) Rich Input space of VR controllers, and 4) Visibility of
Controllers.

To solve these issues, TutoriVR leverages a second Cross-Dimensional Medium delivered
through a different embedded widget - the perspective thumbnail widget (Figure 6.5 P).
It is a significant part of our system to mitigate the asymmetry between the users in the
perception of stroke structure and controller interactions. The widget is placed directly
below the video player, providing perspective, temporal, and dimensional-detail exploration
of actions carried out by the VR instructor in their xspace.

Using the logs generated with our capture-time system, we simulate the movements and
interactions of the controller in the video in a separate window below the main video player
(Figure 6.5 P). Here, we render motion trails to the virtual controllers whenever a stroke is
drawn and highlight button press events in blue (Figure 6.7 right). The thumbnail view
mirrors the viewpoint and rotation of the tutorial author in the video. However, the user
can manually change rotation and zoom for further inspection (Figure 6.5 P.2 and P.3).

In this way, this widget offers three advantages for better understanding the painting
process:

• Focus-Context exploration of the stroke structure: The widget allows users
to view and explore the stroke creation process from different perspectives, free of
occlusion by other elements. The user can switch to different perspectives using the
zoom/rotate sliders present in the widget as well as snap back to the instructor’s
viewpoint. This medium enables seeing an isolated and static visual of an ephemeral,
dynamic action. They can then resume playing to see the creation from that chosen
perspective. This allows for focus-context exploration of such spatio-temporal actions.
Upon pausing the video, the medium provides focused information about the stroke
being drawn. It removes other spatial elements in it, as well as draws out the stroke
across all time. In contrast, the video player’s video provides the context for this stroke.
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• Controller interactions: The virtual controller mirrors the motions and actions of
the instructor’s controllers. Whenever the instructor in the tutorial video presses a
controller button, the corresponding buttons are highlighted in the virtual controllers.
Seeing what is being pressed and the controller’s motion in a separate and isolated
space can help users better understand the Spatio-temporal relationship of complex
controller interactions involving button presses.

• Stabilized rendering: The medium also solves the issue of understanding spatial
motions from the shaky first-person video feeds. This is because the walls and grid lines
rendered in the medium provide important pictorial and perspective depth cues [152].
These cues may not be there in the original VR environment that the VR instructor
operates in. The rendering also offers an effectively increased field of view compared to
the video. Finally, it stabilizes it by suppressing the noisy and drastic head movements
in the first-person video recordings.

Figure 6.7: Demonstration of the Perspective Thumbnail Widget. Left: Ambiguous cube-
like strokes when viewed on a video; Right: The cube strokes become more interpretable
when viewed from a different perspective in the Perspective Thumbnail Widget.

It is important to note that these are rendered in stereo 3D to convey a stronger depth
perception. This separate set of VR controllers mimics all the spatial and button actions
carried out by the VR instructor in the video capture. It is like a fish tank, with walls and
3D strokes being performed as they appear in the video and buttons getting highlighted as
they are pressed in the video tutorial. In addition, it offers alternate visual representations
that provide additional dimensional details of these stroke motions. These details are absent
in its video counterpart.

The medium further increases the effectiveness in delivering these visualizations by grad-
ually fading the highlights of button presses and the stroke trail. This gives enough time for
users to be aware of and understand ephemeral controller actions and prevents the need to
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perform a frame-by-frame search of the video to figure out crucial information required for
a task.

To achieve these, we used the same technique to achieve stereoscopic rendering. However,
to create the stereo textures, we create our own controller simulation scene with walls and
grid lines and capture it using a stereo camera rig. The rig outputs the left/right textures
used for stereoscopic rendering. It can help users more quickly interpret the motion of the
virtual controllers. Additionally, we increase the field-of-view of the stereo camera rig to
increase the visibility of the controllers. The final rendered effect is similar to how a learner
would observe the controller’s actions if they are looking over the shoulder of the instructor.

Awareness widget

The VR environment is much larger than conventional desktops, and it is very easy for users
to lose the main video player from their Field of View (FOV) and miss important instructions
in a tutorial, especially when they are not explicitly voiced out. For example, when a user
is too focused on the painting, they might fail to notice an important action made by the
instructor. The user can also choose to place the video player close to the painting, but it
may obstruct their workflow. To address this problem, TutoriVR provides a mechanism to
non-intrusively provide users with visual information on the progress and key events of the
tutorial video (Figure 6.8). Our Awareness widget is an extension of the main video player.
Instead of being positioned in the world coordinate, it is rendered view-fixed—attached to
the user’s view direction, and becomes visible when they are not viewing the main video
player. The widget is transparent for most parts, and the user can customize its vertical
position so that it does not obstruct their active field of view.

Figure 6.8: Awareness Widget. This widget is view-fixed in VR. It provides a minimal set
of important tutorial content to help users be more aware of the tutorial progress.

We render a minimal set of tutorial content on the Awareness widget, including a video
thumbnail, current video time, and event icons representing events within a +30s/-30s time
window of the video play (Figure 6.8). The icon size increases temporarily as the event
approaches the current video time to aid in attracting user attention. Users can also quickly
navigate the event by clicking on these icons in this widget. This is similar to how Hologlyph
was scaled and used in Loki when the Instructor and Learner work alongside. However, the
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Figure 6.9: Role of Interactive Cross-Dimensional Media in enhancing asynchronous instruc-
tion of VR tasks from 2D videos.

system automatically does it where the Awareness widget is analogous to a miniature version
of the Hologlyph.

In summary, the Cross-Dimensional Medium and interactions here highlight the relevant
virtual parts of the instructor’s xspace that are important for the instruction task and provide
interactions to facilitate its spatial, temporal, and dimensional-detail exploration. These are
summarized in Figure 6.9.

6.7 Exploratory User Study

We evaluated the Cross-Dimensional Media interactions in TutoriVR using an exploratory
user study. We wanted to gain initial feedback from users about the improvements we added
after the formative study. We also wanted to observe whether users could use these novel
interactions to complete VR painting tasks from video tutorials.

We compared TutoriVR with the formative study’s improved baseline video player sys-
tem. Our baseline and TutoriVR conditions included these improvements (i.e., features V.1,
V.2, and V.3 in Figure 6.5). We chose a within-subjects study design. We designed two tuto-
rial tasks in VR. These tasks are inspired by the intense task condition in a previous tutorial
systems research [118]. Specifically, participants were asked to watch a tutorial video in VR
and were required to replicate the final results in the video as quickly and as accurately as
possible.

Task 1 (2.5 minutes video) introduces the basic features of a VR painting application.
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Task 2 (4.25 minutes video) demonstrates a painting workflow, which involves executing a
set of complex strokes and embellishments to create an animated painting. To reduce the
learning effect, we generated two videos with different concepts but had similar difficulty
and length for each task.

Procedure

We recruited 10 participants (2 male, 8 female, age range 19-25) using university and com-
pany mailing lists. Participants were compensated with a $50 gift card. 4 participants had
regular experience with VR, while all had basic/occasional familiarity. On a scale of 1-5,
all but two participants self-rated their art experience as 3 or above and only 2 participants
rated their 3D design software experience at 3 or above. The study’s total duration was 90
minutes and required participants to use the TiltBrush application in the Oculus Rift VR
system. We selected participants with zero or minimal experience with Tilt Brush. We also
selected participants that are right-handed and can perceive stereo vision.

Before the study, participants received a 20-minute training on using the VR system and
an introduction to the TiltBrush application. The participants then performed Task 1 and
Task 2 in order. The order of the systems assigned to a participant was counter-balanced.

Measurement

At the end of each task, the participants completed a custom questionnaire, and a NASA-
TLX questionnaire [76]. The custom questionnaire asked the participants to rate their
perception of the tutorial system and task performance. The ratings were based on a 7-point
Likert scale, with a higher number indicating easier or more helpful. Additionally, they
completed an open-ended feedback questionnaire after each task and the entire study.

In addition to these ratings, we also independently measured the completion rate of each
participant in each task. We created a list of critical steps a participant must perform for
each task. The critical steps in the tasks were selected ahead of time. They had at least
one of the three attributes: the presence of intricate 3D strokes, the component of relative
3D depth, and complex 6-DOF controller interactions. Figure 6.10 shows some examples of
critical steps in different tasks. The completion rate is computed by dividing the number of
critical steps completed (counted through observation of the participant’s performance) by
the total number of critical steps.

6.8 Results and Discussion

Figure 6.11 and 6.12 give an overview of the ratings collected after the study. Overall,
participants achieved more critical steps (M = 7.78 , SD = 3.16) when using our system
compared to the baseline system (M = 4.88, SD = 3.31). The difference was statistically
significant using a paired-samples t-test (p < 0.02, F = 1.1023, d = 0.9 ). Two participants
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(a) Relative 3D depth (b) Controller interactions

(c) Intricate 3D strokes (d) Relative 3D depth

Figure 6.10: Examples of critical steps in the study tasks: (a) Drawing hearts that are on
different planes; (b) An action performed with the obstructed controller; (c) Intricate strokes
involving 3D loops and coils; (d) assembling a 3D face portrait
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failed the tasks (i.e., did not complete any critical steps) using the baseline system. With
TutoriVR, on average, across the tasks, users were able to complete 49.2% of steps involving
intricate 3D strokes, 55.4% involving relative 3D depth, and 63.8% of 6-DOF controller
interactions, in comparison to the baseline where the corresponding numbers were 28.3%,
31.7%, and 41.3% respectively.

In terms of mental workload, there was a small difference between the mean rating of
the NASA-TLX. The rating for our system (M = 52.37, SD = 14.30) was marginally higher
than the baseline (M = 51.37 , SD = 18.24). The difference was not statistically significant
(p = 0.82 , F = 1.62 , d = 0.06). We observed that two opposing effects at work might
lead to similar loads. On the one hand, the baseline may have reduced cognitive load due
to a lack of awareness of the 3D intricacies involved in the VR painting, causing users to
create simpler but incorrect paintings. This is in line with the reported study outcome: users
achieved more critical steps in the TutoriVR condition relative to baseline. The TutoriVR
system helps users be aware of fine details in the painting. This awareness may demand
users to put in extra effort during the tasks.

On the other hand, cognitive load in the TutoriVR conditions may be lower during
controller interaction events. Although users in both conditions can notice the presence
of controller events on the video, it is much more difficult to follow them in the baseline.
Figuring this out is achieved easily in TutoriVR by using the Perspective Thumbnail widget.

In the questionnaire ratings (Figure 6.12), participants were positive about both our
system and the baseline system. The differences in ratings, however, were not statistically
significant. Qualitative evidence for the ability of the system and its features to help users
better understand the tutorial was elicited in the open-ended feedback collected from the
participants. Out of 10 participants, 8 users felt the Stereo Widget and the Perspective
Thumbnail widgets helped them in the tasks. The awareness widget was designed to be used
in free-form exploration tasks with longer task duration, requiring a different kind of study
for evaluation. Stereo Widget helped users get better task awareness and assess relative 3D
poses of the painting structure. Perspective Thumbnail helped users understand intricate
3D shapes and/or controller interactions. This was also reflected in the written comments
by some users:

P2: “[Stereo widget] was very helpful for understanding the shape and depth of different
elements in the video”

P8: “[Perspective thumbnail] would have been helpful in this task. Hard to make out the
required shape of the loops without the ability to rotate video to see from different perspectives”

In summary, our study confirms the value of having an embedded tutorial system that
leverages the Cross-Dimensional Medium and interactions. Furthermore, the findings show
that our improvements were perceived positively by participants. Most importantly, the
improvements helped participants replicate more critical steps in the VR tutorial tasks.
Since these tasks were designed to be non-trivial and our participants mainly consisted of
inexperienced VR painters, these findings provide promising evidence that TutoriVR can aid
users in learning to VR paint while being in the VR environment of the painting application.
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Figure 6.11: Quantitative Scores and NASA-TLX scores

Figure 6.12: Responses to questionnaire questions: 1) Understanding : “How easy it to
understand the tutorial instructions?”, 2) Easiness : “How easy it was to perform the assigned
task?”, 3) Perceived Accuracy : “How accurate do you perceive your result compared to the
video?”, 4) Usefulness : “How useful was the assigned tutorial system?”

6.9 Limitations and future work

Need for formal Ablation studies

Although we found some promising results in our exploratory study, there are several aspects
of this new type of tutorial system that we currently cannot answer. First, we do not know
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individual features’ specific utility and usability. Therefore, more formal comparisons with
dedicated tasks are needed. For example, for the Stereo widget, depth judgment tasks [171]
are better at gauging its effectiveness in depth perception. For Awareness Widget, open-
ended creative tasks where users tend to focus more on the painting than the tutorial might
be more suitable. Second, our study was conducted on a small sample size with a specific VR
painting application. Therefore, the findings should be taken with a grain of salt. However,
as the first step in evaluating this new type of tutorial, the results are encouraging. We
hope to motivate more evaluations with more participants and with other applications in
VR (e.g., sculpting, animation, storytelling).

Reactive tutorial systems

We also identify several exciting areas for future work. First, our current system is designed
for self-paced learning, where the user decides when and where to access the tutorial. More
compelling reactive and intelligent tutorials [50] that provide guidance and feedback can be
explored.

Extension to synchronous user interaction

Secondly, the VR-embedded widgets can have applications beyond an asynchronous tutorial
interaction between a learner and an instructor. Being embedded into a VR application opens
up new possibilities for collaboration and multi-tasking interactions in VR. One example is
allowing live interaction by a non-VR user to communicate better and guide a VR user. In
this dissertation, we explore this aspect further in the subsequent Chapters 7 and 8.

6.10 Summary

In this chapter, we have taken the first step at exploring the challenges in understanding
tasks and actions carried out in a virtual space. Our system was designed based on VR-
embedded widgets, which are application interfaces that are observable and interact-able
directly inside the learner’s own VR application. It allows a learner to learn to VR paint
while watching tutorial videos without ever leaving the application. These widgets leveraged
Interactive Cross-Dimensional Media to mitigate the xspace asymmetry between the learner
and the instructor that is typically present in pre-recorded video-based tutorials.
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Chapter 7

TransceiVR

In the previous chapter, we saw the challenges of using video-based tutorials for asynchronous
interaction between a learner and an instructor. We address them with VR-embedded
widgets that leverage Cross-Dimensional Media interactions and properties. Using that,
TutoriVR enhanced a user’s understanding of videos of VR scenes that an Instructor pre-
recorded. But what if one would want to carry out such interactions live? Is it easily possible?
Such interactions are messy and hard today. When we played around with TutoriVR, we
realized that the VR-embedded widgets could have applications beyond asynchronous video-
based interactions. Its technology stack can be adapted for facilitating and enhancing live
interaction, communication, and collaboration between a non-VR user and a VR user. This
will be the focus of the current chapter.

7.1 Preamble

Virtual Reality (VR) users often need to work with other users who observe them outside of
VR with the help of an external display. Communication between them is difficult; the VR
user cannot see the external user’s gestures. Likewise, the external user cannot see VR scene
elements outside the VR user’s view. We conducted formative interviews with experts to
understand these live asymmetrical interactions and identify their goals and challenges. We
identify high-level system design goals to facilitate live asymmetrical interactions. In this
chapter, we present TransceiVR, which uses a novel Cross-Dimensional Medium for enabling
live asymmetric communication between a VR user and an external user. Through the
medium, TransceiVR allows external users to explore the VR scene spatially or temporally,
annotate elements in the VR scene at correct depths, and discuss via a shared static virtual
display. Similar to TutoriVR, it utilizes VR platform APIs to enable these asymmetric
communication interfaces for third-party applications without requiring source code access.
An initial co-located user evaluation with 10 pairs shows that TransceiVR makes asymmetric
collaborations in VR more effective and successful in terms of task time, error rate, and
perceived workload. An informal evaluation with a remote expert gives additional insight
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Figure 7.1: Asymmetric VR interaction using TransceiVR: An external user with a tablet
can annotate images from the VR user’s application; annotations are projected back into
VR at the appropriate depth.

into its utility.

7.2 Introduction

Virtual Reality (VR) has gone from research technology to a popular user platform with a
growing ecosystem of applications, games, and media. However, the isolation of VR users
from their peers is a major problem hindering its adoption today in many domains [67, 69].
While some VR applications are designed to be collaborative, most are conceived as single-
user experiences. In line with the focus of this entire dissertation, this chapter focuses on the
social interactions that emerge from single-user VR applications. Collaborative use of single-
user desktop applications has been well studied, e.g. in “social learning” [124], “occasional
meetings” [93], pair programming [37], and game streaming [74, 110, 145, 163]. In many
of these, the xspace consists of the application state and the participants’ speech and body
language. These are mutually visible and accessible to everyone, or symmetric. For VR
applications, similar social interactions can emerge between a person wearing a VR headset
and other people being external (i.e., not in VR), e.g., a VR artist may want to help teach
a new VR user how to paint and sculpt in VR. This communication is asymmetric because
the VR and external users do not share the same display and input capabilities with respect
to the xspace. The headset blocks the VR user’s view, so they cannot see the external user,
and the external user does not have full visibility of the VR scene. This asymmetry creates a
communication barrier between them. In this chapter, unless explicitly specified, any
references to asymmetry will refer to this specific asymmetry that arises due to
users using different interfaces.
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Some VR systems can mirror the display output to a screen, but such a VR mirror only
provides a partial and unstable view of the VR user’s actions. It is still difficult for the
external user to interact with the VR user who is in a 3D virtual space, solely using the VR
mirror. Another solution is to design VR applications specifically for collaboration, either
entirely in VR [53, 117, 131] or through specifically providing interfaces for the external
user [69, 68]. However, as mentioned before, single-user applications are unlikely to be
rebuilt for multi-user purposes unless there are strong business needs [28].

We conduct formative interviews with experts who regularly participate in such asym-
metric interactions with VR users. We distill our findings into design goals that inform the
development of software to facilitate live communication between VR users and external
users. These high-level design goals focus on enriching the way information regarding the
VR environment is delivered to the external user and allowing them to relay information to
the VR user.

Developing these design goals into features can require varying levels of access to the
underlying VR software and hardware stacks (Figure 2.2). Our formative interviews re-
veal that asymmetric communication can often occur in closed-source VR applications (e.g.,
during onboarding or testing a new application). Thus, similar to TutoriVR, we focus our
effort on information available at the VR platform level without requiring source code access.
These data include the VR stereo camera feed and the VR hardware readings. To render
content into the headset, we leverage the ability to inject graphic overlays into VR.

To facilitate asymmetric communication, we propose TransceiVR, a novel Cross Dimen-
sional Medium that aims to bridge this asymmetry of xspaces in live communication between
a VR user and an external user who may or may not be physically co-located. It mirrors the
VR user’s feed onto a touchscreen tablet so that the external user can perform interactions
directly over the mirrored video feed. A key interaction that the external user can do is
annotate the video feed. The medium can then project and place these annotations at the
right place in the 3D virtual scene of the VR user. To correctly position the annotations of
the external user in the VR scene, we apply an optical flow-based computer vision technique
on the mirrored video to estimate a depth map of the VR scene. Alternatively, the medium
allows the external user to draw annotations over video frames and share them with the
VR user. This can be used like a shared sketch board. Besides interacting with the live
video frames that the VR user sees, TransceiVR also supports annotating video frames in
the recent temporal and spatial history. This allows the external user to discuss scene ele-
ments outside the VR user’s current view. TransceiVR also provides an interface for external
users to highlight specific buttons on the VR controller. This feature enables fine-grained
discussions around the controller, which are common in onboarding activities. Finally, the
external user can also share their live web camera feed with the VR user.

We conducted a preliminary evaluation of TransceiVR’s Cross-Dimensional Media inter-
actions with 10 co-located user pairs. We found that with these interactions, users completed
a VR assembly task faster, with fewer errors, lower perceived workload, and felt it was eas-
ier to understand and communicate with their partner. TransceiVR also supports remote
operation through any screen sharing and control software. In addition, we carried out a
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remote expert evaluation, in which an expert used TransceiVR to teach VR painting to a
first-time VR user. From this, we gained additional feedback on the different components of
the Cross-Dimensional Medium.

There are two main contributions of this work. First, we report our findings of the
problems in live asymmetrical VR interaction through formative interviews and design goals.
Second, we present the TransceiVR system that uses Interactive Cross-Dimensional Media
to realize these design goals for existing VR applications. A user evaluation of the system
shows an improved efficiency in communication in such asymmetric interaction scenarios.

7.3 Formative Interviews

To understand the goals and challenges of asymmetrical VR interactions, we interviewed five
expert users: a VR user experience (UX) designer, a VR UX researcher, a graduate student
VR researcher, a VR engineer, and a 360◦ filmmaker. Each had encountered various asym-
metrical scenarios in their work, including conducting VR user studies, collecting feedback
on new VR user interfaces, testing new VR prototypes, and reviewing 360◦ films. Besides
these primary activities, they have also engaged in other asymmetrical VR interactions dur-
ing non-work times, such as demoing VR to friends and playing and viewing VR games.
The interview started with the experts overviewing their experience with VR. Then they
discussed their primary asymmetrical VR activity, using a verbal step-wise walk-through of
it. Some used prior video captures or enacted it when appropriate to clarify details. Our
questions focused on the goals of the interaction, how it was carried out including its lim-
itations and challenges, the roles of the two users, and their social dynamics. Interviews
concluded with open-ended remarks from the experts.

All participants reported using a VR mirror as the only way to share display for ground-
ing discussion. VR mirror is a standard feature supported in most commercial platforms. It
displays what the VR user sees on an external display such as a monitor or a TV screen. How-
ever, the interviews identified several problems with this technique supporting asymmetrical
VR communication.

A constantly moving first person view

The video feed in VR mirror is very jittery, and all our users indicated that following a VR
activity this way can be uncomfortable. This is because VR experiences are immersive and
often induce frequent, large head motion, leading to unstable video feeds. In VR, this is
specifically aggravated due to its reduced field of view, which increases the head movement
and the time the VR users take to explore the scene [119].

More issues arise when an external user needs to refer to an object in the VR scene.
Since the VR mirror shows the VR user’s live view, the desired object is visible only when
the VR user views it. Otherwise, it will not be visible to the external user. Worse, if the
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external users are nearby when discussing a scene element, the VR user may turn towards
them, changing views more frequently.

The difficulties of talking about VR scene elements

A typical VR scene contains dynamic events and objects, many of which are alien concepts
in the real world (e.g., an interface floating in mid-air). Thus, it is often difficult for the two
users to talk about or refer to elements in the VR scene. We identified four unique problems:

1. Transient elements: Many objects in VR may be seen for only a short period.
Examples include user interface menus and game objects. The transient nature of these VR
elements makes it difficult for the external user to refer to them. For example, an external
user may want to instruct a novice VR user on how to choose a new brush style in Tilt
Brush [58]. The VR user may make mistakes like pointing at the wrong menus or selecting
the wrong brush buttons. Remedying such errors is usually slow: either the VR user has to
repeat the actions, or the external user has to describe those actions for the VR user to redo
verbally.

2. VR Controller elements: Hand controllers are the primary interaction mechanism
in VR. As noted in the previous chapter, naming and design conventions for VR inputs
are not yet standardized. For instance, grip, squeeze, secondary trigger and fist were four
different terms used by the experts in our formative study to refer to the same button in two
different VR platforms (Oculus vs. Vive). One may verbally describe the button by its shape
and position. But this often fails in VR applications that do not render a virtual depiction
of the hand controllers [150]. In such cases, the external user may resort to instructing the
VR user on specific finger(s) to hold down.

3. Gestural elements: A common hassle mentioned by experts is when the external
user has to instruct gestural movements to the VR user. These are essential in many VR
applications [165] and may be used for common spatial actions like painting, aiming, or
teleportation. For these, our experts reported using verbal description of something the VR
user might have prior knowledge about (e.g., “move your hand like a sine curve” or “picture
yourself as Ironman having boosters in your hands and try to push to fly”). Alternatively,
they may hold VR user’s hand to physically guide movement. But they remarked that
this is sometimes infeasible, since it may break social boundaries and make either of them
uncomfortable.

4. Directional & attentional elements: It is common for the external user to direct
the VR user’s attention toward a particular scene area. Some examples include “move this
box to this position” or “pay attention to that region.” But these directions are not effective
because the VR user does not see the external user’s pointing gestures. Understanding
a peer’s activity is a key requirement for effective shared conversation [164]. Our experts
reported workarounds based on verbal egocentric references such as “Turn to your 3’o clock”
or “look to your left”. But they found it to be cognitively demanding because they have
to constantly take the changing perspective of a VR user. They can also give inaccurate,
guessed directions to objects that are not immediately visible to them. Remedying these
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errors leads to lengthy back and forth conversations between the two users. Elements with
distinct shapes, colors, and sizes, can be used as landmarks for guidance but may fail for VR
scenes that are too cluttered or bland.

High-level design goals

We distill feedback from the formative interviews into a set of high-level design goals:
DG1 - Static and stable VR view: Enable external users to quickly access, on

demand, a static and a stabilized visual of the VR environment. This will allow the external
user to have a more detailed and unhurried look at the feed rather than a constantly moving
view that is hard to keep track of.

DG2 - Support independent exploration: Allow external users to independently
explore the different views of the scene despite where and what the VR user is currently
looking at. Additionally, allow external users to independently access the recent past without
relying on the VR user to repeat actions.

DG3 - Augment conversation with spatial referencing: Enable external users to
quickly and directly [89, 160] refer to scene elements in the VR view. The external user
should be able to talk about 3D objects, interfaces, interaction mechanics, and the spatiality
of the scene as if they are directly engaging with the VR experience.

DG4 - Support multi-modal context sharing: Provide communication beyond
words, such as body language, actions, sketches, and scene contexts that are being observed
by either the external or the VR user. These elements would provide a shared context and
conversational grounding for both parties. This could also help in elevating the feeling of
co-presence amongst the users.

xspace for live interaction between a VR user and a external user

We will begin with identifying the xspace for the task. Here users need to interact, discuss
and collaborate to complete a VR task. This is a form of synchronous collaboration. From
the formative study, we see that xspace consists of the virtual scene of the VR application,
actions, and gestures of the VR user as well as that of the external user in the context of
the virtual space of the VR user.

The asymmetry between the users stems from two sources: (1) While the VR user sees
the virtual environment and their actions in 3D and can look around, the external user can
not see them in 3D and have no control over the viewport of the video feed. (2) Since the
VR user wears a headset, they cannot see anything that the external user does. Whereas it
is easy for the VR user to point to and show components of the virtual space to the external
user. We need to design and build interactions that can help mitigate these two asymmetries.
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7.4 TransceiVR System

Using the design goals (DG) as guidelines, we developed the TransceiVR system that uses
novel Cross-Dimensional Media interfaces to mitigate the asymmetry and facilitate efficient
communication between a VR user and an external user. An external user can view the scene
of the VR user on a tablet device and detach from the VR mirror paradigm by freezing any
view (DG 1 - stable VR view), browsing previous views, either in space (Angle frames) or
time (Time frames) (DG2 - independent exploration).

Perhaps the most important Cross-Dimensional Media interaction of TransceiVR is the
annotations. External users can annotate directly over the video feed using the table inter-
face. The medium here allows users to specify the output dimensionality (Table 4.1) of the
annotations:

• It can be projected directly and rendered at the correct depth into the 3D VR space
(Figure 7.3 L, R), or

• The annotations can be drawn as 2D sketches over the video frame, which can then be
shared with the VR user as an annotated image (Figures 7.8 L, R))

Each of these choices has its advantages. The direct 3D projection can be useful for quick
and easy referencing of objects in the VR scene (DG 3 - spatial referencing). When the VR
user is not looking at the right part of the scene, they are guided to it through 3D arrows and
spatial audio cues. On the other hand, the annotated image can be used for more detailed
discussion, especially about virtual objects that may be non-existent or dynamic in the VR
scene (DG 4 - multi-modal context sharing).

Besides this, external users can also indicate controller button actions that a VR user
should take in their interface using a 2D UI that TransceiVR renders on the table. Corre-
sponding buttons are highlighted over the 3D virtual controller model that the VR user holds
(DG 3). Finally, the VR user can also choose to see a webcam video feed of the external
user (DG 4).

To implement these functions, TransceiVR operates similar to TutoriVR, which runs as
an application overlay on the SteamVR platform. Several VR systems such as Oculus, Vive,
and Windows Mixed Reality either support SteamVR or offer similar APIs. The platform
API includes access to the stereo-view feed of the VR user and the ability to inject 2D
overlays and interfaces into the VR scene. The left and right eye feed and head tracking are
used to compute a depth map of the scene and corresponding 3D coordinates of the different
scene elements (in the frame of reference of the VR user’s room). In addition, these are
used to compute the position of new 3D overlays, which are rendered using sophisticated
VR overlay injection techniques. Figure 7.2 gives an overview of these operations in the
TransceiVR system.
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Figure 7.2: TransceiVR intervenes at the VR platform level and assumes access to controller
pose, actions, and a stereo view feed. It uses the stereo view to compute a depth map of the
scene. VR controller pose and actions are intercepted to enable the VR user’s interactions
with TransceiVR. The external user uses the tablet interface to annotate, share screens,
access frames, and trigger highlights. All these data are used to render corresponding infor-
mation as overlays in the VR scene through the VR platform’s overlay injection pipeline.

External tablet interface

External users browse the VR scene and provide input through a multi-touch tablet inter-
face. The tablet is connected as a multi-touch external display to the PC on which the VR
application is being run. Thus, our current implementation is incompatible with standalone
VR headsets. The tablet is the primary interface for the external user and accepts input
using either a mouse or a stylus. We use an Apple Pen and iPad in our implementation.
While we discuss TransceiVR in the context of collocated interactions, the system is equally
functional with a remote external user who can access the interface via remote desktop soft-
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Figure 7.3: Left: Annotations made over a 2D video for referring to an object in the VR
space; Right Corresponding annotations projected to the right 3D position in the VR space

ware and a voice channel. In our user evaluation, we use TransceiVR locally, whereas, for
the expert evaluation, we used the remote configuration. By default, the tablet interface
mirrors the first-person view of the VR users.

Annotations

Our formative interviews indicate that referring to VR scene elements is difficult and is a
top problem in such interactions. Often, it requires the external user to use detailed verbal
instructions to direct the gaze and attention of the VR user. TransceiVR overcomes this
hurdle by allowing the external user to draw annotations over the video feed directly and
have TransceiVR project and place them meaningfully in the VR scene (Figure 7.3). The
tablet interface detects sketches and renders them in the VR scene at the appropriate depth
and orientation, making it look like they are a part of the scene. This leverages findings from
prior work [7, 6, 172] that suggest that flat tablet surfaces provide an efficient interface to
sketch elements into a VR scene. However, there are issues with this approach: 1) Continuous
motion of the VR user’s view makes it difficult to sketch over, and 2) The sketches are done
on a 2D surface but need to be rendered in the VR scene at the correct 3D position.

TransceiVR solves the first issue by temporarily freezing the mirrored view if the external
user begins sketching on the tablet. This allows them to view and annotate a static, frozen
frame. The second issue is less trivial to solve. In contrast to prior work where such interfaces
were part of custom-built applications, TransceiVR is designed to work in an application-
agnostic manner with existing VR applications. These applications do not provide access
to the depth of elements in the scene. Hence TransceiVR lacks direct access to it. In the
previous chapter, with TutoriVR, we simply rendered the stereo-feed as a 3D TV display in
VR scene without computing numerical depth values of points in the scene. In TransceiVR,
we explicitly estimate scene depth using binocular disparity and create a real-time depth
map of the VR scene. We then use it to render annotations at the correct depth. This is a
crucial function of the Cross-Dimensional Medium, as it allows for the property of meaningful
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translation across visual representations. It translates the annotation information from a 2D
video representation seen by the external user to the 3D virtual world seen by the VR user,
thereby mitigating the communication barrier due to the asymmetry in the way the users
perceive and interact with the xspace.

Depth map generation

From the computer vision literature for stereo images [77], we know that for a stereo camera
setup containing two identical cameras that are separated only along the x-axis of the image
plane, there exists a relationship between disparity d of two pixels p1 and p2 in the two
images corresponding to the same world point P, the distance between the two cameras C,
the focal length f , and the real-world depth Z of the point P through the following equation.

d =
Cf

Z
= Apx +B =

K

Z
(7.1)
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Left Eye Feed Right Eye Feed Normalized Depth Map

Figure 7.5: (L) The stereo feed of the calibration process being performed in SteamVR
Home. (R) The normalized map of the flow vector x-components. The black box shows the
region of a single calibration square across which the flow vector values are averaged.

In our prototype system, the Oculus Rift renders with an asymmetric FOV [136], and in
such a case, disparity d is a linear function of x-component of optical flow vectors p computed
between left and right eye images (Figure 7.5(R)). We use OpenCV’s implementation [139]
of the Brox optical flow algorithm [19] that can be executed on a GPU in real-time. This
function varies depending on the specific projection matrix for rendering the VR scene on a
specific headset. Where K = Cf , and A and B are constants that vary depending on the
specific VR hardware being used and the resolution of the VR feed being used for computing
the optical flow. By applying appropriate transforms Eq. 7.1 can be rewritten with different
constants as, Eq. 7.2. Where px∞ is the x-component of the flow vector for a pixel at distance
Z → ∞.

Z = 10C110−M1 log(px−px∞) (7.2)

For TransceiVR to automatically compute the constants, px∞ and M1 and C1 for different
hardware, we created a calibration program that overlays a 2 × 2 grid of black and white
squares at various fixed distances and positions in the world as shown in Figure 7.5 (L) and
use it to fit Eq. 7.2. We estimate px∞ as the flow vector’s x-component of an overlay placed
at 100m which is treated as an infinite distance. Ideally, we should expect M1 = −1 and
C1 = 1, but in practice deviations might occur due to the discretization of pixels and other
factors. For our setup, parameter values were M1 = −0.9968046, C1 = 1.119834. Note that
the optical flow vector values near the left edge of the image are not accurate—these are
regions of the left eye’s feed that are not seen by the right eye and are extrapolated by the
Brox algorithm to obtain the flow vectors. Rendering annotations at correct depth instantly
conveys the location of the desired point to the VR user and ensures that the VR user sees
the correct location even when they move around and change perspective. If an annotation
is made outside the current FOV of the VR user, a 3D direction arrow appears in the scene
and guides the VR user’s gaze towards the direction of annotation until it appears in their
FOV (Figure 7.6(R)). When the annotations are no longer relevant, they can be cleared
using a button in the tablet interface (Figure 7.4 (1)).
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Figure 7.6: (L) A rendered annotation in the VR environment. (R) A 3D directional arrow
indicator (red) appears when a newly created annotation is outside the field of view.

Actions with Controller

Sometimes the external user has to instruct the VR user about specific buttons and associated
actions on the VR controller. This is crucial and common, especially when an expert external
user trains a novice VR user to use an application. This is common in public demos, testing
of early-stage prototypes, workplaces, and home environments, where a frequent VR user
gets an interested person to try it. Pointing to buttons of VR controllers is a special case
of pointing to virtual objects in the VR scene. Still it has some unique characteristics that
require additional consideration: controllers are a primary interaction mechanism in VR
applications and are almost always in motion. As identified in the previous chapter, they
may not be present in the VR user’s video feed either because they are outside the field of view
or because the application does not render a virtual model of the controllers. In TransceiVR,
a Controller panel (Figure 7.4 (6)) is used for referring to controller buttons. The external
user taps the button(s) of interest in the panel, and colored blinking highlights appear over
the location of the controller buttons in the VR scene that visualize these buttons to the VR
user. In applications that do not render any virtual controllers, TransceiVR renders a proxy
model instead of it. This simple, meaningful translation of interaction from a tap on 2D UI
representation of the controllers to 3D highlights on the actual controller is a key property
of the Cross-Dimensional Medium here.

Spatial and Temporal Exploration

External users cannot view and refer to virtual objects outside the VR user’s current field
of view. Additionally, referring to dynamic elements is tough due to their reduced temporal
persistence in the VR feed. To aid with these, TransceiVR captures and stores the frames of
the VR feed from the recent past (2 mins, one frame per second). External users can then visit
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Figure 7.7: Angle frames (or view) are captured and updated when the VR user turns their
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a prior frame to examine it or to discuss a virtual element that has vanished. We term these
frames as Time frames. TransceiVR also allows accessing frames based on VR headset’s
orientation angle (yaw angle), referred to as Angle frames (see Figure 7.7). This allows
external users to view and interact with last seen frames at specific view angles and allows
external users to get a glimpse of the VR environment around the VR user, annotate and
refer to objects outside the VR user’s FOV. Angle view also supports egocentric directional
guidance by providing the external user with a direction indicator(see Figure 7.4 (7)). The
indicator marks the VR user’s current view angle on an angle scale placed above the Angle
frames. It provides a direct mapping for the external user, who can use this to guide the VR
user’s relative movements, e.g. “Turn left/right”, or more precisely as, “Turn about 30◦ to
your right.” Users can toggle between the two types of frames (Figure 7.4 (9)). As with any
Cross-Dimensional Medium, interactions that allow for spatial and temporal explorations of
the xspace by the external user are important to mitigate the asymmetry between them and
the VR user.

Share screen

The communication between the two users may involve more than directional references
and point to objects. Users need to discuss, plan and execute actions in the VR scene.
TransceiVR supports this requirement by allowing users to share a static frame of the VR
user’s feed. Both users can share a copy of a static frame of the VR scene with the other
user. The VR user invokes it using the hand controllers (Joystick button), while the external
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user can press a button on the tablet interface (Figure 7.4 (3)). When shared, the frame
appears on the tablet interface for the external user and as an overlay display in the VR
user’s scene. The VR user can place it at a convenient location in the scene. The shared
screen contains the annotations made by the external user and a laser cursor for the VR
user. Both users can see these. While a frame is being shared, the live feed of the VR user is
also shown as an inset in the tablet interface. The external user can choose to share a static
Frozen frame from live feed, an Angle frame or a Time frame. Applications of the share
screen include discussing actions, complex strokes, or gestures. An example of using this to
discuss tasks is in Figure 7.8. As mentioned earlier, the external user’s ability to control the
dimensional-detail of their annotation interaction is a key property of the Cross-Dimensional
Medium.

Viewing the External Environment

Experts have reported that the VR user can lose awareness of the external user and the
environment in longer interactions. Prior work such as RealityCheck [79] focuses on this issue
from the viewpoint of safety and the ability to interact with the physical environment. We
are more concerned with increasing the interaction efficiency and the ability to communicate
complex information such as gestures and body language, as well as the need to increase
social engagement among the interacting users. TransceiVR allows the VR user to look at
the external user through a live camera feed rendered on an overlay display. This is accessed
and viewed in a similar manner to the share screen feature (see Figure 7.4 (3)). While other
prior solutions like overlaying the 3D physical environment in the VR scene can be employed,
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these techniques require access to the VR application and/or require sophisticated hardware
setups that make them impractical for many users. Share screen and camera feed allow for
higher fidelity information transfer and can enhance the social engagement between users.

7.5 User Study

We conducted a co-located user study to investigate if the cross-dimensional interactions in
TransceiVR can effectively aid users in a scenario where an external user is guiding a VR user
with an application designed for single-user usage. We compared the task completion time,
error rate, and other subjective metrics in a within-subjects design, comparing TransceiVR
to the baseline condition—standard VR mirror.

Procedure

We recruited 20 users (8 female, 12 male, age range 18-57 years) in 10 pairs (VR user and
external user), using university mailing lists. Three external users had no prior experience
with VR, while the rest had used it a few times. In the case of VR users, four had used VR
occasionally (a couple of times per month), while the rest used VR regularly (multiple times
a week). We used a within-subjects study design to evaluate and counter-balanced the order
of conditions and tasks. The study duration was 60 minutes. Each user was compensated
with a $25 Amazon gift card. Participants used the Blocks [59] 3D-modeling application to
perform a robot assembly task, using a pre-existing set of building blocks (see Figure 7.9a).
They were asked to select and manipulate them to assemble a given robot design (see Figure
7.9b,c). We sourced over 100 parts for the task from Jarlan Perez’s collection for Bots with
Blocks Challenge [17] to match an existing task using Google Blocks closely.

Participants were given initial 5-minute training on the usage of VR and safety instruc-
tions on sharing the physical space, and then a 5-8 minute training on the usage of the Blocks
application and the TransceiVR interface. Pairs then completed the two robot design tasks,
with each task in a different condition. The time limit per task was 12 minutes. The exter-
nal user guided the VR user to assemble the robot. We provided the user with an assembly
manual to position the external user as an expert. Thus, the two users had to communicate
actively to complete the task. We added a more challenging sub-task towards the end of the
assembly, in which the VR user had to draw a specific foreign character (Tamil language)
on the robot. None of our users knew the language, so the character seemed arbitrary to
them. Since we knew the language, it was easy to evaluate the drawing qualitatively. This
sub-task simulates a scenario where the two users have to work together on something both
have no prior expertise on.

Measures

We measured task success, completion time, and error rate (number of incorrect elements
in the finished robot). In addition, after each task, participants rated their subjective expe-
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Figure 7.9: a) The set of building blocks provided to users for the tasks; b) and c) Final
output of tasks

rience on 5-point Likert scales. The first set of questions asked the user about the ease of
understanding (for VR users) or conveying (for external users), the different aspects of com-
munication (referred objects, where to look, conversational grounding, indicated controller
buttons, complex strokes) (C1-C5 - see Figure 7.10, top). Then they rated their level of
agreement with a set of summary statements. ( S1-S5 - see Figure 7.10, bottom).

Participants also responded to the NASA-TLX instrument [76] after each condition that
measured their perceived workload and the SUS [18] questionnaire that measured the inter-
face usability. After the entire study, participants were asked to rate the usefulness of the
different features of the system in carrying out an efficient conversation with their partners.
In the end, they provided open-ended feedback on the experience.

7.6 Results

With TransceiVR pairs outperformed the baseline condition with respect to task success,
task completion time, and error rate.

Task Success: When a pair completes all steps of the task correctly within the given
time, the task performance is marked as a success. There was a significant difference in task
success between TransceiVR (10 of 10 pairs succeeded) and the baseline (only 4 of 10 pairs)
(p<.05, Fisher’s exact test).

Task Completion Time: All pairs of participants took less time to complete tasks
with TransceiVR compared to the baseline (incomplete tasks were stopped after the task
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Likert Scale Statements for VR User:

For External User:

Common Likert Scale Statements

It was easy to understand each of the following....

It was easy to convey each of the following to the VR user....

C1   Pointing out or referring to objects

C2   Directing where to look or turn

C3   Conversational grounding for actions and instructions

C4   Referring to controller buttons

C5   Communicate complex strokes and symbols

S1   I was able to carry out ef�cient communication with my partner

S2   I found it easy to understand my partner’s actions/words/instructions

S3   My partner found it easy to understand my actions/words/instructions

S4   The experience was engaging

S5   The experience was fun

Figure 7.10: The set of Likert Scale statements used. Questions S2 and S3 were borrowed
from Harms et al.’s questionnaire[75] that measures perceived message understanding in
communication.

time limit of 12 mins or 720s and counted as such). There was a significant difference
in task completion time between TransceiVR (M=516.8s, SD=108.6061) and the baseline
condition(M=678.1s, SD = 71.56) (paired sample t-test t(9)=4.38, p<0.01,d=1.38) - see
Figure 7.12.a.

Error Rate: Each task’s robot assembly had 7 major parts; we counted the number of
incorrect parts in the final output. There were significantly fewer errors in the TransceiVR
condition (M=0.5, SD = 0.71) than in the baseline condition (M=1.8,SD=0.79) (paired
sample t-test t(9)=4.99, p<0.01,d=1.58) - see Figure 7.12.b. These errors were mostly
due to placing parts in incorrect orientations, picking up wrong parts, and incorrect design
strokes.

Subjective Ratings: Besides the differences in quantitative data, there were also statis-
tically significant differences in qualitative data. Participant’s ratings of perceived workload
as measured by NASA-TLX was lower for TransceiVR (external user - M=39, SD = 13.97;
VR user- M=25, SD = 12.57) than for the baseline condition for both users (external user
- M=52.49, SD = 15.55; VR user- M=37.5, SD = 13.21) (paired sample t-test for external
user - t(9) = 3.71, p<0.01, d=1.17; VR user - t(9) = 3.45, p<0.01, d=1.09) see Figure 7.12.c.

The median pooled Likert-scale ratings for questions C1-C5 about the ease of under-
standing by the VR user of different elements involved in communication were the same
in the system condition (Median = 4) compared to the baseline condition (Median = 4).
However, a Wilcoxon signed-rank test still shows a significant difference (W = 428, Z = 3.06,
p<0.01, r = 0.43) because the distribution skews more positive for TransceiVR. A similar
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analysis for the ease of conveying this information for external users has a higher median
for our system condition (Median = 4) compared to the baseline condition (Median = 3).
The Wilcoxon signed-rank test shows that there is a significant difference (W = 613.5, Z =
4.56, p<0.01, r = 0.64). These findings are further supported by participant’s Likert scale
responses to their agreement to statements S1-S5 mentioned earlier (see Figure 7.11.b,c).

In the post-study questionnaire, participants rated the usefulness of individual com-
ponents of TransceiVR. The highest-scoring component were the annotation system (Me-
dian=5) followed by the Share Screen (Median=4) and Controller Panel (Median=3). Verbal
communication that complemented TransceiVR was also rated high (Median=5). Besides
being useful, scores of the SUS questionnaire indicated that our system was usable by the
VR user (M=75.5, SD=16.7) and the external user ( M=69, SD=16.63). Corresponding SUS
scores were less for the baseline for both the VR user (M=67, SD=20.13) and the external
user (M=54.75, SD=14.6). A significant difference was found only for the external user
(paired sample t-test - t(9) = 2.3056, p<0.05, d = 0.73).

7.7 Informal Expert Feedback

To gain additional qualitative insight into how TransceiVR might be used in a more realistic
context, we tested TransceiVR with a VR expert in a remote setting and collected informal
feedback. The expert is a well-known VR artist whose work is featured in the Tiltbrush
application, and leads a prominent VR art group. They taught Tiltbrush to a first-time user
of Virtual Reality. The pair were asked to use TransceiVR over video conferencing (Zoom),
with the expert operating our tablet interface, which has screen sharing, input sharing, and
audio. After receiving an initial orientation with TransceiVR, the expert spent 60 minutes
teaching the novice both the operation of VR controllers and the basic commands, tools,
and elementary 3D painting techniques in Tiltbrush.

Overall, the expert found that TransceiVR helped decrease their dependence on poten-
tially ambiguous and problematic verbal descriptions compared to the status quo VR mirror :
“The fact that I had a real technical aid, along with it, I felt less beholden to my words be-
cause words can be really problematic, especially when trying to communicate within VR and
in terms of instruction.”

The expert primarily relied on two features: the controller panel, and share screen. With
the controller panel, the expert indicated to the novice, which buttons to press on each
controller to invoke desired functions. This was essential as the novice had no prior experience
with VR controllers. The expert used annotations on shared screen as the primary method of
instruction. While annotating the VR scene directly seemed exciting to the expert, Tiltbrush
starts with a blank canvas and thus has almost no objects in the environment to anchor
annotations to. In addition, the expert preferred the instructions to appear alongside the
novice in VR rather than directly in the workspace, which might hinder novice’s actions.

Finally, the expert also used Time frames and static Frozen Frames. Many operations in
Tiltbrush require users to choose options in a menu. To help the novice with this task, the



CHAPTER 7. TRANSCEIVR 100

S5-System

S5-Baseline

S4-Baseline

S3-Baseline

S2-Baseline

S1-Baseline

S4-System

S3-System

S2-System

S1-System

0 2 4 6 8 1010

Agreement to statements 
S1-S5 by External Users

(b)

Number of users

S5-System

S5-Baseline

S4-Baseline

S3-Baseline

S2-Baseline

S1-Baseline

S4-System

S3-System

S2-System

S1-System

0 2 4 6 8 1010

Agreement to statements 
S1-S5 by VR Users

(c)

Number of users

(a)
Cumulative agreement with Likert statements C1-C5 about...

Strongly Disagree

Disagree
Neutral
Agree
Strongly AgreeEase of understanding (VR Users)

0 50
Number of responses

VR user
System

VR user
Baseline

Ext. User
System

Ext. User
Baseline

45403530252015105

Ease of conveying information (Ext. user)

Strongly Disagree

Disagree
Neutral
Agree
Strongly Agree

Strongly Disagree

Disagree
Neutral
Agree
Strongly Agree

Figure 7.11: Qualitative measures. a) VR user ratings for ease of understanding and external
user’s rating for ease of conveying the five different elements involved in communication
(higher is better) ; C1-5 (Ref Figure 7.10). b) Likert Scale agreement to S1-5 (Ref Figure
7.10) by the external user and c) by VR user (higher is better).

expert frequently selected specific Time frames where the menu options were present and
screen-shared these frames with the VR user. While Angle frames was not used in this task,
the expert commented that they could be useful in tasks that require guiding users towards
specific spatial locations in a well-structured and populated environment.

Besides the largely positive experience with the system, the expert suggested improve-
ments to TransceiVR, mostly focused on improving the UI that could enhance the user
experience - such as better feedback for transition across modes and visual distinction be-
tween different feature elements, being able to control timing of controller highlights to show
the difference between hold, taps and double taps, and also providing haptic feedback on
controllers when a button is referenced on it. However, in summary, they found the offered
interactions “crucial”. They mentioned that a tool like TransceiVR could open up new
avenues of remote tutoring, guidance, and “co-creation” in VR applications.
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7.8 Discussion

Overall, the quantitative results from our co-located user study showed that the cross-
dimensional interactions of TransceiVR can effectively aid users in an asymmetrical VR-
external collaboration scenario. Pairs that used TransceiVR were able to complete tasks
faster and with better performance. When asked to rate the overall experience, eighteen
out of twenty participants agreed that TransceiVR made communication easy and efficient
(Figure 7.11.b,c, S1 and S2). It shows that supporting effective communication was a key
factor that led to TransceiVR’s success. This finding is important because TransceiVR ran
on top of an existing VR application that was designed only for single-user usage. Yet,
our participants could easily communicate and collaborate over it. Participants found the
experience to be fun and engaging (Figure 7.11.b,c S4 and S5) with lower mental workload
(Figure 7.12.c). These findings confirmed the feasibility of our approach and contributed a
new use case (e.g., asymmetrical communication) to the growing body of work on retrofitting
closed-source VR applications [79, 186, 201].

Looking at individual features of TransceiVR and how they were used in the study,
TransceiVR’s annotation system received the highest rating from participants. The annota-
tion system as a whole consists of annotating over Time frames, Angle frames and the Frozen
frame of a live feed. These annotations made over a 2D video frame are then meaningfully
translated and rendered in the 3D VR environment. In the assembly task of the user study,
the external user, being the only one aware of how the desired part looks, needed first to
locate it in the VR scene. To do that, they used the Angle Frames feature and the live video
feed to explore the scene on their own. Once they located the desired part, they annotated
directly over it. When the annotation was not in the VR user’s view, TransceiVR guided
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the VR user towards it using the 3D directional arrow (Figure 7.6). Thus, the combination
of these tools augmented the external user’s ability to understand the VR scene and to con-
vey gestural and directional instructions. These interactions added benefits and facilitated
more effective communication compared to the baseline system. Without TransceiVR, users
reported it was challenging to observe the shaky VR feed and resorted to verbal communica-
tion, which often created confusion between them. We did not see any effect of the external
user’s local audio on user study task performance. This might be due to the goal-oriented
and time-constrained nature of the assembly task. Also, the user study and the expert
evaluation task did not entail using an external user’s camera feed.

The next highly rated feature of the user study is the Share Screen. We designed this
feature to complement the annotation system in situations where placing annotations di-
rectly on the environment of the VR user might be too distracting or create unnecessary
clutters. With Share Screen, the external user can send a static image of the VR scene with
annotations on that image. The static form of this feature allowed the VR user to place
it at a convenient spot for their own reference as they continue with their own work. We
observed heavy usage of Shared Screen during the foreign language character drawing step
of the co-located user study since directly annotating in the environment could get in the
way of the VR user’s drawing as well as its different parts could get projected at different
places depending upon depth.

Another interesting use of TransceiVR was to combine Shared Screen and Time Frames.
We observed this user pattern in the remote expert evaluation. In contrast to Blocks, the
Tiltbrush environment of the expert evaluation was rather bland and did not have many
scene landmarks for the in-environment annotations. Moreover, the VR painting lesson
required the novice user to interact with highly dynamic and transient interface elements
like menus, buttons, and strokes. In such scenarios, Time Frames complemented the use of
Shared Screen because it can “freeze” these aforementioned dynamic elements. And then,
the expert user can use Shared Screen to communicate instructions to the novice user. As a
result, the expert frequently used these two features to mark menu options and on 3D strokes
made by the novice user. The former helped the novice trigger the right tool. The latter
helped improve the novice’s stroke quality and techniques. Users learned on their own this
unique combination of leveraging temporal exploration and dimensional-detail specification
of annotations.

The user study’s least used and rated feature was the Controller panel. This is because,
during the user study’s onboarding stage, the VR users received a controller orientation to
use the Blocks application. However, in the expert evaluation, we observed heavy usage of
this feature by the remote expert because the painting lesson required the novice user to
learn a lot of different Tiltbrush menus, buttons, and advanced shortcuts throughout the
lesson.

We see that the different cross-dimensional interactions of TransceiVR have varying trade-
offs. In our experience performing these evaluations and using TransceiVR ourselves, we re-
alized that no feature by itself is sufficient. Instead, a combination of features complementing
each other in function is required. This combination varies based on the characteristics of
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Figure 7.13: Role of Interactive Cross-Dimensional Media in facilitating synchronous collab-
oration between a non-VR user operating a 2D UI and a VR user

the VR scene and the type of information that needs to be communicated in it.
In summary, during a live interaction, the Cross-Dimensional Medium of TransceiVR

allows an external user to better interact with the VR user regarding the elements of the
virtual environment. It does this by meaningfully translating the external user’s interactions
across dimensions, from a 2D tablet screen space to the 3D virtual space of the VR user.
Users also used different combinations of interactions such as dimensional-detail specification,
perspective exploration ( using Angle frames) and temporal exploration (using Time frames)
to their advantage. These benefits are summarized in Figure 7.13.

7.9 Limitations and Future Work

Overlays were planar

A key interaction in TransceiVR is the annotation system. Due to the current SteamVR
injection pipeline limitations, only 2D overlays (placed at the correct 3D pose) are sup-
ported. This prevented real-time rendering of annotations with 3D shapes into the VR
scene. Moreover, TransceiVR does not track when users in the VR scene teleport or change
its scaling since these are application-level changes that are not passed on to the VR plat-
form. TransceiVR’s annotations are rendered according to the system-level world space
coordinates, and these go out of place when such interactions occur. To better handle such
situations and increase the richness of annotations, we recommend that VR platform APIs
allow for the rendering of dynamic 3D content, and provide access to information regarding
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the scale and pose of the main camera rendering the VR scene. In the subsequent Chapter
8, we overcame this problem and discussed how we could achieve the rendering of dynamic
3D content without access to the VR application’s source code.

Technological challenges for networking and achieving scalable
interactions

The experience of using TransceiVR remotely also raises several questions on how systems
should tailor functionality to support remote asymmetric interaction specifically. We un-
covered several avenues for future work by conducting several additional remote sessions in
which an author assumed the role of an expert in VR, communicating with remote novices
outside of VR. Firstly, tools will have to intelligently make tradeoffs between latency, image
resolution, and framerate to work in realistic settings. We focus on this networking aspect
and study this in the subsequent chapter 8. Besides this, we have not yet investigated the
role of other modalities such as spatial audio. For example, audio localization could help
external users make statements such as “Turn towards me”. Finally, we have thus far only
focused on dyadic interactions, but remote access enables larger groups of participants. This
introduces new dynamics and challenges of control sharing across the different users.

7.10 Summary

In this paper, we identified challenges and goals of asymmetric interactions between VR
users and external collaborators. We formulated design goals for systems focused on im-
proving such interactions and presented a design space of implementation approaches. We
chose a common scenario in the space and built TransceiVR, a system that leverages Interac-
tive Cross-Dimensional Media to mitigate communication barriers between VR and external
users. We believe that important asymmetric VR tasks such as on-boarding, instruction,
guidance, and co-creation in VR can all be effectively supported by TransceiVR. While our
study focused on the co-located user, we also tested these interactions remotely. Our ini-
tial experiences with remote asymmetric VR guidance highlight important areas for future
work. We hope our findings can inspire future extensions to multi-user settings and richer
multi-modal interactions.
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Chapter 8

DreamStream

In Chapter 6, we saw how a Cross-Dimensional Medium consisting of stereo renderings and
3D stroke reconstructions enhanced the 3D understanding of a virtual environment from a
recorded video by another user. Then in Chapter 7, with TransceiVR, we saw how another
Cross-Dimensional Medium could allow for live interaction between an external user and a
VR user regarding elements of a VR scene. It does this through a meaningful translation
of interactions across 2D and 3D visual representations together with the dimensional-detail
specification, spatial and temporal exploration. However, neither of these systems allows
another user to be “embodied” in the virtual scene of the VR user and feel like they were
there in the scene with them. While these systems help accomplish certain learning, guidance,
and collaboration tasks, they do not necessarily provide a richer spectating experience. Loki
system discussed in Chapter 5, achieves these for physical environments. However, what
if we want interactions and user experience similar to Loki but for virtual environments?
We already saw numerous limitations and challenges in these previous chapters. First, it
is hard to obtain a true 3D depth of a VR scene that can allow reconstruction. Second,
it’s hard to achieve streaming of depth and image data over the internet, allowing for low-
latency interactions required for synchronous multi-user interactions. Third, it’s hard to
render 3D objects in VR scenes that respect the depth buffer of the scene rather than just
overlay them. In this chapter, we focus on solving these issues that will allow us to have a
richer and more interactive spectating for virtual environments, similar to that offered by the
Cross-Dimensional Medium in Loki. However, since we are trying to achieve this for virtual
environments, we will motivate the design of interactions from the challenges we uncovered
in the formative studies in Chapter 6 and 7.

8.1 Preamble

Today spectating and streaming virtual reality (VR) activities typically involve spectators
viewing a 2D stream of the VR user’s view. Streaming 2D videos of the gameplay are pop-
ular and well-supported by platforms such as Twitch. However, the generic streaming of
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full 3D visual representations is less explored. Thus, while the VR player’s experience may
be fully immersive, today’s spectators are limited to 2D videos. This asymmetry lessens
the overall experience for spectators, who may be eager to spectate in VR. DreamStream
uses a Cross-Dimensional Medium that puts viewers in a 3D reconstruction of the virtual
environment of the VR application. This allows them to be embodied in the experience
and look “over the shoulder” of the VR player. Spectators can view streamed VR content
immersively in 3D using a VR headset. They can independently explore the VR scene be-
yond what the VR player sees and ultimately cohabit the virtual environment alongside the
VR player. Spectators can also choose to use a 2D screen-based desktop interface, allow-
ing all the interactions possible through the VR headset. The spectator interactions using
these interfaces are meaningfully translated to the scene of the VR player. In addition,
DreamStream provides a spatial awareness of all its spectators for the VR player. Like other
systems in this dissertation, DreamStream retrofits and works with existing VR applications.
We discuss the design and implementation of DreamStream and conduct three qualitative
informal evaluations. These evaluations shed light on the strengths and weaknesses of the
Cross-Dimensional Media interactions in DreamStream for interactive spectating. Our par-
ticipants found that DreamStream’s VR viewer interface offered increased immersion and
made communicating and interacting with the VR player easier.

8.2 Introduction

Virtual Reality (VR) is increasingly popular, with gaming, collaboration, design, and media
consumption applications. As VR use increases, a growing population of VR users shares
their VR activity with multiple spectators through live media streams. This is popularly
done for entertainment, instruction, and guidance. Such spectating practices can influence
the overall VR user experience, as they have done for gaming before VR [163, 106]. New
social dynamics emerge from such spectating practices, at different levels, including one-one,
small groups, and crowds at scale. Prior work [106, 178, 167, 29] has studied the varying
motives of the spectators, as well as the roles they take in these different settings. The role
of a spectator can range from someone who observes the activity to someone who actively
engages with other spectators and the VR player itself.

Present-day systems that enable live streaming of VR activity stream live 2D video feeds
of the VR player’s first-person view. This has the advantage of codecs, platforms, and user
bases firmly established in today’s live streaming practices. However, as we saw in the
previous chapters, streaming 2D video of VR content introduces an asymmetry between the
VR player and the spectators. The VR player can access an immersive and stereo view
while the spectators view a 2D video on a conventional display. In the previous chapters, we
discussed issues using 2D videos to spectate and interact with a VR player. Spectating VR
content via a 2D display is perhaps expected, given that few people today own sophisticated
VR hardware. However, as VR becomes more accessible and more mainstream, we expect
there will be more demand to spectate VR in VR. For someone with a VR headset, a VR
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Figure 8.1: DreamStream allows spectators to view live 3D reconstructions of a VR game
either through VR or a 2D Desktop interface. A VR spectator (represented by a green
avatar) watches the live stream of a VR player (represented by a red avatar) who is playing
Skyrim. Besides seeing what the VR player sees, the spectator can also see the ambient
parts of the scene from a perspective of their choice. DreamStream also composites a live
3D reconstruction of the player.

activity’s vanilla 2D spectating experience may be disappointing and even puzzling.
Some VR applications include support for multiple users by adopting a multiplayer ap-

proach that was discussed in section 2.3. In these, the spectators would be located within
the virtual environment of the VR activity and would have the ability to look around them
freely. They may even be able to move independently in the virtual space of the VR player.
These experiences are usually multiplayer VR games and live VR social spaces. In these,
the spectator must download an entire application onto their system. This contains all the
3D assets of the virtual environment and spectator interactions. Thus, during run-time,
spectators and the VR player cohabit in a shared virtual space, and such a system facili-
tates a range of interactions between them. This is similar to how multiplayer games work
today. As we discussed earlier in section 2.3, the drawback of this multiplayer approach
is that it requires every spectator to own a full copy of the player’s VR application. This
can be problematic, as the game be large in size, require installation time, and may pose
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specific hardware requirements. “Drop-in” access typical of live streaming platforms is dif-
ficult or impossible. Furthermore, the VR application must be developed to support such
multi-spectator interactions.

This chapter discusses design considerations when developing systems for spectating a VR
activity. The proposed DreamStream system leverages a novel Cross-Dimensional Medium
that allows sharing of VR activity in existing commercial VR applications. It retrofits these
applications using a novel approach discussed in Section 8.3. This approach partly mimics
the live streaming approach, in which the virtual assets are present only at the VR player’s
computer. DreamStream streams custom video textures (2.5D frames) that comprise color
and depth components in real-time. However, DreamStream uses these custom textures at
the spectator’s end to create and render a live 3D reconstruction of the virtual scene. Spec-
tators can now view and interact with the streamed content immersively using a VR HMD
or an interactive desktop-based 2D UI. In addition to spectating only what the VR player
sees, a spectator can also explore the scene independently and view regions outside the VR
player’s field of view. DreamStream’s approach decouples the spectators’ view from that of
the VR player and thus enables user interactions that are typical of the multiplayer approach.
For instance, to visualize the presence of one another in the space, spectators, as well as the
VR player, are rendered as virtual avatars in the scene. Optionally, DreamStream can render
a live 3D capture of the VR player’s body in addition to their abstract avatar. Such a digital
representation of users allows spectators and the VR player to cohabit and feel co-present
in the 3D virtual environment of the application. Thus, in summary, the DreamStream ap-
proach facilitates a user experience and interface style similar to ones found in a multiplayer
approach but uses the scalable technological pipeline of the streaming approach, allowing
for “drop-in” access. With this combination approach, the Cross-Dimensional Medium of
DreamStream allows for increased perspective and dimensional-detail exploration. Also, it
satisfies Design goals DG1 and DG2 that we synthesized in section 7.3.

Like other systems in this dissertation, a key feature of DreamStream is that it uses
interventions made at the VR platform level, enabling it to work with existing commercial
VR applications without source code modification. Advantages of this is discussed in detail
in Section 2.2. We tested DreamStream with seven popular VR applications - Skyrim,
TiltBrush, Blocks, TrainerVR, BeatSaber, Waltz of the Wizard, and Fallout 4 (Figure 8.2).

We conducted three informal qualitative evaluations: (1) A qualitative evaluation of the
Cross-Dimensional interactions of DreamStream with four professional VR streamers (ex-
perts), (2) An initial user evaluation with eight participants playing the role of spectator,
comparing DreamStream with a standard VR mirror and (3) A final user evaluation with
twelve participants in which DreamStream was compared with the TransceiVR system that
was discussed in the previous chapter. Study results highlight how these interfaces impact
a spectator’s ability to experience, understand, interact with and enjoy a VR stream. To-
gether, they show that DreamStream’s Cross-Dimensional Media interactions show promise
in enabling better VR spectating experiences.

Our main contribution is the DreamStream’s novel streaming approach and the Dream-
Stream’s Cross-Dimensional Media that carries out interventions at the VR platform level,
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Figure 8.2: A glimpse of other applications that have been tested with DreamStream - (Top)
- Beatsaber, TrainerVR, Blocks; (Bottom) - Tiltbrush, Waltz of the Wizard, Fallout 4

uses 3D capture systems and leverages depth textures to stream 3D views at scale via H.264.
In addition, DreamStream implements immersive and 2D interfaces, allowing spectators of a
VR activity to cohabit the space of the VR player, offering interactions similar to a multi-user
system.

xspace for live interaction between a VR user and a spectating
user

As before, we will begin identifying the xspace for the task. Here the goal is to enrich the
spectating experience for a spectator of a VR activity and possibly allow them to interact
with the VR player. The xspace for this is the same as that for TransceiVR, which is the
virtual scene of the VR application, actions, and gestures of the VR user as well as that
of the external user in the context of the virtual space of the VR user. However, with
DreamStream, we will use the insights from the formative and user study of TransceiVR to
mitigate further the asymmetry between the users, especially the asymmetries that result
from the lack of the 3D perception, 3D interactions, and embodiment of the spectator. While
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in TransceiVR, we designed interactions that allow for better collaboration. Here our goal
is to enhance the spectating experience of a VR activity.

8.3 DreamStream’s novel streaming approach - 2.5D

video streaming and 3D reconstruction

In section 2.3, we saw three popular approaches that the systems of today use for allowing
users to spectate VR activities -Multiplayer approach, Streaming approach and the Cloud ap-
proach. We saw where and how the spectator view was rendered for each of these approaches.
We also saw what interactions and interfaces each approach provides to the spectators.

In this chapter, we introduce a novel approach that adopts many features and the tech-
nology stack of streaming approach but also allows the spectators and the player to have
experiences and interactions typical of the multiplayer approach. In Section 2.2 we have
discussed different implementation approaches for developing collaborative software for VR.
As with other systems in this dissertation, we focus on developing interventions at the VR
platform level so that they can work with existing VR applications without source code/API
access. The ability to retrofit existing applications is an important consideration for our sys-
tem design. To achieve this, we introduce software interventions that modify the OpenVR
library allowing DreamStream to change camera positions, capture depth information and
render custom 3D graphics into a VR scene. We use this approach to enable an enhanced,
interactive spectating experience for existing VR applications.

Where and how is the spectator view rendered?

A key idea of the DreamStream approach is to embed the actual depth buffer information
that was used to render the video frames of the VR activity (Figure 8.4-d,i). The depth
buffer or “z-buffer” is commonly generated in today’s 3D graphics rendering pipelines. It
captures much of the 3D information of the scene from the player’s viewpoint. For each
pixel in an image, the corresponding pixel in a z-buffer contains information of the “depth
into the scene”. However, because it does not give depth to surfaces behind visible objects,
it is not a complete representation of the 3D scene. It also does not contain information on
any screen-space effects that may be rendered in the scene. Therefore, we apply appropriate
transformations to these depth buffers to reduce noise during the encoding and decoding
process and embed them alongside color (RGB) video frames. We call these depth-embedded
video frames as 2.5D video frames. Examples of these depth buffers and 2.5D video frames
are shown in Figure 8.4.

To transmit this 2.5D representation, we leverage standard H.264 encoding, streaming,
and decoding pipelines. This allows a partial 3D reconstruction of the VR scene that a player
sees. Therefore, unlike interactions typical of the streaming approach, every spectator can
now take different and independent perspectives from which they view this 3D reconstruction.
For the Cross-Dimensional Medium of DreamStream, we also propose using a secondary 2.5D
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stream that fills the spectators’ view with 3D information regarding the surrounding ambient
environment of the VR scene. The VR user may not view that. This is integrated with the
3D reconstruction of what the VR user sees and provides added context. These ensure that
the external user has a stable view and is capable of independent spatial exploration of
the VR scene. These are essential interactions for a Cross-Dimensional Media and satisfies
high-level design goals: “DG1 - Static and stable VR view” and “DG2 - Support independent
exploration” that we synthesized in Section 7.3 using the formative studies conducted for
TransceiVR. Furthermore, spectators can view and interact with these using a VR headset
or a 2D desktop user interface. This is a form of dimensional-detail exploration, also a key
interaction for a Cross-Dimensional Medium.

In Section 2.3, we saw different visual representations in which the spectator’s view
can be rendered - 2D videos, stereo video, 360 videos, 360 stereo videos, and complete
3D reconstructions. Depending on the hardware available to the spectator, a user may
choose to view using either of these visual representations. It is important to note that
there may be multiple spectators who have different hardware and may prefer to use one
visual representation over the other. Since all these spectators can spectate simultaneously,
it becomes important for the system to gracefully degrade the experience tailored to the
capabilities of the user’s hardware while maximizing the information perceivable by them.
To this end, DreamStream, as a Cross-Dimensional Medium, allows spectating using both 2D
desktop UI as well as through a VR headset by providing interfaces to view and explore parts
of the complete 3D environment of the VR player through providing 3D mesh reconstructions
of them.

The frame rate at which the 3D reconstruction is updated matches that achieved by ex-
isting streaming approaches. However, in our approach, the user does not suffer from motion
sickness issues because the final rendering now occurs locally at frame rates sufficient for VR
(e.g., 90Hz) and because now the spectator controls their view. Moreover, we demonstrate
that existing VR applications can be retrofit to use this technique. A drawback of this ap-
proach is that, depending upon the quality of encoding and decoding, the 3D reconstruction
can exhibit certain artifacts, particularly around discontinuities in depth. In section 8.4, we
discuss our approaches to mitigate these through appropriately handling the depth buffer.

In summary, depth buffers have several advantages as a representation of scene geometry:

1. They are ubiquitous in current graphics pipelines

2. They capture much of the 3D information of a scene from a given perspective

3. Unlike vertex buffers (meshes), they are more suited to conventional image compression
and streaming approaches

Our current prototype gains access to the depth buffer by intercepting calls made at the
VR platform level (i.e., OpenVR). We note that VR platforms could enable a wide variety
of novel compositing techniques and Mixed Reality scenarios [79] if the depth buffer and
related information were exposed more directly. Furthermore, because the depth buffer is so
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Figure 8.3: In DreamStream, the 3D reconstruction of the VR scene seen by the spectators
has three main graphical components, each of which may operate at different frame rates:
(1) FPV data of the VR player, (2) TPV data of ambient parts of the VR scene. TPV
is controllable by the spectator, and (3) Live Kinect data of the physical body of the VR
player. These reconstructions corresponding to these data are rendered spatially coherently,
with their different parts updated at different rates. The spectator, however, has a full 90
FPS interaction over viewing and navigating these parts.

commonly used, we propose that it may be as generically useful for streaming, just as 32-bit
color video is today.

In section 4.3, we mentioned that works in this dissertation would assume some depth
data. In TutoriVR, we implicitly leveraged depth from Stereo video feeds. In TransceiVR,
we computed an explicit depth map of the VR scene using computer vision techniques
that leveraged optical flow in stereo feeds (Section 7.4). Those depth maps were sufficient
to compute scene depth for the correct placement of annotation overlays. However, they
tend to be very noisy and cannot be used to generate an accurate 3D reconstruction of the
scene. Hence to generate the 3D reconstruction used for rendering the spectator’s view, with
DreamStream, we directly utilize the ground truth depth buffer that was part of the VR
application’s graphics rendering pipeline.

What interactivity is offered to the spectator?

In DreamStream, we have a Cross-Dimensional Medium that uses the visual representation
of a 3D reconstruction of the virtual environment. Therefore, similar to the complete 3D
environments present in multiplayer approaches, with DreamStream, spectators can adopt
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different perspectives in the scene and perceive different parts of the action. To facilitate
co-presence in such scenarios, these systems typically use an avatar-based representation of
each user in the space. These avatars can be abstract or real-life replicas of the users and
can vary in degrees of freedom depending on the fidelity of the pose that is tracked for each
user. Accordingly, in DreamStream, the spatial presence of a spectator is communicated to
the VR player and other spectators through low-fidelity abstract avatars. However, the VR
player’s spatial presence and actions are communicated by compositing a live 3D colored
mesh reconstruction of them into the VR scene. This data is acquired from Kinect cameras
in the VR player’s space. This can be contrasted with approaches that use a conventional
2D camera and a fixed overall viewpoint, such as Liv. The depth images received from depth
cameras such as the Kinect are naturally suited to be combined with the VR scene’s depth
buffer. They use very similar rendering techniques.

8.4 DreamStream System

The DreamStream system has three components that operate coherently at different loca-
tions: DreamStream-Host, DreamStream-Client and DreamStream-Relay. The DreamStream-
Host program runs on the VR player’s computer. The DreamStream-Client runs on a spec-
tator’s computer, handles the rendering for the spectators and provides the interface for
them. Spectators can use it either through a VR headset or a regular 2D UI. Finally, a
DreamStream-Relay program hosted in the cloud acts as a relay between the DreamStream-
Host and the multiple DreamStream-Client applications. The DreamStream-Host streams
the player’s VR environment data to the multiple client applications and in turn, receives
from them the pose and interaction information of the different spectators.

DreamStream-Host: VR player side of DreamStream

The VR player side of DreamStream has three main functions: (1) intercept the video and
depth textures from the VR application, (2) transform and stream them as 2.5D frames to
the DreamStream-Relay, and (3) handle the rendering of spectator-related information (such
as their avatars and interactions) into the player’s VR headset.

DreamStream targets applications built to work with SteamVR. These applications use
the OpenVR library to interface with VR hardware. The library is implemented by the
openvr api.dll file. We use C++ vTable injection techniques like the ones proposed in Re-
alityCheck [79], to build a custom DLL file that intercepts and runs the DreamStream-Host
program within the functions calls made by the VR application.

Intercepting RGB and depth information

Similar to RealityCheck, calls to the functions IVRCompositor::Submit, ID3D11Device-
Context::OMSetRenderTargets and ID3D11DeviceContext::ClearDepthStencil are in-
tercepted to access the rendered video frames and depth buffers sent by the VR application
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to the VR player’s headset. However, at the time of writing this, multiple VR applications
appear to use additional rendering pipelines that do not follow either of the three rendering
pipelines outlined by RealityCheck; e.g., the depth buffer for both eyes may be populated
and processed only after the call to Submit is called for the right eye. In such cases, we use
additional per-application heuristics to obtain the textures.

Primary 2.5D video frames

Primary 2.5D video frames are used to reconstruct and render a high frame rate 3D mesh
feed of the VR user’s First Person View (FPV) in the DreamStream’s Cross-Dimensional
Medium. To do this, the depth buffer and the video frame for both eyes must be prepared for
streaming. Today, H.264 is the most common video encoding scheme. While this can be used
to encode the color video frames, it generates noisy artifacts when directly applied to the
depth buffer. This is due to two underlying factors. Firstly, H.264 algorithms are designed
to preserve video’s visual appearance and introduce compression artifacts when applied to
depth buffers. To address this, Sonoda and Grunnet-Jepsen proposed a technique based on
an inverse-colorization technique that maps depth values to the hue space [181]. We apply
this operation to the depth buffers using custom compute shaders before embedding them
alongside the video stream.

A second issue is that the depth buffer VR applications typically have 10-bit channel val-
ues, whereas H.264 commonly works with RGB textures with 8 bits per channel. Discretizing
10-bit to 8-bit values leads to visible discontinuities during 3D reconstruction. Therefore,
we split the depth buffer values into three regimes: Background, Far-Foreground, and Near-
Foreground, using predefined distance-based thresholds tuned for specific interest ranges.
We arrived at these threshold values through empirical testing on different VR applications.
These can be changed at run-time if required. We drop all depth buffer information closer to
the threshold for Near-Foreground and further than the threshold for Background. Typically
these influence the least significant bits (LSBs) and most significant bits (MSBs) of the depth
buffer value. The range of depth buffer values is thus effectively reduced so that it may be
encoded. The Far-Foreground and Near-Foreground ranges then focus on different exclusive
(non-overlapping) 8-bit ranges of the depth buffer. We then apply the inverse-colorization
technique to these and stitch them together with the RGB texture of the video feed to obtain
a 2.5D video frame. The stitched figure is shown in Figure 8.4. d.

These operations are applied to VR users’ FPV video feed to generate the Primary 2.5D
video frames. The rate at which these frames are encoded and streamed is maximized through
programming patterns that leverage parallel computing. The rate is, however, limited by
other factors such as latency, bandwidth, and the GPU’s encoding speed. In our setup, we
achieve about 30 FPS. This is on par with the widely used video streams today.
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Figure 8.4: (a) 3D reconstruction of Primary and Secondary 2.5D frames. The head poses
of the VR player and the spectator are represented as red and green avatars. (b) First-
person video feed that VR player sees. (c) Depth stencil that has been re-scaled to the
0.93-1 range. This is where most scene data exists in the current scene. (d) A frame of
DreamStream’s primary 2.5D stream. Top-Left has the RGB feed from the user; Top-Right
has the Stencil indicating the region the pixel belongs to (i.e. near/far-foreground, too close,
too far/Background); Bottom-Left contains the Depth information of the far-foreground
range; Bottom-Right contains the Depth information of the near fore-ground range. (e,f)
RGB feed and depth stencil of the view seen from the overridden position corresponding to
the spectator’s view. (g,h) Kinect feed is being composited into the RGB and depth textures.
(i) A frame of DreamStream’s secondary 2.5D stream. This is similar to the primary stream.
(j) View seen by the VR spectator based after reconstruction at DreamStream-Client
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Secondary 2.5D video frames

Besides reconstructing the VR scene from the FPV of the VR player, DreamStream recon-
structs parts of the VR scene and the VR player’s physical body from a Third-Person View
(TPV). It does this by creating Secondary 2.5D frames that composite the ambient parts of
the VR scene at a low frame rate and a 3D Kinect feed of the VR player at a higher frame
rate.

DreamStream captures the ambient parts of the VR scene surrounding the VR user from
a Third Person View (TPV). Spectators can control the TPV for which they need the ambient
parts of the scene to be rendered. These ambient parts are rendered for a single frame by
momentarily overriding the VR player’s HMD pose reported by the VR platform to the VR
application. We only alter its pose to capture from the chosen TPV but otherwise do not
modify the rendering process. This TPV frame is hidden from the VR user by momentarily
presenting the previous frame that was rendered using their actual HMD position in the VR
world. Since the TPV frames are captured at the cost of FPV frame rate of the VR player,
the ambient capture rate is limited to 2-3 FPS. Due to this, the effective frame rate of the
VR user and the primary stream’s frame rate drops slightly (up to 87-88 FPS). From our
experience using the system, this drop in frame rate is often unnoticed by the VR player
and spectators.

In addition to capturing ambient parts of the VR scene, we also capture live 3D Kinect-
based depth capture of the VR player as per their corresponding location in the VR space
(see Figure 8.6(i)). We calibrate and acquire the Kinect depth capture through a modified
version of the RoomAlive Toolkit [96]. The Kinect feed is also captured from the same TPV
chosen by the spectator.

The captured ambient parts of the VR scene from the chosen TPV and the 3D Kinect
feed from the same TPV are then composited to obtain a single RGB frame and depth buffer.
This composited capture is then used to generate the secondary 2.5D frame using the same
procedures for generating the Primary 2.5D frames. This can be seen in Figure 8.1.

Taken together, the primary and secondary 2.5D streams contain high frame rate 3D data
of VR players’ main focus of interaction in the physical and virtual environments. The low
frame rate 3D data of VR users’ ambient environment provides added context. Qualitatively,
the idea is that spectators have an “over the shoulder” view of the VR player from within
the scene of the VR application. The Field of View (FoV) of the secondary 2.5D frame is
the same as that of the primary 2.5D frame, which is determined by the VR headset and
the application. However, taken together, the primary and secondary 2.5D frames increase
the effective FoV perceived by the spectators compared to using only the primary stream.

Encoding textures

Once the primary and the secondary 2.5D video frames are generated, the next task is to
encode them. DreamStream encodes these streams in parallel threads and leverages separate
hardware video encoders available on a GPU. For our setup, we use the NVIDIA GTX 1080
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Figure 8.5: The VR player’s view represents a VR spectator with a green avatar. The
spectator is using a DreamStream’s laser pointer to point to a TV present in a room in
Fallout 4 VR. Note that the laser respects the depth buffer of the scene and can actually
pass through objects in it as if it was rendered by the game itself.

and its NVENC API that supports concurrent hardware encoding of up to two video textures
with a maximum pixel resolution of 4096 × 4096. Once the video frames are encoded, we
append a binary payload containing the view and projection matrices associated with that
frame. These are required for successfully reconstructing the frame as a 3D mesh at the
correct pose.

Rendering into the VR scene

Besides transmitting the streams, DreamStream also renders spectators’ avatars and inter-
actions into the VR scene. To do this, we leverage the color texture and the depth buffer.
These avatars denote the spatial location of each spectator. The VR spectators’ avatar con-
tains their head and hand poses depicted by headset and hand models. These poses are
obtained using the spectators’ VR HMD, and hand controller pose. For spectators using the
2D UI, their avatar is represented using only a headset model that denotes the pose from
which they view the VR scene. All spectators also have access to a laser pointer to point to
different parts of the VR scene. This can be seen in Figure 8.5. The laser pointer can be
triggered either by pressing a button on the VR controller (for VR spectator), using right
click on the mouse, or pressing a specific key on the keyboard (for 2D UI spectator).
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DreamStream-Relay

The relay is an intermediary between the DreamStream-Host and all the DreamStream-
Client programs. It can achieve NAT traversal as well as efficient distribution to multiple
spectators. Upon connecting to the relay server, a DreamStream-Client is assigned a unique
client ID and is initialized with the stream’s information required for 3D reconstruction,
such as texture size and the VR camera’s calibration parameters. A buffer for storing and
distributing encoded frames is allocated for each spectator client. This buffering mechanism
ensures that spectators are not affected by intermittent network issues that any arbitrary
spectator may face. It also keeps track of the slowest client and dynamically changes the
encoding rate at run-time.

Besides distributing frames, the relay server exchanges and synchronizes information
about the spectator’s viewport poses. Hand controllers poses, and corresponding actions to
the VR player and other spectators. This is sent through a communication channel separate
from the ones used for the primary and secondary frames.

DreamStream-Client

Every spectator runs the DreamStream-Client program, which is initially unaware and ag-
nostic of the inner details and specifics of the VR application streaming the data. When con-
nected, it automatically obtains the stream’s metadata from the DreamStream-Host through
the DreamStream-Relay and uses it to initialize itself.

Once the stream is initialized, for each frame, it separates the encoded frame data and
metadata associated with that frame. The per-frame metadata usually consists of the camera
parameters and the position from which the frame was rendered. It then uses a GPU-based
decoder to decode the encoded primary and the secondary streams to get the corresponding
2.5D frames and the metadata associated with each frame.

The metadata and 2.5D frames are used to reconstruct the three parts of the scene in a
spatially coherent manner - The parts in the first-person view of the player, ambient parts
of the VR scene as seen from the third-person view of the spectator, and the live Kinect feed
of the VR user. The reconstruction is done through shaders and takes the form of a colored
3D mesh. The spectators can change the viewport used for generating the ambient parts of
the VR scene or disable it entirely.

A spectator can view the reconstructed 3D scene through a VR headset or an interactive
2D UI (Figure 8.6). In the 2D UI, DreamStream offers four viewing modes: (1) Free Camera
View allows for free and unconstrained movement of a spectating camera in the 3D space;
(2) Orbit View also allows for free movement but always orients towards the VR user. The
controls are mapped in such a manner as to orbit the user. (3) Over the shoulder (Follow)
view positions the spectator camera behind the VR user. The horizontal distance, height,
and pitch of the camera can vary in this mode; finally the (4) First-person view replicates
what the VR user sees. In addition to regular camera controls, the 2D UI offers an option
for the view to be stabilized when in First Person View or Over the Shoulder View (Figure
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Figure 8.6: DreamStream’s interactive 2D viewer; (a)-(d) allows for switching to different
viewing modes. (e) toggles the ambient reconstructions, and (f) toggles the stabilization in
follow and first-person view. Region (g) is the reconstruction from the primary 2.5D video
frame. These are parts that the player sees. Region (h) is the reconstruction from the
secondary 2.5D frame. These are rendered dimmer in color and are parts not seen by the
player. This region is also updated at a low frame rate. Region (i) is a live 3D reconstruction
of the player using the secondary 2.5D frames but is updated at a high frame rate. (j) shows
the headset’s red avatars and the player’s hands.
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8.6.f). This is performed by smoothing camera motion with an empirically tuned exponential
filter. In all viewing modes, the ambient parts of the scene are captured from the point of
view of the 2D viewer.

For viewing with the VR headset, the user can use their hand controllers to navigate the
scene. By default, the view for rendering ambient parts of the VR scene is set such that
the entire body of the VR player is seen. However, viewers can manually override this by
holding a specific button on the controller and using it to point at parts of the scene they
want to see, rendering the ambient parts in that region. The interaction is analogous to how
one would use a flashlight to illuminate unseen dark regions.

As in the player’s view, a spectator can see avatars of other spectators in the scene.
When viewing through a 2D UI, the viewport of the 2D viewer is used as a proxy for the
spectator’s spatial location in the scene. When viewing through a VR viewer, the HMD and
hand controller poses are used to render the avatar. As mentioned earlier, all spectators
have access to a laser pointer that can be toggled on and off by pressing a key on the VR
controller, keyboard, or mouse.

The abstract avatars, Kinect reconstructions, and 3D reconstructions through a VR
viewer and the 2D viewer are the different visual representations used by the Cross-Dimensional
Medium in DreamStream. The different viewing modes in the 2D viewer and the “flashlight”
interaction in the VR interface are the Cross Dimensional Media interactions that allow for
independent spatial exploration by the spectator. Additionally, the ability to choose be-
tween using a 2D interface or a VR viewer while being able to perform the same interactions
with both is a key aspect of the dimensional-detail interaction. It also highlights the Cross-
Dimensional Medium’s property of meaningful translation of interactions across interfaces.

8.5 Evaluation

To better understand the opportunities and shortcomings of the Cross-Dimensional Media
of DreamStream, we conducted three sets of informal evaluations: an expert evaluation with
four experts, an initial evaluation with eight users, and a revised evaluation with twelve
users. We first describe the methodology and measurements for these. We found common
themes in our expert study and in both user studies. We discuss these together in a common
subsection.

Expert Evaluation

We recruited four professional VR steamers as experts (E1-E4) in our study; at the time
of the study, they had 12K, 120K, 380K, and 3.3K subscribers on their streaming channel,
and each has been streaming VR content for the last 6-7 years. We omit other information
about our experts to ensure their anonymity. We interacted remotely with each streamer for
about 70 minutes, and as a token of appreciation, we gave them a gift certificate of $60. At
the start of the study, we conducted a semi-structured interview in which we elicited details
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on the state of the art of VR streaming, its goals, challenges, and the workarounds that they
employ to solve those. This served two purposes: (1) it helped us better understand these,
and (2) it helped the streamers collect their thoughts on these so that they could evaluate
our tool. After demoing DreamStream through Zoom, we asked them if it might solve any
of the issues they had mentioned earlier and whether they could anticipate any issues using
the system.

Initial User Evaluation

We conducted an initial evaluation with eight participants (I1-I8) (5 Male, 3 Female, Age
range 20-28). They all had prior experience with VR and games, used VR, and played games
at least a twice every month. In this study, we compared DreamStream with the Standard
VR mirror. Each study lasted 90 minutes, and the participants were compensated with a
$40 gift card for their time. Per our campus regulations, to minimize Covid-related risks, an
author of this chapter took the role of a VR player and played Skyrim in VR. A participant
spectated and interacted with them. Participants were told that their goal was to have fun,
occasionally interact with the player and aid them in making key decisions in the game. Be-
yond spectating, spectator interactions included identifying objects, navigating terrains, and
helping choose other game player actions. Participants used DreamStream-Client through a
laptop placed 10ft away from the player. Though DreamStream can work over the internet,
for the study, the DreamStream-Host and the DreamStream-Client interfaced through the
campus network. The author’s audio was heard directly by the participants, whereas the
game audio was channeled in stereo through Zoom. They spectated through three differ-
ent interfaces: (1) Standard video mirror, (2) DreamStream’s Interactive Desktop-based 2D
interface (DS-I2D), and (3) DreamStream’s VR interface (DS-VR). Each participant spent
roughly 12-15 minutes with each of the interfaces (within-subjects), and the order of the
interfaces was counterbalanced.

Final User Evaluation

Our Final user evaluation consisted of 12 participants (P1-P12) (7 Male, 5 Female, Age
range 23-31). All of them had used VR at least a couple of times in the last 6 months. In
addition, they play games at least a couple of times every month. In this evaluation, we com-
pared DreamStream with TransceiVR [185], which shares similar functionality for its overall
goal of enabling asymmetric collaboration in VR. In line with the original implementation,
TransceiVR was deployed and presented through an iPad-based touchscreen interface with
a stylus. The evaluation was conducted similarly as our initial evaluation.

Measures

For our final evaluation, our questionnaire consisted of 5-point Likert scale questions rating
the following elements: (1) Easy to communicate to the VR player, (2) Easy to point/refer
to objects to the VR player, (3) Easy to direct the VR player, (4) Easy to understand
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the VR user and their actions, (5) Easy to understand the VR scene, (6) Easy to explore
independently, (7) Spectating was enjoyable, (8) They felt immersed in the game and (9)
They felt alongside the VR player. A Likert Rating of 1 corresponds to ‘strongly disagree’ and
5 to ‘strongly agree’. Intermediate values were labeled accordingly. In our initial evaluation,
we used similar but slightly different Likert scale questions, in which we asked participants to
compare pairs of interfaces directly. However, in our final evaluation, we asked participants
to rate one interface at a time since this is more amenable to standard analysis techniques.

They also completed the NASA-TLX instrument that measured the user’s perceived
workload. Using 5-point Likert scale questionnaires, we asked the participants about the
role of stabilization, the utility of ambient reconstructions, and the player’s 3D body re-
construction on their spectating experience. In the end, we conducted a semi-structured
interview with participants to understand how the interfaces compared. We also welcomed
any open-ended feedback on the interfaces and their study experience. In this chapter,
we only report the Likert scale responses and the NASA-TLX responses of the final user
evaluation.

Final User Evaluation Results

This subsection reports the statistically significant results from our final user evaluation.
Analysis Methodology : Since Likert-scale ratings are ordinal values, we first performed a

Friedman test to determine if the interface condition had an overall effect on the measured
rating. If an overall effect was found, we performed a post-hoc pairwise exact Wilcoxon-
Pratt signed-rank test between conditions to see if there was a significant difference. For the
NASA-TLX scores, we first carried out a Repeated measures ANOVA to check for the overall
effect of the interface. We then performed post-hoc pairwise t-tests to check for individual
differences. All p-values used for testing were adjusted with Bonferroni correction.

Communication: Friedman test revealed a significant effect of interface condition on
the participant’s ease of communication to the VR user (χ2(2) = 19.5, p<0.05). Post-hoc
pairwise Wilcoxon signed-rank tests showed statistically significant differences between DS-
I2D and TransceiVR (p<0.05, with a large effect size - r = 0.61) as well as between DS-VR
and TransceiVR (p<0.05, with a large effect size - r = 0.62). Aggregate statistics are :
µTransceiV R = 2.92, σTransceiV R = 1.16, µDS−I2D = 4.33, σDS−I2D = 0.78, µDS−V R = 4.67,
σDS−V R = 0.49.

Friedman test also revealed a significant effect of interface on participant’s ease of referring
to objects in the VR scene (χ2(2) = 18.57, p<0.05) as well as ease of directing the VR
player(χ2(2) = 14.6, p<0.05). Furthermore, the pairwise Wilcoxon tests for the ease of
referring to objects in the VR scene found a statistically significant difference between DS-
I2D and TransceiVR (p<0.05, r = 0.52) as well as between DS-VR and TransceiVR (p<0.05,
r = 0.58). Similarly, Wilcoxon tests for ease of directing the VR player also showed significant
differences between DS-I2D and TransceiVR (p<0.05, r = 0.52) as well as DS-VR and
TransceiVR (p<0.05, r = 0.58).
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Figure 8.7: 5-point Likert scale responses of participant self-rated ease of (1) Communication
with VR player, (2) Pointing to objects in the scene, (3) Directing the VR player, (4)
Understanding VR player’s actions, and (5) Understanding the VR scene. The error bars
denote Standard Error (σ/

√
n). A Likert Rating of 1 corresponds to ‘strongly disagree’ and 5

to ‘strongly agree’. All intermediate ratings were labeled accordingly. All significance values
were calculated at p < 0.05 after Bonferroni correction.

These results indicate that our participants found it easier to communicate,
point and direct with both DS-2D and DS-VR when compared to TransceiVR.

Spectator’s understanding of VR scene and player : Friedman test revealed a signifi-
cant effect of interface condition on the spectator’s ease of understanding the VR user’s
actions (χ2(2) = 6.28, p<0.05) as well as their ease of understanding the VR scene. Posthoc
Wilcoxon tests did not yield any statistically significant differences in the ease of understand-
ing the VR user’s actions.

On the other hand, Wilcoxon tests did yield a statistically significant difference for ease
of understanding the VR scene between DS-VR and DS-I2D (p<0.05, r = 0.63) as well as
between DS-VR and TransceiVR (p<0.05, r = 0.56). Aggregate statistics are: µTransceiV R =
3.42, σTransceiV R = 1.08, µDS−I2D = 3.67, σDS−I2D = 0.78, µDS−V R = 4.58, σDS−V R = 0.9.

This implies that the choice of interface did not make a difference in easing
our participants’ understanding of the VR user’s actions. However, they found it
easier to understand the VR scene with DS-VR when compared to both DS-I2D
and TransceiVR.

Scene exploration: Friedman test revealed a significant effect of interface condition on the
spectator’s ease of exploring the VR scene (χ2(2) = 10.55, p<0.05). The pairwise Wilcoxon
tests showed a statistically significant difference between DS-VR and TransceiVR (p<0.05,
r = 0.54). Aggregate statistics are: µTransceiV R = 2.25, σTransceiV R = 1.21, µDS−V R = 3.83,
σDS−V R = 1.11, µDS−I2D = 3.25, σDSI2D = 1.29.
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Figure 8.8: 5-point Likert scale responses of participant rating of (1) Ease of independent
exploration of the scene, (2) Enjoyable spectating experience, (3) Feeling immersed in the
game with VR player, and (4) Feeling present alongside the VR player in the game. The
error bars denote Standard Error (σ/

√
n). A Likert Rating of 1 corresponds to ‘strongly

disagree’ and 5 to ‘strongly agree’. All intermediate ratings were labeled accordingly. All
the significance values were calculated at p < 0.05 after Bonferroni correction.

This implies that our participants found it much easier to independently
explore the VR scene using DS-VR when compared to TransceiVR.

Enjoyment : Friedman test revealed a significant effect of interface condition on the spec-
tator’s agreement that the spectating experience was enjoyable (χ2(2) = 15.6, p<0.05). The
pairwise Wilcoxon tests showed a statistically significant difference between DS-VR and
TransceiVR (p<0.05, r = 0.61). Aggregate statistics are: µTransceiV R = 3.17, σTransceiV R =
0.84, µDS−V R = 4.58, σDS−V R = 0.67.

This implies that our participants found the spectating experience more en-
joyable using DS-VR compared to TransceiVR.

Immersion and Co-presence: Friedman test revealed a significant effect of interface con-
dition for spectator’s agreement that they felt immersed inside of the game during the spec-
tating experience (χ2(2) = 21.54, p<0.05) as well as for their agreement that they felt
alongside the VR player (χ2(2) = 20.15, p<0.05). For both ratings, pairwise Wilcoxon tests
found statistically significant differences between all pairs.

For Immersion, the difference between DS-I2D and DS-VR was significant at p<0.05,
r = 0.62; between DS-I2D and TransceiVR at p<0.05, r = 0.59; and between DS-VR and
TransceiVR at p<0.05, r = 0.63. Aggregate statistics are: µTransceiV R = 2.67, σTransceiV R =
1.15, µDS−I2D = 3.75, σDS−I2D = 0.62, µDS−V R = 4.75, σDS−V R = 0.45.

For the agreement to feeling alongside the VR player, difference between DS-I2D and
DS-VR was significant at p<0.05, r = 0.54; between DS-I2D and TransceiVR at p<0.05,
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Figure 8.9: NASA-TLX scores that measured participants’ perceived workload while using
each of the interfaces. The error bars denote Standard Error (σ/

√
n). Note: A Higher

perceived workload for an interface means that the participants found it more difficult to
use. The maximum score possible is 100.

r = 0.59; and between DS-VR and TransceiVR at p<0.05, r = 0.64. Aggregate statistics are:
µTransceiV R = 2.92, σTransceiV R = 1.16, µDS−I2D = 4.17, σDS−I2D = 0.72, µDS−V R = 4.75,
σDS−V R = 0.45.

These results imply that our participants felt that they were most immersed
in the game and alongside the player when they used DS-VR, followed by DS-I2D
and then TransceiVR.

NASA-TLX : We used the unweighted version of the NASA-TLX scores. A Higher per-
ceived workload score for an interface means that the participants found it more difficult to
use. Mauchly’s test did not show a violation of sphericity against the interface conditions
(W(2) = 0.65, p = 0.12). With one-way repeated-measure ANOVA, we found a significant ef-
fect of interface on the NASA-TLX scores (F(2,22)=11.51, p<0.05, η2partial = 0.51). Pairwise
t-test results found a significant difference between DS-I2D and TransceiVR (t(11) = 4.19,
p<0.05, Cohen’s d = 1.21) as well as between DS-VR and TransceiVR (t(11) = 4.056,
p<0.05, Cohen’s d = 1.17). Aggregate statistics are: µTransceiV R = 47.64, σTransceiV R =
17.68, µDS−I2D = 36.67, σDS−I2D = 16.36, µDS−V R = 28.4, σDS−V R = 12.97.

This indicates that our participants perceived a higher workload to interact
when they used TransceiVR compared to both DS-VR and DS-I2D.

Discussion of User and Expert Evaluation

In this subsection, we qualitatively discuss and compare the different interfaces.

Overall interface preference

In the initial user study, five of eight participants rated the VR interface of DreamStream
(DS-VR) as their most preferred viewing mode. In addition, two preferred Follow view of the
Interactive 2D viewer (DS-I2D), and one preferred the standard VR mirror. In our final user
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evaluation, nine of twelve participants rated the VR interface of DreamStream (DS-VR) as
their first preference, one each preferred first-person view and follow view of the interactive
2D viewer (DS-I2D), and one preferred TransceiVR. In further subsections, we break down
the factors that provide insights into this preference.

Understanding the VR scene and actions of the VR player

In our final study, we found no statistically significant difference among the three interfaces in
the spectator’s ease of understanding the player’s actions. However, we did find statistically
significant differences in the spectator’s ease of understanding the VR scene when using DS-
VR compared to when using DS-I2D and TransceiVR. We observed no significant difference
between DS-I2D and TransceiVR.

For the spatial exploration interactions of the Cross-Dimensional Medium, TransceiVR
uses angle Frames to allow a spectator to view parts of the VR scene other than that of
the VR user’s current view. These are static frames captured when the VR player last
looked along certain directions. While these can be useful for collaboration in relatively
static scenes, they are less so in the more dynamic environments of games: terrain and
other elements frequently change, and players often teleport and change orientation through
in-game controls. Both these interactions tended to break the angle frames interaction in
TransceiVR. For example, the VR player can be looking straight and exiting a cave into
an open terrain. However, since the VR player had not turned around in this process,
angle frames would still display the outdated frames of the cave. Another issue is that the
TransceiVR system relies on changes in the pose of the headset in order to update the angle
frames. Therefore, any change in orientation or position caused by using the controller (such
as teleportation) will not be tracked by TransceiVR, and a previously captured frame’s view
direction may now be unrelated to the current view. These interactions are common in VR
games and interfere with the spectator’s understanding of the scene.

P3: “I would have loved the TransceiVR interface if the images below [Angle frames] had
updated in real-time. But they were delayed. So I could not use them appropriately and
ultimately did not use it.”

P11: “With TransceiVR, the latency of interactions was too high with moving objects.
When searching for chickens, for example, the [angle frames] on the bottom were not updating
fast enough.”

P6: “With TransceiVR, there’s a lot of frustration when the frames [angle frames] are
not updating. It happens when the player has not looked in a direction for a while. It is a
few more layers away from the player.”

While with DS-I2D, ambient reconstructions of the Cross-Dimensional Medium gave spec-
tators a comparatively more frequently updated view of the player’s surroundings. However,
there was still no significant difference in scene understanding between TransceiVR and DS-
I2D. Both DS-VR and DS-I2D rendered the same information. However, participants felt
using the medium through VR (i.e., DS-VR) to be easier than using it through the desktop
interface (i.e., DS-I2D) for understanding the VR scene. They attributed this to an increased
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feeling of immersion and embodiment. This allowed them to better understand and perceive
the depth and scale of the scene as a whole, as well as the ease of interaction and independent
exploration of the Cross-Dimensional Medium.

P4: “In [DS-VR], I felt that I was much more on the same plane as the [VR Player]. I
had the same ability as the [VR Player], so I could easily relate to the way [VR Player] was
looking around in the world. So instead of having this omniscient view [DS-I2D], I felt more
like another person in the scene. I was able to perceive the same things in the same way as
the [VR Player] did. I could get a more sense of depth, and I was able to better perceive my
relative distance to the [VR Player].”

This was also noted by one of our experts,
E3: “I would say that [DS-VR] fixes the fact that normally viewers can’t see the 3D effects

in the depth. Like, which is the big thing. It never comes across properly on a 2d screen.
[DS-VR] means they’re in VR with the [VR Player]. They’re going to get the 3d depth of
that, and completely understand the world they are in. It also means that, they can help the
[VR Player]. They can guide them. So it actually adds more interaction than a standard
stream, which are just text chats.”

Communicating with the VR player

In our final study, participants found communicating with the VR player easier using either
interface of the DreamStream’s Cross-Dimensional Medium, i.e., DS-I2D and the DS-VR,
than TransceiVR. Spectators similarly found it easier to point to scene elements and direct
the VR player’s attention. There were no statistically significant differences between DS-
I2D and DS-VR interfaces. We observed similar responses in our initial study, in which
participants found it easier to communicate, point and direct using DS-VR and DS-I2D
compared to VR mirror. While the initial study’s results were not surprising, we found the
results of the final study to be surprising. The Cross-Dimensional Medium of TransceiVR
is primarily designed to facilitate communication with the VR user, so we expected that
annotation and shared screen features would enable levels of communication as good as both
DreamStream media interfaces.

From the study, we found that the lack of effectiveness of TransceiVR is due to two
key factors. The first is due to the difficulty in understanding the VR scene, as described
earlier in this section. The lack of regularly updated views in the more dynamic scenes and
interactions of games makes it more difficult for spectators to quickly and easily parse the
VR scene. This impacts their ability to communicate with the VR player regarding the VR
scene easily.

Second, with TransceiVR, spectators can communicate with the VR player by creating
annotations on the live feed. However, these annotations do not track the changes in player
orientation. As a result, annotations quickly move out of position as the player teleports,
translates, or rotates in the game. Furthermore, there is no mechanism to correct the
positions of these annotations after placement, so they must be cleared and re-drawn if they
persist over time. Furthermore, the live freed is frozen when the annotation is begun and



CHAPTER 8. DREAMSTREAM 128

only resumes after a 500ms time out. Alternatively, spectators can share annotated frames
as separate screenshots to be placed in the scene, but this is more involved and cumbersome
than a WYSIWYG annotation interaction.

As with TransceiVR, DreamStream has access to only the system-level VR poses of the
player’s HMD and their controllers. With the Cross-Dimensional Medium of DreamStream,
both VR and I2D interfaces offer dynamic laser pointers to the spectator. This interaction
aims to achieve a similar purpose as TransceiVR’s static annotations but can be used for
more dynamic interactions. Laser pointers are rendered into the live feed of the scene, and
spectators can quickly adapt their pointing in response to changes in the scene. Furthermore,
the laser pointer interaction is simpler, easier to trigger (right-click on DS-I2D, and trigger
on DS-VR), less time-consuming. Therefore, it is more suited to fast-paced VR experiences
with dynamic elements and interactions. Experts, as well as users from both our studies,
noted this difference.

I5: “In VR, the laser pointers are so nice because it is easier and faster for me to use
360 degrees and then just tell the [VR Player] to look for my laser pointers.”

E2: “The laser pointers in [DreamStream] could really help with new kinds of engagement.
I mean, this is so much more engaging than just the chat.”

P11:“In the VR experience, I think a laser pointer was more accurate in terms of having
feedback and it felt more like I could directly communicate with the [VR Player] about the
scale of their surroundings.”

P5: “The pointing in TransceiVR freezes the view and I do not see the live scene any-
more. If the player then moves, the annotation does not follow them nicely. Whereas in the
DreamStream there is a real-time pointer which is [more apt and helpful].”

In summary, while TransceiVR allows for conveying more complex information, it re-
quires more effort and time and fails for dynamic scenes. However, DreamStream’s laser
pointer allows for conveying simple information with less effort and works for dynamic scenes.
DreamStream’s laser pointer interaction in the DS-I2D and DS-VR interfaces is yet another
instance of the property of the Cross-Dimensional Medium’s meaningful translation of inter-
actions across visual representations.

Immersion, Enjoyment, Co-presence, and Independent exploration

In our final study, we see statistically significant differences across all the interfaces with re-
spect to the spectator ratings of immersion in the game and their rating of feeling alongside
the VR player. They felt most immersed and felt most alongside the VR player when using
the medium in DreamStream compared to the one in TransceiVR. Even within the Dream-
Stream medium, the DS-VR interface was rated higher than the DS-I2D for both aspects.
We observed similar results with our initial study participants. We believe this is because
the DS-VR interface allowed participants to have a more symmetrical spectating experience
of the xspace compared to the other interfaces. In addition, DS-I2D interface allowed for
more control over their viewport compared to TransceiVR. Immersion is also influenced by
the participant’s ability to perceive and understand the VR scene and communicate with the
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VR player, as discussed above. DS-I2D and DS-VR interfaces are different visual represen-
tations of the same medium. So while they offered similar information, participants noted
two key differences between the interfaces that made the DS-VR more immersive.

Firstly, with DS-VR, participants could better understand the depth and scale of things
in the environment and the ambient surroundings in which the VR player operated. P4’s
comment (in the subsection that discussed understanding) also reflects this. I1 also says:

I1: “[DS-VR] helped me feel more immersed, I think because I felt like I was fully in the
environment. I didn’t feel like just an external spectator.”.

A second key difference was that participants felt DS-VR controls were easier, more
natural, and intuitive.

P3: “[DS-VR] was much easier to use, and I could feel I was with the [VR Player] more
than the iPad [TransceiVR] or Desktop [DS-I2D] interfaces. When I want to move or rotate
my view quickly with iPad or Desktop, it’s pretty hard. When controlling using the mouse
or keyboard, its like different from the real world. In real world, when I look around, I just
turn like this. I was able to do that in VR. But with the Desktop and the iPad interface, I
had to click or do some action.”

This was also seen with ease of spatial exploration of the Cross-Dimensional Medium. We
found a statistically significant difference only between DS-VR and TransceiVR. Within the
DreamStream medium, both interfaces, DS-VR and DS-I2D allow for free spatial exploration
of the VR scene, and hence we did not expect a difference between them. However, for the
same reasons mentioned for differences in understanding, we expected both the interfaces
to DS-VR and DS-I2D to outperform TransceiVR. However, this was not the case. From
participant comments, we understand that while the DS-I2D interface allowed for free ex-
ploration of the VR scene, there was a cost involved when they had to switch back and forth
between what the player was seeing and their exploration. They noted that this interaction
cost in DS-I2D is much higher than DS-VR’s. In DS-I2D this meant changing viewing modes
or using mouse/keyboard to manually change the viewports every time.

P8: “In VR [DS-VR] I only had to look away to detach from the [VR Player’s] view.
When I wanted to see the [VR Player’s] view, I could easily turn back. It was really easy for
me to switch back and forth between independently exploring and looking at what the [VR
Player] did.”

We believe that the better perception, ease of control and an overall more symmetrical
experience offered by the DS-VR interface likely lead to it being rated more immersive. Due
to this, participants also felt more like they were with the player, alongside them.

I7:“VR appealed to me the most, because it felt like we [VR Player and I7] were together
doing something. We were experiencing the same thing”.

E3 summarized this as: “The idea that [in DS-VR], they can see what I’m seeing and
they can move independently around the scene, maybe play the game with me, can actually
see things I missed out, and point to it. These are just groundbreaking.”

In terms of enjoyment, the only significant difference was between the DS-VR interface
and TransceiVR, where participants found DS-VR more enjoyable. Participants rated the
DS-I2D interface somewhere between these two interfaces, but the pairwise comparison with
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either insignificant. Through our interviews, we attribute this to the fact that the VR
interface of the medium offered increased immersion as well as more intuitive usage.

Perceived Workload

As we had noted briefly in previous chapters, all experts we interviewed for this work also
mentioned the issue of shaky video feeds, and lower field of view (FOV) of the VR scene as
the two biggest issues that spectators face with VR video streams. Experts noted that they
currently resort to withholding information from the spectators for the same reason.

E1: “One of the unwritten rules of streaming - Don’t talk about something [spectators]
can’t or didn’t see. They are already shackled by the fact that they’re looking through a flat
display with a reduced FOV ”.

We had similar issues to address during the development of Cross-Dimensional Media
in TutoriVR and TransceiVR. In TutoriVR, this was addressed partially by the stabilized
3D stroke rendering in the Perspective Thumbnail widget, whereas in TransceiVR we did
this through appropriate freeze frames. The Cross-Dimensional Medium of DreamStream
addresses this issue more natively by providing interfaces to the spectator that allows them
to explore the 3D reconstructions of the virtual space independently. This decouples the VR
player’s head motion from the spectator’s and makes the spectator feeds easier to watch.

Accordingly, we observed a significant difference between the perceived workload mea-
sured by NASA-TLX between TransceiVR and the DreamStream’s interface. We also saw a
significant difference between the perceived workload of DS-VR and DS-I2D interfaces. We
believe this is due to the relatively larger number of keyboard controls and viewing modes in
the latter. A few participants recommended that a joystick controller be used as an alternate
input. DS-I2D interface instead of the conventional keyboard and mouse.

In summary, DS-VR was better for viewing and interaction. DS-I2D was also good for
viewing but made interaction more difficult. TransceiVR was difficult to view and also made
interaction more difficult.

Reconstructions of Ambient parts of the scene

All experts agreed that reconstructing the ambient parts of the scene from a third-person
view and the spectator’s ability to control the view adds value to the spectating experience.
E1: “I think the value of this [Ambient reconstructions] for something like Half Life Alyx or
Skyrim really stands out because it gives the spectator the peripheral fill-in information that,
even if less accurate, even if less frequently refreshed, is very valuable. For example, they
can see if there’s a Wolf running up behind me, even if it was like low frame rate.”

User study participants had somewhat more varied opinions on its value. In the 5-
point Likert-Scale questionnaires, Eight of twelve participants agreed or strongly agreed
that ambient information made it easier to understand the scene. Three were neutral, and
one disagreed. Participants who agreed felt that ambient information helped because they
did not have to rely on the player’s view.
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I3: “[Ambient reconstructions] made it more comfortable to see the full scene without, a
black void. So it was more enjoyable that way as well. It also gave me a little more awareness
of where I was and where I was facing”.

However, they also noted challenges: First was its lower frame rate and this resulted in
issues some times. P11 noted that they turned off ambient temporarily when the scene had
too many fast moving objects.

P11: “I enjoyed it more with the ambient reconstructions. I tried to keep it on most of
the time, mainly because not only was it enjoyable, but it helped orient me a little bit more.
In action scenes I had to turn it off so that I could focus on that person that the [VR Player]
was trying to hit, but then I’d turn it back on if I wanted to just check up the surroundings
and navigate through to the top of that mountain. Ambient also helped me forget about how
enclosed the field of view was. So it was definitely helpful for just making the field view less
limiting for my experience.”

The second issue we observed was that Skyrim’s rendering occasionally would omit ob-
jects that are not in the player’s field of view. For example, this will cause far-away terrain
to pop out of view as the player moves towards it. In our user evaluations, some partici-
pants noticed this effect. Aside from these issues, P1 noted that they would not use ambient
reconstruction because they felt it gave them more information than they preferred.

P1: “The fun part about spectating games is the shared experience. So I don’t find a lot of
value in looking at other parts of the scene, I guess. So just like being with the [VR Player]
and seeing what they see, I think is the most fun part of the shared gaming experience.”

Player live 3D reconstruction

Participants’ opinions on the value of the VR player’s live 3D reconstruction were varied. In
the 5-point Likert-Scale questionnaires, seven out of twelve participants agreed or strongly
agreed that the VR player’s 3D reconstruction made the experience enjoyable, while three
were neutral and one disagreed. Eight felt that it made it easy to understand the VR
user’s actions, while three disagreed (one remained neutral). Some participants felt that
the rendering of the player added social value to the experience but not much value in
understanding their actions. On the other hand, they felt that it sometimes gave an idea of
what the VR player can physically do, such as whether an object was within reach.

P6: “It definitely helps to see see how a friend [VR Player] is behaving in real life when
they are playing the game. With productivity of interactions, it only marginally helps. I
definitely have a better picture of how and what the player is doing. Whether he is capable
of reaching certain points. I couldn’t figure out the emotions because their facial expressions
were covered. It helps understand the body gestures, but still I am missing the face.”

While some participants, such as P4 felt it added to the co-presence of the experience,
they also noted that the player reconstruction sometimes occludes their view.

P4: “It helped that I could feel that I was with the [VR Player], the feeling that we [VR
Player and P4] are together was really enhanced with that. But whenever the [VR Player] is
occluding some of my views, it was not nice.”
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They also noted that this could potentially break the immersion of the game.
P1: “Having the [VR Player] sitting there kind of took me out of the world of the game.

Like, I know, the [VR Player] is running around murdering chickens and stuff. But then the
[VR Player] is just like sitting in their chair that doesn’t really connect.”

Preference within spectating modes in 2D displays

Within the different modes of spectating using the DS-I2D interface, participants had widely
varying preferences and described the trade-offs between them. Therefore, we counted the
number of users who ranked each viewing mode as their first or second preference interface.
the highest was Follow view with six users, followed by free view with three users. Follow
view was popular because it allowed participants to sit back and passively observe the action.

Follow view also provided a greater field of view, with minimal controls of height, distance,
pitch, and yaw of the camera. Often these were set once, switching to other modes if they
wished to explore the scene.

I4: “I stuck to the follow and free view the most. In that, I can not only see the [VR
Player], but I also see the things around them that they aren’t seeing. That gives me a much
better perspective and allows me to direct them better...I would switch to the free view was
primarily to explore and interact”

P6: “The Follow view synchronizes my view with the players view. That’s very nice,
and eases burden from using arrow keys. Follow view also gives more information than first
person view. First-person view always restricts me with the players view”

The camera stabilization deployed in DS-I2D interface received mixed feedback. While
some users liked that it smoothed any jarring motion, they also complained that it often
broke the authenticity of a fast-paced action by the VR player.

Value of platform level support

All experts expressed strong positive opinions about DreamStream’s ability to these Cross-
Dimensional interactions while still operating at a platform level. They highlighted that it is
hard to gain any traction for such a spectating experience without this. For example, three
of the experts cited vReal, a system providing some functionality similar to DreamStream
but requiring developer support in each game.

E1: “Even if one provided them[Developers] the perfect tool set and said, just write one
line of code, one wouldn’t even get to 80%, coverage of all the apps.”

This was also noted by participants who had played or watched similar games before.
P6: “Having spectators view it in VR gives an entirely different experience. Some games

are bound to be played as a single person. It’s quite hard to allocate tasks [to spectators].
This interface [DS-VR] helps with that. It allows playing a single player game together [VR
player and spectators]. It allows experiencing what a player experiences.”
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Impact of noise and defects in scene reconstruction

During the interviews, we asked all participants how much the noise and defects in scene
reconstruction affected their experience of the medium. All except one participant felt that
though noise and defects affected their experience, the increased immersion and interactivity
improved the experience. Some users noted that artifacts were not uniform across distances
and perspectives. For example, P3 noted that, in DS-VR, where they do not have an option
to be in the first person, the noise seems more pronounced when they took perspectives
far away from that of the player. However, they also noted that the added immersion and
interactivity are worth it. Other participants, as well as experts we interviewed, had similar
opinions. Other participants as well as experts we interviewed had similar opinions. E4: “I
do not think that the artifacts would detract a crazy amount from the viewer experience. The
immersion that viewers gain from this would help so much more”.

8.6 Limitations

Artifacts in 3D rendering

In section 8.3, we listed the advantages of using depth buffers for enabling the three-
dimensional reconstruction and visualization for DreamStream’s Cross-Dimensional Medium.
The key advantage is that it leads to a generic approach for streaming 3D data that leverages
existing video codecs for compression and works across many, if not most, VR applications.
Furthermore, transmitting the depth buffer has the added advantage that it may be used
to perform further rendering or compositing at either the player or spectator sites, such as
rendering avatars.

The main limitation of this approach is that the depth buffer is only a 3D representation
of the scene from the VR player’s point of view. As a result, a spectator standing on
the side of the VR player may notice gaps in the geometry (see Figure 8.4a). These gaps
will appear larger as the spectator moves further away from the VR player, as noted by
our users. Theoretically, the secondary ambient reconstruction resulting from the third-
person view (controlled by the spectators) can effectively fill these gaps. However, presently
DreamStream is limited in how often this alternate view is rendered and updated. We note
that it may be possible to cache texture and geometry information to fill these gaps using
computer vision and video analysis techniques.

The second related problem is that when rendering 3D objects from a depth buffer, care
must be taken around discontinuity in depth at the edges of objects. Spurious geometry
that straddles the edge of an object and the background scene can lead to highly visible
artifacts. This can be reduced by omitting triangles that exhibit an unreasonably large
change in depth, but eliminating all such artifacts without introducing new ones is difficult.
Our shaders used a simple thresholding technique that eliminated all triangles with a large
height above a certain fixed value. However, this is not sufficient, and again, this might be
addressed by employing computer vision techniques for object segmentation.
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Both of these problems might be addressed by analyzing scene geometry as it is drawn.
However, this requires knowledge of how geometry is laid out in memory, and how the shaders
of these VR applications work. This will be difficult to do in general.

A final issue is that during the rendering of the reconstructions captured using the third-
person view, the game may skip the rendering of some objects. Such optimizations are
common in 3D rendering, and DreamStream had no control over it.

Scaling to multiple users

While DreamStream’s Cross-Dimensional Medium supports multiple users, our user study
focused only on one-one interactions between a VR player and a spectator. This is a limi-
tation of our user study. In practice, multiple spectators may use DreamStream to spectate
the VR player, and DreamStream’s tech stack supports it. Each of them can either use a
VR headset or a desktop interface and would be represented in the scene through avatars.
A further study is required to shed light on how DreamStream performs in these multi-user
scenarios. During the feedback with experts, a challenge they noted is that, unlike text chat,
having hundreds of user avatars in a virtual space might not be feasible. It then becomes
important for the player to either manually moderate or for the system to automatically
determine which spectators the player can see and have beside them. It is also unclear
how the interactions among spectators might play out in such a scenario. Nevertheless,
interesting access control and social dynamics emerge, requiring careful design choices. For
example, a few ”super-spectators” may be admitted, whereas the rest can be part of the
general audience and view it as they would in a 3D theatre.

8.7 Conclusion

In this chapter, we identified key considerations for designing VR spectator systems and
used the insight we gained from prior chapters. We presented DreamStream, which operates
at a platform level and use a novel Cross-Dimensional Medium to achieve immersive and
interactive spectating for VR experiences. The chapter also proposed a novel approach for
sharing and distribution of 3D data that leveraged depth buffers. The system used depth
buffers to capture, transmit and reconstruct the geometry of the 3D scene. Using this
approach, DreamStream allows viewers to spectate using both 2D desktop-based UI as well
as, immersively using a VR-based viewer, allowing for dimensional-detail exploration. The
medium allowed users of either interface to interact with the VR player. In addition, the
medium meaningfully translated them to make them appear as if the spectators and their
interactions were an integral part of the VR scene. Through our user and expert studies,
we found that the VR viewer was the preferred interface for the users and offered multiple
advantages over others. We hope these findings and discussions inspire future progress in
developing VR spectating systems that offer increased immersion.
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Chapter 9

Conclusions

9.1 Restatement of contributions

This dissertation explored guidance and collaborative interactions in Mixed Reality environ-
ments. It made the following conceptual contributions:

• Extended Spaces (xspaces)

– The concept of Extended Spaces (xspaces) and an adapted CSCW matrix that
introduces the notion of users being in symmetric or asymmetric xspaces.

– The matrix allows for better classification and understanding of collaborative work
using Mixed Reality interfaces.

• Interactive Cross-Dimensional Media (XD media)

– Novel media and associated interaction techniques that allow users to carry out
spatial, temporal, and dimensional-detail explorations of information of interest.

– A design methodology that leverages the notion of xspaces and XD media to
design systems that enhance user communication and collaboration by mitigating
their asymmetry.

The dissertation then showed how these concepts could aid collaboration and guidance
in Mixed Reality through four interactive systems and their evaluations:

• A system that facilitates remote instruction of physical tasks using Mixed Reality
(Loki).

– A design space of bi-directional Mixed Reality based remote instruction of physical
tasks.

– Interfaces and interactions that allow users to switch to different configurations
of the design space.



CHAPTER 9. CONCLUSIONS 136

– An Interactive Cross-Dimensional Medium that leverages spatial data, video, an-
notations, and playback to help connect users as they teach and learn physical
tasks.

– A qualitative evaluation which showed that participants successfully used the
system in nuanced ways that exercised the different modes and interactions of the
medium to communicate with an instructor within a single learning session.

• A system that facilitates asynchronous video-based instruction of design tasks in VR
(TutoriVR).

– Formative studies that explored the challenges of using video-based tutorials for
accomplishing VR design tasks.

– VR-embedded widgets, which are application interfaces that are observable and
interactable directly inside existing commercial VR applications.

– An Interactive Cross-Dimensional Medium that mitigates the xspace asymmetry
between the learner and the instructor for video-based instruction of Virtual tasks.

– An exploratory user evaluation (n=10) showed that the system helped users bet-
ter understand the VR scene and the instructor’s actions recorded in the video
tutorials.

• A system that facilitates synchronous interaction between a non-VR external user and
a VR user for collaborative tasks in VR (TransceiVR).

– Formative interviews with experts that explored the goals and challenges of asym-
metrical VR interactions.

– A touch-tablet interface with an Interactive Cross-Dimensional Medium allows
an external user to perform different interactions - Perspective and temporal ex-
ploration, Annotate the VR scene, Share annotated virtual displays, and Trigger
highlights on controllers.

– A user evaluation of the system (n = 10 pairs) which showed an improved efficiency
in communication between the external user and VR user in such interaction
scenarios.

• A system that facilitates immersive and interactive spectating of activities carried out
in VR (Dreamstream).

– A novel streaming approach which carries out interventions at the VR platform
level, uses 3D capture systems, leverages depth buffers to stream 3D views at
scale via conventional encoders such as H.264.

– An Interactive Cross-Dimensional Medium with immersive and 2D interfaces,
which allows the spectators of a VR activity to cohabit and be embodied in the
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virtual scene of the VR player as avatars, take independent viewports to explore
the scene, and refer to scene elements using laser pointers.

– A user evaluation (n=12) showed that DreamStream’s VR viewer interface of-
fered increased immersion and made it easier to communicate and synchronously
interact with, and feel co-present with the VR player.

9.2 Strengths of Cross-Dimensional Media

From our experience working on these interactive systems, we now reflect on the key strengths
and challenges of Cross-Dimensional Media. We note three key strengths specific to Cross-
Dimensional Media interactions that are valuable for guidance and collaboration in Mixed
Reality environments: (1) Dimensional Exploration, (2) Inter-dimensional translation, and
(3) xspace Mutual awareness.

Dimensional Exploration

Cross-Dimensional Media interactions allow users to vary and explore the different dimen-
sions through the different visual representations of the underlying data. Each representation
has its merits. Today, 2D videos are popularly understood and a well-supported visual rep-
resentation to scalably store, transmit and exchange information. Almost any media device
today supports the recording and playback of video-based information. Hence, it is inevitable
to avoid their usage. However, in the context of conveying information about a Mixed Real-
ity space, they suffer from numerous issues such as shaky first-person view feeds, information
occlusion, lack of depth information, lack of ambient spatial awareness and the inability to
transition to alternate perspectives. In our interactive systems, we have explored other visual
representations beyond 2D video that solve some of these issues: alternate scene viewports,
stereo 3D videos, reconstructed 3D interactions of a user, and 3D point cloud reconstructions
of a scene. These representations allow for the communication of information that may be
ambiguous in a 2D video.

Loki allows a user to view multiple 2D video feeds and a 3D point cloud reconstruction
of another user’s space. Users can freely explore the 3D point cloud at different scales. They
can miniaturize it and get a bird’s eye perspective. In addition, they can “jump” into it,
and experience it on a full first-person scale (1:1).

In TutoriVR, we have a recorded video of an instructor performing activities in VR. The
video contains 3D interactions that the instructor performs in the VR space, as well as 3D
information of the scene. Some of this information is lost when converted to a 2D video. For
a learner in VR, TutoriVR uses Stereo 3D to enhance the depth of information in regular 2D
video captures. In addition, it reconstructs in 3D, the key user gestures and their interactions
with their VR controller. During the reconstruction, it stabilizes the VR user’s movements,
leaving out any other occluding and unnecessary objects that may be present in the original
video.
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In TransceiVR, we have one user in VR, who is capable of 3D perception and interac-
tion. The other user is external to VR, operating a 2D UI, and is not easily capable of 3D
perception or interaction. During a live interaction, TransceiVR allows an external user to
independently take alternate viewports into the scene and annotate them. External users
can choose to perform annotations in a 2D format where they draw over video frames and
share them with the VR user. They can also do it in a 3D format, where their annotations
are projected into the VR scene.

Finally, with DreamStream, we have one user who is spectating a VR activity and mul-
tiple spectators who can spectate it either immersively using a VR headset or, using a 2D
UI with the help of conventional desktop interfaces. Both interfaces perform a 3D recon-
struction of the virtual scene along with the 3D live capture of the VR player’s body. They
allow the spectators to take independent perspectives of the scene. The VR viewer allows
the spectators to view the scene in an embodied manner and move around it as if they were
there. On the other hand, the 2D UI - based desktop viewer provides a variety of viewing
modes that the spectators can choose between depending on their viewing goals. Besides
seeing what the VR player sees, the spectators can also explore the parts of the scene that
are outside the VR player’s view, which are updated live. In contrast, with TransceiVR,
the alternate viewports are not live and are updated only when the VR player turns along
a specific direction.

Together with dimensional exploration, spatial and temporal exploration are valuable in
all these scenarios. However, the latter two have been well studied in prior works and are
not specific to Mixed Reality environments. Hence, we skip their discussion here.

Translation of interactions across representations

We have different visual representations of an xspace, and a user may be operating on any
of the representations. It then becomes important to ensure that any interaction carried
out over a specific visual representation is translated in a meaningful manner to other visual
representations, especially to those that have a different output dimensionality.

In TutoriVR, key information relevant to the VR activity is recorded through stereo cap-
tures and logging of the VR HMD and controller poses. These are used to render meaningful
and valuable visual representations for the learner - stereo 3D, reconstructed 3D interactions,
and 2D video. Since this is asynchronous and uni-directional communication, translation is
required only from the VR instructor to the VR learner and not the other way.

In the case of Loki, TransceiVR, and DreamStream, this is not the case. They involve
synchronous communication between the two users. 2D annotations over 3D geometry made
in TransceiVR must be projected into the correct 3D pose in the VR scene. Alternatively,
2D annotations made over specific frames must be rendered as a shared screen in the VR
scene.

Similarly, in Loki, annotations made over a virtual 3D point cloud representation of a
space are translated and rendered at the right position in the real-world physical space,
when viewed through an Augmented Reality Headset. This is also done for user presence in
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a space. If a user is viewing the point cloud of a space from a specific viewpoint, then they are
rendered at the corresponding position in the real world as a virtual avatar. This mapping is
also done in the reverse direction, from the real world to the 3D point cloud reconstructions.
In the case of DreamStream, we have similar interactions where user representations and
interactions - Kinect depth captures, avatars, and laser pointer interactions are translated
meaningfully between the actual virtual space and its 3D reconstruction.

Mutual Awareness

Cross-Dimensional Media is valuable in facilitating communication and guidance between
users operating across asymmetric xspaces. In all our works, users operated in asymmetric
xspaces, and we found that it is important always to provide an ambient awareness of ac-
tivities carried out by another user. In TutoriVR, this is provided by an awareness widget
that anchors the instructor’s tutorial video to the FOV of a user as they wander in their own
xspace. In Loki, miniaturized Hologlyphs provided this, which always showed the live feed
of the other user’s xspace. In TransceiVR, when the external user is not primarily viewing
the live feed of the VR user, such as when they share and annotate screens, then live view
of the VR user is shown through an inset overlaid over the shared screen. Finally, in Dream-
Stream, users always saw a live 3D reconstruction of the VR scene. To distinguish between
the different components, the region that was viewed by the player was always rendered
brighter. While not core to Cross-Dimensional Media interactions, these mutual awareness
mechanisms are, however, essential when users operate across asymmetric xspaces.

9.3 Challenges to Cross-Dimensional Media

Access to calibrated 3D data and multiple camera viewports

A significant challenge for facilitating Cross-Dimensional Media interactions is that it re-
quires access to various 3D information in a virtual and/or a physical environment. Physical
environments must be instrumented with depth cameras such as Kinect or iPhone depth
cameras. To acquire multiple viewports into the scene, one may need to install more than
one camera, which need to be calibrated to get spatially coherent 3D meshes. In virtual en-
vironments, there are currently no straightforward and universally accepted mechanisms to
get depth information from a VR scene or to spawn spectator cameras at arbitrary locations
in the scene without application source access.

Besides the access to the depth data, another concern is obtaining a noise-free 3D recon-
struction. Today, most depth-based reconstructions suffer from the issue of depth shadows
and noise. Hence, there is a need for high-precision depth data and algorithmic techniques
that can improve the quality of reconstructions.
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Sensing human activity

When users operate across asymmetric xspaces, we see that it is important to keep track of
their actions so that they can be communicated to other users. In our works, for activities
carried out in a virtual space, we leveraged the HMD and hand pose tracking available
through today’s VR systems. However, this misses the nuances of facial expressions and
body poses. For activities carried out in a physical space, we use the Kinect’s 3D point cloud
as a proxy. However, this suffers from noise, depth shadows, and occlusions. Solutions such
as full-body tracking suits can go a long way in capturing data on human activity, but these
are also inconvenient and expensive. Recent works exploring tracking and reconstruction
of human activities through RGB cameras [25, 114] could prove valuable to the future of
Cross-Dimensional Media interfaces.

Information density versus Cognitive load

When interacting with Cross-Dimensional Media, a user has access to much more information
and UI when compared to just a video, such as different dimensional representations and
associated UI to browse through and interact with them. When not designed carefully, the
UI for these could bloat quickly and hamper the user experience. Therefore, depending upon
the nature of the collaboration task, one must carefully balance the trade-off between the
density of information presented to the users and the cognitive load required to perceive and
interact with this information. This balancing is usually done by identifying the minimum
information required for accomplishing a collaboration task’s goals, then designing the media
interactions around that.

Will there be asymmetric xspaces in the Metaverse future?

Cross-Dimensional Media interactions help bridge the gap in guidance and collaboration
across asymmetric xspaces. With the emergence of online virtual spaces such as Horizon
Workrooms and Mozilla Hubs, one may speculate a Metaverse future, where there is no
asymmetry; in which everyone uses Mixed Reality displays, operates in virtual worlds, per-
forms virtual tasks, and views all information in 3D. We believe that such a future is not
possible. There will always be tasks carried out in the physical world, where one may need
to collaborate with users over the internet. Similarly, 2D media and displays will continue to
play an active role in many tasks. As Buxton [23] states: “Everything is best for something
and worst for something else”. The new challenge is to figure out how these 3D virtual
worlds will interface with our 2D digital interfaces and 3D physical spaces. We hypothesize
that Interactive Cross-Dimensional Media will pave the way for this multiplicity.
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9.4 Extensions to the dissertation work

This section discusses ways in which the concepts, interfaces, and technologies presented in
this dissertation can be extended and improved.

Multi-user and Cross-device interactions

Two key properties of a Cross-Dimensional Medium are that - (1) it has different visual
representations of the same data and hence can be viewed using different interfaces, and
(2) it can meaningfully translate user interactions across these representations. The most
interesting of these interactions are those that go across dimensions, say from VR/AR inter-
faces to tablets/PCs and vice-versa. These inter-dimensional translations lend themselves
naturally to studying how Interactive Cross-Dimensional Media can play a role in facilitating
collaborative tasks that require the use of different devices. Such cross-device interactions
may be performed by multiple users or a single user who requires the data to be viewed
and interacted with, using different devices. A rich history of ongoing research has explored
cross-device interactions mostly in the context of 2D displays and touch surfaces. Some
such work include AirConstellations [116], SurfaceFleet [21], SymbiosisSketch [7], OmniDesk
[111], Micro-mobility and F-formations [115], Tablet-grasp + Micro-mobility [199]. Concepts
from these works need to be re-visited and explored in the context of Mixed Reality devices
and interactions. Some questions to ask are: Where and how could Mixed Reality devices aid
and enhance productive workflows today? How do we design facilitate seamless transition of
interactions from Mixed Reality interfaces to conventional interfaces? What types of infor-
mation needs to be shown using which interfaces? How do we design interfaces that do not
add to the cognitive load of the users?

Non-visual modalities of information presentation

As a natural extension to multi-user and cross-device interactions, it could be important to
think about What types of data need to be shared? and How will these data be shared across
devices?. Works in this dissertation focused on challenges that arise from collaboration where
the data is dominantly visual. For Cross-Dimensional Media, we relied on four streams of
data - RGB video frames, depth data corresponding to the frames, viewport in the physical
or virtual space from which the frame was rendered or seen, and finally, gestural or controller
actions made by a user.

Visual data is a major component of Mixed Reality systems, but it is just one of the many
types of data that users exchange. There are other modalities and types of information that
we have not explored, such as spatial audio, text, haptic, smell, etc. Across the dissertation,
we saw and addressed challenges in the visual modality. Similarly, these other types of
data and modalities will come with their own challenges that need to be considered and
addressed. Since each device may have varying computing and interaction capabilities, it is
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vital to consider the technological challenges surrounding capturing relevant data, sharing it
across devices, and establishing standards for it.

Scaling to large groups of users

This dissertation focuses on collaborative interactions that apply to small groups of users
as defined by Grudin [66]. The canonical CSCW matrix and the Extended Space-Time
matrix proposed by this work all assume this. These concepts, as well as the different Cross-
Dimensional Media interactions used in the systems of these users, do not scale to a large
number of users. Lee et al.’s Model of Coordinated Action (MoCA) [109] aims to address
larger communities of users. It might be a useful future work to extend MoCA for Mixed
Reality interactions. A first step might be to redefine “Dimension 2: Physical Distribution”
of MoCA with the notion of Extended Space.

With conventional desktop interactions, interaction techniques and methods exist to carry
out interactions at scale, such as chat polls and live sentiment analysis of text chats [102].
However, spatial interactions that can scale to many users are less studied. Interactions
used in this work, such as annotations, avatar embodiment, and laser pointers, would not
work when there are 100s of users. For example, in DreamStream, though the streaming
technology is scalable, having 100s of avatars in the scene would render the VR application
unusable. So it is crucial to ask the question: How do we consolidate and represent spatial
interactions of a large group of users who operate in Mixed Reality? Techniques from prior
work such as Spatial Dynamic Voting [57], Density Maps [144, 31], and Interactive spatial
visualizations [39] could be extended to aid with such scalable interactions with users of
Mixed Reality environments.

Intelligent and Adaptive User Interfaces

The Interactive Cross-Dimensional Media implemented by systems in this dissertation do
not implement any smart and live adaptions to a user’s actions. Through our experience
working with these systems, we note a couple of avenues where this could be useful.

Context-aware annotations

Annotation interactions were an important part of the Cross-Dimensional Media imple-
mented in Loki (Chapter 5) and TransceiVR (Chapter 7). In these systems, annotations
made over a specific visual representation were meaningfully translated to other representa-
tions. However, these translations were made purely based on geometric relationships and
transforms. In TransceiVR, this was done by translating the 2D coordinates of the annota-
tions from the tablet screen space to the 3D coordinates of the VR scene. There are different
ways to map gestures on a 2D screen to a 3D space [134], and in TransceiVR, we used the
median depth plane approach. In this, the annotations were placed on a plane parallel to
the plane of the 2D viewport and placed at the median depth of the region enclosed by the
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annotation. In Loki, annotations made over a point cloud representation were mapped to
the physical space through appropriate Translation, Rotation, and Scale matrices.

These systems did not know the intent of these annotations and relied only on geometry.
This can fail in different scenarios. For instance, in TransceiVR, if one were to draw an
arrow to refer to an object, instead of anchoring the annotation to the object pointed to by
the arrow, the annotation would be naively projected into the scene. Similarly, if one were
to annotate to underline an object, the naive projection could lead to an incorrect result.
Moreover, these annotations are static, which means that if the scene changes, or the object
on which the annotation is made moves, then these annotations do not move along with
those objects.

In the future, it would be valuable to have systems that could interpret the intent of a
user’s annotations and embed them into the different visual representations in a context-
aware manner. This requires answering questions such as: What is the relationship between
the shape of an annotation and its intent? How would we need to adapt the annotations
based on changes in the physical or virtual? Can the users interact with the annotation
itself? Such questions have been explored in the context of 2D interfaces by systems such
as ChalkTalk [135] and RealitySketch [175]. It would be valuable to extend these to suit the
3D nature of Mixed Reality environments.

Reactive tutorials and active guidance

Both Loki and TutoriVR focus on delivering instructions for tasks. Loki allows for a learning
experience where the learner may be actively coached by the instructor because of their
ability to switch to different styles of instruction.

However, TutoriVR can only deliver passive instructions wherein the learners must browse
through the material themselves and learn it without additional support from the software.
This means there is no scaffolding, evaluation of progress, and active guidance. It may
be valuable to have systems that can actively guide and tutor the learner, using the data
available in the Cross-Dimensional Medium.

Both TutoriVR and Loki have access to all the actions of the instructor. Now consider a
hypothetical interface that allows a learner to choose a segment of the instructor’s recorded
instruction for learning which has a particular stroke of interest. A reactive tutorial system
[100] can extract the stroke data of the instructor from the medium and use it to actively
guide the learner to learn that stroke.

Interactive Cross-Dimensional Media has access to 3D data of the scene and the users’
controller pose and interaction data. In addition, it allows for the presentation of these data
in various visual representations. Thus, the media can naturally support the development
of systems that can provide learners with reactive tutorials and active guidance.
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Platform-level support

This dissertation contributes three systems - TutoriVR (Chapter 6), TransceiVR (Chapter
7) and DreamStream (Chapter 8) all of which implemented Interactive Cross-Dimensional
Media at a platform level. These systems needed to access 3D data related to the VR
scene and user interaction data. Additionally, these systems had to overlay interfaces and
information into a VR scene.

TutoriVR implicitly captured and presented the 3D scene data by presenting Stereo Feeds
like that of a 3D TV. In TransceiVR, we explicitly compute an approximate depth map of the
scene by applying computer vision techniques on the stereo feeds. Finally, in DreamStream,
we use sophisticated DLL injection techniques to obtain the exact depth buffer of the scene.

We leveraged platform-level APIs to access the VR user’s controller and HMD data, such
as its pose and button actions. However, a major caveat of these data is that they do not
track when users in the VR scene perform actions such as teleportation or change their
scaling. This is because these are application-level changes that are not passed on to the VR
platform.

For the rendering of content, TutoriVR and TransceiVR used platform-level graphic over-
lay methods. However, this renders only planar overlays at a specified 3D pose. Moreover,
these overlays do not respect the depth buffer of the scene and thus render over every other
element irrespective of the depth. In contrast, DreamStream can render 3D objects into
the scene that respect the scene depth. However, as before, this requires sophisticated DLL
injection techniques.

Our systems show the value of accessing the 3D data of the VR scene, information
regarding the scale and pose of the main camera rendering the VR scene, and the ability to
render dynamic 3D content. We hope that the software in the VR platforms of the future
will expose these data and interactions more readily for use by researchers and developers.

Opportunities with 3D data

The systems across this dissertation relied heavily on 3D data of VR scenes for providing
different kinds of visual representations.

Representation

For representing the 3D data, Loki, TransceiVR, and DreamStream used depth maps. Sec-
tion 8.3 notes its advantages. However, a consequence of using these depth maps is that it
leads to depth shadows. This is because a depth buffer is only a 3D representation of the
scene from the VR player’s point of view. As it is viewed from a perspective away from
the point of view, gaps and crevices begin to appear. In recent years, there are various
3D inpainting techniques [159]. Such works could be repurposed to solve the depth shadow
issues when using depth buffers.
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To mitigate these issues, it would be valuable to explore other ways in which 3D data
can be stored, e.g., layered mesh representations [20].

Transmission

Besides storage, it is also essential to ensure that the data can be compressed for reliable
transmission. This was a second source for the artifacts in the 3D reconstructions in our
systems. Today’s encoding-decoding techniques are not suited for depth data. Loki uses
lossless compression to achieve this. However the compression achieved is not much and is
feasible only for local networks today. In DreamStream, we use H.264 compression. However,
H.264 compression is optimized for preserving the visual look of images and not for the
structure of depth data. A key limitation of H.264 was that it uses only 8 bits per channel.
However, for efficient 3D reconstruction, one could require anywhere from 12-32 bits of
precision. We could overcome this by using other encoders that allow for higher bits per
channel, such as the HEVC. But this still optimizes for preserving information critical for
visual perception. An alternate approach is to leverage neural networks. In recent years,
neural networks have improved in accuracy and computational efficiency. Models such as
auto-encoders for encoding textures could be better than conventional encoders. An example
of this approach is the work by Habibian et al. [73]. Future work needs to explore how these
autoencoders can be tweaked to suit the needs of depth buffers as opposed to images.

9.5 Summary

This dissertation explored the challenges users of Mixed Reality interfaces face when they
want to spectate, guide, and collaborate with other users. We show that the current tech-
niques to analyze computer-supported cooperative work falls short for Mixed Reality interac-
tions because they have rigid definitions of a workspace that is informed by the characteristics
of a Physical Space. To address this, we propose the concept of an Extended Space (xspace),
which redefines the notion of a workspace by taking into consideration the task-relevant
physical as well as the virtual elements of the spaces that users operate in. Using this,
we define an Extended Space-Time matrix that introduces the concept of users being in
symmetric or asymmetric xspaces. When users operate in asymmetric xspaces, there exist
barriers to effective communication and collaboration. To mitigate these barriers, we propose
Interactive Cross-Dimensional Media (XD Media), which are novel media and associated in-
teraction techniques that allow users to carry out spatial, temporal, and dimensional-detail
explorations of information of interest. Using these concepts, we analyze challenges in four
scenarios where users guide and collaborate using Mixed Reality interfaces - (1) Remote
instruction of physical tasks, (2) Asynchronous video-based instruction for VR design tasks,
(3) Synchronous video-based collaboration for VR tasks and (4) Synchronous and interac-
tive spectating for VR tasks. For each scenario, we build systems that leverage Interactive
Cross-Dimensional Media to address challenges and present their evaluations.



146

Bibliography

[1] Matt Adcock and Chris Gunn. “Annotating with ’Sticky’ Light for Remote Guid-
ance”. In: ACM SIGGRAPH ASIA 2010 Posters. SA ’10. Seoul, Republic of Korea:
ACM, 2010, 62:1–62:1. isbn: 978-1-4503-0524-2. doi: 10.1145/1900354.1900423.
url: http://doi.acm.org/10.1145/1900354.1900423.

[2] Leila Alem and Jane Li. “A Study of Gestures in a Video-mediated Collaborative
Assembly Task”. In: Adv. in Hum.-Comp. Int. 2011 (Jan. 2011), 1:1–1:7. issn: 1687-
5893. doi: 10.1155/2011/987830. url: http://dx.doi.org/10.1155/2011/
987830.

[3] Fraser Anderson et al. “YouMove: Enhancing Movement Training with an Augmented
Reality Mirror”. In: Proceedings of the 26th Annual ACM Symposium on User Inter-
face Software and Technology. UIST ’13. St. Andrews, Scotland, United Kingdom:
Association for Computing Machinery, 2013, pp. 311–320. isbn: 9781450322683. doi:
10.1145/2501988.2502045. url: https://doi-org.libproxy.berkeley.edu/10.
1145/2501988.2502045.

[4] JH Erik Andriessen. Working with groupware: understanding and evaluating collabo-
ration technology. Springer Science & Business Media, 2012.

[5] Jerome Ardouin et al. “Design and evaluation of methods to prevent frame cancella-
tion in real-time stereoscopic rendering”. In: 2011 IEEE Symposium on 3D User In-
terfaces (3DUI). IEEE, Mar. 2011, pp. 95–98. isbn: 978-1-4577-0063-7. doi: 10.1109/
3DUI.2011.5759223. url: http://ieeexplore.ieee.org/document/5759223/.

[6] Rahul Arora et al. “Experimental Evaluation of Sketching on Surfaces in VR”. In:
Proceedings of the 2017 CHI Conference on Human Factors in Computing Systems.
CHI ’17. Denver, Colorado, USA: ACM, 2017, pp. 5643–5654. isbn: 978-1-4503-4655-
9. doi: 10.1145/3025453.3025474. url: http://doi.acm.org/10.1145/3025453.
3025474.

[7] Rahul Arora et al. “SymbiosisSketch: Combining 2D & 3D Sketching for Designing
Detailed 3D Objects in Situ”. In: Proceedings of the 2018 CHI Conference on Human
Factors in Computing Systems. CHI ’18. Montreal QC, Canada: ACM, 2018, 185:1–
185:15. isbn: 978-1-4503-5620-6. doi: 10.1145/3173574.3173759. url: http://
doi.acm.org/10.1145/3173574.3173759.

https://doi.org/10.1145/1900354.1900423
http://doi.acm.org/10.1145/1900354.1900423
https://doi.org/10.1155/2011/987830
http://dx.doi.org/10.1155/2011/987830
http://dx.doi.org/10.1155/2011/987830
https://doi.org/10.1145/2501988.2502045
https://doi-org.libproxy.berkeley.edu/10.1145/2501988.2502045
https://doi-org.libproxy.berkeley.edu/10.1145/2501988.2502045
https://doi.org/10.1109/3DUI.2011.5759223
https://doi.org/10.1109/3DUI.2011.5759223
http://ieeexplore.ieee.org/document/5759223/
https://doi.org/10.1145/3025453.3025474
http://doi.acm.org/10.1145/3025453.3025474
http://doi.acm.org/10.1145/3025453.3025474
https://doi.org/10.1145/3173574.3173759
http://doi.acm.org/10.1145/3173574.3173759
http://doi.acm.org/10.1145/3173574.3173759


BIBLIOGRAPHY 147

[8] Nikola Banovic et al. “Waken: Reverse Engineering Usage Information and Interface
Structure from Software Videos”. In: Proceedings of the 25th Annual ACM Symposium
on User Interface Software and Technology. UIST ’12. Cambridge, Massachusetts,
USA: ACM, 2012, pp. 83–92. isbn: 978-1-4503-1580-7. doi: 10 . 1145 / 2380116 .
2380129. url: http://doi.acm.org/10.1145/2380116.2380129.

[9] Mayra D Barrera Machuca et al. “Multiplanes: Assisted freehand VR drawing”. In:
Adjunct Publication of the 30th Annual ACM Symposium on User Interface Software
and Technology - UIST ’17. New York, New York, USA: ACM Press, 2017, pp. 1–
3. isbn: 9781450354196. doi: 10.1145/3131785.3131794. url: https://www.
scopus.com/inward/record.uri?eid=2-s2.0-85041377794%7B%5C&%7Ddoi=10.

1145%7B%5C%%7D2F3131785.3131794%7B%5C&%7DpartnerID=40%7B%5C&%7Dmd5=

a1405e893abaa7d58a85c81f9d4914c1%20http://dl.acm.org/citation.cfm?

doid=3131785.3131794.

[10] Patrick Baudisch, Nathaniel Good, and Paul Stewart. “Focus plus Context Screens:
Combining Display Technology with Visualization Techniques”. In: Proceedings of
the 14th Annual ACM Symposium on User Interface Software and Technology. UIST
’01. Orlando, Florida: Association for Computing Machinery, 2001, pp. 31–40. isbn:
158113438X. doi: 10.1145/502348.502354. url: https://doi.org/10.1145/
502348.502354.

[11] Steve Benford et al. “Embodiments, avatars, clones and agents for multi-user, multi-
sensory virtual worlds”. In: Multimedia Systems 5.2 (1997), pp. 93–104.

[12] Steve Benford et al. “Supporting cooperative work in virtual environments”. In: The
Computer Journal 37.8 (1994), pp. 653–668.

[13] Steve Benford et al. “Three Dimensional Visualization of the World Wide Web”.
In: ACM Comput. Surv. 31.4es (Dec. 1999), 25–es. issn: 0360-0300. doi: 10.1145/
345966.346021. url: https://doi.org/10.1145/345966.346021.

[14] Oliver Bimber and Ramesh Raskar. Spatial Augmented Reality: Merging Real and
Virtual Worlds. Natick, MA, USA: A. K. Peters, Ltd., 2005. isbn: 1568812302.

[15] Black Hat Cooperative Game. 2016. url: https://www.teamfuturegames.com/.

[16] Sanne MBI Botden et al. “ProMIS augmented reality training of laparoscopic proce-
dures face validity”. In: Simulation in healthcare 3.2 (2008), pp. 97–102.

[17] Bots with Blocks Challenge. 2019. url: https://medium.com/@JarlanPerez/bots-
with-blocks-challenge-50f3e1dde810.

[18] John Brooke et al. “SUS-A quick and dirty usability scale”. In: Usability evaluation
in industry 189.194 (1996), pp. 4–7.

[19] Thomas Brox et al. “High Accuracy Optical Flow Estimation Based on a Theory
for Warping”. In: Computer Vision - ECCV 2004. Ed. by Tomás Pajdla and Jǐŕı
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Live-Streams with Enhanced Communication Channels: A Case Study”. In: Proceed-
ings of the 2017 CHI Conference on Human Factors in Computing Systems. CHI
’17. Denver, Colorado, USA: ACM, 2017, pp. 1571–1576. isbn: 978-1-4503-4655-9.
doi: 10.1145/3025453.3025708. url: http://doi.acm.org/10.1145/3025453.
3025708.

[111] Zhen Li et al. “SMAC: A Simplified Model of Attention and Capture in Multi-Device
Desk-Centric Environments”. In: Proc. ACM Hum.-Comput. Interact. 3.EICS (June
2019). doi: 10.1145/3300961. url: https://doi.org/10.1145/3300961.

[112] David Lindlbauer and Andy D. Wilson. “Remixed Reality: Manipulating Space and
Time in Augmented Reality”. In: Proceedings of the 2018 CHI Conference on Hu-
man Factors in Computing Systems. CHI ’18. Montreal QC, Canada: Association for
Computing Machinery, 2018, pp. 1–13. isbn: 9781450356206. doi: 10.1145/3173574.
3173703. url: https://doi.org/10.1145/3173574.3173703.

[113] Haohua Lyu et al. “WebTransceiVR: Asymmetrical Communication Between Multiple
VR and Non-VR Users Online”. In: CHI Conference on Human Factors in Computing
Systems Extended Abstracts. 2022, pp. 1–7.

[114] Shugao Ma et al. “Pixel Codec Avatars”. In: Proceedings of the IEEE/CVF Confer-
ence on Computer Vision and Pattern Recognition. 2021, pp. 64–73.

[115] Nicolai Marquardt, Ken Hinckley, and Saul Greenberg. “Cross-Device Interaction via
Micro-Mobility and f-Formations”. In: Proceedings of the 25th Annual ACM Sympo-
sium on User Interface Software and Technology. UIST ’12. Cambridge, Massachusetts,
USA: Association for Computing Machinery, 2012, pp. 13–22. isbn: 9781450315807.
doi: 10.1145/2380116.2380121. url: https://doi.org/10.1145/2380116.
2380121.

[116] Nicolai Marquardt et al. “AirConstellations: In-Air Device Formations for Cross-
Device Interaction via Multiple Spatially-Aware Armatures”. In: The 34th Annual
ACM Symposium on User Interface Software and Technology. UIST ’21. Virtual
Event, USA: Association for Computing Machinery, 2021, pp. 1252–1268. isbn: 9781450386357.
doi: 10.1145/3472749.3474820. url: https://doi.org/10.1145/3472749.
3474820.

[117] Sebastian Marwecki et al. “VirtualSpace - Overloading Physical Space with Multiple
Virtual Reality Users”. In: Proceedings of the 2018 CHI Conference on Human Factors
in Computing Systems. CHI ’18. Montreal QC, Canada: ACM, 2018, 241:1–241:10.
isbn: 978-1-4503-5620-6. doi: 10.1145/3173574.3173815. url: http://doi.acm.
org/10.1145/3173574.3173815.

https://doi.org/10.1145/2675133.2675161
https://doi.org/10.1145/2675133.2675161
https://doi.org/10.1145/3025453.3025708
http://doi.acm.org/10.1145/3025453.3025708
http://doi.acm.org/10.1145/3025453.3025708
https://doi.org/10.1145/3300961
https://doi.org/10.1145/3300961
https://doi.org/10.1145/3173574.3173703
https://doi.org/10.1145/3173574.3173703
https://doi.org/10.1145/3173574.3173703
https://doi.org/10.1145/2380116.2380121
https://doi.org/10.1145/2380116.2380121
https://doi.org/10.1145/2380116.2380121
https://doi.org/10.1145/3472749.3474820
https://doi.org/10.1145/3472749.3474820
https://doi.org/10.1145/3472749.3474820
https://doi.org/10.1145/3173574.3173815
http://doi.acm.org/10.1145/3173574.3173815
http://doi.acm.org/10.1145/3173574.3173815


BIBLIOGRAPHY 158

[118] Justin Matejka, Tovi Grossman, and George Fitzmaurice. “Ambient Help”. In: Pro-
ceedings of the 2011 annual conference on Human factors in computing systems - CHI
’11. New York, New York, USA: ACM Press, 2011, p. 2751. isbn: 9781450302289.
doi: 10.1145/1978942.1979349. url: http://dl.acm.org/citation.cfm?id=
1979349%20http://dl.acm.org/citation.cfm?doid=1978942.1979349.

[119] Michael Venturino Maxwell J. Wells. “Performance and head movements using a
helmet-mounted display with different sized fields-of-view”. In: Optical Engineering
29.8 (1990), pp. 870 - 877 –8. doi: 10.1117/12.55672. url: https://doi.org/10.
1117/12.55672.

[120] Microsoft Cloud. url: https://www.microsoft.com/he-il/enterprise/manufacturing.

[121] Helen C Miles et al. “A review of virtual environments for training in ball sports”.
In: Computers & Graphics 36.6 (2012), pp. 714–726.

[122] Paul Milgram et al. “Augmented reality: A class of displays on the reality-virtuality
continuum”. In: Telemanipulator and telepresence technologies. Vol. 2351. Interna-
tional Society for Optics and Photonics. 1995, pp. 282–292.

[123] Peter Mohr et al. “Retargeting Video Tutorials Showing Tools With Surface Con-
tact to Augmented Reality”. In: Proceedings of the 2017 CHI Conference on Human
Factors in Computing Systems - CHI ’17. New York, New York, USA: ACM Press,
2017, pp. 6547–6558. isbn: 9781450346559. doi: 10.1145/3025453.3025688. url:
http://dl.acm.org/citation.cfm?doid=3025453.3025688.

[124] Emerson Murphy-Hill et al. “How Do Users Discover New Tools in Software Devel-
opment and Beyond?” In: Comput. Supported Coop. Work 24.5 (Oct. 2015), pp. 389–
422. issn: 0925-9724. doi: 10.1007/s10606-015-9230-9. url: https://doi.org/
10.1007/s10606-015-9230-9.

[125] Brad A Myers et al. “Interacting at a Distance: Measuring the Performance of Laser
Pointers and Other Devices”. In: Proceedings of the SIGCHI conference on Human
factors in computing systems Changing our world, changing ourselves - CHI ’02.
4. New York, New York, USA: ACM Press, 2002, p. 33. isbn: 1581134533. doi:
10.1145/503376.503383. url: http://portal.acm.org/citation.cfm?doid=
503376.503383.

[126] Alok Mysore and Philip J. Guo. “Torta: Generating Mixed-Media GUI and Command-
Line App Tutorials Using Operating-System-Wide Activity Tracing”. In: Proceedings
of the 30th Annual ACM Symposium on User Interface Software and Technology.
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