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Abstract

Spectral Purification Techniques for Clock Generation Circuits

by

Yi-An Li

Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Ali M. Niknejad, Chair

Clock generation circuits are essential building blocks that need to provide precision
timing and frequency references for the whole system. Spur and phase noise are two of
the most critical impairments of clock spectral purity that ultimately limit the performance
of a communication system such as spectral emission, error-vector-magnitude (EVM) for
transmitters and the blocker tolerance for receivers. Therefore, it would be worthwhile to
develop a post-processing module cascaded after the clock source and perform the spectral
purification to recover and even boost the performance.

Two techniques for spur and phase noise cancellation have been proposed. With analog-
signal-processing by delay lines we can synthesis the desired shape of the transfer function for
spectral filtering, such as notches to reject far-out spurs, and high-pass filtering to suppress
close-in phase noise. A fully integrated design achieves a measured spur cancellation of 15dB
at 250MHz and 750MHz offset as well as phase noise cancellation from 4MHz to 200MHz
offset with maximum 25-dB cancellation depth for a 1-GHz clock. The proposed ideas have
been verified through a fabricated 65-nm CMOS prototype with power consumption of 11mW
from a supply voltage of 1.2V.

Furthermore, we will demonstrate a novel clock multiplier architecture that achieves
low jitter and also insensitive to frequency drift without a continuous frequency tracking
loop (FTL). With the proposed digital spur calibration techniques, the spurs can be effec-
tively suppressed down to −50.9dBc. Fabricated in 28-nm CMOS technology, this prototype
presents an integrated jitter of 138fsrms while consuming only 6.5mW from a 1-V/0.8-V
supplies and achieving −249dB FoM. A detailed study on the mechanisms of jitter perfor-
mance affected by frequency drift is included, which provides a theoretical justification to
the approach. Also, the time domain/frequency domain analysis on digital spur calibra-
tion are discussed as well. Finally, an improved version with lower power consumption and
generalized multiplication ratio is also realized in a test chip in 28-nm CMOS technology.
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Chapter 1

INTRODUCTION

Clock generation circuits are essential building blocks that needs to provide precision
timing and frequency references for both wireline and wireless transceiver as shown in Fig.
1.1. A wireline transceiver needs to sample the data stream at the correct time, such precision
time stamps necessitate a low variance on each clock edge such that the data is not corrupted
by the data from pre-cursor or post-cursor. On the other hand, what a wireless transceiver
does is basically to down- or up-convert the data stream from/to the right frequency carriers,
such precision carriers necessitates low variances on frequencies such that the data is not
interrupt by the data from adjacent channels.

1.1 Spectral Purity

To qualify how good a clock is, we typically rely on analyzing its spectrum. Fig. 1.2
[3] show the clock spectrum of an ideal and a real one. Ideally, the clock spectrum should
consist of only a pure single tone (or only comes with its harmonics), which will looked like
a delta function in spectrum. In reality, however, the clock is corrupted by both flicker and
thermal noise that results in a skirt-like phase noise and by interference causing spurious
tones around it. Fig. 1.3(a) [4] shows the phase change due to a perturbation impulse, we
can see that the phase changes indefinitely due to this perturbation, which corresponding
to a impulse response of φout(t) = u(t) ∗ δ(t). By Laplace transform [7], we know that u(t)
corresponds to 1/s in frequency domain. Therefore, when a white noise (comes from either
the circuit itself or from electric/magnetic coupling) is injected into an oscillator, it will result
in a phase noise spectrum with a shape of 1/ω2 (i.e. “skirt” shape) as shown in Fig. 1.3(b).
By the same token, when an flicker noise (i.e with a power spectrum density proportional to
1/f) is injected , the spectrum will show up with a more steep slope of 1/f 3 in close-in part
(Fig. 1.3(b)).

Here, we can take a deeper look on how the phase noise and spur affect the performance
of wireless transceiver. Fig. 1.4 depicts how phase noise impacts the signal quality. By
comparing the modulation constellation without and with phase noise, we can see that the
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Figure 1.1: Clock generation circuits in (a) wireline, and (b) wireless transceivers [1][2].
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Figure 1.2: The clock spectrum of an ideal and real one [3].

Figure 1.3: (a) Phase response by a perturbation impulse, and (b) typical phase noise profile
[4].

phase noise rotates the constellations around since it causes phase uncertainties. As a result,
the constellations deviate from their ideal positions with a much worse error vector magnitude
(EVM) and therefore much worse signal quality. The spur can also be problematic. At
transmit side as shown in Fig. 1.5(a), the spurs serve as parasitic carriers that results in
unwanted signal leakages to other channels and violates the emission mask. At receive side,
these parasitic carriers also down-converts the adjacent blockers to in-band and overwhelms
the relatively faint wanted signal. Note that, same phenomenons shown in Fig. 1.5 also
applies to phase noise, since we can treat the phase noise as a continuous of spurs.

The cases above are just two of the most notorious cases that illustrate how the bad
spectral purity hits the system, there are actually even more and not covered here. Never-
theless, we can still see that the spectral purity of the clock source is crucial to the overall
performance and worthy for investigation on spectral purification techniques.
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Figure 1.4: Modulation constellations without (left) and with (right) phase noise [5].

1.2 Exploration Topics and Thesis Organization

In this thesis, we will go through three major exploration topics:

1. The first topic is a study of the delay-line-based spur and phase noise cancellation
techniques. Here, the goal is the build a post-process module that can be cascaded
after the clock source to do the spectral purification. In this study, we try to using
the delay lines with feed-forward path to synthesis the “desired shape” of the phase
transfer function, such as notches and high-pass filtering. We also verified these ideas
through a test chip with the measurement result. The results is published in [8].

2. The second exploration is a little bit different. Here, we try a proposed novel clock
multiplier that achieves excellent and robust jitter but with substantial spur level. In
this chapter, we will first have a brief review on state-of-the-art clock multiplier archi-
tectures and we study on the mechanism on phase noise degradation by frequency drift.
And then, we propose a novel digital spur calibration techniques that can effectively
suppress the spurs down. The new clock multiplier and the spur calibration ideas that
achieve low jitter and low spur are both silicon verified and published in [9].

3. And finally, an improved version of the the clock multiplier is presented. Here, we
further improve its power efficiency with smarter architecture planning, refine the LMS
algorithm with lower residual spur level and also further generalize its multiplication
ratio (N) to higher N and fractional-N . The ideas are also implemented into a test
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Figure 1.5: The issues caused by spurs on (a) transmitter, and (b) receiver [6].

chip. However, due to the COIVD-19 and the limited access to the lab, we only have
simulation results by the time of this thesis is written. Nevertheless, we can still finish
the measurements and hopefully publish the materials in the future.
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Chapter 2

On-chip Phase Noise Cancellation
Techniques

2.1 Motivations

Spur and phase noise are two of the most critical specifications that can ultimately
limit the performance of communication system. For example, spurs resulting from device
mismatches in the LO generation circuit could cause a transmitter to fail its spectral mask
requirement. On the receiver side, blocker induced reciprocal mixing of phase noise is the
ultimate sensitivity limit, even for a perfectly linear receive chain. As a result, we tend to
spare more power budget on clock sources to meet the worse case corners and scenarios,
which might, in fact, rarely happen. Therefore, it would be beneficial to have a post-process
module cascaded after the clock source and turned active only when needed. Our goals are
to generate notches against far-out spurs, and to produce high-pass filtering on the phase

Figure 2.1: Spur and phase noise cancellation goals.
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Figure 2.2: Delay-and-interpolate spur cancellation technique.

noise of the clock to suppress close-in phase noise, as conceptually shown in Fig. 2.1. In this
way, we can relax the specifications of the clock source and achieve lower power design to
potentially extend battery life considerably.

2.2 Proposed Idea

Spur Cancellation

To simplify illustrations, we can first consider a special case that a clock has spurs with
offset frequency of half carrier frequency, as shown in Fig. 2.2. The spurs affect the clock
by fluctuating clock edges periodically. Thus, if we can delay this clock by half of the jitter
period (i.e. one clock period in this case), and interpolate it with the original clock, then
the periodic jitter can be cancelled out. Such an operation in the time domain is an average
on the past and present phase, which can be described in frequency domain as

Φout =
|Φin(s)(1 + e−sT )|

2
= |Φin(s) · cosπfT |, (2.1)

where Φin(s) is the input phase noise and T is the delay time. We notice that this transfer
function create notches at the offset frequencies of 1/2T , 3/2T . . . , etc. By programming the
time delay, we can line up the notch frequencies on top of the spurs to reject them. Note
that such rejection not only applies to spurs, but also applies to phase noise.
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Figure 2.3: Evolutions of phase noise cancellation architecture: (a) basic design (b) with
DLL to avoid VC from saturating, and (c) using series C1 and C2 to break the trade-off on
loop capacitance value selection.

Although it is possible to push the notches into low offset frequency with large delay, for
close-in phase noise cancellation, the notch bandwidth (which is proportional to 1/T ) shrinks
and therefore has little impact on the integrated phase noise. In addition, the noise accumu-
lated by the long delay line also limits the notch depth. Nevertheless, it is still effective for
far-out spurs that only require short delay. The issues above can be circumvented if we can
change 1 + e−sT into 1 − e−sT . In this way, the transfer function becomes | sin πfT |, which
has its first notch locating at dc and is more suitable for close-in phase noise cancellation.
To realize such a transfer function, we will introduce a delay line discriminator method in
next section.

Phase Noise Cancellation

In order to perform phase noise cancellation, the first step is to extract the phase noise
information from the clock source, and then apply it back to the original clock with opposite
polarity [10]. The delay line discriminator is a good candidate to serve this function and is
used widely in spectrum analyzers with high sensitivity for phase noise measurement [11].
When a clock, cos(ωt+φin(t)), passes through a delay line of delay T1, a frequency dependent
phase shift is then applied on its spectrum. By comparing the phase difference between the
two ends of delay line, the resulting signal at the output of the phase detector (PD) is given
by

∆ΦPD(s) = Φin(s)(1− e−sT1) ≈ Φin(s)sT1 (2.2)
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This signal is a differentiated version of input phase information and is down-converted
into baseband. We can then recover such a signal by an integrator and then feed-forward it
to modulate a voltage control delay line (VCDL) where the same clock is passing through.
In this way, the baseband phase noise information can be up-converted back to the clock
frequency to cancel out the original phase noise. The operations above can be realized in
a simplified circuit shown in Fig. 2.3(a), which incorporates a VCDL and a PD for phase
comparison, a charge pump (CP), a capacitor as an integrator, and another VCDL at the
output for phase noise cancellation. In this circuit, the output phase noise can be expressed
as

|Φout(s)| ≈ | − Φin(s)sT1
KpKd

sC
+ Φin(s)e−sT2)|, (2.3)

where Kp, T2, and Kd are the gain of PD/CP, the delay of VCDL2, and the gain of VCDL2,
respectively. When the cancellation condition

T1KpKd/C = 1 (2.4)

is met, it can be further reduced to

|Φout(s)| ≈ |Φin(s)(1− e−sT2)| = |Φin(s) · 2 sin(πfT2)| (2.5)

In this way, the close-in phase noise can be cancelled out largely by the high-pass filtering
on original phase noise. Note that, although (2.2) and (2.5) have the same form, they are
totally different, since the signal in (2.2) is at the baseband, whereas the signal in (2.5) is at
clock frequency.

2.3 Non-ideality Considerations

Although the result in (2.5) looks promising theoretically, there are some possible issues
in circuit realization. Therefore, it is worthwhile to analyse how they impact the performance
and how to work around them.

Mismatch

First, since we perform the cancellation in the analog domain, the cancellation depends
on the device matching and would be limited by mismatches and variations over process,
voltage, and temperature (PVT) variations. Therefore, the variations from T1,Kp,Kd, and
C will make (2.4) becomes
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Figure 2.4: Phase noise transfer function with non-ideal effects took into account.

T1KpKd/C = 1 + ε (2.6)

and (2.5) becomes

|Φout(s)| ≈ |Φin(s)| · |ε+ 2 sin(πfT2)| (2.7)

, where ε is the mismatch (between T1KpKd/C and 1) due to the device variations and it will
limit the cancellation depth to only 20 log(|ε|). Fortunately, for >20dB cancellation depth
(Fig. 2.4), ε only needs to be controlled within 10%, which is not difficult to achieve with
careful design and layout. Furthermore, calibration knobs can be added, if needed, to track
over PVT.
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DC Balancing Loop

Second, due to the nature of integrator, any small constant phase offset will finally pump
the control voltage (VC) into saturation. Since we already have PD, CP, and VCDL, we
can mitigate this issue by looping them into a delay-locked loop (DLL), as shown in Fig.
2.5(b), such that VC would settle to a proper voltage level by the feedback and make T1 to
be well-defined by the loop. Rather than introduce another CP and variable-gain amplifier
(VGA) [12] for the dc balancing loop, this sharing method shows zero power and minimum
area penalty.

It is worth taking a closer look on the transfer function of a DLL:

∣∣∣∣∣ΦDLL,out(s)

Φin(s)

∣∣∣∣∣ =
1 +

s

ωDLL

· e−sT1

1 +
s

ωDLL

≈

{
1 , ω � ωDLL

e−sT1 , ω � ωDLL

(2.8)

, where ΦDLL,out(s) is the phase at the output of the delay line (VCDL1 in Fig. 2.3),
and ωDLL is loop bandwidth of the DLL. At the frequency much lower than ωDLL, (2.8)
becomes almost 1, since the DLL locks the output phase to match the input. On the other
hand, at the frequency much higher than ωDLL, (2.8) becomes e−sT1 , which degenerates
to simply a delay line without being affected by the loop. To our circuit, according to
(2.8), the DLL wipes out low frequency phase information within its bandwidth ωDLL (since
∆φ = φDLL,out − φin = 0) and makes the phase noise cancellation at low offset frequency
malfunction, as can be shown by the green curve in Fig. 2.4. Such an impact might be less
critical within a PLL, where the close-in phase noise will be cleaned by the phase noise of
external reference clock. Nevertheless, we still prefer to keep the DLL bandwidth as small
as possible in this design.

2.4 Circuit Implementation

According to the analysis above, we have to meet the cancellation condition and to keep
low DLL bandwidth simultaneously. However, it would lead to a trade-off on capacitance
value. To break this trade-off, we proposed a new loop filter composed of series capacitors
C1 and C2, shown in Fig. 2.3(c). In this way, the DLL loop sees a large C2 to achieve
small bandwidth, and the feed forward path sees a capacitance of C1C2/(C1 + C2) that can
still meet the cancellation conditions by this extra freedom. Also, in order to define the dc
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Figure 2.5: Overall architecture and testing setup.
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Figure 2.6: Test chip micrograph.

voltage and compensate any possible leakage with minimum effect on the transfer function,
a tune-able large resistor R1 (from 100k to 1MΩ) is connected in shunt with C1.

The final architecture is shown in Fig. 2.5, which combines both spur and phase noise
cancellation techniques with a shared delay line. The phase interpolator (PI) for spur can-
cellation can be easily implemented by directly shorting the two inverters’ outputs that are
driven by the clocks to be interpolated, since the DLL has aligned them nominally. Note
that in this test chip, the output of the two techniques are separated for testing purpose,
and can be implemented in cascade by feeding Vout1 into the input of VCDL2. The delay
line of VCDL1 can cover the delay range from 1.25nsec to 2.75nsec by 6-bit capacitor banks
switching and ± 70psec by varactor tuning. To minimize possible leakage on the internal
node between C1 and C2, we use thick oxide varactor in VCDL1. The resulting low tuning
sensitivity is not an issue, since small varactor gain is desired to minimize DLL bandwidth.
The output VCDL2 is also made of the inverter chain loaded by normal varactors, but with
opposite varactor polarity and much larger tuning gain to achieve cancellation. In addition
to DLL bandwidth, the output resistance of CP also limit the cancellation at low offset
frequency. Therefore, long channels are selected for the M1/M2 in CP to keep high output
resistance, and M3/M4 are added to help driving the extra capacitance loading (Fig. 2.5).
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Figure 2.7: Phase noise is cancelled from 4MHz to 200MHz offset with maximum cancellation
of 25dB on a 1-GHz clock.

2.5 Experimental Results

This chip has been fabricated in 65nm CMOS technology, which occupies 0.3× 0.25mm2

core area (Fig. 2.6). The circuit consumes a total power of 11mW, of which 5mW dissipates
in the delay line, 2mW in the PD/CP, and 4mW in the output VCDL. Fig. 2.5 shows the
measurement setup. The spur and white noise waveforms are generated externally by 33600A
waveform generator and then modulate the control line of a 1-GHz testing voltage-controlled
oscillator (VCO) on the chip to mimic a low power VCO with relaxed performance. The
phase noise cancellation with delay-line-discriminator method is demonstrated in Fig. 2.7.
The cancellation applies from 4MHz to 200MHz offset frequency 1and achieves a maximum
of 25dB cancellation at 40MHz offset frequency. Moreover, the delay-and-interpolate method
for spur cancellation is also verified. Fig. 2.8 shows the results of spur cancellation. In this
design, the delay line is set to be 2nsec, which generates notches at 250MHz (1/2T1) and
750MHz (3/2T1) offset frequency. The spurs at those two offset frequencies can be rejected
by 15dB (from −56 to −71dBc). Such rejections also apply to phase noise. To facilitate the

1Note that the lower bound frequency should have achieved to ωDLL ≈100kHz as mentioned, but the
charge-pump output resistance (RCP of 2kΩ) also limits it. Since RCP makes the integrator to be lossy, and
degrades to lower frequency cancellation to 4MHz. On the other hand, the upper bound frequency (200MHz)
is limited by 1/2T1, since the approximation in (2.2) is longer hold beyond 200MHz.
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Figure 2.8: Far-out spurs at 250MHz and 750MHz offset frequencies can be cancelled up
to 15dB by the notches (top figure). And far-out noise can also be attenuated by notches
(bottom figure).
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Table 2.1: Performance summary.

observation at high offset frequencies, we use external clock with broadband noise as testing
clock instead of on-chip VCO. As shown in Fig. 2.8, two notches at 250MHz and 750MHz
are clearly shown on phase noise plot after applying the technique. Table 2.5 summarizes
and compares our work with recent publications [12–15].
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Chapter 3

A PVT-Insensitive and Low-Jitter
Clock Multiplier with Digital Spur
Calibration

3.1 Introduction

A clock multiplication circuit is an essential part of high speed communication systems,
that provides desire clock frequencies for the whole system from an external low frequency
reference clock. A phase-locked loop (PLL) is one of the most commonly used architecture to
achieve such task. Typically, a higher jitter tracking bandwidth (ωj) of a PLL is desired, since
it helps high-pass filtering out the phase noise from an local oscillator, which is typically noisy
due to limited on-chip quality factor(Q) and power budget. Indeed, higher ωj also allows in
more phase noise from the reference clock, but it is typically not a problem, since we tend to
use a clean clock source (such as crystal oscillators) as the a reference clock. However, due
to the loop stability limitation, there is an upper limit on ωj to about 1/10 of the reference
clock frequency, which is well known as Gardner’s limit [16].

As a result, people switch to other architectures that is free from this bandwidth limi-
tation. Among them, the most popular one is an injection-locked clock multiplier (ILCM)
[17–24] , which achieves much wider ωj (without stability concern on the explicit loop) and
demonstrates the potential of low jitter with a simpler circuit architecture over traditional
PLLs, as shown in Fig. 3.1(a) [17]. Furthermore, the virtue of wide ωj enables ring oscil-
lators in low-jitter application with much lower silicon cost. However, one major issue of
ILCM is the robustness. Since the excellent jitter performance can be achieved only when
the oscillator’s natural frequency matches the N -th harmonic of the injection frequency (i.e.
the reference clock frequency). The natural frequency of an oscillator is very sensitive to
process, supply voltage, and temperature (PVT) variations. As can be shown in the Fig.
3.1(b)(c), the jitter and phase noise raise considerably due to ωj shrinking when the natural
frequency drifts. To sustain a steady jitter performance over PVT variations, it is manda-
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Figure 3.1: (a)The simple architecture of an ILCM, and (b)(c) jitter and phase noise degra-
dation due to ωj shrink when the natural frequency drifts. [17]

tory to apply continuous frequency tracking loops (FTLs)[19–23] to pull the drift back as
discussed below.

Frequency Tacking Loops

The simplest way to do frequency tracking is to resort back to PLLs [19, 22, 23]. But the
issue of this approach is that there are two loops (one explicit loop form PLL for frequency
tracking, and one implicit loop of injection locking itself) operate concurrently that might
race with each other [19] in some scenarios and requires to maintain a certain phase between
injection and reference phases. This issue can be worked around by introducing a replica
VCO [25], but the mismatch between them is yet another issue. Another method introducing
a high resolution TDC [20] to measure the period difference of injected cycle and free-running
cycle to do frequency tracking, but the TDC is typically a “luxury” option due to its area and
power. To sum up, these innovations on FTLs did manage to align the natural frequencies
and keep the jitter low over PVT, but they also come with other side-effects and extra noise,
power, and design complexity penalty. Therefore, it would be attractive if we can figure out
a new architecture that is immune to frequency drift at the first place.
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Figure 3.2: Time, phasor, and PDR diagram of natural frequency aligned (∆f = 0) and
off-tune (∆f 6= 0) cases.

3.2 Phase Domain Response

Before diving into the circuit, it would be instructive to go through the analysis technique
called phase-domain response (PDR) [26, 27], which serves as a simple yet effective tool to
understand and analyze pulsed injection-locking. Here, we can take ILCM as an example on
how PDR analysis works. Fig. 3.2 shows the time domain waveform, phasor diagram, and
PDR plot of the two cases with natural frequency aligned (∆f = 0) and off-tune (∆f 6= 0).

First, we can see the phasor diagram in the middle, that shows the output clock before
and after injection pulse applies (i.e. CKout(t

−
inj) with black arrow and CKout(t

+
inj) with

blue arrow, respectively). By drawing the triangles, we can soon observe that the amount of
phase change (∆θ) is a function of initial phase error (θe, between CKout and CKinj). This
relation of ∆θ with respect to θe can be clearly represented in a PDR plot, as shown in the
right hand side of Fig. 3.2.

In Fig. 3.2, we can see that if the natural frequency of the oscillator matches N -th
harmonic of injection frequency, the phase of out clock will eventually align to injection
phase in steady state (θe,ss = 0). On the other hand, when frequency drifts (∆f 6= 0), the
phase error accumulates from each cycle up to θe,max until the next injection occurs, which
yields a non-zero θe,ss. These two cases corresponding to the two points marked on the PDR
shown in Fig.3.2 (black dot for ∆f = 0 ,and orange dot for ∆f 6= 0).

Here, we can decompose the total output phase as

θout(n) = θvco(n) + θ̂out(n− 1). (3.1)

, where θvco(n) is the instantaneous VCO phase and θ̂out(n) is the extra phase from last
injection. According to the PDR plot in Fig. 3.2, the phase correction ∆θ(n) = β · θe(n), or
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Figure 3.3: Jitter transfer of Sout/Sref (solid line) and Sout/Svco (dashed line) with different
β = 0.01, 0.5, and 1.

∆θ(n) = θ̂out(n)− θ̂out(n− 1) = β ·
{
N · θref (n)−

[
θvco(n) + θ̂out(n− 1)

]}
. (3.2)

By applying z-transform to (3.2), we can get

Θ̂out(z) =
− β

1 + (β − 1)z−1
Θvco(z) +

Nβ

1 + (β − 1)z−1
Θref (z). (3.3)

Therefore, by (3.1), (3.3) and then applying discrete-time to continuous-time conversion1 the
phase noise of the pulse injection locking can be expressed as [18]

1By setting z = e−jωT , and convolved by zero-order-hold which corresponding to multiplying
sin(ωT/2)

ωT/2 e−jωT/2 in frequency domain.
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Sout(jω) =

∣∣∣∣∣1− β

1 + (β − 1)e−jωT
sin(ωT/2)

ωT/2
e−jωT/2

∣∣∣∣∣
2

Svco(jω)

+

∣∣∣∣∣ Nβ

1 + (β − 1)e−jωT
sin(ωT/2)

ωT/2
e−jωT/2

∣∣∣∣∣
2

Sref (jω)

(3.4)

,where β is the slope of PDR, N is the multiplication ratio, T is the reference period,
Sout = |Θout|2 , Sref = |Θref |2 and Svco = |Θvco|2. Eq. (3.4) shows how the “implicit loop”
offers a low-pass jitter transfer on reference noise and high-pass jitter transfer on VCO noise
similar to a PLL. To better visualize (3.4), Fig. 3.3 illustrates the the jitter transfers of
Sout/Sref and Sout/Svco with different β. As we can see form it, the ωj is highly related
to the slope β, which can also be interpreted as “injection strength”. For maximum slope
(β = 1), each injection pulse fully corrects the the phase error (i.e. ∆θ = θe) and achieve the
widest ωj (green curves in Fig.3.3). On the other hand, when the slope close zero, it means
there will be almost no correction by the injection pulses and results in low ωj (red curves
in Fig.3.3).

With the understating on how the slope affects ωj, we can now move back to the PDR
plot in Fig. 3.2. The PDR of ILCM yields an S-shaped curve with a steepest slope around the
origin and a flattened slope as phase error increases. The black dot (i.e ∆f = 0) locates at
the origin with steepest slope and widest ωj, while the orange dot (i.e ∆f 6= 0) deviates from
the origin with less slope and smaller ωj. This explains why the phase degradation shown
in Fig. 3.1 since the natural frequency drifts leads to a non-zero θe,ss with less high-pass
rejection on VCO phase noise.

3.3 Proposed LC-Tank-Based Clock Multiplier

In this work, we propose an LC-tank-based clock multiplier (LCCM) that is inherently
insensitive to frequency drift. Fig. 3.4(a) shows a brief comparison between the ILCM and
LCCM. Both architectures utilize a pull-low switch for injection and an LC tank centered
around desired N -th harmonic of injection frequency, and the only difference is a negative
gm cell. As the waveform illustrates, the former sustains its oscillation by the negative gm
cell like an ordinary oscillator, whereas the latter relies purely on the injected energy and
oscillates with a damped envelope until the next injection pulse comes in. The damping of
LCCM makes it more faithfully track to the injected phase. We can see this from Fig. 3.4(a),
in ILCM, since there’s no damping, the magnitude of injection is less than ‖CKout(t

−
inj)‖,

when θe rotates from 0 to 2π (which are all the possible angles), there’s an limit on the range

of achievable phase correction (i.e. |∆θ| ≤ | sin−1(
‖Inj‖

‖CKout(t
−
inj)‖

)|). On the other hand, in
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Figure 3.4: (a) A comparison between ILCM and LCCM. (b) PDRs of them and how phase
noise is affected by PDR slope.

LCCM counterpart, since there’s a damping on the amplitude, before each injection instant,
the injection magnitude is larger than the residual swing (i.e. ‖CKout(t

−
inj)‖). Again, when

θe rotates from 0 to 2π, the achievable phase correction not only fully covers from 0 to 2π
but also tracks θe well (i.e. ∆θ ≈ θe), which explains why LCCM has an almost linear PDR
with the slope of about 1. As discussed in previous section, the dynamics of them can be
characterized by their PDRs. As shown in Fig. 3.4(b), the PDR of the ILCM yields an
S-shaped curve with a varying slope depends on the steady state phase error, while the PDR
of LCCM is close to a straight line and achieves a constant slope (and therefore a constant
jitter tacking bandwidth) regardless of which point it settles on the PDR due to freqency
drift. As a result, we only need to ensure the LC tank falls within a coarse frequency band
(that is (N − 1)finj < fLC < (N + 1)finj) rather than a precise frequency. In this way, we
can eliminate the continuous FTLs, since only a one-time initializing frequency calibration
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Figure 3.5: The schematic of the LC-tank based clock multiplier.

is sufficient.
Fig. 3.5 depicts the schematic of the LCCM, which consists of a pulse generator that

converts the input clock into a series of narrow pulses, an LC tank, a pull-low transistor,
and a limiting amplifier2 to restore the swing back to rail-to-rail. Due to the modest Q
of an on-chip tank, the envelope decay is significant and causes not only AM but also PM
spurs, due to AM-PM conversion through the non-linear capacitance. In addition, since the
injection only aligns the edges on every N cycle, the edges in between are unconstrained.
When the LC tank is off-tuned, the period of the last cycle must absorb the accumulated
phase error and also results in PM spurs (the same issue occurs with ILCMs shown in Fig.
3.2). Although the limiting amplifier helps to reject AM spurs, PM spurs still remain. This
motivates us to develop a spur calibration method in this work. Note that, although a
similar architecture of LCCM has been reported in [28], the solution to PM-spur issue is not
provided.

3.4 Digital Spur Calibration

The PM spur is caused by unequal period of the free running cycles. To eliminate these
spurs, we can actually equalize the periods by adjusting the each cycle through a controlled
delay line. Fig. 3.6 illustrates the high level idea of digital spur calibration. Here, we
cascade a digital-to-time converter (DTC) to offer the delay adjustments, and a rising edge
spur calibration block that monitors the clock edges and figures out the exact amount of
delay control code to DTC.

2The limiting amplifier is composed by an 5-stage single-ended inverter chain.
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Figure 3.6: Top level ideal of spur calibration.

Figure 3.7: (a) The schematic of LCCM, (b) spur calibration flow, and (c) the period distri-
bution before/after calibration.
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Figure 3.8: Proposed architecture of LCCM with digital spur calibration circuity.

The detailed algorithm inside the rising edge spur calibration block can be demonstrated
as follows (Fig. 3.7(b)). First, we delay the clock (CKLA) by one period nominally, such
that we can weigh adjacent periods by only comparing the edges between CKLA(t) and
CKLA(t − T ). In the example shown here, the period of the previous cycle (T0) is larger
than the present one (T1). Thus, after the comparison, we accelerate the upcoming “Edge-
1”, which in turn decreases T0 and increases T1 (i.e. equalizes T0 and T1). The same process
above applies to each cycle sequentially such that each cycle gets compared and equalized
to its neighbors. In steady-state, all periods are redistributed to Tinj/N , and the PM spurs
are removed.

Fig. 3.8 shows the overall circuit of the proposed calibration for N = 8 realized in this
work 3 which is sightly backed-off from the achievable on-chip Q of 12. First, the one-period

3The circuit is implemented as single-ended in this test chip, but it can be implemented as differential
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Figure 3.9: Modified falling edge generator with tunable duty cycle.

delay is ensured by a digital delay-locked loop (DLL). The adjacent period comparison is done
by a bang-bang phase detector reused from the DLL, and the compared result (ebb) is then
assigned sequentially to the accumulator bank which stores the delay coefficients (d0 ∼ d7)
for each edge. Finally, the output MUX picks up and forwards the delay coefficients to
a digital-to-time converter (DTC) to adjust the corresponding edges. Both the input and
output MUXes are controlled by a counter with an offset on their selection indices to match
the timing. The DTC-aligned edges flow back to the calibration block again and again, and
eventually settle to an equilibrium for each period. After calibration, the delay coefficients
are frozen and replayed to the DTC by the output MUX, while the DLL and input MUX
(gray-shaded blocks) are turned off to save power. Therefore, the quantization noise will
appear only as residual spurs without impacting the phase noise.

After the rising edges are corrected (i.e. green edges of CKcal), we can simply replicate
them into falling edges by a falling edge generator as shown in Fig. 3.8. The falling edge
generator ANDs the input clock with its inverted and delayed version. In this way, we can
get a clock with both equally-spaced rising and falling edges. The DTC is realized by two
inverters loaded by a 9-bit (with 5 thermometer-encoded MSB and 4 binary LSB) capacitor
bank for each and buffers for rise time recovery (Fig. 3.8). Note that the DTC’s linearity
is non-critical here as long as it is monotonic, since the non-linearity will be absorbed into
calibration coefficients. One remark is that that the duty cycle of CKout is not 50%. Although
not implement in this test chip, the duty cycle issue which can be easily fixed by the modified
version shown in Fig. 3.9. Just like the phase-frequency-detector (PFD) in PLL, the pulse
width of CKout is the delay between CKR and CKS. In the way, we can adjust the duty
cycle of CKout at will or even introduce a calibration loop, if necessary.

too.
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Figure 3.10: Instantaneous period over time with calibration loop running.

The calibration be can verified by monitoring the instantaneous periods of each cycle.
As shown in Fig. 3.10, there are large periodic jumps on the plot due to highly unequal
period distribution and causing spurs. As the calibration comes into play, the deviation
shrinks, and eventually settling to small noise-like toggles. The calibration coefficients are
also monitored. Fig. 3.11(a) shows the settling of the each coefficients (d0 ∼ d7). Since the
coefficients absorb the phase modulation profile of the un-calibrated clock, it is informative
to plot the coefficient value over time. As shown in Fig. 3.11(b), coefficients presents a
decaying shape that further confirms the AM-PM modulation from the delaying envelope
of LCCM. As a sanity check, when we feed an external clock that is phase modulated by
a sinusoidal wave, the coefficients does reflect the sinusoidal shape to counteract on such
modulation and cancel the PM spurs as shown in Fig. 3.11(c).

3.5 Frequency Domain Interpretation and Stability

Analysis

In the previous section, we explained how the calibration works from the time-domain
perspective, which can be analysed in frequency domain as well. Fig. 3.12 (a) recapitulates
the calibration related circuits which actually form a closed loop and mandate the frequency
domain analysis to ensure the stability.

We can start from CKcal whose phase can be represented as φcal. The transfer function of
DCDL and BBPD can be expressed as 1− z−1 since they are basically a differentiator. The
transfer function of the accumulator bank is a little bit non-straightforward, but we can show
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Figure 3.11: (a) The settling of delay coefficients(d0 ∼ d7), (b) the coefficient profile when
calibrating the clock from LCCM, and (c) the coefficient profile when calibrating the clock
that is sinusoidal modulated.
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Figure 3.12: (a) The transfer functions of the blocks around the calibration loop, and (b)
the overall loop transfer function.

Figure 3.13: Digital N-path filter [29].
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that it is actually a digital N -path filter. Fig. 3.13 shows exactly the same case as ours that
is analysed thoroughly in [29]. The input x(n) get demultiplexed into x1(n), x2(n), ..., xN(n)
and then fed sequentially into each sub filter with that same transfer function H(z). After
the filtering, the output y(n) collects the filtered result by multiplexing. Therefor, we can
express the z-transform of x(n) as

X(z) =
∞∑
n=0

x(n)z−n

= x(0) + x(N)z−N + ...

+ x(1)z−1 + x(N + 1)z(N+1) + ...

+ ...

+ x(N − 1)z−(N−1) + x(2N − 1)z−(2N−1) + ...

=
N∑
i=1

z−(i−1)Xi(z
N),

(3.5)

where

Xi(z) =
∞∑
i=0

x(nN + i− 1)z−nN . (3.6)

By the same token, we can write y(n) as

Y (z) =
N∑
i=1

z−(i−1)Yi(z
N). (3.7)

where

Yi(z) =
∞∑
i=0

y(nN + i− 1)z−nN . (3.8)

Therefore, the relation between input and output in each sub filter is given by

Yi(z) = H(z)Xi(z) (3.9)

or
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Yi(z
N) = H(zN)Xi(z

N). (3.10)

From (3.5),(3.7),and (3.10), we can express the the relation between overall input and output
as

Y (z) =
N∑
i=1

z−(i−1)H(zN)Xi(z
N)

= H(zN)X(z).

(3.11)

Equation (3.10) shows that the MUX and de-MUX operation convert the sub filter H(z)
into H(zN).

Returning to our accumulator bank, we can now apply this result. The sub filter is

simply an accumulator with transfer function of
1

1− z−1
, therefore the transfer function of

the accumulator will be
1

1− z−8
, for N = 8 case here. Then we can combine the overall the

transfer function of the feedback path (Fig. 3.12(b)) as

β(z) = KDTC ·
1− z−1

1− z−8
(3.12)

or

β(z) =
KDTC

1 + z−1 + z−2 + z−3 + z−4 + z−5 + z−6 + z−7
. (3.13)

Fig. 3.14(a) shows the pole zero plot of the calibration loop, and the stability can be
readily verified by the root-locus plot shown in Fig. 3.14 (b) with all the loci inside the unity
circle. Fig. 3.14(c) plots the transfer functions of β(z) and the overall closed-loop response
G(z) (from CKLA to CKcal in Fig. 3.12(b)) of the calibration circuits. We can see that the
shape of β(z) is actually a comb filter with peaks at the harmonics of clock frequencies (i.e.
375MHz) because of the poles on the unit circle. The overall closed-loop response G(z) can
be expressed as
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Figure 3.14: (a) Pole/zero map, (b) root-locus plot, and (c) the frequcy resonse of β(z) and
G(z).
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Figure 3.15: Testing setup

G(z) =
Φcal

ΦLA

=
1

1 + β(z)
,

(3.14)

which can be approximated as 1/β(z) when the loop gain is high. Therefore G(z) presents a
shape opposite to β(z) as a notch filter with notches at the harmonics of clock frequencies.
This frequency response plot further justifies the reference spur rejection capability of the
calibration loop.

3.6 Experimental Results

This chip has been fabricated in 28-nm CMOS technology. Fig. 3.15 shows the measure-
ment setup. Multiplying a 375-MHz clock from E8257D by 8 to 3GHz, it consumes a total
power of 6.5mW after calibration, of which 1.7mW is dissipated in LCCM, 3.6mW in DTC
and falling edge generator from a 1-V supply, and 1.2mW in the digital core from a 0.8-V
supply. Note that during calibration, an extra 2.8mW power is consumed by the DLL and
more active digital circuit switching, which are only needed once and contribute zero power
after calibration. Fig. 3.16 shows the measured spectrum of the output clock by N9030A
and E5052A.

The intrinsic 3-GHz output clock contains substantial spurs at the offset of 375-MHz’s
harmonics with the highest spur level of −30.3dBc. After applying the calibration, the spurs
can be suppressed considerably down to −50.9dBc. Phase noise is alos measured in Fig.
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Figure 3.16: Measured spectra before/after calibration (> 20dB improvement).

Figure 3.17: Measured phase noise plot that achieves an integrated jitter of 138fsrms from
1k to 40MHz.
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Figure 3.18: Measured jitter and spur (without/with spur re-cal.) over supply voltage and
output frequency variation.

3.17. With the DTC modulated by calibrated coefficients, the 3-GHz output presents a
phase noise of −127.7dBc/Hz at 1-MHz offset and the integrated jitter of 138fsrms (from 1k
to 40MHz) that achieves a −249.1dB FoM.

Furthermore, we verify the jitter immunity to frequency deviations by varying either the
supply (0.95 to 1.05V) or the injection frequency (372.5 to 377.5MHz). As shown in Fig.
3.18, the jitter performance remains steady over the whole variations without extra frequency
tuning. Note that even though the spur level regrows under PVT, the spur levels can be
suppressed again by re-applying spur calibration as shown and verified through measurement.
Table 2.5 summarizes the state-of-art integer-N multipliers, where most work stabilize their
jitter performance by a variety of FTL architectures. Here we benchmark the robustness on
frequency drift induced by 5% supply voltage change, since this is the only common test item
across these works that can collected and compared. Our work show steady jitter without
FTL thanks to the virtue of inherent insensitive to frequency drift. The Figure-of-Merit
(FoM) on jitter and power is also compared in Fig. 3.19. Our work is among the FoM region
closed to −250 dB in the frontier. Fig. 3.20 shows the die micrograph, which occupies
0.26mm2 active area.
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Figure 3.19: FoM comparison with state-of-the-art integer-N clock multipliers.

Figure 3.20: Test-chip die photo
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Table 3.1: Comparison to the state-of-the-art.



38

Chapter 4

Improved Version

4.1 Architecture Rethinking

In the last chapter, we introduced a new clock multiplier architecture (i.e. the LC-tank
base clock multiplier) and silicon verified its capability of PVT-insensitivity and low jitter.
Furthermore, the most undesired issue of substantial intrinsic spur generation is effectively
mitigated by a novel digital spur calibration technique. However, there are some remaining
limitations with the LCCM, and plenty of room for improvement. As illustrated in Fig. 4.1,
the version-2 test chip incorporates four major improvements : (1) power reduction, (2) LMS
settling ripple reduction, and (3) multiplication ratio (N) generalization (i.e. supporting
larger N) and (4) fractional N operation. In this chapter, we will go through the details of
each improvement.

4.2 Power Reduction

Based on the measured power breakdown of the version-1 test chip, we can easily notice
that the DTC accounts for almost half of the total power, as shown on Fig. 4.2. Therefore,
the DTC is undoubtedly our number one target to cut the power consumption. Instead of
diving into circuit level optimization for the DTC, we can actually make a smarter planning
on the architecture level.

The major task of DTC is nothing but to provide phase modulation on each clock edge
to align them back to their ideal positions such that the PM spurs get eliminated. In fact,
we can achieve exactly the same function even without the DTC. Just like modern digital
polar transmitter architectures, the phase modulation can be realized by the direct frequency
modulation (DFM) technique ([30, 31]). Just as its name implies, the phase modulation is
performed by directly modulating on the oscillator’s frequency, rather than cascading a DTC
or by phase interpolator behind for phase modulation. The power and cost benefit is quite
apparent. Since we already invest power and area on the oscillators, the DFM technique
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Figure 4.1: Four major improvements in version 2 : (1) power reduction; (2) multiplication
ratio (N) extension; (3) LMS settling ripple reduction; and (4) extension to fractional-N .

Figure 4.2: Power reduction (from 6.5mW to 2.9mW) by replacing the DTC with direct
frequency-modulation.
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Figure 4.3: The settling of LMS co-coefficients without (left) and with (right) the second
differentiator.

can reuses the existing tuning knobs with the negligible overheads on digital control circuit
thanks to the scaling in advanced technology.

Fig. 4.2 shows the modification with DFM technique. The DTC is eliminated, and
the controlling bit (previously controlling the DTC) is then feed into the tuning cap-banks
in LC-tank for frequency modulation. The calibration core is also modified accordingly
by simply inserting a differentiator (i.e. 1 − z−1) on the signal path to convert the phase
information into frequency. Although the differentiator can be placed anywhere in the signal
path, cascading after the BBPD minimizes the hardware cost since it is only one-bit. In this
way, the power can be cut from 6.5mW down to 2.9mW and the FoM can be improved from
−249dB to −252dB with a negligible cost of an one-bit differentiator.

4.3 LMS Settling Ripple Reduction

The digital spur calibration introduced in the last chapter has proven its efficacy to
suppress the spur level down to less than −50dBc. Although it is good enough for most
applications, there are still demands for even lower spur level such as RF transceiver with
tough co-existence specification. Theoretically, the minimum achievable spur level is limited
by the number of tuning bits onthe DTC (or on cap-bank in DFM approach), since LSB
quantization error will show up as residual spurs. Ideally, with a 9-bit resolution, we should
be able to achieve about −54dBc (= 6×9), which means that there is a 3-dB performance gap
between measurement (i.e. −51dBc). The reason of this performance gap can be explained
by the settling behavior of the LMS loops. Fig. 4.3 depicts the settling of each coefficient
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Figure 4.4: A example showing N = 4 with T0T1T2T3 = 3454, which should ideally be
equalized to 4 4 4 4. The old algorithm (left) wiggles around the optimum with repeated
pattern whereas the new algorithm (right) settles to optimum successfully.

stored in the accumulator bank. We can see that the coefficients did settle well to some
stable values, but we can also discover that there are some residual ripples (i.e. small
random toggling) of about a couple of LSB. Therefore, at the moment we shut down the
calibration and freeze the coefficients, such “random” ripples also got sampled and further
increase the residual spur level.

Although found accidentally, we found that by adding another differentiator in the signal
path helps to reduce the ripples (Fig. 4.3)1. We can understand why it helps as follows.

Interpretation

As described in chapter 3, the calibration algorithm is comparing adjacency periods by a
BBPD, which in turn accounts for the root cause of the ripples. Due to the binary nature,

1The “outlier” of the coefficients in Fig. 4.3 is corresponding to the last cycle. Since as explain in Fig.
3.2, when the natural frequency is off, the accumulated phase error from the first to the (N − 1)-th cycle
need to be absorbed in the last cycle, which make the last cycle period much different to the others.
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the output of a BBPD is either “+1”(increase) or “-1”(decrease) without a “neutral” state,
that is

ebb[k] =

{
+1, if Tk−1 ≤ Tk

−1, if Tk−1 > Tk.
(4.1)

Fig. 4.4 shows the case that some coefficients are already close to their optimal values,
ideally they should just stand still and wait other coefficients to reach optimal values. How-
ever, due to the output of BBPD (i.e. there’s no equal), the already optimal coefficients are
forced to change. Then the coefficients have re-settle back and then repeat the story above
again, which results in a limit cycle. On the other hand, the extra differentiator turns the
original algorithm into finding ”a peak” or ”a valley” in 3-consecutive cycles, that is

ebb[k](1− z−1) =


+2, if Tk−2 > Tk−1 ≤ Tk

−2, if Tk−2 ≤ Tk−1 > Tk

0, otherwise.

(4.2)

As we can see from (4.2),there is an extra “neutral” state generated that helps to hold
the optimal coefficients without interruption.

4.4 Multiplication Ratio Generalization

As a general clock multiplier, there should not be any limitation on its multiplication
ratio to support a variety of crystal frequencies. In this section, we will discuss how we
extend the ratio and even make it to be fractional.

N Extension

Except for the spur issue (which has been solved effectively by the proposed spur cali-
bration), the other weakness being questioned most is the limited multiplication ratio (N).
With an LC-tank of quality factor Q, the LCCM can at most sustains about Q cycles until
the next injection pulse is needed. Due to the limited quality factor (which is typically about
11 ∼ 15) achievable on CMOS technology, N can hardly surpass beyond 10, which prevents
the LCCM from the applications with high multiplication ratio.

To mitigate this issue, we can allow some feedback, which make it somewhat close to
(but not) an oscillator. Fig. 4.5 demonstrates this idea. Here, with N=16, we can allow
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Figure 4.5: Supporting higher multiplication ratio(> Q) by selected pulse feedback on every
4th-cycle.

feedback pulses on every 4-cycles 2 and insert them between each injection pulses. In this
way, regardless how long the “true” injection pulses comes, the LC-tank can always get
replenished in every fourth cycle. The start-up is guaranteed, since the 10 ∼ 15 Q would be
more than sufficient to ensure the first “artificial” pulse generated by the 16-phase divider
and gets fed back to the tank for sustaining oscillation.

As shown in Fig. 4.5, the extra circuit is just a N -phase divider (for N -phase gener-
ation), a MUX (selecting desired phase every 4-cycle), and an OR-gate for combining the
feedback pulses with the “true” injection pulses. With this technique, the N can be extended
arbitrarily to fit the desired application scenarios.

4.5 Fractional-N

In a real application, it is desired to support a variety of crystal frequencies with the
same output frequency, which mandates the fractional-N operation. Due to the similar
phase correction mechanism by injection pulses, our LCCM architecture shares the same
limitation as ILCM that can only support integer-N . Fortunately, lots of previous work
published recently ([32–34]) demonstrate “add-on” circuits that can turn an integer-N clock
multiplier into a fractional-N .

As shown in Fig. 4.6, a DTC controlled by a delay-modulation block is inserted between
the reference signal and the input of the multiplier core. We will go through the operating

2The number of local feedback cycle (M) of 4 is arbitrarily picked here, and it can be 1 ∼ 8 with the N
equals the a multiple of M (i.e. N = kM). Here, we just demonstrate an example of N = 16 and M = 4.
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Figure 4.6: The “add-on” circuit to turn an integer-N multiplier into fractional-N

Figure 4.7: A toy example of N = 2.75 for “off-grid” direct injection (top) and “on-grid”
injection with proper delay inserted (bottom).

principle and the details inside the delay-modulation block in this section.

Operating Principle

To demonstrate how the circuit works, we can consider a toy example shown in Fig. 4.7
with N = 2.75, where the reference period Tout = Tref × 2.75 (or fout = fref/2.75). Without
the “add-on” circuits, we just directly inject the reference clock into the multiplier. As we
can see from the waveform, the first injection aligns the output edge with the reference
and the output oscillates for the next two cycles as usual. But just before the third cycle
completes, another injection is coming, which squeezes the third cycle. Such an “off-grid”
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Figure 4.8: The details of the delay modulation block composed of a q-noise generator, an
LMS estimator, and a set of phase monitoring circuits.

injection causes phase quantization noise and fractional spurs. Therefore, we need to insert
varying delays (as shown in gray color) in the waveform to fill the gap such that we can
inject “on-grid”. Fig. 4.8 shows the detail of the delay modulation block composed by a
q-noise generator, an LMS estimator, and a set of phase monitoring circuits. The desired
varying delay is then provided by the DTC controlling the delay modulation block and can
be expressed as

d[k] = Qp[k]× g[k] (4.3)

, where Qp[k] is the phase quantization noise generated by the q-noise generator and g[k] is
the gain estimated by a LMS correlator.

Phase Quantization Noise Generator

In fact, the quantization noise we want to compensate is deterministic, and can be gen-
erated by the q-noise generator (Fig. 4.8). The fractional part (0.F ) is then fed into a
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Σ-∆ modulator. With the example mentioned earlier (i.e. N = 2 + 0.75), the Σ-∆ mod-
ulator generates a repeated stream of 1, 1, 1, 0 with an average equal to 0.75. Subtracted
by the input (0.75), we can get a sequence of the frequency quantization noise (Qf [k]) of
−0.25,−0.25,−0.25, 0.75 and the phase quantization noise (Qp[k]) of 0.25,−0.5,−0.75, 0 by
an accumulator.

LMS Gain Estimator

Up to now, we already have the phase quantization noise, the remaining task is to find
a proper gain to modulate the DTC. Consider the timing diagrams of three cases: under,
optimum, and over compensation (Fig. 4.9). We can soon discover from the plots: for under-
compensation, the phase error is negatively correlated to Qf [k] (i.e.∆φ[k]×Qf [k] < 0); for
optimal-compensation, the phase error is uncorrelated to Qf [k] (i.e.∆φ[k]×Qf [k] = 0); for
over-compensation, the phase error is positively-correlated to Qf [k] (i.e.∆φ[k]×Qf [k] > 0).
With this property, we can implement the LMS algorithm as

g[k + 1] = g[k]− µLMS · (∆φ[k]×Qf [k]) (4.4)

,which updates the gain by accumulating the real-time correlations with a step size of µLMS.
Because whenever the gain the is under-estimated, the negative correlation causes the gain
to increase and vice versa. As a result, the gain will settle to its optimum value in steady
state. In this design, since we are using a BBPD for phase detection, and (4.4) becomes to

g[k + 1] = g[k]− µLMS · (e[k]×Qf [k]) (4.5)

,where e[k] = sgn(∆φ[k]), as shown in Fig. 4.8.

Simulation Results

Fig. 4.10 shows the gain settling by the LMS loop. Here, we set two initial gain values
(g0 > gopt and g0 < gopt) to verify the convergence from the two directions. As shown
in Fig. 4.10, the LMS loop settles to gopt as expected. Meanwhile, we also monitor the
instantaneous frequency during the whole settling process as shown in Fig. 4.11. We can see
large variances for both cases at the beginning due to the non-optimal delay compensations.
And then the variance narrows down as the gain coefficient approach gopt. The final spectrum
of the output clock is also shown in Fig. 4.12, where we set the fref = 210.4109589MHz
with N = 1/4 + 1/128. Since we want to observe the spectrum by FFT, we reversely set the
“integer” fout (=3-GHz) and “fractional” fref (=210.4109589MHz), such that fout is right
on the FFT bin without introducing a skirt that would overwhelm the closed-in information.
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Figure 4.9: The timing diagram of three cases: under-compensated (top), optimum com-
pensated (middle), and over-compensated (bottom). Note the relation of the ∆φ[k] (=
φinj − φout d) with Qf [k].



CHAPTER 4. IMPROVED VERSION 48

Figure 4.10: Gain co-efficient settling with initial g0 > gopt and g0 < gopt.

Figure 4.11: Instantaneous frequencies during gain settling with initial g0 > gopt and g0 < gopt
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Figure 4.12: The spectrum of the 3-GHz output with fref = 210.4109589MHz and N =
1/4 + 1/128. With the initial gain value, the large quantization noise can be clearly seen
(shown in the gray curve). After the gain settle to gopt, the quantization noise is cancelled
out by the DTC effectively (shown in the blue curve).

With the initial gain value, the large quantization noise can be clearly seen (shown in the
gray curve). After the gain settles to gopt, the quantization noise gets cancelled out by the
DTC effectively (shown in the blue curve). The residual fractional spurs are around −43
dBc, and the integer spur is −40.4 dBc.

Experimental Results

The test chip has been tape-out last December in 28-nm CMOS technology. And we are
planning to have the same test setup as Fig. 3.15. But the chip returned back in the end
of April after the lab locked down due to COVID-19. As a result, the measurement has not
completed yet.
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Chapter 5

Conclusions

In this dissertation, we have explored the potential of a variety of spur and phase noise
cancellation techniques, that deal with the problems by both analog and digital approaches
as well as from frequency domain and time-domain perspectives with detailed theoretical and
lab measurement results. Furthermore, we also explored a novel clock multiplier architecture
with higher performance and better robustness compared to state-of-the-art. Finally, a
further refined version improves on power, settling performance. Furthermore multiplication
ratio generalization is also implemented.

5.1 Summary of Contributions

• Proof the concept of analog-signal-processing using delay line and feed-forward method
to generate transfer function of | cos(πfT )| that provides notches to reject the spurs,
and the transfer function of | sin(πfT )| that that provide high-pass filtering to suppress
close-in phase noise.

• Demonstrated a novel clock multiplier with the same low jitter virtue as ILCM yet
with much better immunity to frequency drift. Such immunity is further justified by
a complete theoretical analysis.

• Proposed an effective digital spur calibration technique. Actually, this spur calibration
method can be applied generally to the clock that suffer from the integer-N spur. For
example, in the wireless transceiver, to avoid pulling, we typically introduce offset LO
scheme (such as fLO = 5/4fV CO by mixing fV CO and fV CO/4). Then we the can adopt
our spur calibration loop the suppress the unwanted fV CO/4 harmonic spurs by set
N = 5 in the calibration loop. The interpretation on the working principle from both
time-domain and frequency domain perspective were also studied.

• Presented a further improved version of the clock multiplier with generalized multipli-
cation ratio with lower power and better settling performance.
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5.2 Future Work

For the phase noise cancellation part, we found that there are some limitations on this
idea. The biggest one is that the achievable phase noise cancellation depth is limited by
the delay line noise floor, since when we cancelling the phase noise we also adding the new
ones, which contributed mainly from the delay line. Therefore, if we want to pursue higher
performances, we need to have a low-noise delay line such as slow-wave transmission line
[35], rather than active circuit intensive inverter-chain delay line. Moreover, we did attempt
to implement a exotic delay line with high group delay by a high-Q tank realized by N -
path filtering [36–39], but the high delay can achieved only with low phase noise LO. This
produces a logical contradiction, since if we have such a clean LO, than we don’t even need
the phase noise cancellation by the delay line. Nevertheless, the concept itself (i.e. the delay
by high-Q N -path filter) is correct, and the problem is how to make it work with the noisy
LO.

There are also some interesting areas to further refine the spur calibration. Such as how
to design a spur monitoring scheme that can check the spur level by itself and then do
re-calibration when needed. Another direction is that the digital spur calibration runs at
full-rate of the input clock, which limits its application frequency to less than 10GHz. To
mitigate this issue, we can explore other correction scheme that does not require per-edge
correction but still achieves similar performance. Or we can try to use custom design output
MUX instead of using standard cell to push the clock frequency higher.
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