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Abstract

Robust Imitation Learning for Risk-Aware Behavior and Sim2Real Transfer

by

Zaynah Badr Javed

Master of Science in Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Ken Goldberg, Chair

Learning from demonstrations circumvents the di�cult and error-prone task of
manually specifying a reward function. However, there are many issues that can arise.
In some cases, not enough demonstration data exists. This can lead to ambiguous,
imperfect demonstrations where the data gives rise to uncertainty over the true
goal. There can be many di↵erent reward functions that explain this data, giving
uncertainty over the true reward function that should be learned from the data. Most
policy optimization approaches handle this uncertainty by optimizing for expected
performance, but many applications demand risk-averse behavior. We derive a novel
policy gradient-style robust optimization approach, PG-BROIL, that optimizes a
soft-robust objective that balances expected performance and risk. To the best of
our knowledge, PG-BROIL is the first policy optimization algorithm robust to a
distribution of reward hypotheses which can scale to continuous MDPs. Another issue
that may arise with demonstrations is sim2real transfer, where demonstrations and
training may be done via simulation, but the robot exists in the real world. Sim2Real
transfer has emerged as a successful method to train robotic control policies for a wide
variety of tasks, however it is often challenging to determine when policies trained in
simulation are ready to be transferred to the physical world. Deploying policies which
have been trained with very little simulation data can result in unreliable behaviors
on real world hardware. On the other hand, excessive training in simulation can
cause policies to overfit to the dynamics and visual appearance of the simulator. We
study strategies to automatically determine when imitation learning policies trained
in simulation can be reliably transferred to a physical robot. We study these ideas
in the context of a robotic fabric manipulation task, in which successful sim2real
transfer is challenging due to the di�culties of precisely modeling fabric.
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Chapter 1

Introduction

Imitation learning has seen wide success in real world applications [8, 71, 61, 28].
However the robustness of imitation learning is still challenged. Transferring learned
policies to the real world proves to be di�cult, since simulators are never perfect. As
a result, learning algorithms must overcome a domain shift between the dynamics
and visual appearance of simulations and the physical world. There has been a large
body of prior work addressing di↵erent methods to enable robust domain adaptation
of policies trained in simulation to physical experiments [87, 38, 73, 102, 46, 32].
However, less attention has been given to the critical challenge of determining when
a policy trained in simulation is ready for physical deployment. While deploying
imitation learning policies trained with a small amount of simulation data can lead
to low performance on the physical system, policies that are trained excessively in
simulation risk overfitting to artifacts in the simulator. This motivates principled
methods to determine when policies trained in simulation are likely to be ready for
physical deployment.

Determining when a policy is ready for physical deployment requires reasoning
about its expected performance in physical trials when the policy has only been
trained in simulation. One common way to achieve this is to periodically evaluate
learned policies in the physical world during simulated training to determine when
su�cient performance has been achieved [21, 43, 52]. However, this poses a number of
practical challenges, as performing physical rollouts during training costs significant
time and engineering e↵ort. This motivates using policy rollouts only from simulation
to determine when to deploy policies on a physical robot. While this setting is
more practical, it is also significantly more di�cult, since it is challenging to gain
information about expected performance in physical trials at deployment time without
access to the physical system prior to deployment. A key insight is that the problem of
determining when to transfer robotic control policies from simulation to reality bears
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a number of similarities to the problem of early-stopping, a well-known technique
for reducing overfitting in machine learning [62, 50, 99]. For instance, Prechelt et
al. 1999 [62] investigates 14 di↵erent early stopping criteria with cross validation,
which assesses generalization by measuring performance on a validation dataset
unseen by the learner. Meanwhile, other approaches do not rely on the existence of a
validation set: Mahsereci et al. 2017 [50] derive an early stopping rule based on local
gradient statistics and Yao et al. 2007 [99] propose a rule based on the bias-variance
tradeo↵. While early stopping is well-studied, however, few have explored applying
the technique to sim2real transfer.

We perform a detailed empirical study of which metrics are predictive of robust
policy transfer from simulation to the physical world and evaluate the proposed
method for transferring fabric smoothing policies from simulation to deployment on
a physical robot.

Reward function ambiguity is also a key problem in imitation learning [37, 58], in
which an agent seeks to learn a policy from demonstrations without access to the
reward function that motivated the demonstrations. While many imitation learning
approaches either sidestep learning a reward function and directly seek to imitate
demonstrations [60, 94] or take a maximum likelihood [14, 11] or maximum entropy
approach to learning a reward function [103, 25], we believe that an imitation learning
agent should explicitly reason about uncertainty over the true reward function to
avoid misalignment with the demonstrator’s objectives [29, 12]. Bayesian inverse
reinforcement learning (IRL) methods [64] seek a posterior distribution over likely
reward functions given demonstrations, but often perform policy optimization using
the expected reward function or MAP reward function [64, 14, 66, 12]. However, in
many real world settings such as robotics, finance, and healthcare, we desire a policy
which is robust to uncertainty over the true reward function.

Prior work on risk-averse and robust policy optimization in reinforcement learning
has mainly focused on robustness to uncertainty over the true dynamics of the
environment, but assumes a known reward function [27, 84, 86, 19, 48, 91]. Some
work addresses robust policy optimization under reward function uncertainty by
taking a maxmin approach and optimizing a policy that is robust under the worst-
case reward function [82, 67, 29, 36]. However, these approaches are limited to tabular
domains, and maxmin approaches have been shown to sometimes lead to incorrect and
overly pessimistic policy evaluations [13]. As an alternative to maxmin approaches,
Bayesian Robust Optimization for Imitation Learning (BROIL), an approach that
seeks to balance risk-aversion (in terms of Conditional Value at Risk [68]) and expected
performance, was proposed. This approach supports a family of solutions depending
on the risk-sensitivity of the application domain. However, as their approach is built
on linear programming, it cannot be applied in MDPs with continuous state and
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action spaces and unknown dynamics.
For this, we introduce a novel policy optimization approach that enables varying

degrees of risk-sensitivity by reasoning about reward uncertainity while scaling to
continuous MDPs with unknown dynamics. As in [10], we present an approach
which reasons simultaneously about risk-aversion (in terms of Conditional Value at
Risk [68]) and expected performance and balances the two. However, to enable such
reasoning in continuous spaces, we make a key observation: the Conditional Value at
Risk objective supports e�cient computation of an approximate subgradient, which
can then be used in a policy gradient method. This makes it possible to use any
policy gradient algorithm, such as TRPO [78] or PPO [77] to learn policies which
are robust to reward uncertainity, resulting in an e�cient and scalable algorithm. To
the best of our knowledge, our proposed algorithm, Policy Gradient Bayesian Robust
Optimization for Imitation Learning (PG-BROIL), is the first policy optimization
algorithm robust to a distribution of reward hypotheses that can scale to complex
MDPs with continuous state and action spaces. In addition, we also derive an MPC
formulation (MPC-BROIL) for model-based policy optimization.

We leverage prior work on Bayesian reward inference [12] to infer a posterior
distribution over reward functions from human preferences over demonstrated tra-
jectories. While other approaches which do not reason about reward uncertainty
can sometimes overfit to a single reward function hypothesis, we demonstrate that
optimizing the BROIL objective results in policies that hedge against multiple reward
function hypotheses, leading to more robust performance. In particular, when there
is high reward function ambiguity due to limited human feedback, we find that our
approach results in significant performance improvements over other state-of-the-art
imitation learning methods.

To evaluate PG-BROIL and MPC-BROIL, we consider settings where there is
uncertainty over the true reward function. We first examine the setting where we
have an a priori distribution over reward functions and find that our algorithms are
able to optimize policies that e↵ectively trade-o↵ between expected and worst-case
performance. Then, we leverage recent advances in e�cient Bayesian reward infer-
ence [12] to infer a posterior over reward functions from preferences over demonstrated
trajectories, and show that our algorithms perform best over these distributions as
opposed to other algorithms (which may only consider the mean or MAP reward).
While other approaches which do not reason about reward uncertainty overfit to a
single reward function hypothesis, PG-BROIL and MPC-BROIL optimize a policy
that hedges against multiple reward function hypotheses. When there is high reward
function ambiguity due to limited demonstrations, we find that our algorithms result
in significant performance improvements over other state-of-the-art imitation learning
methods.
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Chapter 2

Related Work

2.1 Reinforcement Learning

There has been significant recent interest in safe and robust reinforcement learning [27];
however, most approaches are only robust with respect to noise in transition dynamics
and only consider optimizing a policy with respect to a single reward function. Existing
approaches reason about risk measures with respect to a single task rewards [30, 80,
83, 85], establish convergence to safe regions of the MDP [92, 90], or optimize a policy
to avoid constraint violations [3, 23, 91].

We wish to develop a reinforcement learning algorithm which reasons about risk
with respect to a belief distribution over the task reward function. We focus on being
robust to tail risk by optimizing for conditional value at risk [68]. However, unlike
prior work [30, 80, 83, 84, 85, 101], which focuses on risk with respect to a known
reward function and stochastic transitions, we consider policy optimization when
there is epistemic uncertainty over the reward function itself.

2.2 Imitation Learning

Imitation learning approaches vary widely in reasoning about reward uncertainty.
Behavioral cloning approaches simply learn to imitate the actions of the demonstrator,
resulting in quadratic regret [69]. DAgger [70] achieves sublinear regret by repeatedly
soliciting human action labels in an online fashion. While there has been work on
safe variants of DAgger [100, 33], these methods only enable robust policy learning
by asymptotically converging to the policy of the demonstrator, and always assume
access to an expert human supervisor.
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Inverse reinforcement learning (IRL) methods are another way of performing
imitation learning [4], where the learning agent seeks to achieve better sample
e�ciency and generalization by learning a reward function which is then optimized to
obtain a policy. However, most inverse reinforcement learning methods only result in
a point-estimate of the demonstrator’s reward function [1, 103, 25, 11]. Risk-sensitive
IRL methods [44, 51, 75] assume risk-averse experts and focus on optimizing policies
that match the risk-aversion of the demonstrator; however, these methods focus on
the aleatoric risk induced by transition probabilities and there is no clear way to adapt
risk-averse IRL to the Bayesian robust setting, where the objective is to be robust to
epistemic risk over reward hypotheses rather than risk with respect to stochasticity
in the dynamics. Bayesian IRL approaches explicitly learn a distribution over reward
functions conditioned on the demonstrations, but usually only optimize a policy for
the expected reward function or MAP reward function under this distribution [64,
14, 12].

2.3 Sim2Real Transfer in Robot Learning

There is significant prior work on learning policies in simulation and facilitating transfer
to physical experiments. The most common approach is domain randomization [49,
93], which varies dynamical and/or visual properties such as friction, lighting, camera
angle, colors, and textures in simulation to enable zero-shot transfer to the physical
world. Valassakis et al. [95] investigate dynamics domain randomization via injecting
random forces into simulations. Domain randomization has achieved transfer in a
variety of applications such as robot legged locomotion [46], fabric manipulation [35],
and robotic grasping [49, 93]. Recent work has also explored adaptive methods and
curricula for domain randomization, such as automatic domain randomization for
dexterous manipulation of a Rubik’s cube [57] and active domain randomization [54].
Other proposed approaches for crossing the reality gap include learning a canonical
intermediate representation [39], domain adaptation via a small amount of real data
[88], and “real2sim2real” tuning of simulation parameters based on real data [47,
65, 20]. Despite the significant body of work on simulated training procedures to
enable physical deployment, there has been very little research on automatically
determining precisely when to stop training in simulation and deploy learned policies
in the physical world without any real evaluation. The closest prior work to ours
may be Muratore et al. 2021 [55], who propose early stopping in simulation based
on an upper confidence bound on the optimality gap during domain randomization.
However, while this work is specific to the reinforcement learning paradigm, we
apply our approach to the imitation learning setting, in which algorithms learn from
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demonstrations.

2.4 Model Predictive Control

Model predictive control (MPC) and model-based reinforcement learning methods
(MBRL) have seen success in robotics [53]. MPC iteratively exploits a model of a
system to make predictions of future states of the system in order to plan actions to
maximize reward.

Chua et al. 2018 [16] is a MBRL method which uses the cross-entropy method
(CEM) to sample actions close to other previous actions which yielded high rewards
and MPC for planning and optimizing trajectories.

While many safety-focused and constraint-aware versions of CEM and MPC have
been studied [90, 45, 97, 96], none focus on planning safely when there is epistemic
uncertainty over the reward function. Most of the prior work is robust to noise, with
none being robust to uncertainty over the true reward to optimize for. Serving as
one example, Wen et al. 2018 [97] impose polytopic constraints on states and actions.
However, the constraints must be engineered for each scenario and explicit constraints
may not always be precisely known. This gives a similar problem to human-defined
reward functions, since the human must create constraints they believe explain what
they desire the system to do.
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Chapter 3

Preliminaries

3.1 Markov Decision Processes

We model the environment as a Markov Decision Process (MDP) [63]. An MDP
is a tuple (S,A, r, P, �, p

0

), with state space S, action space A , reward function
r : S ⇥A! R, transition dynamics P : S ⇥A⇥S ! [0, 1], discount factor � 2 [0, 1),
and initial state distribution p

0

. We consider stochastic policies ⇡ : S ⇥A! [0, 1]
which output a distribution over A conditioned on a state s 2 S. We denote the
expected return of a policy ⇡ under reward function r as ⇢(⇡, r) = E⌧⇠⇡✓

[r(⌧)].
For our study on stopping conditions for sim2real transfer, we consider learning

a policy ⇡ for some task given access only to a computational simulation, which
we model as a Partially Observable Markov Decision Process (POMDP) [40] M�

sim

parametrized by simulation parameters � which captures the parameters of the
POMDP (eg. visual appearance and dynamics of the simulation). The objective is
then to achieve high performance at this task when this policy is deployed in the
physical world, which we model as MDP M

real

.
More formally, we assume that both M

sim

and M
real

have shared state space S,
observation space O, action space A, reward function R : O ⇥A! R, initial state
distribution µ, and time horizon H, but may have di↵erent mappings from states
s 2 S to observations o 2 O. In this work, we consider grayscale image observations
(O = RH⇥W⇥C , C = 1), but consider settings (as is typical in practice) where
observations corresponding to a specific state may have di↵erent visual appearance
between simulation (M

sim

) and reality (M
real

). We additionally consider settings
in which the state transition dynamics associated with M

sim

, denoted by P
sim

:
S ⇥ A ⇥ S ! [0, 1] may be di↵erent from that associated with M

real

, denoted by
P
real

: S⇥A⇥ S ! [0, 1]. This reflects the inability of computational simulations to
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precisely model the dynamics of the physical world.
We consider a setup where robot policy ⇡ : S ! A is first learned with some

policy search algorithm using T
sim

total transitions in simulated environment M
sim

to
optimize the following objective based on the attained rewards in simulation, where
� denotes the parameters of the simulation:

J�
sim

(⇡) = E⇡,M�
sim

HX

t=1

R(ot, at) (3.1)

where the expectation is with respect to observation-action trajectories sampled from
policy ⇡ in MDP M�

sim

. The objective in this work is to identify the optimal stopping
time T

sim

such that when policy ⇡ is evaluated in the physical world, it maximizes
the following objective based on the attained rewards in physical trials:

J
real

(⇡) = E⇡,Mreal

HX

t=1

R(ot, at) (3.2)

where analogously, the expectation is with respect to observation-action trajectories
sampled from policy ⇡ in MDP M

real

.

3.2 Distributions over Reward Functions

We are interested in solving MDPs when there is epistemic uncertainty over the true
reward function. When we refer to the reward function as a random variable we will
use R, and will use r to denote a specific model of the reward function. Reward
functions are often parameterized as a linear combination of known features [1, 103,
74] or as a deep neural network [31, 25]. Thus, we can model uncertainty in the
reward function as a distribution over R, or, equivalently, as a distribution over the
reward function parameters. This distribution could be a prior distribution P(R)
that the agent learns from previous tasks [98]. Alternatively, the distribution could
be the posterior distribution P(R |D) learned via Bayesian inverse reinforcement
learning [64] given demonstrations D, the posterior distribution P(R | P , D) given
preferences P over demonstrations [74, 12], or the posterior distribution P(R | r0)
learned via inverse reward design given a human-specified proxy reward r0 [29, 66].
This distribution is typically only available via sampling techniques such as Markov
chain Monte Carlo (MCMC) sampling [64, 29, 12].
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Figure 3.1: The pdf f(X) of a random variable X. VaR↵ measures the (1�↵)-quantile
outcome. CVaR↵ measures the expectation given that we only consider values less
than the VaR↵.

3.3 Risk Measures

We are interested in robust policy optimization with respect to a distribution over the
performance of the policy induced by a distribution over possible reward functions.
Consider a policy ⇡ and a reward distribution P(R). Together, ⇡ and P(R) induce
a distribution over the expected return of the policy, ⇢(⇡, R), R ⇠ P(R). We seek a
robust policy that minimizes tail risk, given some risk measure, under the induced
distribution ⇢. Figure 3.1 visualizes two common risk measures: value at risk (VaR)
and conditional value at risk (CVaR), for a general random variable X. In our setting,
X corresponds to the expected return, ⇢(⇡, R), of a policy ⇡ under the reward function
random variable R, and the objective is to minimize the tail risk (visualized in red).

Value at Risk

Given a risk-aversion parameter ↵ 2 [0, 1], the VaR↵ of a random variable X is the
(1� ↵)-quantile outcome:

VaR↵[X] = sup{x : P(X � x) � ↵}, (3.3)

where it is common to have ↵ 2 [0.9, 1].
Despite the popularity of VaR, optimizing a policy for VaR has several problems:

(1) optimizing for VaR results in an NP hard optimization problem [17], (2) VaR
ignores risk in the tail that occurs with probability less than (1 � ↵) which is
problematic for domains where there are rare but potentially catastrophic outcomes,
and (3) VaR is not a coherent risk measure [5].
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Conditional Value at Risk

CVaR is a coherent risk measure [18], also known as average value at risk, expected
tail risk, or expected shortfall. For continuous distributions

CVaR↵[X] = Ef(X)

[X | X  VaR↵[X]] . (3.4)

In addition to being coherent, CVaR can be maximized via convex optimization, does
not ignore the tail of the distribution, and is a lower bound on VaR. Because of
these desirable properties, we would like to use CVaR as our risk measure. However,
because posterior distributions obtained via Bayesian IRL are often discrete [64, 74,
29, 13], we cannot directly optimize for CVaR using the definition in Equation (3.4)
since this definition only works for atomless distributions. Instead, we make use of
the following definition of CVaR, proposed by Rockafellar et al. [68], that works for
any distribution:

CVaR↵[X] = max
�

✓
� � 1

1� ↵E[(� �X)
+

]

◆
, (3.5)

where (x)
+

= max(0, x) and � roughly corresponds to the VaR↵. To gain intuition
for this formula, note that if we define � = VaR↵[X] we can rewrite CVaR↵ as

CVaR↵[X] = Ef(X)

[X |X  �] (3.6)

= � � Ef(X)

[� �X |X  �] (3.7)

= � � Ef(X)

[1X� · (� �X)]

P (X  �)
(3.8)

= � � 1

1� ↵Ef(X)

[(� �X)
+

] (3.9)

where 1x = 1 is the indicator function that evaluates to 1 if x is True and 0
otherwise, and where we used the linearity of expectation, the definition of conditional
expectation, and the definitions of VaR↵[X], and (x)

+

. Taking the maximum over
� 2 R, gives us the definition in Equation (3.5).



11

Chapter 4

Policy Gradient Bayesian Robust
Optimization for Imitation
Learning (PG-BROIL)

Work done with Daniel Brown, Satvik Sharma, Jerry Zhu, and Ashwin Balakrishna.

4.1 BROIL Objective

Rather than seeking a purely risk-sensitive or purely risk-neutral approach, we seek
to optimize a soft-robust objective that balances the expected and probabilistic
worst-case performance of a policy. Given some performance metric  (⇡✓, R) where
R ⇠ P(R), [10] recently proposed Bayesian Robust Optimization for Imitation
Learning (BROIL) which seeks to optimize the following:

max
⇡✓

� · EP(R)

[ (⇡✓, R)] + (1� �) · CVaR↵

⇥
 (⇡✓, R)

⇤
(4.1)

For MDPs with discrete states and actions and known dynamics, Brown et al. 2020
[10] showed that this problem can be formulated as a linear program which can be
solved in polynomial time. However, many MDPs of interest involve continuous states
and actions and unknown dynamics.

4.2 BROIL Policy Gradient

We now derive a policy gradient objective for BROIL that allows us to extend
BROIL to continuous states and actions and unknown transition dynamics, enabling
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robust policy learning in a wide variety of practical settings. Given a parameterized
policy ⇡✓ and N possible reward hypotheses, there are many possible choices for the
performance metric  (⇡✓, R). Brown et al. 2020 [12] considered two common metrics:
(1) expected value, i.e.,  (⇡✓, R) = ⇢(⇡, R) = E⌧⇠⇡✓

[R(⌧ )] and (2) baseline regret, i.e.,
 (⇡✓, R) = ⇢(⇡✓, R)� ⇢(⇡E, R) where ⇡E denotes an expert policy (usually estimated
from demonstrations). For simplicity, we let  (⇡✓, R) = ⇢(⇡, R) (expected return)
hereafter.

To find the policy that maximizes Equation (4.1) we need the gradient with
respect to the policy parameters ✓. For the first term in Equation (4.1), we have

r✓EP(R)

[⇢(⇡✓, R)] ⇡
NX

i=1

P(ri)r✓E⌧⇠⇡✓
[ri(⌧)]. (4.2)

Next, we consider the gradient of the CVaR term. CVaR is not di↵erentiable
everywhere so we derive a sub-gradient. Given a finite number of samples from the
reward function posterior, we can write this sub-gradient as

r✓ max
�

⇣
� � 1

1� ↵
NX

i=1

P(ri)
�
� � E⌧⇠⇡✓

[ri(⌧)]
�
+

⌘
(4.3)

where (x)
+

= max(0, x). To solve for the sub-gradient of this term, note that given a
fixed policy ⇡✓, we can solve for � via a line search: since the objective is piece-wise
linear we only need to check the value at each point ⇢(⇡, ri), for each reward function
sample from the posterior since these are the endpoints of each linear segment. If we
let ⇢i = ⇢(⇡, ri) then we can quickly iterate over all reward function hypotheses and
solve for � as

�⇤ = argmax
�2{⇢1,...,⇢N}

⇣
� � 1

1� ↵
NX

i=1

P(ri)
⇥
� � ⇢i

⇤
+

⌘
. (4.4)

Solving for �⇤ requires estimating ⇢i by collecting a set T of on-policy trajectories
⌧ ⇠ ⇡✓ where ⌧ = (s

0

, a
0

, s
1

, a
1

, . . . , sT , aT ):

⇢i ⇡ 1

|T |
X

⌧2T

TX

t=0

ri(st, at). (4.5)

Solving for �⇤ does not require additional data collection beyond what is required for
standard policy gradient approaches. We simply evaluate the set of rollouts T from
⇡✓ under each reward function hypothesis, ri and then solve the optimization problem
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above to find �⇤. While this requires more computation than a standard policy
gradient approach—we have to evaluate each rollout under N reward functions—this
does not increase the online data collection, which is often the bottleneck in RL
algorithms.

Given the solution �⇤ found by solving the optimization problem in (4.4), we
perform a step of policy gradient optimization by following the sub-gradient of CVaR
with respect to the policy parameters ✓:

r✓ CVaR↵ =
1

1� ↵
NX

i=1

P(ri)1�⇤�⇢(⇡✓,ri)r✓⇢(⇡✓, ri) (4.6)

where 1x is the indicator function that evaluates to 1 if x is True and 0 otherwise.
Given the sub-gradient of the BROIL objective (4.6), the only thing remaining to
compute is the standard policy gradient. Note that in standard RL, we write the
policy gradient as [81]:

r✓E⌧⇠⇡✓
[R(⌧)] = E⌧⇠⇡✓

"
TX

t=0

r✓ log ⇡✓(at | st)�t(⌧)

#
(4.7)

where �t is a measure of the performance of trajectory ⌧ starting at time t. One of
the most common forms of �t(⌧ ) is the on-policy advantage function [76] with respect
to some single reward function:

�t(⌧) = A⇡✓(st, at) = Q⇡✓(st, at)� V ⇡✓(st). (4.8)

We define �ri
t as some measure of the quality of the policy in terms of a particular

reward function ri. Common choices include the return of a trajectory: �ri
t = ri(⌧ ), the

reward-to-go from time t:
PT

t0=t ri(st0 , at0), the reward-to-go with a state-dependent
baseline:

PT
t0=t ri(st0 , at0)� b(st), the on-policy action-value function Q⇡✓(st, at), or

the on-policy advantage function (the most popular choice) [76]:

�ri
t = A⇡✓(st, at) = Q⇡✓(st, at)� V ⇡✓(st). (4.9)

Any of these formulations of the policy gradient can be used for the above BROIL
policy gradient as follows where we approximate the expectation using a set T of
on-policy trajectories ⌧ ⇠ ⇡✓:
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r✓BROIL =
X

i

P(ri)r✓E⌧⇠⇡✓
[ri(⌧)]

✓
�+

1� �
1� ↵1�⇤�⇢(⇡,ri)

◆
(4.10)

=
X

i

P(ri)
✓
E⌧⇠⇡✓

"
TX

t=0

r✓ log ⇡✓(at | st)�ri
t

#◆✓
�+

1� �
1� ↵1�⇤�⇢(⇡,ri)

◆

(4.11)

⇡
X

i

P(ri)
✓

1

|T |
X

⌧2T

"
TX

t=0

r✓ log ⇡✓(at | st)�ri
t

#◆✓
�+

1� �
1� ↵1�⇤�⇢(⇡,ri)

◆

(4.12)

=
1

|T |
X

i

P(ri)
✓X

⌧2T

"
TX

t=0

r✓ log ⇡✓(at | st)�ri
t

#◆✓
�+

1� �
1� ↵1�⇤�⇢(⇡,ri)

◆

(4.13)

=
1

|T |
X

i

X

⌧2T

P(ri)
"

TX

t=0

r✓ log ⇡✓(at | st)�ri
t

#✓
�+

1� �
1� ↵1�⇤�⇢(⇡,ri)

◆

(4.14)

=
1

|T |
X

⌧2T

X

i

P(ri)
"

TX

t=0

r✓ log ⇡✓(at | st)�ri
t

#✓
�+

1� �
1� ↵1�⇤�⇢(⇡,ri)

◆

(4.15)

=
1

|T |
X

⌧2T

X

i

TX

t=0

P(ri)r✓ log ⇡✓(at | st)�ri
t

✓
�+

1� �
1� ↵1�⇤�⇢(⇡,ri)

◆
(4.16)

=
1

|T |
X

⌧2T

TX

t=0

X

i

P(ri)r✓ log ⇡✓(at | st)�ri
t

✓
�+

1� �
1� ↵1�⇤�⇢(⇡,ri)

◆
(4.17)

=
1

|T |
X

⌧2T

TX

t=0

r✓ log ⇡✓(at | st)
✓X

i

P(ri)�ri
t (⌧)

�
�+

1� �
1� ↵1�⇤�⇢(⇡,ri)

�◆

(4.18)

=
1

|T |
X

⌧2T

TX

t=0

r✓ log ⇡✓(at | st)wt (4.19)

where

wt(⌧) =
NX

i=1

P(ri)�ri
t (⌧)

✓
�+

1� �
1� ↵1�⇤�⇢(⇡,ri)

◆
(4.20)
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Algorithm 1 Policy Gradient BROIL

1: Input: initial policy parameters ✓
0

, samples from reward function posterior
r
1

, . . . , rN and associated probabilities, P(r
1

), . . . ,P(rN).
2: for k = 0, 1, 2, . . . do
3: Collect set of trajectories Tk = {⌧i} by running policy ⇡✓k in the environment.
4: Estimate expected return of ⇡✓k under each reward function hypothesis rj

using Eq. (4.5).
5: Solve for �⇤ using Eq. (4.4)
6: Estimate policy gradient using Eq. (4.19) and Eq. (4.20).
7: Update ✓ using gradient ascent.
8: end for

is the weight associated with each state-action pair (st, at) in the set of trajectory
rollouts T .

If � = 1, then

wt(⌧) =
NX

i=1

P(Ri)�
Ri
t (⌧) = �

¯R
t (⌧) (4.21)

where R̄ is the expected reward under the posterior. Thus, � = 1 is equivalent to
standard policy gradient optimization under the mean reward function and gradient
ascent will focus on increasing the likelihood of actions that look good in expectation
over the reward function distribution P(R). Alternatively, if � = 0, then

wt(⌧) =
1

1� ↵
NX

i=1

1�⇤�⇢(⇡,Ri)P(Ri)�
Ri
t (⌧) (4.22)

and gradient ascent will increase the likelihood of actions that look good under reward
functions that the current policy ⇡✓ performs poorly under, i.e., policy gradient
updates will focus on improving performance under all Ri such that ⇢(⇡, Ri)  �⇤,
weighting the gradient according to the likelihood of these worst-case reward functions.
The update rule also multiplies by 1/(1� ↵) which acts to normalize the magnitude
of the gradient: as ↵! 1 we update on reward functions further into the tail, which
have smaller probability mass. Thus, � 2 [0, 1] allows us to blend between maximizing
policy performance in expectation versus worst-case and ↵ 2 [0, 1) determines how
far into the tail of the distribution to focus the worst-case updates.

The PG-BROIL algorithm is shown in Algorithm 1.
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4.3 BROIL Policy Gradient with Entropic Risk
Measure

Another common risk metric, Entropic Risk Measure (ERM) [24], is also amenable
to policy gradient optimization within the BROIL framework. One benefit of ERM is
that it is di↵erentiable everywhere unlike CVaR. ERM has been considered recently
under the settings of risk-averse policy search under a known reward function [56]
and soft-robust optimization with respect to model uncertainty [72].

Entropic Risk Measure

The entropic risk measure [24] is another form of tail risk that has the benefit of
being everywhere di↵erentiable, eliminating the need for subgradients as we saw in
the derivation for CVaR. The entropic risk measure (ERM) of a random variable X
is defined as:

ERM = � 1

↵
logE[e�↵X ] (4.23)

where ↵ 2 (0,1) represents the risk sensitivity (higher is more risk-sensitive) and
where larger values of ERM indicate lower risk.

We start with the objective:

maximize
⇡✓

� · E[ (⇡✓, R)] + (1� �) · ERM↵


 (⇡✓, R)

�
(4.24)

We assume that our performance metric is expected value, i.e.,  (⇡u, R) =
⇢(⇡, R) = E⌧⇠⇡✓

[R(⌧)].
We need to find the gradient wrt ✓. The first term is the same as in the previous

section:

r✓ · EP(R)

[E⌧⇠⇡✓
[R(⌧)]] =

X

i

P(ri)r✓E⌧⇠⇡✓
[ri(⌧)]. (4.25)
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Now consider the gradient of the entropic risk term. We have

r✓ERM↵[⇢(⇡, R)] =�r✓
1

↵
log

 
X

i

P(ri)e�↵⇢(⇡✓,ri)

!
(4.26)

=� 1

↵

1P
j P(Rj)e�↵⇢(⇡✓,Rj)

X

i

P(ri)r✓e
�↵⇢(⇡✓,ri) (4.27)

=� 1

↵

1P
j P(Rj)e�↵⇢(⇡✓,Rj)

X

i

P(ri)e�↵⇢(⇡✓,ri)r✓(�↵⇢(⇡✓, ri))

(4.28)

=
X

i

P(ri)e�↵⇢(⇡✓,ri)

P
j P(Rj)e�↵⇢(⇡✓,Rj)

r✓⇢(⇡✓, ri) (4.29)

As before we will be estimating the on-policy expected return for each reward
hypothesis which can be done by collecting a set T of trajectories ⌧ ⇠ ⇡✓:

⇢(⇡✓, Rj) = E⌧⇠⇡✓
[rij(⌧)] ⇡ 1

|T |
X

⌧2T

Rj(⌧) =
1

|T |
X

⌧2T

TX

t=0

Rj(st, at). (4.30)

Now we can formulate the full BROIL policy gradient update step by blending
the policy gradient over the expectation with the policy gradient over the ERM:

r✓BROIL =�
X

i

P(ri)r✓⇢(⇡✓, ri) + (1� �)
X

i

P(ri)e�↵⇢(⇡✓,ri)

P
j P(Rj)e�↵⇢(⇡✓,Rj)

r✓⇢(⇡✓, ri)

(4.31)

=
X

i

P(ri)r✓⇢(⇡✓, ri)

✓
�+ (1� �) e�↵⇢(⇡✓,ri)

EP(R)

[e�↵⇢(⇡✓,R)]

◆
(4.32)

As before we can write the policy gradient as

r✓⇢(⇡✓, ri) = r✓E⌧⇠⇡✓
[ri(⌧)] = E⌧⇠⇡✓

"
TX

t=0

r✓ log ⇡✓(at | st)�ri
t

#
. (4.33)

Defining �ri
t in terms of a particular reward function hypothesis ri and approxi-
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mating expectations with a set T of on-policy trajectories ⌧ ⇠ ⇡✓ gives:

r✓BROIL ⇡
X

i

P(ri)
✓

1

|T |
X

⌧2T

"
TX

t=0

r✓ log ⇡✓(at | st)�ri
t

#◆✓
�+ (1� �) e�↵⇢(⇡✓,ri)

ER[e�↵⇢(⇡✓,R)]

◆

(4.34)

=
1

|T |
X

⌧2T

TX

t=0

X

i

P(ri)r✓ log ⇡✓(at | st)�ri
t

✓
�+ (1� �) e�↵⇢(⇡✓,ri)

ER[e�↵⇢(⇡✓,R)]

◆

(4.35)

=
1

|T |
X

⌧2T

TX

t=0

r✓ log ⇡✓(at | st)
✓X

i

P(ri)�ri
t (⌧)

✓
�+ (1� �) e�↵⇢(⇡✓,ri)

ER[e�↵⇢(⇡✓,R)]

◆◆

(4.36)

=
1

|T |
X

⌧2T

TX

t=0

r✓ log ⇡✓(at | st)wt (4.37)

where

wt =
X

i

P(ri)�ri
t (⌧)

✓
�+ (1� �) e�↵⇢(⇡✓,ri)

ER[e�↵⇢(⇡✓,R)]

◆
(4.38)

is the weight associated with each state-action pair.
Intuitively, if � = 1, then we just focus on increasing the likelihood of actions

that look good in expectation. If � = 0, then we focus on increasing the likelihood of
actions that look good under reward functions that the current policy ⇡✓ performs
poorly under. In particular, the policy gradient for the ERM term is given by a
weighted sum of policy gradients for each reward function in the posterior. The
weights are softmax probabilities which will concentrate the probability around the
reward function ri for which ⇢(⇡✓, ri) is lowest. Intuitively, this will encourage policy
updates that improve the performance under the reward functions for which ⇡✓
performs the worst. As ↵ ! 1, the softmax probabilities will concentrate on the
absolute worst-case reward in the distribution, but for ↵! 0, this probability will be
distributed according to the reward function probabilities P(ri) resulting in a policy
gradient that seeks to maximize return under the expected reward function.

4.4 Trust Region PG-BROIL (PPO)

We also derive a version of the Proximal Policy Optimization (PPO) [77] algorithm
for optimizing the BROIL objective. We specifically consider the PPO-clip objective,
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which adjusts the advantage function to encourage controlled updates of the policy
at each epoch. Precisely, let the policy parameters at epoch k be given by ✓k. Then
PPO-clip implements the following update:

✓k+1

= argmax
✓

E
(s,a)⇠⇡✓k

[L(a, s, ✓k, ✓)] (4.39)

where

L(a, s, ✓k, ✓) = min

✓
⇡✓(a|s)
⇡✓k(a|s)

A⇡✓k (s, a), g(✏, A⇡✓k (s, a))

◆
(4.40)

and

g(✏, A⇡✓k (s, a)) =

(
(1 + ✏)A⇡✓k (s, a) A⇡✓k (s, a) � 0

(1� ✏)A⇡✓k (s, a) A⇡✓k (s, a) < 0
(4.41)

To implement a PPO-style gradient clipping for PG-BROIL, we replace A⇡✓k(s, a)
with the BROIL Policy Gradient weights:

wt =
X

i

P(ri)�ri
t (⌧)

�
�+

1� �
1� ↵1�⇤�⇢(⇡,ri)

�
(4.42)

where wt is the weight associated with each state-action pair.
The PPO-clip BROIL algorithm is written in Algorithm 2.

Algorithm 2 PPO-clip BROIL

1: Input: initial policy parameters ✓
0

, samples from reward function posterior
R

1

, . . . , RN and associated probabilities, P(R
1

), . . . ,P(RN), and any form for
policy gradient weights �t

2: for k = 0, 1, 2, . . . do
3: Collect set of trajectories Tk = {⌧i} by running policy ⇡✓ in the environment.
4: Estimate expected return of ⇡✓ under each reward function hypothesis rj

using Eq. (4.5).
5: Solve for �⇤ using Eq. (4.4)
6: Update ✓ with stochastic gradient ascent by maximizing the PPO-clip objective:

✓k+1

= argmax
✓

1

|T |
X

⌧2T


1

T

TX

t=0

min

✓
⇡✓(a|s)
⇡✓k(a|s)

wt, g(✏, wt)

◆�

using Eq. (4.42) for wt.
7: end for
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Chapter 5

PG-BROIL Experiments

5.1 Prior over Reward Functions

We first consider an RL agent with a priori uncertainty over the true reward function.
This setting allows us to initially avoid the di�culties of inferring a posterior distribu-
tion over reward functions and carefully examine whether PG-BROIL can trade-o↵
expected performance and robustness (CVaR) under epistemic uncertainty over the
true reward function. We study 3 domains: the classical CartPole benchmark [9], a
pointmass navigation task inspired by [92] and a robotic reaching task from the from
the DM Control Suite [89]. All domains are characterized by an agent navigating in
an environment where some states have uncertain costs. All domains have unknown
transition dynamics and continuous states and actions (except CartPole which has
discrete actions). We implement PG-BROIL on top of OpenAI Spinning Up [2]. For
CartPole we implement PG-BROIL on top of REINFORCE [59], using Algorithm 1
and for remaining domains we implement PG-BROIL on top of PPO [77], using
Algorithm 2.

Experimental Domains

CartPole: We consider a risk-sensitive version of the classic CartPole benchmark
[9]. The reward function is R(s) = b · sx, where sx is the position of the cart on the
track, and there is uncertainty over b. Our prior over b is distributed uniformly in the
range [-1, 0.2]. The center of the track is sx = 0. We sample values of b between -1
and 0.2 across even intervals of 0.2 width to form a discrete posterior distribution for
PG-BROIL. The reward distribution is visualized in Figure 5.1a. Based on our prior
distribution over reward functions, the left side of the track (sx < 0) is associated
with a higher expected reward but a worse worst case scenario (the potential for
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negative rewards). By contrast, the robust solution is to stay in the middle of the
track in order to perform well across all possible reward functions since the center of
the track has less risk of a significantly negative reward than the left or right sides of
the track.

Pointmass Navigation: We next consider a risk-sensitive continuous 2-D
navigation task inspired by Thananjayen et al. 2020 [92]. Here the objective is
to control a pointmass robot towards a known goal location with forces in cardinal
directions in a system with linear Gaussian dynamics and drag. There are gray
regions of uncertain cost that can either be traversed or avoided as illustrated in
Figure 5.1b. For example, these regions could represent grassy areas which are likely
easy to navigate, but where the grass may occlude mud or holes which would impede
progress and potentially cause damage or undue wear and tear on the robot. The
robot has prior knowledge that it needs to reach the goal location g = (0, 0) on the
map, depicted by the red star. We represent this prior with a nominal cost for each
step that is the distance to the goal from the robot’s position. We add a penalty
term of uncertain cost for going through the gray region giving the following reward
function posterior:

R(s) = � �ksx,y � gk2
2

+ b · 1gray

�
, b ⇠ P(b), (5.1)

where 1gray is an indicator for entering a gray region, and where the distribution P(b)
over the penalty b is given as

b -500 -40 0 40 50
P(b) 0.05 0.05 0.2 0.3 0.4

On average it is favorable to go through the gray region (E[b] = +5), but there is
some probability that going through the gray region is highly unfavorable.

Reacher: We design a modified version of the Reacher environment from the
DeepMind Control Suite [89] (Figure 5.1c), which is a 2 link planar arm where the
robot can apply joint torques to each of the 2 joints to guide the end e↵ector of the
arm to a goal position on the plane. We modify the original environment by including
an area of uncertainty (large red circle). When outside the uncertain region, the
robot receives a reward which penalizes the distance between the end e↵ector and
the goal (small yellow circle). Thus, the robot is normally incentivized to guide the
end e↵ector to the goal as quickly as possible. When the end e↵ector is inside the
uncertain region, the robot has an 80% chance of receiving a +2 bonus, a 10% chance
of receiving a -2 penalty, and a 10% chance of neither happening (receiving rewards
as if it were outside the uncertain region). The large red circle can be interpreted as a
region on the table that has a small chance of causing harm to the robot or breaking
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Figure 5.1: Prior over Reward Functions: Domains and Results. We study (a)
CartPole in which the reward is an unknown linear function of the cart’s position, (b)
Pointmass Navigation with gray regions of uncertain costs, and (c) Reacher with a
red region of uncertain cost. For the CartPole and Pointmass Navigation domains, we
find that as � is decreased, the learned policy optimizes more for being robust to tail
risk and thus achieves more robust performance (in terms of CVaR) at the expense
of expected return in panels (d) and (e). In panel (f), we find that the reacher arm
enters the riskier red region less often with decreasing � as expected.

an object on the table. However, in expectation the robot believes it is good to enter
the red region (e.g., assuming that objects in this region are not fragile).

Results

PG-BROIL consistently exhibits more risk-averse behaviors with decreasing � across
all domains. For CartPole and Pointmass Navigation, we see that as � is decreased,
the learned policy becomes more robust to tail risk at the expense of lower expected
return in Figures 5.1d and 5.1e respectively. Figure 5.1e indicates that values of �
close to 0 can lead to unstable policy optimization due to excessive focus on tail
risk—the policy for � = 0 is Pareto dominated by the policy for � = 0.2. We
visualize the learned behaviors for di↵erent values of � for the Pointmass Navigation
environment in Figure 5.1b. For high values of �, the robot cuts straight through
the uncertain terrain, for intermediate values (eg. � = 0.45), the robot somewhat
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avoids the uncertain terrain, while for low values of �, the robot almost entirely
avoids the uncertain terrain at the expense of a longer path. Finally, for the Reacher
environment, we find that the percentage of episodes where the arm enters the red
region decreases as � decreases as expected (Figure 5.1f).

5.2 Learning From Human and Artificial
Demonstrations

We now consider the imitation learning setting, where an agent infers a reward function
from demonstrated examples. Given such input, there are typically many reward
functions that are consistent with it; however, many reward inference algorithms [25,
22, 11] will output only one of them—not necessarily the true reward. There has
been some work on Bayesian algorithms such as Bayesian IRL [64] which estimates a
posterior distribution instead of a single reward and Bayesian REX [12] which makes
it possible to e�ciently learn this posterior from preferences over high dimensional
demonstrated examples of varying qualities. However, prior work on Bayesian reward
learning often only optimizes policies for the expected or MAP reward estimate
over the learned posterior [64, 14, 12]. Our hypothesis is that for imitation learning
problems with high uncertainty about the true reward function, taking a robust
optimization approach via PG-BROIL will lead to better performance by producing
policies that do well in expectation, but also avoid low reward under any of the
su�ciently probable reward functions in the learned posterior.

TrashBot from Human Demonstrations

We first consider a continuous control TrashBot domain (Figure 5.2), where aim
to teach a robot to pick up pieces of trash (black dots) while avoiding the gray
boundary regions. The state-space, dynamics and actions are the same as for the
Pointmass Navigation environment and we provide human demonstrations via a simple
teleoperation interface. The robot constructs its reward function hypotheses as linear
combinations of three binary features which correspond to: (1) being in the gray region
(GRAY), (2) being in the white region (WHITE), and (3) picking up a piece of trash
(TRASH). We give three pairwise preferences over human teleoperated trajectories
(generated by one of the contributors to PG-BROIL) as shown in Figure 5.2. However,
the small number of preferences makes it challenging for the robot to ascertain the
true reward function parameters as there are many reward function weights that
would lead to the same human preferences. Furthermore, the most salient feature is
WHITE and this feature is highly correlated, but not causal, with the preferences.
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Thus, this domain can easily lead to reward hacking/gaming behaviors [42]. We
hypothesize that PG-BROIL will hedge against uncertainty and learn to pick up
trash while avoiding the gray region.

Figure 5.2: TrashBot environment: Each time the robot picks up a piece of
trash (by moving close to a black dot), a new one appears at a randomly in the white
region. We give pairwise preferences over human demos that aim to teach the robot
that picking up trash is good (left), going into the gray region is undesirable (center),
and less time in the gray region and picking up more trash is preferred (right).

We compare against behavioral cloning (BC), GAIL [31], and Risk-Averse Im-
itation Learning (RAIL) [75], which estimates CVaR over trajectories to create a
risk-averse version of the GAIL algorithm. To facilitate a fairer comparison, we only
give BC, GAIL, and RAIL the better ranked demonstration from each preference
pair. We also compare with Preference-based RL (PBRL) [15] in the o✏ine demon-
stration setting [11] which optimizes an MLE estimate of the reward weights, and
Bayesian REX [12], which optimizes the mean reward function under the posterior
distribution given the preferences. PG-BROIL also uses Bayesian REX [12] to infer a
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Table 5.1: TrashBot: We evaluate PG-BROIL against 5 other imitation learning al-
gorithms when learning from ambiguous preferences over demonstrations (Figure 5.2).
Results are averages (± one st. dev.) over 10 random seeds and 100 test episodes
each with a horizon of 100 steps per episode. For PG-BROIL, we set ↵ = 0.95 and
report results for the best � (� = 0.8).

Algorithm

Avg. Trash

Collected

Avg. Steps in

Gray Region

BC 3.4 ± 1.8 2.7 ± 6.2

GAIL 2.2 ± 1.5 3.7 ± 9.9

RAIL 1.1 ± 1.2 2.2 ± 6.9

PBRL 2.6 ± 1.5 1.2 ± 2.7

Bayesian REX 1.6 ± 1.3 1.2 ± 1.7

PG-BROIL 8.4 ± 0.5 0.1 ± 0.1

reward function posterior distribution given the preferences over demonstrations, but
optimizes the BROIL objective.

Table 5.1 compares the performance of each baseline imitation learning algorithm
when given the 3 pairs of demonstrations shown in Figure 5.2. We find that PG-
BROIL outperforms BC and GAIL [31] by not directly seeking to imitate the states
and actions in the demonstrations, but by explicitly reasoning about uncertainty in
the true reward function. We also find that PG-BROIL significantly outperforms
RAIL. This is because RAIL only focuses on minimizing aleatoric uncertainty under
stochastic transition dynamics for a single reward function (the discriminator), not
epistemic uncertainty over the true reward function. We find that PG-BROIL also
outperforms PBRL and Bayesian REX, which overfit to staying in the white region,
not realizing the importance of picking trash.

Figure 5.3 shows the distribution of the weights for each feature for PG-BROIL.
PG-BROIL exploits the fact that some reward functions have a negative weight for
the WHITE feature to recognize that simply staying in the white region without
going for trash is a highly suboptimal strategy. This allows PG-BROIL to outperform
PBRL and Bayesian REX, which fall into a local maxima by simply mining rewards
by staying in the white region. Amongst the 20 reward functions generated on seed
0, the WHITE and TRASH features have a Pearson correlation coe�cient of -0.46.
This implies that if a reward function places high weight on the WHITE feature,
it is likely to place a smaller or more negative weight on the TRASH feature and
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Figure 5.3: Reward distribution generated by Bayesian REX of each feature weight
in posterior for seed 0.

vice-versa. This helps create the causal confusion we see in this experiment since it is
unclear whether the agent should be rewarded more for the WHITE feature or the
TRASH feature.

Reacher from Demonstrations with Domain Shift

For this experiment, we use the same Reacher environment described above. We
give the agent five pairwise preferences over demonstrations of varying quality in a
training domain where the uncertain reward region is never close to the goal and
where none of the demonstrations show the reacher arm entering the uncertain region.
We then introduce domain shift by both optimizing and testing policies in reacher
environments unseen in the demonstrations, where the goal location is randomized
and sometimes the uncertain reward region is in between the the reacher arm and
the goal. The environment before and after the domain shift is shown in Figure 5.4a
The inferred reward function is a linear combination of 2 features: TARGET and
UNCERTAIN REGION which are simply binary indicators which identify whether the
agent is in the target location or in the uncertain region respectively. In the posterior
generated using Bayesian REX, we find that the weight learned for the TARGET
feature is strongly positive over all reward functions. UNCERTAIN REGION, having
no information from any of the demonstrations, has a wide variety of possible values
from -1 to +1 (reward weights are normalized to have unit L2-norm). Both the
mean and MLE reward functions assign a positive weight to both the TARGET and
UNCERTAIN REGION features, resulting in Bayesian REX and PBRL frequently
entering the uncertain region as shown in Table 5.2. By contrast, PG-BROIL hedges
against its uncertainty over the quality of the uncertain region and avoids it.
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(a) (b)

Figure 5.4: Reacher environment during demonstration time (a) and policy training
time (b). During demonstrations, the uncertain region (red) is far from the robot arm
and the goal (yellow), but during policy optimization the goal position is randomized
and sometimes the uncertain cost region is in the way forcing the agent to either go
around or through it.

Table 5.2: Reacher from Demos: We evaluate PG-BROIL and baseline imitation
learning algorithms when learning from preferences over demonstrations. Results are
averages (± one st. dev.) over 3 seeds and 100 test episodes with a horizon of 200
steps per episode. For PG-BROIL, we set ↵ = 0.9 and report results for � = 0.15.

algorithm

Avg. Steps in

Uncertain Region

Avg. Steps in

Target Region

BC 11.3 ± 27.4 39.9 ± 62.3

GAIL 2.3 ± 1.7 5.1 ± 13.0

RAIL 2.1 ± 1.2 4.6 ± 27.0

PBRL 28.4 ± 37.7 16.8 ± 30.4

Bayesian REX 13.5 ± 35.0 94.5 ± 70.1

PG-BROIL 1.7 ± 7.2 102.0 ± 60.5
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(a)

Algorithm Game Score

BC 1.7 ± 5.3

GAIL -0.2 ± 5.8

RAIL 0.5 ± 4.9

PBRL -15.0 ± 8.2

Bayesian REX 1.6 ± 4.7

PG-BROIL 23.9 ± 13.5

(b)

Figure 5.5: Atari Boxing: We evaluate PG-BROIL against baseline imitation
learning algorithms when learning from preferences over demonstrations. Results are
averages (± one st. dev.) over 3 random seeds and 100 test episodes. For PG-BROIL,
we set ↵ = 0.9 and report results for the best � (� = 0.3). The game score is the
number of hits the trained agent (white) scored minus the number of times the agent
gets hit by the opponent (black).

Atari Boxing from Demonstrations

For this experiment, we give the agent 3 preferences over suboptimal demos of the
Atari Boxing game [6]. We use Bayesian REX to infer a reward function posterior
where each inferred reward functions is a linear combinations of 3 binary indicator
features identifying whether the agent hit its opponent, got hit, or stayed away from
the opponent. The mean and MLE reward functions both assign a high weight
to hitting the opponent, ignoring the risk of getting hit by the opponent due to
always staying close to the opponent in order to score hits on it. PG-BROIL tries to
satisfy multiple reward functions by both trying to avoid getting hit and scoring hits,
resulting in better performance under the true reward as shown in Table 5.5b.
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Chapter 6

BROIL with Cross Entropy
Method and Model Predictive
Control (MPC-BROIL)

Work done with Daniel Brown, Satvik Sharma, and Rishi Parikh.

6.1 Algorithm

This method maximizes the soft robust BROIL objective within a CEM and MPC
approach for model-based planning. In model-based planning, CEM is

The main change from the normal CEM and MPC procedure lies in the CEM
portion. At each iteration of CEM, after randomly picking action samples from a
Gaussian fit to the elites, the dynamics model is used to determine the rewards under
each reward function. Then, Tbest is created according to Equation 6.1 and this set
updates the elites for the next iteration of CEM. After CEM has completed, the
next action, a

0

from the best action trajectory ⌧max is selected and executed in the
environment.

Tbest := {⌧i | 8i 2 [1...Nelite]} (6.1)

Where ⌧i is determined by:

⌧i = argmaxi
⌧2Tc

� · E[ (⌧, R)] + (1� �) · CVaR↵[ (⌧, R)]} (6.2)

and argmaxi
⌧2Tc

is the ⌧ corresponding to the ith largest value.

The full MPC-BROIL algorithm is written in detail in Algorithm 3.
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Algorithm 3 MPC-BROIL

1: Input: reward function posterior r
1

, . . . , rN and associated probabilities,
P(r

1

), . . . ,P(rN), horizon h, the number of elites Nelite, the number of CEM
iterations NCEM , dynamics model parameters ✓,

2: for k = 0, 1, 2, . . . do
3: for c = 0, 1, 2, . . . NCEM do
4: if k == 0 then then
5: Collect trajectories T

0

= {⌧i} by randomly selecting actions from the action
space.

6: else
7: Collect trajectories Tc = {⌧i} by randomly selecting actions from a multi-

variate normal distribution with mean µh and a diagonal covariance matrix
⌃h⇥h.

8: for each candidate trajectory i do
9: With the dynamics model ✓ rollout ⌧i under each reward function rj to

calculate the reward estimate Ri

10: Calculate the Cvari and �i values using Ri and P(r
1

), . . . ,P(rN)
11: Calculate Bi using Eq. 17
12: end for
13: end if
14: Select the best Nelite trajectories Tbest = {⌧i} using the corresponding values

of Bi

15: Use Tbest to update µh and ⌃h⇥h.
16: end for
17: Return first action from best ⌧max in TNCEM

18: end for



31

Chapter 7

MPC-BROIL Experiments

7.1 Prior Distribution over Rewards and Known
Dynamics

We test whether we can still get a family of di↵erent behaviors by optimizing the
BROIL objective via MPC. To test this out we first simplify the problem by assuming
a perfect dynamics model to reduce the noise from a learned dynamics model and
also assume a prior distribution over costs, avoiding the need to learn a distribution
over reward functions.

We test using a simple Pointmass environment. This is the exact same environment
as used in the PG-BROIL experiment described in Section 5.1. We also use the exact
same reward function posterior.

The results are shown in Figure 7.1. We see that for di↵erent values of � we get
di↵erent qualitative behavior. For � = 1 the agent goes almost directly to the goal,
and for � = 0 the agent avoids the gray areas. For 0 < � < 1 we see behavior that
partially avoids the gray area, hedging against the possibly high costs of the gray
region with the known cost of distance to the goal.

As we saw with PG-BROIL, we see that MPC-BROIL also leads to a range of
di↵erent behaviors based o↵ of di↵erent values for the hyperparameter �.
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Figure 7.1: MPC-BROIL in Pointmass Navigation: We evaluate MPC-BROIL
on a Pointmass environment. An oracle dynamics model was used with a planning
horizon of 20.
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Chapter 8

Switching Criteria for Imitation
Learning

Work done with Ellen Novoseller, Satvik Sharma, Vainavi Viswanath, Rishi Parikh,
Ryan Hoque, Ashwin Balakrishna, and Daniel Brown.

8.1 Algorithm Description

We consider switching from simulation to real in the case of imitation learning, in
which an algorithm learns a policy from sequentially-collected demonstrations. We
propose four criteria to determine when to switch from simulated training to physical
deployment. Specifically, we will describe two evaluation metrics for switching (reward
in simulation and epistemic uncertainty) and two stopping conditions for choosing
when to switch (absolute threshold and gradient-based). Pairing the two evaluation
metrics and two stopping conditions results in four possible switching criteria, each a
combination of a particular switching metric and stopping condition.

To study when to switch from learning in simulation to deploying policies in
physical experiments, we learn a switching criterion  : ⇡ ! {0, 1}. If  (⇡) = 1, we
terminate simulated training and deploy ⇡ in physical experiments, while otherwise,
we continue training ⇡. The switching function  identifies a switching time T

sim

as
a function of the evolving robot policy ⇡.

In the imitation learning setting, the objective is to learn a robot policy ⇡ that
emulates task demonstrations collected in simulation from some demonstration policy
⇡D. In principle, ⇡D could be a human controlling the robot in simulation via
teleoperation or an algorithmic controller defined using privileged state information
present only in simulation; we consider the latter. We train ⇡ in simulation with
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behavior cloning, in which the objective is to minimize the following loss function to
encourage the robot’s policy ⇡ : S ! A to match that of the demonstrator (⇡D) on a
set of trajectories D collected from the demonstrator:

JBC(⇡) = E
(st,⇡D(st))⇠D [L(⇡(st), ⇡D(st))] (8.1)

where L(⇡(s), ⇡D(s)) is an action discrepancy measure between ⇡(s) and ⇡D(s) (e.g.,
the squared loss or 0-1 loss; our experiments use the squared loss).

The key objective is to determine how many training iterations in simulation
are required to train ⇡ before it should be deployed on a physical system. To this
end, we train ⇡ to minimize the loss in Equation (8.1) in simulation on trajectories
in D and compute a stopping criterion  : ⇡ ! {0, 1}. If  (⇡) = 1, we terminate
simulated training and deploy ⇡ in physical experiments. Otherwise, we query ⇡D for
an additional task demonstration in simulation, aggregate this demonstration into D,
and continue.

Algorithm 4 fully describes the process. The procedure alternates between collect-
ing a batch of demonstrations from the demonstration policy ⇡D and appending the
demonstrations to the dataset D, performing a model update epoch to minimize the
loss function JBC(⇡), and checking whether the switching criterion  (⇡) is satisfied.
If it is, then the process is halted and the final learned policy ⇡ is deployed on
the physical robot system. In practice, our experiments collect a batch of K = 10
demonstrations per iteration, where we use K = 10 to obtain su�cient granularity of
information for determining the switching point. Each model update epoch performs
400 gradient steps on the loss function JBC(⇡) with a minibatch size of 64. We
optimize with Adam [41], with a learning rate of 2.5 ⇤ 10�4 and L2 regularization of
10�5.

8.2 Switching Metrics

We propose two switching metrics, which are computed after every model update
step in Algorithm 4.

Simulation Reward: Here we evaluate ⇡ in simulation and compute the average
total reward over L rollouts to approximate J

sim

(⇡) from Equation (3.1). We also
use this dataset to tune our switching conditions via cross-validation in simulation,
as detailed below, and denote it as Dcross. In practice, our experiments use L = 5,
which we found to provide a set of rewards with su�ciently small standard error.
Intuitively, performing well in simulation suggests that the policy may transfer well
to real.
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Algorithm 4 Learned Switching Criteria for Sim2Real

1: Input: Maximum number of episodes N ; number of demonstrations K collected
between each model update and calculation of the stopping criterion  (⇡); demon-
stration policy ⇡D; initialized bu↵er for demonstration data D  ;; randomly
initialized robot policy ⇡

2: for i 2 {1, . . . N} do
3: Collect ⌧demo

j = ((st, at)Tt=1

), j 2 {1, . . . , K} from ⇡D
4: D = D [ ⌧demo

1

[ . . . [ ⌧demo

K

5: ⇡  argmin⇡ E(st,⇡D(st))⇠D [L(⇡R(st), ⇡D(st))]
6: if  (⇡) then
7: Terminate learning and deploy on physical system
8: end if
9: end for

Epistemic Uncertainty: Here we approximate the epistemic uncertainty of ⇡ to
characterize the policy’s confidence in the actions that it predicts. We estimate epis-
temic uncertainty by training an ensemble of E policies on bootstrapped minibatches
of the training data in D. We then estimate the epistemic uncertainty over a holdout
set D

test

, which is not present during model training. Intuitively, the more consistent
(low-variance) the policy’s predictions on D

test

are across ensemble members, the
higher the probability that the policy has converged. Let {⇡i}Ei=1

denote the policy
ensemble and {ais}Ei=1

2 RM denote the corresponding actions when each ensemble
member is queried at observation s. Further, let aij denote the jth component of the
action predicted by ensemble member i. The epistemic uncertainty is estimated via:

Es2Dtest

"
1

M

X

j

Vari(aij)

#
, (8.2)

where Vari(aij) denotes the variance over ensemble members i 2 {1, 2, . . . E} in action
component j, and the expectation is taken over the observation-action pairs in D

test

.

8.3 Stopping Conditions

Here, we discuss two stopping conditions based on the metrics in the previous section
for determining when to switch from simulation to real.

Value-Based: The first stopping condition is an absolute threshold, A. The
cross-validation set, Dcross, is used to tune A: for simulation reward, A is set to
approximately the maximum reward attained in Dcross (on average over the L rollouts
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in Dcross), while for epistemic uncertainty, it is highest epistemic uncertainty that
corresponds with the earliest reward peak in Dcross. Specific values of A are provided
in the supplemental website. At each evaluation episode i, a spline f(x) is fit to the
previous i� 1 data points. We use a spline—rather than raw data—to mitigate the
noise in the switching criteria. Then, the spline is evaluated at the current episode
and checked against the predefined absolute threshold A to determine whether the
algorithm should stop training at the current episode and deploy the policy in real or
continue to learn in simulation.

Gradient-Based: The second stopping condition is gradient-based, and de-
termines when the change over time in an evaluation metric falls below a threshold.
Similar to the absolute threshold, we identify the threshold by fitting a spline to the
previous i� 1 data points. Then, finite di↵erences are taken for two points evaluated
on the spline to approximate the current gradient. If the gradient is within the range
[�✏, ✏] (tuned for each switching metric as described below), the gradient is considered
to be su�ciently close to zero and two counters are potentially incremented: wconsec

keeps track of the number of consecutive episodes with a su�ciently-small gradient,
while wtotal keeps track of the total number of episodes with a below-threshold gradi-
ent. The stopping condition is triggered if either wconsec > U or wtotal > V , where
U is the maximum limit of continuous evaluation episodes before stopping and V is
the maximum limit of noncontinuous evaluation episodes. The parameter V allows
training to stop even if there are some aberrations which would reset wconsec to zero.
Furthermore, the V condition alone is insu�cient, since if the gradient frequently
oscillates near zero due to noise in the switching metric, then the check for V would
trigger even though we may not have converged to acceptable performance, indicating
that the policy can still learn and should not yet be deployed in real.

Fig 8.1 illustrates this process. In practice, the parameters (✏, U, V ) of the stopping
conditions are tuned via cross-validation in simulation, using the dataset Dcross. In
particular, ✏ is empirically set to the largest value such that the range [�✏, ✏] does not
classify many earlier iterations (which have comparatively larger gradients) as having
a su�ciently-small gradient. U and V are tuned in conjunction so that the stopping
condition is triggered as early as possible but not too early (i.e., for an overly-low
simulation reward).
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Figure 8.1: System Overview. At each step, our algorithm pipeline collects a new
batch of simulation data, performs a model update epoch, and then checks whether a
switching condition is satisfied. If the switching criterion is met, then the model is
ready to be deployed in real. Otherwise, we continue collecting simulation data for
further updating the model. We test four switching criteria, which utilize metrics
based on a) reward when evaluated in simulation and b) epistemic uncertainty as
estimated via an ensemble of policy networks, paired with each of two stopping
conditions based on 1) absolute thresholding or values, and 2) gradients.
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Chapter 9

Sim2Real Switching Criteria
Experiments

9.1 Experimental Setup

Problem Statement

We consider the specific manipulation task of sequential fabric smoothing, a challenging
open problem in robotics that has received significant recent interest [79, 34, 26]. As
described in prior work [79], the objective in sequential fabric smoothing is to find a
sequence of robot actions to maximally smooth a fabric from an initially crumpled
configuration. We consider a square crop of fabric with initial configuration (state) s

0

and configuration st at time t. In both simulation and real, the robot can access only
top-down grayscale image observations of the workspace, ot 2 O = RH⇥W , where
H and W are the image height and width respectively. Following prior work [33],
we assume that each side of the fabric is monochromatic and that the two sides are
colored di↵erently, where the colors are distinguishable in grayscale (see supplement).
At each timestep t, the robot executes a 4D pick-and-place action at parameterized by
(xt, yt,�xt,�yt), where (xt, yt) is the pick point in pixel space and (xt+�xt, yt+�yt)
is the place point. Through a known pixel-to-world transform, the robot picks and
lifts the top layer of fabric at (xt, yt), translates by (�xt,�yt), and releases. The
robot seeks to learn a policy ⇡ : O ! A that maximizes R(sT ), where T denotes
the final step of a fabric smoothing episode and R(·) gives the coverage or 2D area
covered by the fabric. Following prior work [79], we assume that each smoothing
episode terminates when the fabric reaches a coverage threshold of at least 92% or a
limit of 10 actions (whichever happens first).
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Figure 9.1: Example Rollouts in Simulation and Physical Experiments. The
top row (left to right) depicts a sample trajectory in simulation, while the bottom
row similarly depicts a sample physical robot trajectory.

Simulation Environment Setup

To collect demonstrations, we use the oracle corner-pulling policy in the Gym-Cloth
simulator [79], which is ideal for fabric manipulation tasks. Gym-Cloth is an OpenAI-
Gym style fabric manipulation environment, which simulates the cloth using structural,
shear, and flexion springs. We use this simulator to collect data for training and
testing our policies in simulation before switching to deployment in real. The cloth is
represented as a 25x25 grid of point masses and is double-sided, with one side light
blue and the other side dark blue. The images generated for learning are 224x224 px,
of which a completely smooth cloth would occupy 164x164 px. This ratio is reflected
in our physical set up. Lastly, when using the Gym-Cloth-simulated data to train
fabric smoothing policies, we perform color shifts and augmentations. Specifically, the
background color and the color of the two sides of the cloth are darkened, converted
to gray scale, and blurred by a constant amount to match the images in real. Rollouts
in sim and real in Fig 9.1 show the sim images converted to closely resemble real
images. We collect a dataset D of 2,000 episodes of the oracle corner-pulling policies
in Gym-Cloth for training behavior cloning policies.

Physical Environment Setup

The workspace contains a bimanual ABB YuMi robot with a single tweezer gripper
on its left arm (the right arm is unused). Tweezer grippers are ideal for grasping the
cloth as they are able to apply fine point pressure, which many standard grippers
cannot do [79]. The manipulation surface is white and foam-padded to prevent end
e↵ector damage during collisions with the workspace. The experimental workspace is
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Figure 9.2: Four reset positions used in physical experiments. Each position is reset
manually by the human at the start of every trajectory in order to make comparisons
between di↵erent switching criteria as fair as possible.

marked with blue tape, so that the size of the manipulation workspace with respect
to the size of the cloth resembles the set up in the Gym-Cloth simulator. We use a
double sided 25 cm x 25 cm cloth where one side is light brown while the other side is
dark brown. The workspace has an overhead PhotoNeo Phoxi Camera that captures
grayscale images of resolution 732 x 1142 px, which are later cropped to specifically
display the manipulation workspace, marked o↵ by the blue tape. To ease cloth
perception, we also normalize the images based on a constant a�ne transformation
to create greater contrast between the cloth and background. We further blur the
image to remove noise, making it more closely resemble the smooth images seen in
the Gym-Cloth simulator. The entire workspace setup is depicted in Fig 9.3.

Our physical experiments evaluate four repetitions of each policy, which for
repeatability of results, utilize a set of four initial fabric configurations, depicted in
Fig 9.2.

During physical experiments, we project pick points onto a color-segmented
mask of the fabric, and project place points within the workspace. Similarly, when
evaluating learned policies in the simulator, we project pick points onto a mask of
the fabric; however, in simulation, episodes are terminated early if the fabric leaves
the workspace.

9.2 Evaluation Metrics

Our experiments evaluate the following switching criteria introduced in Chapter 7 to
determine when the BC policy should stop training and be deployed in real:

1. (Reward value) Simulation reward with a value-based stopping condition,
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Figure 9.3: Physical experiment and simulator setup. We study sim-to-real
switching in a fabric smoothing task, in an environment consisting of an ABB YuMi
robot with a single tweezer gripper. An overhead Photoneo Phoxi Camera captures
grayscale images. The manipulation workspace border is marked with blue tape,
and the fabric is located within the workspace border. The physical workspace is
designed to visually emulate the GymCloth simulator, as shown on the left; the top
two lefthand images show example starting and ending configurations from an oracle
smoothing policy, while the bottom two images show the same observations, processed
to resemble the grayscale images taken by the Photoneo Phoxi Camera.
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Figure 9.4: Determining Stopping Points for Various Switching Criteria. On
all graphs, the dark blue curves are splines fit to the data to mitigate noise when
approximating the gradient and determining if the value-based threshold has been
met. Left Two Graphs: The simulation reward comes from evaluating the policy
in the GymCloth simulation environment and determining the fabric coverage of
the final configuration; curves are averaged over 5 episode rollouts in GymCloth.
For comparison with real, the orange points correspond to mean performance in
real of the BC policy selected at that iteration. The error bars correspond to the
standard error across four runs. The stopping points (red point) are determined to
be at iteration 124 for reward value and 116 for the reward gradient. Right Two
graphs: The epistemic uncertainty is calculated at each iteration over a holdout set
of 200 demonstration episodes and with five ensemble members. The confidence value
determines the stopping point be 111, while the confidence gradient determines it to
be 117.

2. (Reward gradient) Simulation reward with a gradient-based stopping condition,

3. (Confidence value) Epistemic uncertainty with a value-based stopping condition,
and

4. (Confidence gradient) Epistemic uncertainty with a gradient-based stopping
condition.

We evaluate the performance of these switching criteria via the following metrics,
calculated during deployment in physical experiments after switching (averaged over
4 episodes in each case):

1. Final coverage

2. Improvement ratio (final coverage / initial coverage)

3. Number of actions per episode.
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9.3 Results

The switching calculation is illustrated for each metric in Fig. 9.4, which displays
the metrics and stopping point for each method. In each case, the stopping point
is between 100 and 125 iterations out of a maximum of 200 learning iterations; the
values are relatively close because all stopping condition parameters were tuned via
cross-validation in simulation.

Table 9.1 summarizes the experimental results. We see the average final coverage
achieved across all four stopping criteria is 88.05%, which is larger than the average
initial coverage by a factor of 1.82. Thus, all four switching conditions are well-
correlated with performance in real. We also plot fabric coverage over time in
Figure 9.5, in which we see that 200 learning iterations—the maximum number
considered—are not necessary to achieve competitive performance. Rather, our
switching criteria identify an earlier stopping time that results in similar final coverage
to the 200-iteration comparison, which does not allow early stopping.

Comparing the four stopping conditions, we see that the epistemic uncertainty
metric yields higher final coverage than the simulation reward for both the value-
based and gradient-based stopping conditions. Similarly, the value-based stopping
condition showed higher performance than the gradient stopping condition for both
the epistemic uncertainty and simulation reward metrics. However, because the
stopping condition iterations are close together (see Table 9.1), it is possible that
these discrepancies partially reflect noise in the behavior cloning training process,
rather than an inherent di↵erence between the switching criteria.

In terms of other pros and cons of the methods, in Figure 9.4, we see that the
epistemic uncertainty exhibits less iteration-to-iteration noise than the simulation
performance, while simulation performance is easier to tune and interpret and only
requires training a single behavior cloning policy (rather than a policy ensemble).
Meanwhile, the value-based stopping condition is easier to tune than the gradient-
based method. However, because it looks at a time-based trend rather than individual
values, we believe that the gradient-based stopping condition may yield more stable
values and improved generalization compared to the value-based stopping condition.
Testing generalizability of the stopping conditions is an interesting direction for future
work.
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Method (iters) Imp. ratio Final Actions

Rew val (124) 1.925 ± 0.070 0.909 ± 0.030 8.50 ± 1.30
Rew grad (116) 1.611 ± 0.091 0.804 ± 0.065 8.75 ± 1.08
Conf val (111) 1.964 ± 0.070 0.937 ± 0.004 6.00 ± 1.27
Conf grad (117) 1.819 ± 0.103 0.872 ± 0.032 8.75 ± 1.08
Final (200) 1.858 ± 0.040 0.880 ± 0.048 7.50 ± 1.30

Table 9.1: Physical Experiment Results: We report the final fabric coverage and
improvement ratio (final / initial coverage) achieved in physical fabric smoothing
experiments by the various switching policies: reward value (rew val), reward gradient
(rew grad), confidence value (conf val), and confidence gradient (conf grad). Results
are mean ± standard error over 4 episodes in each case, and the initial coverage
averaged 0.481 (± 0.023 standard error) over all cases reported in the table. We
also report the average number of actions (where each trajectory terminates upon
reaching 10 actions or 92% coverage, whichever occurs first).
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Figure 9.5: Performance of learned policies in physical fabric smoothing
experiments at various stopping points. Left: Final physical fabric coverage
achieved for each of the four stopping conditions. Right: Comparing the final physical
fabric coverage for the confidence value stopping condition to various checkpoints.
We see that the stopping conditions are largely competitive with 200 iterations (the
maximum iteration number considered), but require significantly less training. Plots
show mean ± standard err over 4 episodes. Note that to plot episodes that reach the
target coverage of 92% in fewer than 10 actions, we repeat the final achieved coverage
for the remainder of the 10-action budget.



46

Chapter 10

Limitations

10.1 Limitations with PG-BROIL and
MPC-BROIL

We found that PG-BROIL can sometimes become unstable for values of lambda
close to zero—likely due to the indicator function in the CVaR policy gradient. We
experimented with entropic risk measure [24], a continuously di↵erentiable alternative
to CVaR, but obtained similar results to CVaR. This would be a good limitation of
PG-BROIL to better understand.

As an example of a limitation with PG-BROIL we show the same TrashBot
environment as detailed in Section 5.2, where the agent’s objective is to simultaneously
collect pieces of trash while avoiding the gray region.

In the rightmost trajectory, we often found for extremely low values of � that the
agent would run o↵ into a corner (as opposed to staying in the intended main region).

Figure 10.1: The left and middle images show trajectories for PG-BROIL with � = 0.8
while the right image shows a failure case for � = 0.1.
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This is interesting behavior that we wish to understand the reasoning behind.
In the middle trajectory, we see the agent remaining in the white region but

not collecting the piece of trash next to it. Although this is a relatively high value
of � = 0.8, we still see unintended behavior (this value of lambda is expected to
additionally pick up trash as well as stay in the white region). This is also behavior
we wish to better understand, especially since the leftmost trajectory shows this same
� value displaying intended behavior.

For MPC-BROIL, we also notice a small range of � values that result in di↵erent
behaviors. This is the same example as shown before in Section 7.1. We noticed that
values ranging between � = 1 and � = 0.93 were almost identical to one another,
having di�culties in seeing any di↵erences in behavior between them. We also noticed
that the trajectories between � = 0.92 and � = 0 only have very subtle di↵erences.
This could be because of the environment we used; perhaps another environment or
task could better display a range of di↵erent behaviors for various values of �.

Figure 10.2: We evaluate MPC-BROIL on a Pointmass environment. An oracle
dynamics model was used with a planning horizon of 20.

10.2 Limitations with Sim2Real Switching
Criteria

The switching criteria which we evaluated were only tested for the case of behavior
cloning. There are many other algorithms that are used for robotics and sim2real
transfer, such as model-based planning and model-free reinforcement learning, and
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even other imitation learning methods (such as GAIL). Therefore, our study on
switching criteria isn’t entirely inclusive as it only studies it for behavior cloning. It
would be interesting to try to generalize and evaluate these criteria across several
other types of algorithms, to test if they work just as well as they did in our behavior
cloning example.
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Chapter 11

Conclusions and Future Work

11.1 PG-BROIL and MPC-BROIL

We derived a policy gradient-style robust optimization approach, PG-BROIL, to allow
for robust policy optimization in continuous MDPs. We also presented a sample-
e�cient, model predictive control approach, MPC-BROIL, which uses a learned
dynamics model to optimize robust policies over distributions of reward functions.
From both of these approaches, we saw that robust optimization can be scalable to
large, continuous MDPs.

We tested on challenging domains, however one regret is having been unable to
have ample time to test the algorithms on a real world robot. Real world domains are
much more challening, and we believe that these algorithms can perform very well in
real-world robotics contexts where there is uncertainty about the true objective. One
example we thought about was navigating a robot arm around an uncertain region
(perhaps of clutter) to a goal point. This would warrant the risk-averse behavior that
our algorithms are capable of producing, since navigating directly through the clutter
could result in damage to the robot arm. Bringing PG-BROIL and MPC-BROIL to
the real world is an interesting project we would encourage future students to take
on.

Future work also includes taking advantage of recent research on e�cient non-
linear Bayesian reward learning via Gaussian processes [7] and deep neural networks
[12] to see if we can learn using more complex reward functions (as opposed to simple
linear ones). It would be interesting to see how these rewards do compared to our
linear ones. We also found that PG-BROIL can sometimes become unstable for values
of lambda close to zero—likely due to the indicator function in the CVaR policy
gradient. Examining reasons for this instability and potential fixes would also be a
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good direction for future work.
We also began work on learning rewards from latent features (in the case of

MPC-BROIL). For this work, we got very close to getting it to work, however faced
some issues. To learn the reward, we experimented with both Trajectory-ranked
Reward EXtrapolation (T-REX) [11] and Bayesian Reward Extrapolation (B-REX)
[10]. We were only able to get T-REX to properly work, however this gives us a
single reward function as opposed to estimating a distribution, which we need for
MPC-BROIL. This is also a great direction for future students to work on, since
learning from the latent space would allow us to scale up to much more complex
tasks (including robotic tasks).

Code for PG-BROIL can be found at https://github.com/zaynahjaved/pg-broil.
Code for MPC-BROIL is not yet public since it is still underway.

11.2 Sim2Real Switching Criteria

We proposed and evaluated strategies for determining when to switch from training
a learning algorithm in simulation to deploying it on a real physical system. We
considered metrics based on performance in simulation performance and epistemic
uncertainty. We tested two stopping conditions based on absolute thresholds and
gradient tracking. We applied the switching criteria to a fabric smoothing task,
where we studied sim2real transfer for behavior cloning. We found that the proposed
switching criteria helped to save training time via early stopping. This can importantly
save compute and energy resources and help to deploy policies onto robots in the real
world more quickly.

While we focused on a single simulator and a single robot task, studying these
switching criteria across multiple simulators and robot tasks would be useful to
determine the generalizability of what we found. It could also be interesting future
work to consider switching to real based on the learned policies’ performance when
transferring across simulators. Switching to real in other algorithmic contexts, outside
of imitation learning, could also be studied, such as model-based planning and
model-free reinforcement learning. It could also be interesting to observe two-way
switching between learning in simulation and in physical experiments and whether
this additionally accelerates the learning process.

Code for Sim2Real Switching Criteria can be found at https://github.com/

ernovoseller/BC_switching_criteria.

https://github.com/zaynahjaved/pg-broil
https://github.com/ernovoseller/BC_switching_criteria
https://github.com/ernovoseller/BC_switching_criteria
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Ending Notes

The 5th year master’s program has been an invaluable experience that I highly
recommend. I once again want to thank my advisor for giving me the chance to do
this. I have learned a great deal about imiation learning as well as how to perform
quality research. There are still some directions for future work on these projects
that I would love to see or be a part of. I hope to continue research in the future,
but for now I’m excited to begin a job at Meta!
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