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Abstract

Scaling Phased Array Receivers to Massive MIMO and Wide Bandwidth with Analog
Baseband Beamforming

by

Emily Lauren Naviasky

Doctor of Philosophy in Engineering — Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Ali Niknejad, Co-chair

Professor Elad Alon, Co-chair

Massive multi-user MIMO is a promising technique to increase capacity with spatial filtering
for spectrum reuse, and increasing SNR through array gain. There are many advantages to
increasing antenna and user count in these arrays, but there is also much debate on how
best to do so efficiently. An especially important decision is where to place the beamformer
in the signal chain. This work proposes a hardware informed model for comparison between
analog and digital beamforming, breaking down the decision into intuitive designer chosen
specifications and comparing in power. The model finds that analog baseband beamform-
ing is critical for scaling to wide-bandwidth and large arrays, especially in the presence of
interferers. The hardware assumptions in the model are tested in a 16x16 beamforming
receiver array in 28nm silicon. Design techniques such as noise or bandwidth limited design,
two stage beamforming, and offset correction are used in the circuit implementation. The
ASIC was packaged and used in a real time demonstration which performs multi-user and
multi-panel operation.
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Chapter 1

Introduction

Wireless capacity capabilities have increased with each mobile wireless generation, and yet
new applications and modalities continue to demand more. Fully autonomous vehicles are
approaching on the technical horizon, and consensus points to some portion of the processing
will need to be done remotely on the cloud [1]. A global pandemic has spurred the advent of
remote work that will continue even afterwards, and may even grow into a more connected
virtual reality [2]. All of these emerging technologies and applications will require major
advances in increasing capacity, reducing latency, and increasing reliability.

However, increasing capacity to meet increasing demand requires re-imagining the typi-
cal wireless network. For example, state-of-the-art coding techniques have pushed spectral
efficiency close to the Shannon limit [3]. Capacity improvement beyond that is currently
sought through two methods: wider channel bandwidth (BW) and spatial multiplexing.
Wider bandwidths are achieved by moving to higher frequency bands of the wireless com-
munications spectrum, particularly those in the mm-wave range [4]. However, as available
bandwidth increases with carrier frequency, so too does attenuation; mm-wave links suffer
from significant propagation loss from atmospheric absorption, which limits range and ca-
pacity. This can be overcome using phased-array transceivers. An array of M antennas is
employed to create a high-directivity beam and electronically steer it towards a user. This
introduces a boost of the signal-to-noise ratio (SNR) to improve link range [5]. A system
which is already using phased-arrays is also able to leverage spatial multiplexing, introducing
another multiplexing domain to further increase capacity with spectrum reuse [6].

The combination of wide bandwidth and spatial multiplexing has the potential to supply
incredible capacity, and continue the expansion of wireless communication [7, 8]. However,
both wide-bandwidth and phased arrays come with many design challenges. To get the full
advantage of increased capacity, the array must be designed as a full system, identifying the
best architecture for the application.

The research presented in this dissertation will demonstrate analog baseband beamform-
ing in a receiver for many-user beamforming, and show that it is more power-efficient than
digital in the case of large interferers and wide bandwidth. By creating the models for the
research presented, we can develop insights on the different application classes and wireless
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environments as well as insight on how to continue scaling beyond the current state of the
art.

This chapter will introduce the concepts and beamforming architectures relevant to this
discussion. Chapter 2 identifies the ADC as a important block for comparison and how the
ADC specifications change between analog and digital beamforming. Chapter 3 presents a
deeply hardware informed model of the baseband amplifiers, wiring, and analog or digital
beamformer. Chapter 4 combines the models and examines the results and application spaces
that are best suited to baseband analog or digital beamforming. The design methodology for
analog beamformer design is used in practice in Chapter 5 to implement a fully-connected,
16 user beamformer in 28nm CMOS as a part of a two panel, 32 antenna receiver. Chapter
6 reports the measurement results of the ASIC as well as the demonstration of multi-user
wireless communication at 73GHz. Finally, Chapter 7 gives a summary, future directions,
and final thoughts on on the work.

1.1 Phased Arrays and MIMO

History

Arrays of antennas are nearly as old as wireless communication itself. In 1902, Guglielmo
Marconi’s pioneering transatlantic wireless experiment featured an antenna array. Many
wires slung between tall poles were to transmit a signal from Cornwall, UK to a second
array in Cape Cod, Massachusetts. The Cornwall array was downsized, due to destruction
by high winds, and the smaller surviving array was expected to have a more limited range,
making it unable to reach the Cape Cod station [9]. Thus, the final experiment featured a
receiver attached to a kite in St. John’s Newfoundland.

A few years later in 1905, Marconi’s Co-Nobel Laureate, Karl Ferdinand Braun, demon-
strated the first manually steerable phased array [10]. Two matching signals and a phase
shifted signal could be delivered to each of three antennas spaced on an equilateral triangle.
The signals could be manually moved between antennas to direct the signal one of three
directions.

Since then, passive and active phased arrays have been used mainly in military radar,
and radio broadcast. As we move into the 21st century, however, the size and cost of phased
arrays has been shrinking with wavelength, and phased arrays have begun to break into
everyday commercial spaces and wireless standards [11].

Phased Arrays

To begin understanding antenna receive arrays, imagine two receiving antennas placed
equidistant from a single transmitting antenna, measuring distance in the wavelength of
the carrier frequency. The equidistant receivers each expect to get the same signal from
transmitter at exactly the same time. If the signal at each receiver is then summed together,
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the two sinusoidal signals combine constructively in voltage. The combined signal power is
then 4 times larger than at one receiver alone. The noise received at the antennas, however,
is uncorrelated, and so the noise power only doubles. The result is an increase in not just
received power, but signal to noise ratio (SNR) compared to a single antenna. This can be
expanded not just for 2 antennas, but for any number of M antennas.

SNRM antennas =
(Signal1 antenna ×M)2

Noise2
1 antenna ×M

= M × SNR1 antenna (1.1)

However, say the transmitter moves so now receiver 1 is a half wavelength closer to the
transmitter than receiver 2. This results in a half wavelength delay between the signal at
each receiver. Now, when the receivers are combined, the two sinusoids are perfect inverses of
each-other and sum destructively. To fix this, a delay element could be introduced to re-align
the two receiver signals before they are combined. This is the concept behind directional
phase arrays.

The phase delay with which a signal arrives at a series of antennas can be calculated
for a given angle of arrival. Fig. 1.1 shows the geometry used to calculate the phase delay
between each antenna element in a linear array.

d

∆r

r
1

r
2

θ θ

∆φ

Figure 1.1: Phase delay between antenna elements calculated from signal angle of arrival for
an array with d spacing.

The difference in distance from the transmitter to two adjacent elements of the receiving
array is ∆r. The spacing between antennas is d, and the signal’s angle of arrival is θ,
measured from the perpendicular to the array plane. We would like to know the difference
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in phase between the signals due to delay, which we find using convenient right angles and
knowing that the angle across from the distance of interest is the signal’s angle of arrival: θ.

∆r = d sin θ (1.2)

If ∆r is measured in wavelengths, then the conversion to difference in phase is ∆φ =
2π∆r/λ. Antenna spacing is measured in wavelengths and frequently chosen to be λ/2.
This spacing prevents spatial equivalent of under-sampling and aliasing in the beam, known
as grating lobes. With these values we can solve for the phase difference between each
antenna.

∆φ =
λ

s
sin θ (1.3)

When the transmitter is positioned directly in front of the array, θ = 0, from Eq. 1.3, we
see that, likewise, the phase delay between each antennas is ∆φ = 0. By physical intuition,
for small arrays the signal must travel the same distance to every antenna. Mathematical
intuition says that ∆φ = 0 over the entire array by the small angle approximation. However,
for very large antenna arrays, where the width of the array is on the order of r, the small
angle approximation no longer applies and we see that Eq. 1.3 is an approximation that
applies only for far field.

Furthermore, ∆φ is equivalent to time delay only for the frequency corresponding to
wavelength λ. However, for very wide-band signals, the difference between phase delay ∆φ
and the true time delay becomes significant. This is called beam-squint, where the effective
angle-of-arrival begins to spread over the frequency range. To fix this, a true time delay can
be used instead of phase for either very wide-band signals. This is also necessary for very
large arrays, where the time delay from one end of the array to the other is a significant
percent of a symbol time. The true time delay is calculated using the speed of light, c, as:
∆t = ∆r/c. The specifics of when true time delay is necessary is covered more in Section
5.3.

Channel and Beamforming Arrays

Many In, Single Out

We first examine the case of a single transmitter antenna and a receiver array of M antenna
elements, known as Many In, Single Out (MISO). The phase delays corresponding to each
antennas can be conceived of as a vector of complex weights. For a transmitted signal x and
the vector of received signals ŷ, the channel vector represents the phase delay and amplitude
attenuation due to angle and distance of the signal through the wireless channel, Ĥ.

ŷ = Ĥ x (1.4)

The simplest model of Ĥ comes from the angle of arrival phase delay discussed in Fig. 1.1,
where the phase difference between each pair of adjacent antennas is ∆φ and the attenuation
due to far field travel is ρ. Thus, Ĥ = ρ [0, ej∆φ, ej2 ∆φ, . . . , ej(M−1) ∆φ]T .
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The phase delay applied to each received signal before summation can also be represented
as a vector, which will be referred to as ω̂. Choosing the weights for ω̂ can be done with
a variety of algorithms tailored to different goals. Applying a weight matrix which is the
conjugate transpose of the channel matrix, ω̂ = Ĥ∗, will correct the delay resulting from
a known angle of arrival as described with Eq.1.3. This gives the final estimate of the
transmitted value x′.

x′ = Ĥ∗ ŷ (1.5)

This choice of weights for ω̂ is known as conjugate beamforming. If the signal arrives
with different amplitude weights at the antennas, as occurs in arrays much larger than the
carrier wavelength, then there is an amplitude component. This is the most basic version
of a solution where signals are combined in proportion to their rms signal power known as
Maximal Ratio Combining (MRC), called maximal as it maximizes for SNR. For most arrays
the transmitter is much further, in wavelength, than the width of the array, and amplitude
difference is negligible. Thus, MRC beamforming and conjugate beamforming are frequently
equivalent.

The array gain from MRC beamforming is largest in the direction of angle of arrival, θ,
and decreases outside of that, creating a spatial filter. Illustrated in Fig. 1.2 is the beam
shape for conjugate beamforming antenna weights. The antennas act as discrete spatial
samples, creating a beam that resembles an FIR filter. With more samples, a filter has more
resolution, and so more antennas in the array can create a narrower beam. If spatial samples
from the antenna elements are the equivalent to time samples, then the multiplication with
the conjugate weights transforms from spatial domain to beam domain.

Many In, Many Out

The beamforming weights need not be limited to a vector, but can be a matrix as well.
In hardware, this equates to sending an antenna signal to multiple phase or time delay
blocks, which are then combined into separate beams. Intuitively, this looks like a channel
with rich channel diversity, such as from many scattering elements. This creates many
angles of arrival, which can be spatially distinguished from each other[12, 13], but the array
cannot distinguish more spatial channels than there are antennas. The spatial diversity of an
environment can be improved with a transmitter capable of steering to angles of departure,
and utilizing reflective surfaces in the environment to create multiple paths to the receiver,
thus increasing the number of angles of arrival. To do so, the transmitter uses the same
concept as the receiver array to create a transmitter array. This is known as Multiple In,
Multiple Out (MIMO). The channel can be represented as transmit and receiver vectors, x̂
and ŷ, as well as the channel matrix, H.

ŷ = Hx̂ (1.6)
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Figure 1.2: Spatial filtering response for MRC beamforming, with varying array size.
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Then the beamforming matrices are ωt for the transmitter and ωr for the receiver. With
the desired signal, s encoded by the transmitter beam weights, transformed by the channel,
and decoded by the receiver beam weights.

s′ = ωr Hωt s (1.8)

The representation of the array in linear algebra allows us to apply fundamentals from
linear algebra. First, an orthogonal spatial channel requires an independent column in the
matrix. Examining Eq. 1.7, we see quickly that the channel cannot support more orthogonal
channels than the rank of H, which is fundamentally limited by Mr and Mt. A full rank
H could represent the entire spatial domain in beam domain without any loss of spatial
information. Alternatively, in a far-field, line-of-sight channel with no reflecting objects in
the environment, all signals would arrive at the same angle and the channel matrix would
have rank 1. The requirement of independent columns in H, gives us intuition on the
importance of a channel matrix with a rich scattering coefficient, as from many reflective
surfaces.

From linear algebra, we also see that if one has perfect knowledge of the channel matrix,
it would be possible to invert the channel using some combination of ωr and ωt to obtain the



CHAPTER 1. INTRODUCTION 7

original signal s. This channel inverse would require that the channel be invertible, which
requires Mr = Mt. More leniently, a Moore-Penrose pseudo inverse, represented as A†, can
achieve a similar result, with a number of independent channels up to the minimum of Mr,
Mt, or rank of H. For the receiver beamforming matrix this is found as shown.

ωr = H† = H∗(H∗H)−1 (1.9)

A beam weight matrix which is a pseudo inverse of the channel is known as zero forcing
(ZF) beamforming, so called because it forces inter-beam-interference to zero, maximizing
SINR.

Single User, Multi-User

Much like separate frequency channels, multiple orthogonal spatial channels can be used to
increase capacity in a few ways. A TX array can send the same symbols along multiple
spatial channels, thus increasing the SNR through “transmit diversity”. Alternatively, each
channel can be used to transmit separate and parallel streams of data, known as “spatial
multiplexing”. Transmit diversity is generally useful for applications where the desired SNR
is unreliable. However, coding techniques generally handle maximizing capacity with un-
reliable SNR, thus spatial multiplexing is more effective at increasing capacity [14]. Thus,
the spatial channels are best utilized for spatial multiplexing, and enabling capacity increase
from spectrum reuse.

As discussed, depending on the multi-path richness in a given wireless environment, the
transmitting array can steer beams to support a maximum of Mr orthogonal links which can
be used to spatially encode data. This concept is at the base of Single-User MIMO (SU-
MIMO), which has been successfully employed in sub-6GHz wireless communications. Fig.
1.3.(a) illustrates a MIMO uplink taking advantage of multi-paths in the wireless channel
between a single user and a base station to send spatially multiplexed information. However,
this solution becomes less applicable as carrier frequencies increase. At carriers approaching
mm-wave and THz, the signal experiences significant attenuation, even for line-of-sight. This
reduces the channel’s spatial diversity, thus severely limiting the capacity of SU-MIMO at
high frequencies.

Multi-user MIMO (MU-MIMO), shown in Fig. 1.3.(b), re-introduces spatial diver-
sity to a mm-wave frequency wireless channel by serving K spatially distant users using
beamforming[15]. The base station supports a large array of M antennas simultaneously
steering K ≤M independent beams. Array gain at the RX still boosts SNR to compensate
for propagation losses, thus increasing link range. In addition, spatial multiplexing allows
users to occupy the same frequency spectrum at the same time, thus increasing capacity by
K× for well spatially separated users.

Beamforming and user tracking are performed at the base station, so user transceivers
can be power-efficient and simple, with single or low numbers of antennas.
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(a) (b)

Figure 1.3: Spatial diversity for (a) SU-MIMO and (b) MU-MIMO.

Searching for users and characterizing the wireless channel can be done in many ways,
including pilot signals [16], searching using sweeps in frequency [17], with beam codebooks
[18], or aided by AI [19].

Massive MIMO

MIMO systems further benefit from the Massive MIMO scenario, i.e. M � K [20]. Under
this condition, computationally inexpensive, linear algorithms such as MRC and ZF, can
achieve near-optimal user tracking and spatial interference rejection [21]. Intuitively, Massive
MIMO is the case when the spatial resolution, or beam width, is much finer than the number
of users, decreasing the chance that any two users are interfering. To aid in discussing the
“massive-ness” of an array, we’ll use α = M/K. This is also the inverse of the loading factor.
So a massive MIMO case might have an α of 10 or 100. Whereas an α of 1 indicates the
same number of users as antennas, and would require a very spatially diverse channel.

Although promising for increasing range and capacity, Massive MU-MIMO systems pose
substantial challenges in hardware development [22]. These challenges are generally related
to the large array size and the complexity of handling M signal streams or K user streams,
especially at mm-wave frequencies and wide signal bandwidth.

1.2 Architecture

Serving many users with many elements comes with many system design decisions which
will have significant implications on scalability, flexibility, and maximum capacity of the
array. Understanding the advantages and shortcomings of different architectures is critical
to choosing the best array for the application. We will begin first with how a massive array
can be divided into sub-arrays or not, and then examine, at a high level, different options
for beamformer location in the signal chain.
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Figure 1.4: System architectures for MU-MIMO.

Array Division

Different architectures can be used to achieve Massive MU-MIMO. To compare across the
architectures considered in Fig. 1.4, the number of antennas in the full array will be constant
and discussed in terms of M ×N where N is the number of sub-arrays when applicable.

The partially-connected array, Fig. 1.4.(a), is a conventional architecture for systems
that prefer to perform beamforming in analog. The partially connected architecture sub-
divides the full array into N sub-arrays, frequently serving a single user [23]. This creates
an easily modularized array, where the number of users can be increased by adding addi-
tional sub-arrays, but the full array aperture is never available to any user. This results in
reduced array gain and wide beams. While this architecture has fewer logistical problems
due to interconnect complexity, the large amount of hardware and associated power costs
required for this architecture do not scale well to many users or else cannot support the large
antenna/user ratios of massive MIMO.

Alternatively, a fully-connected array, Fig. 1.4.(b), provides all M ×N antenna elements
of an equally sized array to each user, enabling better hardware efficiency [24]. However,
a massive fully-connected array results in significant interconnect complexity where every
antenna signal must be carried to a central location for processing at great routing and
power cost. The LO distribution and corresponding phase noise likewise scales in difficultly
as the array size grows and must be carefully managed [25]. In addition, the size of the
matrix operation can be difficult to scale to wide bandwidths, for either analog or digital
processing. This complexity scales poorly to massive arrays with many users, and ultimately
limits the array size that can be achieved.

The two-stage fully-connected architecture, shown in Fig. 1.4.(c), is an architecture that
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enables hardware efficiency by providing the entire array aperture to all users, and which has
manageable interconnect complexity that scales with number of users as opposed to num-
ber of antennas [26, 24, 27, 28]. Two-stage beamforming is divided into N modularizable
sub-arrays, and beamforming computation is divided between the local sub-array and the
back-end. The sub-array performs lower resolution conjugate beamforming on an M × K
sized matrix. The parallelization of beamforming makes the smaller beamforming operations
feasible for wide bandwidths and at the local sub-array level without sacrificing spatial res-
olution. The second stage of beamforming can then perform higher resolution beamforming
on a smaller K×K matrix. Two-stage beamforming further has the advantage of being able
to estimate the channel as frequency flat at the sub-array level, and performing frequency
dependent beamforming in the second stage with little loss in channel capacity[27]. The LO
distribution is often challenging to scale, so it is broken into cross-array and local distribu-
tion. Phase noise is managed at the transition between local beamforming and back-end
beamforming [22]. The architecture then favors sub-arrays with a single LO, which combine
many antennas in the first local stage of beamforming [25]. These advantages make two-stage
fully connected architecture the most feasible to scale efficiently to massive MU-MIMO.

Fig. 1.5 illustrates a more detailed implementation of the distributed, modularized beam-
forming for multiple users. At the sub-array level, conjugate beamforming points beams
towards each user, using all M local antennas and outputting K unique user streams. The
first stage of analog baseband beamforming boosts SNR before A/D conversion, while de-
creasing the cross-array interconnect. The second stage of the Two-Stage architecture is
performed in the digital back-end where a digital matrix multiplication completes the ZF
operation, H∗(HH∗)−1 [22]. This further reduces inter-user interference, can be performed
as frequency dependent beamforming for channels with frequency fading, and fully realizes
the near optimal beamforming of a massive array for K users.

A key element of the Two-Stage Architecture is the sub-array radio module, which
implements a multi-output BF matrix capable of supporting K user beams, where K is
the maximum number of users the system plans to support. To achieve high capacity
with spectral efficiency, K should be large. Mm-wave sub-array modules based on cus-
tom CMOS/BiCMOS ASICs, which tile together to create a massive array, have recently
been proposed [29, 23, 30, 31, 32, 33, 34]. However, each sub-array only supports one
output stream (or two streams for dual polarization [23, 33]), thus limiting operation to
single-user or partially-connected multi-user. A few multiple-user-output RX beamforming
ASICs for fully-connected arrays have been shown at 28GHz, although with limited user
count. In [24], two outputs are extracted from a 8-element array. In [35], up to 4 concurrent
users are supported with a 4-element array; however, the baseband bandwidth demands of
the frequency-multiplexed user streams prevent the architecture from scaling to larger K.
Chapter 5 discusses a 28nm CMOS ASIC for use as a sub-array in a fully connected mm-
wave Massive MU-MIMO basestation E-band receiver[36]. The ASIC has multiple-output
baseband analog beamformer capable of supporting up to 16 concurrent user streams with 16
RX elements, allowing for future investigation of the Two-Stage Beamforming architecture.
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Figure 1.5: Massive MU-MIMO architecture with two-step fully-connected beamforming.

Beamformer Placement

Beamforming can be performed at nearly any stage in the signal path, with many of the
options shown in Fig. 1.6-1.8. Beamforming transforms from an array of antennas to one
or more beams, so the advantage of early beamforming is it decreases the number of signal
chains after, as K ≤ M . However, beamforming performed later has the advantage of the
beamformer itself being smaller, lower power, and able to perform more complex weighting
and processing operations.

Digital beamforming is able to perform the highest resolution with multiple stages of
processing, alignment, or learning. For some beamforming or channel learning algorithms,
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this level of intense processing may be a requirement. Thus the system must manage as many
signal chains as there are antennas, and the amount of hardware and cross array transport
of many signals may limit the power efficiency, size, or number of antenna elements that a
digital beamforming array can support.

Analog baseband beamforming is the next step up from digital beamforming and reduces
the number of ADCs in the array. Baseband analog is more efficient for low/medium res-
olution beamforming operations and signal bandwidth greater than a few hundred of MHz
[32][29]. It can still handle a large matrix of beamforming weights, but is best suited to
frequency flat channels and a two rather than three dimensional beamforming arrays. In
addition, the control loop for estimating the channel matrix and setting the weights in the
BF matrix is a larger loop to close and may make rapid beam switching more difficult.

Beamforming can be performed with the mixer as the phase shifting element and the
summation in baseband. This does take the phase shifting stage out of the signal path,
but has trouble with amplitude control and thus is limited to only conjugate beamforming.
Importantly, however, this complicates the LO distribution and phase noise management.

RF beamforming has the significant advantage of reducing the number of mixers and thus
the complexity of the LO distribution, which is a high power and challenging design block.
RF beamforming can achieve impressively wide bandwidth beamforming [34][33]. However,
the loss of passive elements at mm-wave and above, as well as the size of RF beamformers
disqualifies them from fully connected, many user (K > 2) applications.

Antenna level beamforming is the furthest end of moving the beamformer up the signal
path[37]. This reduces the number of every block in the signal chain, however, the NF hit
from beamforming before the LNA, means there is a trade-off in the LNA between reduced
number but tighter noise requirement.

At this point, it is also worth mentioning hybrid beamforming which is a combination
of any of the analog options, and digital beamforming. Analog beamforming is used to
reduce the spatial resolution to something < M and ≥ K, getting some of the advantage
of reduced number of signal chains, while maintaining enough spatial resolution to perform
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Figure 1.6: Array architecture with RF beamforming.
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a second more complex step of beamforming in digital. This does balance the trade-offs
between number of signal chains and spatial resolution in beamforming, which trades power
and hardware complexity for spectral efficiency. The Two-Stage Beamforming is a type of
hybrid beamforming, as the ZF operation is broken into a local analog step and a back-end
digital step, and it does so without loss of spatial resolution when the analog BF step is fully
connected. This is a linear beamforming operation, but it only supports ZF or MMSE, and
requires a fully connected beamformer in analog. There are hybrid beamforming options that
opt for reduced spatial resolution, or a weight matrix that is less easily divided. However,
calculating the analog and digital weight matrices can be very computationally expensive
[38].

From this examination, two stage beamforming is an excellent architecture for scaling
to massive MIMO with many users, and will be the assumed architecture moving forward.
Two stage beamforming could support other forms of hybrid beamforming, but this is a
discussion left to other work, this dissertation will assume ZF beamforming, with conjugate
BF performed at the subarray level. We can also exclude RF and mixer BF placement
options, but the optimal decision between analog baseband and digital BF for the local
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conjugate BF operation is not immediately obvious and is investigated further in Chapters
2, 3, and 4.
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Chapter 2

ADC Modeling

As the bandwidth available at high carrier frequencies increases, the ADC becomes a sig-
nificant power consumer in Massive MU MIMO. As such, the choice between analog and
digital BF has major implications on the ADC. As seen in Fig. 2.1, the first and most
obvious effect is the number of ADCs needed. In digital beamforming, the signal from each
antenna is digitized, so digital beamforming needs M ADCs. Whereas, both RF and base-
band analog beamforming transform the channel information from antenna domain to beam
domain when they perform the beamforming matrix operation. This means that there are
K ADCs needed for analog beamforming architectures. This comparison initially looks very
challenging for digital beamforming, as in Massive MIMO M � K, and in mm-wave or THz
applications, the wide bandwidth needed makes even a single ADC a very high power block.

Changing the data dimensionality, however, is not the only effect of beamforming before
the ADC. The array gain also increases the SNR of the signal. Thus, in the analog beam-
former case the signal going into the ADC is higher SNR than in the digital beamformer
case. This implies that the analog beamfomer needs fewer in number but higher resolution
ADCs, while the digital beamformer needs more lower resolution ADCs. This has led to an
interest in very low resolution digital beamforming schemes in the interest of making digital
beamforming arrays power feasible [39][40]. Low ADC resolution does, however, come with
a reduction in SNR, which is further discussed in Section 2.4 and Section 2.7.

Thus, we see that there is a trade-off between number of ADCs and their resolution.
There have been many published comparisons of throughput for RF, hybrid, and digital
beamforming[41, 42, 43, 44, 45, 46, 47]; as well as analyses of capacity in low-resolution
digitization and beamforming[48, 49, 50, 51]. However, innate to these analyses is an as-
sumption that analog beamforming is not capable of handling a fully connected beamformer,
resulting in the conclusion that digital beamforming is more spectrally efficient. More recent
publications have, however, shown that analog beamforming can handle large beamforming
matrices at baseband, with sufficient amplitude and phase resolution. Unfortunately, decou-
pling the results of throughput from assumptions about beamforming placement and spatial
resolution loss is very difficult. To more intuitively compare the analog and digital beam-
forming architectures, this chapter will define required ADC resolution in terms of common
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Figure 2.1: High level model of analog baseband beamformer(top) and digital beam-
former(bottom) signal chain.

design variables, such as bandwidth, signal SNR, M , K, and SNR degradation. These design
variables are held constant between architecture types, and by doing so the capacity is held
constant. (For another example of holding output SNR constant and comparing only power,
see [52].)

2.1 ADC Figure of Merit

The ADC model can be defined by three specifications: sampling frequency (fs), number of
bits (B), and power consumption (PADC). The Walden FOM (FOMW ) for ADCs is a good
estimate of ADC power per resolution and sampling frequency for B ≤ 12 and fs < 440MHz
[53]. The definition of the Walden FOM follows.

FOMW =
PADC
fs2B

(2.1)

The Schreier FOM (FOMS = SNDRADC + 10 log10(fs/(2PADC))) is best used for dynamic
range > 74dB [53], thus the ADC model switches from Walden to Schreier FOM for ADCs
beyond B = 12. In cases when this is necessary, the text will explicitly note the switch. How-
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added.

ever, this dynamic range is relevant only very rarely in mm-wave, where signals experience
high attenuation, and is considered an edge case.

Notably, both FOMs, have limited accuracy at high frequency. As seen in Fig. 2.2,
ADCs published between 1997-2021 with a competitive FOMW become less available after
fs = 440MHz.

This indicates a departure of real world designs from the FOM estimate, often due to
various timing and technology limitations. To correct for this, the model presented here will
follow the fitting curve used in the Murmann ADC survey, to model an appropriately scaled
ADC FOM (FOMW,adj) [53].

FOMW,adj =
PADC
fs2B

√
1 +

(
fs

440MHz

)2

= FOMWηadj (2.2)

The high frequency adjustment term will be simplified as ηadj for brevity. The adjustment
term ηadj encapsulates the efficiency limitations of high frequency ADCs in an easily modeled
equation. The FOMW,adj allows us to extend the ADC model to wide-bandwidth applications,
while comparing in power. This enables fair comparison of low bandwidth arrays to high
bandwidth arrays, where an equally power efficient ADC may not exist.
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Thus, we can write the single ADC power model as:

PADC = 2B FOMW,adj fs ηadj (2.3)

From Eq. (2.3), we see that the power of a single ADC relies on bandwidth (fs = 2 fBW ),
ADC figure of merit (FOMW,adj), and the number of bits (B). Of those, only B will change
with array architecture.

2.2 ADC SINAD and Signal Degradation

The number of bits required of an ADC is calculated from the maximum input signal and
maximum acceptable quantization noise. The quantization noise is defined by the RMS
quantization error in terms of least-significant-bit (LSB) is n∆ = (LSB/

√
12)2 (note that it

is noise power, not spectral density). We assume a sinusoidal input signal occupying the full
swing of the ADC, sFS = (2BLSB/(2

√
2))2. Because SNR is typically given in dB, we let

function dB(x) = 10 log10(x). The inverse is dB−1(x) = 10x/10. Then the ADC SINAD is:

SINADADC =dB

(
(2B LSB

√
12)2

(LSB 2
√

2)2

)
(2.4)

=B dB (4) + dB

(
3

2

)
(2.5)

Which is typically written as:

SINADADC = 6.02B + 1.76 (2.6)

We would like to use SNR degradation as a design variable, and thus need to be able to
calculate the number of bits required to achieve a given SNR degradation. This requires a
few steps, as follows.

We start by calculating the SNR degradation (SD) of the input signal due to additive
white quantization noise. Let the SNR before the ADC be SNRADC,in and the SNR after be
SNRADC,out.

SDADC = SNRADC,in − SNRADC,out (2.7)

The SD is obviously very similar to the definition of NF, but NF is defined for a standard
noise temperature input. Since we specifically need to examine effect of beamforming before
or after the ADC, we must define a non-standard noise input. Thus, we prefer to use SD so
as to not to overload the term NF.

Equation (2.7) can be rewritten in terms of input noise nADC,in and quantization noise
n∆, both in power.

SDADC = dB

(
nADC,in + n∆

nADC,in

)
= dB

(
1 +

n∆

nADC,in

)
(2.8)
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We see then that the SNR degradation due to the ADC can be fully defined by the ratio
of the input noise to the quantization noise. This will be a useful value which we define as:

q =
n∆

nADC,in
(2.9)

We can solve for q in terms of design variable SDADC only, imparting design variable
status to q.

q = dB−1(SDADC)− 1 (2.10)

Note that we will generally use a q < 1 which is equivalent to SDADC < 3dB. Intuitively,
if q = 1 then the quantization noise is the same power as the noise at the input, and the
output noise power is then doubled as expected at the 3dB point. Smaller values of SDADC

require smaller q, which means n∆ < nADC,in.

At this point, we still need to incorporate SINADADC so we can solve for the number
of bits. Towards that goal, we rearrange q. We assume that the maximum input signal
occupies the entire ADC dynamic range (sADC,in = sFS), enforced by programmable gain in
the signal chain before-hand. Then, we can write a relation between SINADADC and q.

dB (q) = dB

(
n∆

nADC,in

)
= dB

( sADC,in

nADC,in

sFS

n∆

)
= SNRADC,in − SINADADC (2.11)

We can then define SINADADC in terms of design variables SNRADC,in and q.

SINADADC = SNRADC,in − dB (q) (2.12)

Spending a little time getting intuition with Eq. 2.12, we see that as expected SINADADC

increases with the SNR of the signal that must be represented, SNRADC,in. In addition,
as the desired SDADC gets smaller, q becomes much less than one. This leads to dB(q)
becoming a negative number with large absolute value. It follows intuitively that to get
low SNR degradation from the ADC, we need an ADC with higher SINAD and thus higher
resolution.

All of this, combined with Eq.2.6, allows us to finally solve for the number of bits needed
in terms of SNRADC,in and q.

B =
SNRADC,in − dB (q)− 1.76

6.02
(2.13)

The use of SNRADC,in and SDADC as design constants allows us to define ADC resolution
specifications separately from the signal chain design. The noise or gain of the preceding
analog signal chain can be ignored as long as it: (1) Guarantees enough gain to fill the
dynamic range of the ADC, and (2) Agrees on a SNRADC,in at the input of the ADC. In
actual use, the signal power received at the antenna array is expected to change, then the
SDADC is the maximum acceptable SNR degradation for the largest expected SNRADC,in, as
B will then be sufficient to deal with lower power signals.
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2.3 ADC Total Power Budget

The total ADC power budget can now be written for n ADCs. Digital BF requires n = M
ADCs, one for each antenna; while analog BF requires n = K ADCs, one for each user.

PADC = n 2
SNRADC,in−dB(q)−1.76

6.02 FOMW fs ηadj (2.14)

This can be further simplified by using Eq. (2.5), and exercising the logarithm change of
base rule (log10(x) = log2(x)/ log2(10)) to get rid of the exponents and see a more intuitive
equation for ADC power.

PADC = n

√
sADC,in
nADC,in

1

q

2

3
FOMW fs ηadj (2.15)

The values of FOMW , fs, and ηadj are design constants, common to analog and digital
beamforming architectures for fair comparison. The design variable q will also be held con-
stant, but benefits from additional explanation as to why. The SNR of the signal that arrives
at the antenna array is constant because we are comparing the same number of users with
the same transmit power. The output SNR is held constant to hold capacity constant. This
means that the SNR degradation of the signal chain must be held constant, by definition.
The analog and digital beamforming architectures could distribute SNR degradation differ-
ently between baseband blocks: amplifiers, beamformer, ADC. As will be shown, however,
the ADC is a significant power block, especially at wide-bandwidth. (Comparison to RF
blocks is performed later in the chapter.) Thus, to a first order, is it preferable to choose
the largest acceptable SDADC regardless of the beamformer placement, and so q is held con-
stant in the comparison. With these variables held constant, PADC changes only with n and
SNRADC,in between the analog and digital beamforming cases. The following sections will
address the effects of beamforming on these values.

2.4 ADC SNR Input

The SNRADC,in is set by many design variables in the signal chain, such as expected signal
power at the antenna input, NF of the RF blocks, and SD of the baseband blocks. In the
case of analog beamforming, however, array gain must be included as well. In addition, this
section will examine the effect of interferers on the necessary ADC resolution.

Signal Dominated Environment

Let the average signal power of a single user at the antenna array be sant,1, and let all
user signals be independent. For K users, the total signal at the input of the array is a
combination of all user signals such that sant,tot = Ksant,1. The SNR at the antenna array is
then SNRant = Ksant,1/nant.
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Figure 2.3: Noise contribution before ADC in baseband analog signal chain, comparison
between analog and digital beamforming.

In the digital beamforming case, a signal path from antenna to ADC applies the same
SNR degradation to each of the K signals. Then the input ADC SNR can be written as:

SNRADC,in,D = SNRant − NFRF − SDBB (2.16)

= dB

(
KGRF GBBsant,in,1

GRF GBBnant +GBBnRF + nBB,1

)
(2.17)

= dB

(
KsADC,in,1
nADC,in

)
(2.18)

The NFRF and SDBB are design variables that will be held constant between architectures
for fair comparison. Note, that nBB in the digital case is separated into two parts in digital
beamforming. This is not a problem as nBB,2 is assumed to be zero. Further explanation of
balancing the baseband noise budget can be found in Section 3.1.
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Recall that we define SNRADC,in,D at the threshold between the baseband chain and the
ADC, so the terms sADC,in,1 and nADC,in are design variables. The specific implementation
of the signal chain does not matter as long as the ADC design and the analog signal chain
design agree on the same SNRADC,in,D at the interface. Then, the key observation in Eq.
(2.18) is that the SNRADC,in,D scales with K.

For analog BF, each ADC serves one of K beams pointed at each user. As shown in Eq.
(1.1), the in-beam user signal is summed coherently and boosted by M2, while the noise is
summed non-coherently and experience a gain of M . This provides an SNR boost to the
in-beam signal.

The rejection of out of beam signals depends on their angle of arrival, as the beamformer
provides some spatial filtering of the other users. This work assumes the application is
the first stage of local beamforming in a two-stage beamforming architecture. Thus, the
beamforming is MRC, which maximizes SNR, but not SINR. The MRC beam has a regular
beam shape, shown again in Fig. 2.4, which depends only on the angle of arrival of the
desired user signal. The out-of-beam rejection of inter-user interference due to beamforming
is then highly dependent on the angle of arrival of the interferer. However, for a uniformly
distributed, random angle of arrival given many users, we estimate an out of beam rejection
of dB(M). As seen in Fig. 2.4, the side lobe peaks asymptotically approach dB(M). This
also aligns with the intuition that out of beam signals should combine non-coherently like
noise.

Thus, we have one user which experiences M2 array gain, and (K − 1) users which
experience M array gain.

SNRADC,in,A = SNRant − NFRF − SDBB + Array Gain (2.19)

= dB

(
GRF GBBM

2sant,in,1 +GRF GBBM(K − 1)sant,in,1
GRF GBBMnant,in +GBBMnRF +MnBB

)
(2.20)

= dB

(
(M +K − 1)sADC,in,1

nADC,in

)
(2.21)

It is important to note that the signal and noise power, sADC,in,1 = GRF GBBsant,in,1 and
nADC,in = GRF GBBnant + GBBnRF + nBB, are the same in Eq. 2.18, and Eq. 2.21. This
allows us to see that the only difference between SNRADC,in,A and SNRADC,in,D comes from
array gain and filtering of inter-user interference in terms of M and K. If a beamforming
other than MRC is used, such as ZF or an algorithm with more interference cancellation,
then the (K − 1) term would disappear from the numerator.

From this we see that SNRADC,in,A is larger than SNRADC,in,D and depends on values of
K and M . Thus, the analog beamforming ADCs will require more resolution than the ADC
for digital beamforming.
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Interference Dominated Environment

A wireless channel with large interference present will effect the ADC resolution required.
The interferer is assumed to be an out-of-network interferer which cannot be handled with
power control within the network, such as an out of network base station in the same fre-
quency band.

It may not be not immediately clear why a large interferer must change the ADC resolu-
tion and not just the gain of the baseband amplifiers. Recall that the design variable q is held
constant for analog and digital beamforming, and sets the required ratio between the input
noise nADC,in and the quantization noise n∆. Decreasing the amplifier gain would allow the
ADC to accommodate a larger interferer without saturating, but not without also decreasing
nADC,in. Thus the ADC resolution must also increase to decrease n∆ and maintain the same
q.

When calculating B for a signal dominated environment, any interference power (sI) not
filtered before the ADC must be added to the desired signal sADC,in. The ADC SNR in the
digital beamforming case is then

SNRADC,in,D = dB

(
KsADC,in,1 + sI

nADC,in

)
(2.22)

The analog beamforming provides some spatial filtering of out-of-beam interferers, as seen
with the inter-user interference in Equation (2.21). The out of network interferer combines
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non-coherently, and thus, similar to noise, does not experience an SNR boost from the
beamforming.

SNRADC,in,A = dB

(
(M +K − 1)sADC,in,1 + sI

nADC,in

)
(2.23)

The analog beamformer still requires more resolution from the ADC than the digital
case, but as sI becomes � (M + K − 1)sADC,in,1 the difference becomes smaller relative to
the interferer. This is a problem for digital beamforming, as the lower resolution required in
ADCs is expected to make up for needing more ADCs. This means that in an application
space with large interferers expected, digital beamforming ADCs may not expect the same
lower resolution advantage. This helps motivate our interest in modeling the ADC power in
detail, so that we may characterize at what interferer size this begins to matter

It should also be noted that this is only the case for MRC beamforming, and that a
beamforming algorithm that is able to place nulls at large interferers will look more like the
signal dominated environment.

2.5 ADC Power Comparison

Having shown how the ADC power is modeled using the frequency adjusted Walden figure of
merit and how the SNR at the input of the ADC varies with M and K, we can now examine
how the total ADC budget changes with array size, number of users, and analog or digital
beamforming.

Signal Dominated Environment

We can combine ADC power, Eq. (2.3), and signal at the input to the ADC in the case of
digital beamforming, Eq. (2.6). For digital beamforming, there is one ADC for each antenna
(n = M) which must represent input signal SNR that scales with K.

PADC,D = M

√
KsADC,in,1
nADC,in

1

q

2

3
FOMW fs ηadj (2.24)

For analog beamforming, there is an ADC for each beam (n = K) which must represent
an SNR that scales with M +K − 1.

PADC,A = K

√
(M +K − 1)sADC,in,1

nADC,in

1

q

2

3
FOMW fs ηadj (2.25)

The FOMW , fs, and ηadj are variables chosen by the system designer and common to
both architectures. This leaves only the signal power scalar and number of ADCs that
changes with beamformer placement. We can more clearly compare how PADC scales with
array size in both cases by removing the common terms.

PADC,A ∝ K
√
M +K − 1 PADC,D ∝M

√
K (2.26)
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This matches our expectation, that for large arrays serving a single user we prefer analog
beamforming. We can also see that we prefer digital beamforming only when α ≈ 1 (i.e.
M ≈ K), which is conceivable in applications with a very spatially diverse channel or well
distributed users. However, this comparison also rapidly shows that for massive MIMO,
where α is large (i.e. M � K) analog beamforming is going to be frequently preferable with
respect to the ADC budget.

Interference Dominated Environment

Recall from Section 2.4 an interference dominant environment is one in which the ADC
dynamic range is set mostly to keep from saturating on a large interferer. Eq. (2.22) and
Eq. (2.23) then are written with the assumption that sI � sADC,in. We can then re-write
the estimated ADC power accounting for interferer power.

PADC,D = M

√
KsADC,in,1 + sI

nADC,in

1

q

2

3
FOMW fs ηadj (2.27)

PADC,A = K

√
(M +K − 1)sADC,in,1 + sI

nADC,in

1

q

2

3
FOMW fs ηadj (2.28)

However, since sI � sADC,in, we see that the SNR which effectively sets the required ADC
resolution is about common to both power terms. Then the approximate proportionality
from before can be rewritten.

PADC,A ∝ K PADC,D ∝M (2.29)

In which case we see that in the presence of interferers, we expect the preference for
analog beamforming to increase.

2.6 Achieving High Capacity

It is interesting to take a quick tangent to apply this ADC power model to a broader question.
In the case that the ADC is a dominant power block, how might this effect even higher level
system decisions. For example, as ADCs become more expensive at wide bandwidth, is the
pursuit of wider bandwidth which has fueled interest in these high carrier frequencies still
an efficient means to increase capacity.

The Shannon capacity shows that increases in capacity can come from an increase in
bandwidth (fBW ) or an increase in SNR. By utilizing spatial multiplexing, a term for the
number of independent user streams can increase the achievable capacity. We specify the
effective number of users Keff , where Keff = K only when there is negligible inter-user
interference due to M >> K or from other user isolation scheme.

C = fBW log2(1 +
s

n
)Keff (2.30)
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Common practice says when increasing capacity, bandwidth is more power efficient than
SNR, as capacity increases linearly rather than logarithmically. Of course, with the caveat
that the SNR is not too excessively low, at which point the capacity is power limited. Thus,
high capacity communication seeks to utilize all bandwidth available in the spectrum, and
then to move to higher carrier frequencies where more bandwidth is available. However, in
Section 2.1, the FOM is adjusted to model the reduction in ADC efficiency after 440MHz.
If the ADC is becoming a power dominant block, it is worth asking how this reduction in
ADC power efficiency effects the trade-off between bandwidth and SNR needed to achieve a
certain capacity.

Equation 2.14 gives the ADC power in terms of SNRADC,in and bandwidth. We can
re-write the long form of ηadj to get all SNR and fs terms.

PADC = n 2
SNRADC,in−dB(q)−1.76

6.02 FOMW fs

√
1 +

(
fs

440MHz

)2

(2.31)

The ADC power depends on both SNR and bandwidth, which can achieve a given capacity
with infinite combinations. To search for the minimum ADC power efficiently, we would like
to put the ADC power in terms of capacity. This allows us to sweep a single variable
(bandwidth or SNR) to find the optimum bandwidth and SNR pair to achieve the desired
capacity.

The Shannon capacity is in terms of final SNR, SNRf = dB( s
n
), but we need to relate it

to SNRADC,in. However, the 1+ term inside of the logarithm in the Shannon capacity means
that the the same logarithm rules as 2.14 do not apply, and we must assume s/n >> 1 to
make the simplification.

C =fBW log2(1 +
s

n
) (2.32)

≈fBW 0.33 SNRf (2.33)

This simplification is within 80% of the true value for SNRf > 5dB, and 90% for SNRf >
7dB. The final SNR, SNRf , comes after array gain from beamforming, so this is frequently
a valid assumption. However, we must know the array size (M) and placement of the BF to
relate SNRf to SNRADC,in.

Let us begin with examining the case of digital beamforming for a single user: n = M ,
K = 1. Then SNRf = SNRADC,in+dB(M) for a single user after the ADC. We will disregard
other SNR modifications such as dB(q) or oversampling, as they are constants and can be
added separately.

PADC = M 2
SNRf−dB(M)−1.76

6.02 FOMW fs

√
1 +

(
fs

440MHz

)2

(2.34)
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Figure 2.5: ADC Power (red) for a given desired capacity and swept SNR, required band-
width (blue) to meet capacity. For 1Gbps capacity, minimum power: 25uW at SNR: 9dB
and BW: 3.4MHz.

We will use 2.34 for the optimization that follows, but it is interesting to simplify this
result a little further for intuition.

PADC ≈
√
M 2

SNRf−1.76

6.02 FOMW
f 2
s

440MHz
(2.35)

We can see quickly that an increase in capacity with SNR requires an exponential increase
in ADC power, which is expensive. However, as bandwidth exceeds 440MHz, the ADC
requires a square increase in power, which is significantly more than the linear increase in
power at lower bandwidths.

The optimal bandwidth and SNR combination for ADC power is still not obvious, so
we wish to plot the range of combinations as desired capacity increases. To do so, we put
sampling frequency (fs = 2 fBW ) in terms of capacity and SNRf using Eq. 2.32. We
then define a desired capacity of C = 1Gbps and sweep SNRf . The results for 10 antennas,
with digital BF, serving a single user with 1Gbps, 10Gbps, and 100Gbps capacity is shown in
Figs. 2.5–2.7. Power is calculated from Eq. 2.34 with FOMW = 50fJ/conv-step and n = 10.

As expected, large values of SNR are always sub-optimal in terms of ADC power. How-
ever, as the desired capacity increases, the minimum ADC power occurs at larger SNR. The
optimal SNR occurs at 9dB for 1Gbps, 11dB for 10Gbps, and 17dB for 100Gbps. The 1Tbps
case is not shown, but the optimum remains at 17dB, suggesting that this effect saturates.
Looking at the blue bandwidth in all figures, we can see that the optimum SNR moves up
as the required ADC sampling frequency approaches 100s of MHz. Interestingly, the opti-
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Figure 2.6: For 10Gbps capacity, minimum power: 390uW at SNR: 13dB and BW: 23MHz.
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Figure 2.7: For 100Gbps capacity, minimum power: 27mW at SNR: 17dB and BW: 180MHz.
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Figure 2.8: ADC Power for multiple array sizes serving a single user with 1Gbps desired
capacity

mum is also shallower as the required capacity increases and the ADC ηadj term begins to
dominate. This suggests, that for very large capacity demands, very close to the minimum
ADC power can be achieved over a relatively wide range of SNR/bandwidth combinations.
The system can then be optimized for other blocks or specifications in the signal chain.

We also plot the power curve as array size increases for a single user in Fig. 2.8. As
expected from Eq. 2.35, increasing array size increases the ADC power by

√
M , and for a

single user, this simply shifts the power up.
However, more fairly, as the array size is increased, the number of users can be increased.

To keep Keff ≈ K, we specify a massive MIMO array with 10 antennas per user, α = 10.
This increases the capacity of larger arrays, and in Fig. 2.9 we see that a large array is more
power efficient as it achieves the same capacity with lower bandwidth.

It is worth noting that these trade-offs for optimizing for minimum ADC power are
less interesting for low carrier frequencies where the channel bandwidth is small and ADC
power is negligible. This analysis is most useful for high carrier frequency bands where more
bandwidth is available and ADC power begins to dominate.

Imagining a slightly strained design space where ADC power is the primary concern and
a bandwidth � 220MHz is always available, a final SNR of around 17dB is optimum for
power. The shallow optimum could justify pushing to closer to 20dB to support a 16-QAM
constellation with acceptable BER, but higher order constellations will still be less power
efficient in the ADC. More realistically, however, bandwidth is frequently highly constrained
by spectrum requirements and other blocks in the signal chain, and ADC efficiency is far
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Figure 2.9: ADC Power for multiple array sizes multiple users at α = 10 with 100Gbps
desired total capacity

from the only design concern. This leads to the softer conclusion that applications seeking
to push above 10s of Gbps of capacity may want to consider increasing SNR for a bit longer
at mm-wave before extending to THz, for example. Or may prefer to explore more system
solutions to create frequency channels, rather than supporting all of the available bandwidth
in a single signal chain.

2.7 Budgeting SNR Degredation

Multi-user massive MIMO creates a somewhat unique trade-off in the RX signal chain when
it comes to noise. Large arrays have the dual benefit of increasing SNR with array gain and
creating narrower beams with more spatial filtering. There are then two requirements which
may set array size: first where the number of antennas is chosen to close the link budget
with SNR boost from array gain; second where the the number of antennas is chosen to
meet the number of desired users and inter-user interference reduction needs. In the first
case, it is desirable to minimize SD through the entire signal chain, as it reduces the number
of antennas needed to meet a given SNR. In the second case, the number of antennas is
chosen to meet a required SINR, and decreasing the signal chain SD has rapidly diminishing
gains after the noise floor is pushed below inter-user interference. This implies that in the
many-user massive MIMO case, there may be spare SNR in the signal chain that can be
used to trade for other system specifications such as power, bandwidth, or linearity.

Since over-designing SNR degradation in the signal chain does not give any benefit when



CHAPTER 2. ADC MODELING 31

inter-user interference will be the main noise source, the next question is where is most
efficient to budget the additional SNR degradation? Common design intuition says that all
the SNR slack should be spent on the NF of the LNA or front-end. However, while there does
not exist the same agreement on LNA FOM as there is for ADCs, a survey of hundreds of
CMOS LNAs and examination over multiple FOMs, shows that the LNA does not experience
the same FOM corner in bandwidth[54]. The LNA FOMs that include bandwidth, show only
a linear relationship between DC power consumption and bandwidth. Whereas, this chapter
has spent a significant amount of time showing that the ADC is a significant power consumer
at wide bandwidth. It may be worth taking a moment to check common design intuition as
bandwidth increases and ADC power begins to become non-negligible compared to the LNA.
For this discussion we will assume CMOS LNAs, as more exotic process can more easily reach
high carrier frequencies, but come with off-chip routing loss and packaging concerns that are
significant variables with less well established norms and best practices.

There is a simple and common FOM for LNA, using LNA power(PLNA,DC), gain (GLNA,dB),
and noise figure (NFLNA):

PLNA,DC (mW) =
GLNA,dB

FOMLNA,1(NFLNA − 1)
(2.36)

A second, recently published FOM in [54] is specifically for CMOS LNAs and includes
signal bandwidth (fBW ), technology (L), carrier frequency (f0), and noise measure (FM =
(dB−1(NF )− 1)/(1−G−1

LNA,dB)) :

PLNA,DC (mW) =

(
L4/3f

2/3
0 f

1/3
BW

FM FOMLNA,2

)3

(2.37)

It is worth noting that this second LNA FOM better matches the performance seen in
published works, and thus provides a better power estimate. Thus we will be using the
second FOM for this discussion.

The comparison is performed for multiple fBW , as well as L = 28nm, and GLNA,dB =
20dB, ADC FOMS = 50fJ/conv-step, LNA FOM= −15dB. The carrier frequency is adjusted
for an appropriate carrier for the specified bandwidth; for example, f0 = 70GHz is used for
fBW = 1 − 5GHz, and f0 = 160GHz for fBW = 5 − 10GHz. Obviously, exact results
will change for different values, but these represent a somewhat common set of ADCs and
LNAs, and reveal an interesting trend. The ADC curve is defined with fs = 2fBW , digital
beamforming, SNRADC,in = 11dB, and FOMW = 50fJ/conv-step.

Fig. 2.10 shows the estimated power spent in the LNA and the ADC to meet a range of
SNR degradation specifications. The results reinforce the common intuition that the LNA
power efficiency benefits the most from a large NF specification. For example let us focus
on the 1GHz case. At the given gain and technology, a common NF for carrier frequencies
around f0 = 70GHz is ≈ 5dB in published works[55]. We’ll assume an ADC with SDADC3dB
to start, so q = 1. Say there are 3dB of spare SNR in the system, then Fig. 2.10 shows
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Figure 2.10: Comparison of power spent to achieve NF or SD in LNA or ADC

significant power savings if the LNA NF is allowed to increase from 5dB to ≈ 8dB, more than
allowing SDADC to move from 3dB to 6dB. Indicating that it is more power efficient to invest
in a lower power LNA than a lower resolution ADC. However, say there are an additional
6dB of spare SNR in the system. SDADC begins to become comparable in power around
8dB of SNR degradation. This indicates that an LNA with NF beyond 8dB, should start
to be balanced against the acceptable SDADC and it may depend on other design decisions
which is the best place to budget the SNR degradation.

This is especially relevant in the 10GHz case, at carrier frequencies around 160GHz. The
common NF values published for CMOS LNAs start to creep up 8dB, while the curves in
Fig. 2.10 remain similar. Indicating that the ADC has a more immediate claim on that
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same spare 3dB or 6dB of SNR degradation at higher carrier frequencies.
This result shows that low resolution ADCs are a power efficient solution for arrays with

wide bandwidth above 1GHz, but only once the LNA NF has been optimized. This is more
likely to be relevant at high carrier frequencies, where LNA NF is already lower by design
necessity. This is good news for low resolution ADC algorithms, as the high carrier, wide
bandwidth applications are the ones most in need of low resolution ADCs. It is important to
recall, however, that this is only applicable in channels where the inter-user interference and
spatial resolution requirements are setting the number of antennas. Otherwise, the lower
resolution ADCs cut directly into the link budget.
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Chapter 3

Beamformer Modeling

The ADC power budget becomes large as bandwidth, user count, and interferers increase,
but to get a better idea of how large this is compared to the rest of the system, it is valuable
to form a model of the other blocks in the baseband. It’s an important comparison if analog
beamforming saves power in the ADC, but costs more power to implement a fully connected
beamforming matrix with equivalent resolution to a digital implementation. The beamformer
is the only block that scales with antennas, M , times users, K, which for many-user massive
MIMO, can be significant. In addition, the baseband amplifiers must provide enough gain
and linearity to fill the ADC swing, which is non-trivial at very wide-bandwidths. Creating
a hardware informed model of how the beamformer power scales with array size allows the
designer to proceed with complicated architecture decisions in an informed manner.

We will make a few assumptions in the comparison. First, that the RF blocks in the signal
chain are unchanged by the decision between analog and digital beamforming, and thus can
be excluded from the comparison. Next, to help manage the cross connect between many
antennas, and the inter-user interference between many, fully-connected users we will tailor
the discussion towards the two-stage beamforming architecture. As discussed in Section
1.2, performing local beamforming over many antennas allows the system to manage many
antennas and phase noise achieve high capacity[25]. However, many of the results still
apply broadly. Finally, we will assume interferers are present when specified, but that the
massiveness factor, α = M/K, has been chosen sufficiently large such that they are out-of-
beam for the intended use.

3.1 Baseband Signal Chain Challenges

While holding system specifications constant, the model performs the comparison of analog
and digital beamforming in power. Similar to the ADC comparison, this provides a way
to form intuition about the system by providing results in a unit which is rich with design
intuition, while assuring identical signals on the output. Initial intuition may suggest that
the digital beamformer is at an advantage. At absolute minimum, digital beamforming
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needs only a single amplifier before the ADC, where as the analog beamformer by definition
must meet those same specifications with baseband amplifier, phase shifters, summation
stages, and significant interconnect parasitics before digitization. However, because the
digital beamformer does not benefit from array gain, the baseband signal chain must supply
more active gain than the analog beamformer case. For low bandwidths and low resolution,
this gain can be very significant and may be impossible to accomplish in a single stage for
a given technology. Thus, there exist several trade-offs in the baseband design. While much
of the signal chain power optimization is performed using code to search the design space,
there a several interesting insights into the challenges of balancing design specifications that
fall out of the model.

Bandwidth

The primary challenge meeting a given signal chain bandwidth lies in balancing the many
poles present in the signal chain in tandem with other design concerns such as gain and signal
transport. For a desired signal bandwidth, fBW , a simple bandwidth specification is to set
the 3dB point of the signal chain about equal to fBW . This is not a perfectly flat frequency
channel for the desired signal, but results in acceptable level of noise amplification from any
equalization in the following digital signal processing. For a signal chain with multiple poles
and no feedback, there are multiple ways to accomplish this specification. For example, all
but one or two dominant poles can be placed very far out in frequency, or all the poles can be
placed moderately far out and none are particularly dominant. Both can result in the same
3dB point, but have very different implications on power and group delay. Fig. 3.1 shows the
comparison of three extreme cases that attain 1GHz 3dB point. It shows that equally placed
poles result in a sharp drop off, beneficial for filtering, and desirable group delay properties
for eye width. However, the power spent to obtain such a frequency response is only optimal
if the load, gain, and noise of each stage is equal. This is relevant in the analog beamformer
case especially. For example, the input and output nodes of the beamformer are very high
parasitic nodes, but there is some balancing that can be done in the design, by moving high
gain and low SNR degradation requirements off of stages with high parasitic nodes and onto
low parasitic stages where ever possible. Thus, there is a trade-off, managing low power
operation along with pole placement.

Despite the difficulty of balancing many design requirements, the many stages of the
analog beamformer can actually be advantageous. Seven stages of amplification and beam-
forming, provides a 7th order filter before the ADC, removing the need for or reducing the
requirements of an active filter stage. There are not as many stages in the digital beam-
forming signal chain, and thus the frequency filter is lower order. However, the model will
assume this is a secondary effect. Given the high attenuation of mm-Wave frequencies, the
signal chain naturally provides enough rejection of out-of-band noise and interference. This
may produce slightly optimistic results, especially for the digital beamforming case where a
better frequency filter may need to be added in actual operation.
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Noise

The model will budget the same SNR degradation between analog and digital beamforming.
All SD is budgeted to the analog baseband in the digital beamformer case, assuming that the
digital beamformer increases the number of bits as needed to maintain all available resolution
in the beamforming operation. This is to the advantage of the baseband amplifiers in the
digital BF case, as they have a looser noise requirement to make up for their higher gain
requirement, as shown in Section 3.2. On the other hand the analog beamforming case
budgets the given SD between all baseband stages, including the beamformer stages. This
creates a more difficult noise specification for the amplifier stages, but the gain is lower,
and divided between many stages. This requires careful budgeting and design in the analog
beamformer in order to achieve low power in the analog beamformer case.

Linearity

Linearity of the baseband stages is of most concern at the end of the signal chain when all of
the gain has been applied before the ADC. The maximum signal is limited by the ADC, but
the signal chain before should target very linear operation for signals inside of the ADC range.
Linearity inside of the beamformer is of great concern. Larger gain before the beamformer
reduces power in the beamformer in the case the beamformer is noise limited, however, after
a certain point, the power of the beamformer increases again as the linearity requirements
begins to dominate. The design variable V ∗x = 2ID/gm, which is proportional to the inverse
of transconductance efficiency and equal to overdrive voltage in saturation, is proportional
to the input linear range and headroom of the transistor. This allows a designer to also
examine the trade-off between linearity, noise, and power, as explored further in Section
3.3. Thus, the linearity is tightly tied to the noise and bandwidth specs and will be tracked
through the signal chain.

Another important linearity consideration is the offset due to mismatch in the beam-
former. To save power, stages in the beamformer should not target significantly more lin-
earity than necessary. To help in reducing the linearity requirement, several stages of offset
correction are necessary. Otherwise, mismatch that is gained up by subsequent stages will
drive devices out of their linear range. This is not considered in depth in the model, but is
very relevant in the silicon implementation.

Balancing Noise and Bandwidth Limited Design

An array of size M will increase signal power by a factor of M more than noise power, by
combining M stages distributed across the array. Both the noise and the wiring parasitics
on the summation node are dependent on the number of signals summed. This leads to
the question of whether summation stage power is limited by noise or by bandwidth, which
is highly dependent on summation stage active gain and wiring parasitic, and valuable to
estimate early when designing for low power.
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Section 3.4 discusses how to put the SNR degradation of each stage in terms of design
variables. If a stage designed to meet the bandwidth has larger SNR degradation than the
given design specification SDBB, then the system is noise limited and the noise specification
will define the minimum power. Otherwise the system is BW limited and the wiring parasitics
and fBW will set the minimum power. The beamformer is quite large, and the input and
output stages of the beamformer must drive very large cross wires; this makes them a good
example of a bandwidth limited stage. Generally, the system will only be noise limited
for stages with low wiring parasitics or very small M and K. The phase shifter is a good
example of such a stage: the phase shifter scales with M × K, so there are more phase
shifters than any other stage and should be placed as close to the subsequent summation
stage as possible. Thus, the phase shifter is noise limited and is budgeted as much of the
noise figure as is available to drive the power even lower.

By identifying the power limiting specification, the designer can then make budget spec-
ifications appropriately. For example, since the stage which drives the beamformer input is
strongly bandwidth limited, it should be made a dominant pole in the bandwidth budget.
On the other hand, for the noise limited phase shifter, the noise requirement can be re-
laxed by budgeting as much gain before the beamformer as linearity requirements will allow,
which amplifies the noise floor and reduces the impact of the phase shifter’s added noise.
The following sections will go into further detail on how this design process is performed in
detail.

3.2 Baseband Voltage Gain

In Section 2.2, defining SNRADC,in and SDADC as design variables allows the designer to
separate the ADC specifications from the analog signal chain design. To do so, the analog
signal chain must guarantee sADC,in fills the ADC dynamic range. It is then necessary to
solve for the appropriate voltage gain from the signal chain. When considering quantization
noise ratio q, this is equivalent to the baseband voltage gain being chosen to amplify the
integrated noise to the desired ratio with an LSB.

As mentioned, the model assumes that the RF blocks are identical to analog and digital
beamforming signal chains. The LNA and mixer power gain GRF and noise figure NFRF are
often designed as well as can be, but are limited by the technology. They are not considered
a design variable in this work, because the optimum is generally as large as the technology
will allow and the RF designer can actualize. It is useful, then, to break the design into three
parts, as illustrated in Fig. 2.1. The minimum SNR is then defined at the antenna input
(SNRant), the BB input (SNRBB,in), and the ADC input (SNRADC,in). With this, we can
define an expected noise and signal power at the input and output of the baseband stage.

To begin, the antenna input spectral noise in dBm is defined for room temperature (T0)
as:

nant,dBm = dB(kBT0∆f/1× 10−3 ) (3.1)
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And the total signal power of K users at the baseband input for the expected SNRant as:

sBB,in,dBm = nant,dBm + SNRant +GRF,dB (3.2)

= K sBB,in,1,dBm (3.3)

The signal is then amplified by the RF stages and converted to V 2
RMS on a 50Ω load.

Which will allow, for comparison with the ADC voltage swing (VADC,swing),

v2
s,BB,in∆f = 10sBB,in,dBm/10 × 1× 10−3× 50 (3.4)

= K v2
s,BB,in,1∆f. (3.5)

We see then how to solve for a necessary baseband voltage gain to utilize the full swing
of the ADC. We define total baseband voltage gain for digital beamforming case, A2

V,BB,D;
and analog beamforming case, A2

V,BB,A.
This means that for a given signal bandwidth fBW and given VADC,swing, the digital

AV,BB,D is calculated straight-forwardly. With a 2
√

2 to convert from RMS power to peak-
to-peak voltage.

AV,BB,D =
VADC,swing

2
√

2 vs,BB,in,1
√
KfBW

(3.6)

While the active gain provided by the baseband signal chain in the anlog beamforming
case is:

AV,BB,A =
VADC,swing

2
√

2 vs,BB,in,1
√

(M +K − 1)fBW
≈ AV,BB,D√

α
(3.7)

The AV,BB,A is then shown to be smaller than the AV,BB,D. One intuitive interpretation is
that array gain coherently combines one of the user signals and non-coherently combines the
others. Thus, the voltage gain for the analog beamforming case must provide less active gain
than the digital beamforming case. For an alternative explanation this can also be viewed
from the noise requirement: analog beamforming requires more bits, which for the same
VADC,swing means a smaller LSB. The input noise to quantization noise ratio q is the same
for both cases, so the noise does not need to be amplified as large relative to an LSB as the
digital case does. This makes the digital baseband amplifier gain requirement harder to meet,
especially in very low resolution cases, or low bandwidth cases when the noise is integrated
over a smaller bandwidth. This conclusion, applies only when the SNR degradation from
each stage (RF, BB, ADC) is held constant for analog and digital beamforming cases, but is a
good assumption in order to make a fair comparison when the only differences in architectures
are the location of the beamformer.

3.3 Baseband Amplifiers

The baseband signal chain will be modeled with two baseband amplifiers and approximations
of the loads they must drive. Between the two of them, they should conveniently divide the
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Figure 3.2: Baseband signal chain model for digital beamforming architecture

gain and cross chip wiring. The digital beamforming signal chain, shown in Fig. 3.2, is a
simple implementation of this. The analog beamforming signal chain, shown in Fig. 3.2,
must balance the two amplifiers with the noise, gain, and bandwidth of the beamformer as
well.

The amplifiers can be modeled as a differential pair, to get a rough idea of how the gain,
bandwidth, and noise will scale with power. The details of which are covered below.

Differential Amplifier with Resistive Load

As mentioned, there are two design spaces of interest: noise limited and bandwidth limited,
which will define the minimum power necessary in a stage. We begin with familiar equations
for gain, bandwidth, and output referred noise density in a restively loaded differential pair,
as well as the definition of design variable V ∗ mentioned in the linearity discussion. These are
obviously first order models of an already simplified amplifier, but they should give a good
idea of how power scales with design requirements within reasonable design specifications
for each stage.

AV = gmRL (3.8)

fp =
1

2πRLCL
(3.9)

v2
n = 8kT (RL + γgmR

2
L) (3.10)

V ∗ =
2ID
gm

(3.11)
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Noise Limited

The above Equation (3.8) and Equation (3.10) can be manipulated to remove RL, which will
be used to meet the bandwidth requirements.

v2
n = 8kTRL(1 + γAV ) (3.12)

gm =
8kTAV (1 + γAV )

v2
n

(3.13)

Then, from Equation (3.11) the stage power can be written in terms of current, which
for a constant VDD is proportional to power.

ID =
4kTV ∗AV (1 + γAV )

v2
n

(3.14)

Finally, RL is found from the gain in Equation (3.8), and checked against the bandwidth
requirement Equation (3.9). If the bandwidth is insufficient, then the stage is bandwidth
limited.

Bandwidth Limited

In the case the stage is bandwidth limited, we can derive the current required with Equation
(3.9) and Equation (3.11).

fp =
gm

2πAVCL
(3.15)

ID = fpπV
∗AVCL (3.16)

To a first order, and ignoring house keeping circuits, power is seen to be proportional to
gain and capacitive load, and inversely proportional to v2

n.
This model will run into some trouble in cases of very large gain. For a given technology,

the gain-bandwidth product of a single stage is limited, especially assuming a resistively
loaded differential stage. We can quickly show the maximum gain of a resistively loaded
differential pair from 3.8, 3.11, and Ohm’s Law on RL, (VDD − VCM) = RLID, where VCM is
the DC common mode output voltage.

AV =
2

V ∗
(VDD − VCM) (3.17)

In that case, the stage must be split into two. If bandwidth is the limiting design
factor for that amplifier, then there is a great power advantage as the power now scales
with approximately

√
AV . However, in the case of a noise limited stage, the power is at a

disadvantage, as optimal noise favors large gain in early stages of the signal chain. This is
a difficult case to model, and can be very technology dependent. It also only applies in the
case of very large gain, which only occurs for small arrays, few users, and low bandwidth as
per Equation (3.6) and Equation (3.7). Thus, the model will be more pessimistic in these
cases than what may be actually achievable. However, the model is already optimistic as it
does not model housekeeping and reference circuits which also increase as additional stages
are added.
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Differential Amplifier with Active Load

There is another point to call attention to, which is that passive loads are not commonly used
in actual design. As shown in Equation(3.17) their common mode output voltage is tightly
tied to gain. Active loads solve this problem and the power, gain, noise, and bandwidth
relations can be found similarly to above.

AV = gm,nro (3.18)

v2
n = 8kT (γgm,n + γgm,p)

ro
2

(3.19)

V ∗ =
2ID
gm,n

(3.20)

ro =
VA + VDS

ID
(3.21)

Noise to Power Derivation

ID = 4kTγ(AV +
VA
V ∗p

)
VA
v2
n

(3.22)

Maximum Gain Derivation

AV =
2

V ∗n
(VA − (VDD − VCM)) (3.23)

These equations show that the maximum gain in the case of small VDD is larger as
generally VA > 2(VDD − VCM), where VA is the Early voltage. Note that this does not
assume a common-mode feedback loop, but the inequality still applies when it is present.
However, the active load amplifier’s large output impedance can be troublesome when driving
large capacitive loads. To obtain lower output impedance, a voltage follower can be added
as a second stage, but this adds complexity to the model which must add another power
consuming stage (where the current is chosen to bias a low enough 1/gm to meet the required
output impedance) and adds another pole to the frequency response of the entire chain. For
simplicity, we can add a shunt resistor to the differential output. In which case, ro is replaced
with RL and the active load diff pair modeling equations for ID reduce back to the passive
load equations. Thus, to a first order, it is acceptable to estimate baseband amplifiers as
resistively loaded differential pairs, and to still assume single stage gain beyond Equation
(3.17).

ADC Driver and Sampling Noise

The ADC driving stage is considered differently from the first amplifier stage. As the band-
width and noise of the stage must be considered in relation to the ADC sampling capacitor.
The output resistance of the stage is set by the acceptable settling error of the sampled



CHAPTER 3. BEAMFORMER MODELING 43

voltage onto the capacitor, which must be � LSB. The transient voltage on a capacitor is
described as follows.

Vout = Vin(1− e−t/τ ) (3.24)

Then the goal is to have Vine
-t/τ � LSB at sampling time t = Ts/2, where fs = 1/Ts, for

a worst case Vin = VADC,swing. The necessary τ is then:

τ � Ts
2

1

ln(Vin/LSB)
=

Ts
2 ln(2B)

(3.25)

Then τ = RLCs can be rewritten in terms of design variables of sampling frequency
fs = 2fBW and sampling capacitor Cs, and solve for the driver load resistance (inclusive
of switch resistance, but which we assume is comparatively small). We also define a scalar
ρ� 1, so that RL is sufficiently less.

RL =
ρ

fsCs 2 ln(2B)
(3.26)

The Cs is then chosen for noise requirements. We begin by assuming that the switch
resistance is negligible in series amplifier output resistance, thus fs is set by RL. Importantly,
this is not the signal bandwidth as this stage has no filtering before the ADC and thus all
noise will alias into the digitized signal. The added noise of the second amplifier used as
the ADC driver stage is: nt = ns + nd in power. The first term is the sampling noise
from the series resistance on the capacitor ns = 2kT/Cs, with the two coming from the
differential amplifier. Note that this is in units of power. Additionally, the device noise
is nd = 2kTγAV /Cs, which has also been integrated onto the the capacitor over the full
spectrum. These will be used to solve for the necessary value of Cs given a desired noise
spectrum density nt and signal bandwidth fBW , where fBW is used instead of a brick-wall
noise equivalent for simplicity.

ntfBW =
2kT

Cs
+

2kTγAV
Cs

(3.27)

C =
2kT (1 + γAV )

ntfBW
(3.28)

The ADC driver stage is finally sized to provide the residual gain in the signal chain, and
nt is chosen to take up the residual noise factor left over in the signal chain, assuming the
previous amplifier stage was bandwidth limited (a reasonable assumption in a large array).
This will be shown in more detail in the next section.

3.4 Baseband Beamformer

At baseband, the signal is decomposed into I and Q parts, so an efficient implementation of
a phase shifter is a vector modulator. Fig. 3.3 shows the vector modulator equation, which
is implemented mathematically in digital, and as a combination of two amplitude modulated
signals in analog.
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Figure 3.3: Vector Modulator implementations in digital and analog.
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Analog

The analog vector modulator is modeled in the system above as a unit block with a unit
input and output capacitance, and footprint.

Fig. 3.4 shows a first order sketch of an analog beamformer layout. This is over simplified,
but enough to accomplish the modeling goal of predicting wiring capacitance from estimated
footprint size. A BF unit cell must contain the phase shifter for a given phase resolution,
the local transamplifier cell of the summation stage, the footprint for the wiring to get the
baseband signal in and the user summation node out, and the local digital control and wiring.
This is a non-trivial number of circuits to estimate, and the wiring is a significant amount
of the area. The analog BF unit cell uses the layout for the ASIC from Chapter 5, to more
accurately estimate these values. The ASIC used a phase shifter with 8.5 deg of resolution,
so the model will likewise assume a phase shifters in analog and digital with that resolution.
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To change this variable, the layout BF unit cell should be scaled to reflect the additional
devices to increase as resolution.

The BF unit cell is also defined by an input and output capacitance. This is important
as the wiring and device parasitics will define the input load that the stage before must drive
which scales with K, as well as the output load that the summation stage must drive which
scales with M .

Digital

The digital beamformer is modeled as the logic gates needed to perform the mathematical
operations to implement a vector modulator and a summation of M elements. Operational
blocks are defined by the number of NAND gates needed to build a typical implementation.
A half adder is CHA = 5CNAND, a full adder is CFA = 9CNAND, a 4-bit carry look ahead is
CCLA = 20CNAND, and a simple combinational multiplier is CMP = N×BCNAND+BCHA+
N(B − 1)CFA ≈ N × B10CNAND for an N and B-bit input. Then the capacitive load of
the digital operation is defined with the capacitive load of a NAND gate for the desired
technology.

The vector modulator operation requires 2 multiplies and 1 addition for each weight el-
ement of the full matrix operation. The number of bits in the signal, B, is defined with the
number of bits out the ADC, and increased to preserve resolution as the summation stage
increases the SNR of the signal. The real (I) and imaginary (Q) part of the signal is mul-
tiplied by beamformer weights (Re{φM,K} or Im{φM,K}). Beamformer weights are N = 4
bits in order to meet the 8.5 deg of resolution for the vector modulator. The vector modu-
lator summation is performed by b(B +N)/4c instances of a 4-bit carry look ahead adders,
rounded down with the bxc operator, and a full adder handles the remainder, calculated
with the modulo operation (%).

CAD,VM =

⌊
B +N

4

⌋
CCLA + (B +N)%4 CFA (3.29)

CMP,VM = N ×B 10CNAND (3.30)

The summation is performed for K users, and requires M − 1 addition operations. The
number of bits is increased to keep all the SNR boost from the array gain, rounded up with

the dxe operator and represented by the function: bits(M,K) =
⌈
dB(M+K−1)−1.76

6.02

⌉
.

CAD,SUM =

⌊
bits(M,K) +B +N

4

⌋
CCLA + (bits(M,K) +B +N) %4 CFA (3.31)

The digital beamformer increases the number of bits, and does not attempt to decrease
the SNR of the signal to save power. This is something that could be implemented, but it is
left for future work and not implemented in the system model. Since the BF does not reduce
resolution for power savings, the analog BF must implement an equivalent trade to maintain
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the constant SNR at the output of both architectures. Thus the baseband signal chain SNR
degredation, SDBB for both analog and digital cases is held the same, even though the analog
BF architecture has more stages contributing noise.

Then for a total collected capacitance:

CD = K(M − 1)CAD,SUM +KM(2CMP,VM + CAD,VM) (3.32)

The estimated power to perform the full beamformer matrix operation is:

PBF,D = 0.25CD V
2
DVDDfs +

CD
CNAND

ileak (3.33)

Where ileak is the expected leakage for a NAND gate in the given technology, fs is the
sampling frequency of the ADC, and VDVDD is the digital power supply, expected to be
lower than the VDD used for analog blocks.

This model is a dramatically optimistic estimate, as this does not include clock dis-
tribution, or the power of any other overhead circuits. This will generally favor the digital
beamforming for power estimation, as the clock distribution is generally a significantly larger
portion of a digital beamformer power budget, than say the equivalent current distribution
or common-mode feed-back of an analog beamformer would be. However, including the clock
tree would be a constant scalar along with other technology specific variables, and we are
more interested in characterizing how the beamformer scales with M and K.

3.5 Noise in a Single Summation Stage

The noise factor is usually calculated for a single signal chain in non-MIMO applications.
However, in the context of RF beamforming, the noise factor is calculated for the array. The
array noise factor (Farr) is obtained by multiplying the single element noise factor (Fse) by
the number of array elements Farr = FseM . This separates noise figure from array gain[56],
which is accounted for instead in the antenna gain [57], and avoids negative noise figure
values. We expand this analysis into baseband beamforming, using a similar technique but
for dB−1(SDarr) instead of Farr.

Let us start with a toy example, shown in Figure 3.5, a summation block hasM coherently
summed inputs of SNRin = sin/nin, active gain or passive loss modifier Gsum, and output
referred added noise nsum, such that SNRout = M2Gsumsin/(MGsumnin + nsum). It then
follows:

dB−1(SDarr) =
sin/nin

M2Gsumsin/(MGsumnin + nsum)
M = 1 +

nsum
MGsumnin

(3.34)

This applies, as long as the signal is correlated and noise is uncorrelated between elements.
At first, the array gain then appears to reduce the effect of noise further down in the chain.
However, it is important to note that the single element gain Gsum of the summation stage
is often a function of M as well.
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Figure 3.5: High level model of single stage of summation.

This conclusion relies on the assumption that nin across all elements is uncorrelated,
which is generally a good assumption in analog and RF blocks as long as good layout
practices are implemented to keep cross coupling between elements low. This is a slightly
more relevant consideration though at baseband where, for very large q, the ADC noise
may be correlated for digital beamforming [50]. However, this is only relevant in very low
resolution applications.

Passive Summation

Passive summation is most commonly used in RF beamforming, but is useful to examine
for intuition. We will begin with an ideal passive summation stage with no loss, where
Gsum = 1/M . It is then apparent that the array gain M provides no benefit or detriment
to the noise of later stages. SNR degradation works simply as it would in a normal signal
chain. More realistically, the passive summation stage has some loss, Gsum = Lsum/M ,
where Lsum < 1. The loss in effect makes the summation stage and following stages’ noise
contribute more to SNR degradation.

Single Stage, Active Summation

In the case of an active current summation stage, it is possible for the gain to be 1/M
or larger. We will us a restively loaded current summation stage as an example, but this
analysis can be performed for any other type of active summation.

We begin by defining active summation specific variables. The active voltage gain of the
summation stage is defined as AV = gmRL, with a single cell having gain AV,sc = gmRL/M .



CHAPTER 3. BEAMFORMER MODELING 48
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Figure 3.6: Generalized active current summation stage, summing M signals with active
gain AV = gmRL

This means that the signal and noise input to each single cell experiences power gain: Gsum =
A2
V,sc = A2

V /M
2. Looking at Equation 3.34, we see then that active summation achieves a

Gsum = 1/M , the equivalent for ideal passive summation, when A2
V = M . The active gain

can also have A2
V > M , where the nsum term and noise from later stages benefits from the

large gain. Then, the summation noise and following stages’ noise contributes less to the
signal chain SNR degradation. However, A2

V ≥M can be a difficult gain requirement to hit
for large M . Especially when the wiring parastics of the summation stage also scale with
M . For a desired bandwidth and given technology, the gain-bandwidth product needed may
not be achievable. Therefore, it is not unreasonable, for arrays with large M to consider
a design where A2

V < M or chosen independently of M . However, the added noise should
then be carefully considered as the active stage will act like a passive summation stage with
loss. Equation (3.34) can be re-written to emphasize the effect of ”lossy” summation on later
stages.

dB−1(SDarr) =1 +
nsum

M
(
AV

M

)2
nin

(3.35)

=1 +
M nsum
A2
V nin

(3.36)

The key here, is how stage gain is defined, where each input to a single cell experiences
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a gain of AV,sc = gmRL/M = AV /M . The reason to choose to define gains this way is not
arbitrary, but because this allows us to treat the entire summation stage as a single amplifier
with gain gmRL. In addition, the noise of the stage, nsum is defined simply with gm and does
not contain a factor of M . Then, as usual for a resistively loaded differential pair:

nsum = 8kT (RL + γM(gm/M)R2
L) (3.37)

= 8kT (RL + γgmR
2
L) (3.38)

= 8kTRL(1 + γAV ) (3.39)

3.6 Noise in a Two Stage Summation

To ameliorate the noise or gain requirement in active summation, the summation stage can
be broken into multiple stages.
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Figure 3.7: Circuit model of two stage active summation in baseband.

However, splitting into two stages is not without consequence. The SD of a two stage
summation can be calculated similarly to a one stage. Let the active gain of each stage be
AV 1 and AV 2 with the total voltage gain of the summation stage as AV T = AV 1×AV 2. The
number of signals summed in each stage are AS1 and AS2, with M = AS1×AS2. The values
of gm1, gm2 and RL1, RL2 are defined directly from the circuit in Fig. 3.6, with corresponding
added noise n1, n2.

dB−1(SDarr,2stg) = 1 +
AS1n1

A2
V 1nin

+
AS1AS2n2

A2
V 1A

2
V 2nin

(3.40)

We can examine Equations (3.40) and (3.35) side by side:
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dB−1(SDarr,1stg) = 1 +
M nsum
A2
V nin

(3.41)

dB−1(SDarr,2stg) = 1 +
AS1n1

A2
V 1nin

+
Mn2

A2
V Tnin

(3.42)

It is apparent then that if n1 and n2 are chosen so that both stages consume the same
power as a single stage with nsum, then dB−1(SDarr,2stg) > dB−1(SDarr,1stg). Thus, in the
case that the summation stage is noise limited, two stage summation costs more power. In a
noise-limited design space, two-stage summation is then only preferred in cases where large
M puts A2

V ≥M out of the capability of the technology. However, this is not the same in a
bandwidth limited case. Determining if the summation stage is noise limited or bandwidth
limited is performed similarly to the amplifier, but with the additional consideration of array
gain, as shown in the next section.

Active Summation, Noise Limited Design

We can estimate the theoretical power of a single summation stage that meets both gain,
AV T , and noise, SDarr,1stg, design specifications. We begin by re-writing Equation (3.39)
using AV,x and then V ∗x .

nx = 8kT
AV x
gmx

(1 + γAV x) (3.43)

gmx =
8kTAV x(1 + γAV x)

nx
(3.44)

IDx =
4kTV ∗xAV x(1 + γAV x)

nx
(3.45)

Substituting Equation (3.45) into Equation (3.35) and Equation (3.42), can be used to
compare the power of one or two stage summation to meet a given SD. However, we will
show only the single stage summation below.

dB−1(SDarr,1stg)− 1 =
M nsum
A2
V nin

(3.46)

nin =
M nsum

A2
V (dB−1(SDarr,1stg)− 1)

(3.47)

4kTV ∗xAV (1 + γAV )

ID
=

M nsum
A2
V (dB−1(SDarr,1stg)− 1)

(3.48)

ID =
4kTV ∗AV (1 + γAV )(dB−1(SDarr,1stg)− 1)

M nsum
(3.49)
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The result, Equation (3.49) is proportional to the power of a resitively loaded differential
stage in terms of design variables gain, noise, V ∗ and targeted SD. Similar to the amplifier
of Section 3.3, the RL required can then be solved for from ID and AV . If RL is too large to
meet the bandwidth requirements of the stage, then the stage is bandwidth limited instead.

Active Summation, Bandwidth Limited Design

The bandwidth limited power estimate is identical to the amplifier of Section 3.3, and is
simply re-written here to save the reader the effort of scrolling.

ID = fpπV
∗AVCL (3.50)

If Equation (3.50) is greater than Equation (3.49) for the desired specifications, then the
stage is bandwidth limited. Alternatively, if Equation (3.50) is less than Equation (3.49),
then it is noise limited.

3.7 Signal Chain Optimization

The signal chain given in Fig. 3.2 must provide AV,BB total gain, for a signal with band-
width fBW and SNR degradation SDBB. The model then optimizes the division of those
specifications between the available stages, for power.

To meet the desired signal bandwidth, the system takes into account the number of poles
in choosing the specified bandwidth for each stage. For example, a digital beamforming
signal chain targeting fBW has two poles, not including those in the RF chain. Thus,
each stage should target a bandwidth of 1.5fs, so that the 3dB point is at fBW . The analog
beamforming signal chain, however, has 4 poles assuming the beamformer itself has a separate
phase shifting stage and summation stage. Thus, each stage should target a bandwidth of
2.3fs, so that the 3dB point is held constant. This model will ignore the difference in filter
order, between the two architectures.

For both cases, the AV,BB is the gain needed to amplify the signal at the input of the
baseband stage to the full swing of the ADC, as found in Equation (3.6) and (3.7). However,
the ratio of gain AV,A1 in amplifier stage 1 and AV,A2 in amplifier stage 2 is a variable
that can be optimized over for a desired noise and parasitic load on each stage’s output.
The analog beamforming case also includes the gain of the beamformer itself, AV,BF , which
includes the active phase shifter and active current summation. As discussed in Section
3.5, the summation stage should have AV,sum >

√
M to improve noise contribution of later

stages. However, the beamformer is the largest block in the chain, and scales with M ×K,
thus there is significant power savings to be had by shifting difficult specifications out of
the beamformer and onto the surrounding amplifiers, thus decreasing the overall power of
the signal chain. The optimum depends on whether the beamformer block is more power
limited by noise or bandwidth. For example, a bandwidth limited beamformer is spending
power to drive the large wiring load and so has low noise contribution, which leaves more
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for later stages, which then reduces the need for high gain in the beamformer. To explore
these different design spaces, the gain of the beamformer is swept over

√
M , 1, and 1/

√
M .

These steps in design space may create small discontinuities in the results, but provide a
good enough range for the various array size and bandwidth options.

The next goal of the model’s power optimization is to meet the SNR degradation spec-
ification. We begin by writing out the equation for the baseband noise in both the analog
and digital cases.

Analog Beamforming:

dB−1(SDBB) =

A2
V,A1,AM

(
AV,BF,A

M

)2

A2
V,A2,Anin +M

(
AV,BF,A

M

)2

A2
V,A2,AnA1,A + A2

V,2,AnBF,A + nA2,A

A2
V,1,AM

2
(
AV,BF,A

M

)2

A2
V,A2,Anin

M

(3.51)

Digital Beamforming:

dB−1(SDBB) =
A2
V,A1,DA

2
V,A2,Dnin + A2

V,A2,DnA1,D + nA2,D

A2
V,A1,DA

2
V,A2,Dnin

(3.52)

We will begin by assuming that all of the stages are bandwidth limited. With this assump-
tion, the noise of each stage can be calculated from the defined values CL,x and bandwidth,
and the yet unspecified gain of each stage. Then, the remainder of the noise is budgeted for
the ADC driver stage and sampling capacitor as discussed in Section 3.3. The noise of the
stage is written as below in terms of the gains and noise of previous stages.

Analog Beamforming:

nA2,A = dB−1(SDBB − 1)A2
V,1,A

(
A2
V,BF,A

M

)
A2
V,2,Anin−(

A2
V,BF,A

M

)
A2
V,2,AnA1−A2

V,2,AnBF,A − nA2,A

(3.53)

Digital Beamforming:

nA2,D = A2
V,1,DA

2
V,2,Dn

2
in(SDBB − 1)− A2

V,2v
2
n,1 − v2

n,2 (3.54)

The gain of each stage is still unspecified, but the total gain AV,BB is given. To constrain
the system of equations, we define the ratio of A2

V,1 : A2
V,2, and sweep this ratio, and find the

minimum power. If nA2,D is negative and there is no noise budget remaining, then the signal
chain is noise limited, and more gain needs to be pushed to the beginning of the signal chain
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to reduce the noise contribution of later stages. This may occur if the total gain is too low,
the SDBB specification is too low, or the bandwidth and array size are very small.

The model presented in this chapter is a deeply hardware informed estimation of a base-
band signal chain performing analog or digital beamforming. It allows us to predict how
the signal chain will respond to changes in array size, signal bandwidth, and changes in
technology specific parameters. In exploring the model, we are able to identify useful design
mindsets for creating a large array, such as determining whether a block is noise or band-
width limited, and how gain inside of the beamformer effects requirements of stages before
and after. The model does not reflect all parts of the circuit design. For example, the model
does not consider two stage summation, even though there is a power advantage to splitting
stages that must supply large gain. This is left off due to the complexity this creates in the
design space, and does mean that the beamforming power model is pessimistic in the case
of low bandwidth and large K, and large M for analog baseband beamforming. However,
the model is optimistic in that it leaves off house keeping circuits like clock trees and current
distribution. This allows us to focus more on how power scales to a first order with M and
K, and a few important design variables such as input SNR, bandwidth, and noise. The
main pieces of intuition and how the optimization work were shown here, the results will
be discussed next chapter, so that they are viewed in the context of beamformer power in
relation to ADC power.
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Chapter 4

Analog and Digital Beamforming
Comparison

Having formed a model of the blocks and specifications that are expected to change between
analog and digital beamforming architectures, we would now like to examine the results for
a particular technology and design.

The code which implements this model and reports these results can be found in: https:
//github.com/enaviasky/bf_comparison.

Variables

We begin with an examination of the relevant design variables, to be clear about what is
a technology or design dependent variable which could be changed, and what is a swept
variable which gives us an idea of how array power scales. The table will also indicate the
values of constants and the range of variables used to generate the results, with values for
an approximately 28nm process.

The variables which are swept are array size, which is specified in the number of users K,
and the number of antennas per users α, from which the number of antennas M is calculated.
Also swept is bandwidth and interferer power. Power is then calculated for the ADC, and
optimized in the signal chain and beamformers to meet the given specifications.

4.1 Results of Beamforming Comparison

Recall that all of the specifications in Table 4.1 and Table 4.2 are held constant between the
two architectures to ensure that the throughput of both architectures is equal and thus a
comparison in only the dimension of power is valid.

https://github.com/enaviasky/bf_comparison
https://github.com/enaviasky/bf_comparison
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SNRant 10 dB
NFLNA 9 dB
GLNA 20 dB

Phase Shifter Resolution 8.5 deg
NFBB 0.4 dB
γ factor 1.5

V ∗ Before Beamforming 0.2 V
V ∗ After Beamforming 0.25 V
Unit CL to BF Input 28fF V

Unit CL to BF Output 56fF V
NFADC 0.4 dB

ADC Vswing 0.8 V
ADC Oversampling Factor 2

ADC Walden FOMW 50 fJ/conv-step
ADC Walden FOMW Corner 440 MHz

ADC Schreier FOMS 170 dB
ADC Schreier FOMS Corner 30MHz

DVDD 0.8 V
CNAND 2 fF
ileak 20 nA

Table 4.1: Design Constants In System Model

Users (K) 2-40
α (M/K) 1-50

Signal Bandwidth [.01, .1, 1, 10] GHz
Signal to Interference Ratio [0, -10, -30, -40] dB

Table 4.2: Design Variables In System Model
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10MHz Signal Bandwidth and Signal Dominated Environment

To begin we examine large arrays, with many users, no interferers, and signal bandwidth
< 10MHz. The first result of interest is the power comparison of the baseband amplifiers
and beamformer. As discussed, in Chapter 3, the amplifier is included as, especially in the
analog beamforming case, the baseband amplifier chain is deeply intertwined with the design
of the beamformer.
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Figure 4.1: Baseband amplifier and beamformer power at 10MHz in a signal dominated
environment. Solid line: α = 1 with power on left axis. Dotted line: α = 10, with power on
right axis.

Figure 4.1 plots the power of baseband power consumption excluding the ADC for analog
beamforming in red, and digital beamforming in blue. The solid line is for α = 1 with power
on the left axis. The dotted line shows the model’s power estimate for α = 10, with power
plotted on the right axis. The result shows that for low signal bandwidth of 10MHz and an
environment with no significant interferers, the digital beamformer is roughly lower power.
This of course depends on many technology dependent settings for the constants, and does
not include housekeeping circuits for analog and digital circuits. This is true at 10MHz for
the range of K examined. We note that while the digital beamformer option displays the
K2 curve that we expect for a fixed α and a beamformer that scales with M ×K. However,
the analog beamforming power, especially for α = 1, is slightly shallower than K2, which
comes from being able to offload some of the beamformer gain and noise requirements onto
the amplifiers. The small discontinuity in the digital beamforming result comes from the
minimum step size in the power optimization.

A wider range of α can be shown for the baseband amplifier and beamformer power for
the analog beamforming case utilizing a contour graph to see the difference in power. Figure
4.2 plots the difference in power for the baseband excluding the ADC over the entire swept
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K and α space. The contour is specifically PBB,A − PBB,D, so positive (red) values indicate
that PBB,D is lower, and negative (blue) values indicate that PBB,A is lower. Figure 4.2
shows that the modeled digital beamformer baseband power for the given design variables
is lower for all ranges of array size at 10MHz in a signal dominant environment.
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Figure 4.2: Baseband amplifier and beamformer power for analog BF and digital BF differ-
ence at 10MHz in a signal dominated environment
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Figure 4.3: ADC power difference at 10MHz in a signal dominated environment

To now compare the baseband and beamformer power to the ADC power, Figure 4.3
plots the difference in ADC power over the same K and α space. The contour is specifically
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PADC,A−PADC,D, so positive (red) values indicate that PADC,D is lower, and negative (blue)
values indicate that PADC,A is lower. The black dashed line is where PADC,A = PADC,D.
Then, Figure 4.3 shows that ADC power is lower at all but α = 1, as expected from 2.26.

It is rapidly visible from these graphs that the difference in beamfomer power is always
larger than the difference in ADC power between digital and analog beamforming archi-
tectures. This is seen at a glance in total baseband power contour, combining amplifier,
beamformer, and ADC in Figure 4.4.
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Figure 4.4: Total power difference at 10MHz in a signal dominated environment

Again, the red is area where the digital beamformer architecture is preferred as it delivers
the same spatially filtered and SNR output signal for less power. Area in blue, which is not
present in this contour, is area that analog beamforming is preferred, and the black dotted
line is where the power of the two architectures is equal. Indeed, for these specifications and
technology variables, the analog beamforming option is always more power expensive than
the digital beamformer. However, the expected power savings are less than half a watt, even
at very large array sizes. From this result, we see that in this case of low bandwidth and no
interference, the selection of beamformer location is dependent on designer preference and
concerns other than the baseband circuit design.

10MHz Signal Bandwidth and Interference Dominated
Environment

Maintaining the same bandwidth as before, we now introduce dominant out of network
interferers.

The plots in Figure 4.5 show that as the interferer grows larger, the analog beamformer
baseband signal chain power increases more slowly than the digital beamforming case, as it
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Figure 4.5: Baseband amplifier and beamformer power at 10MHz in a interferer dominated
environment

is more power intensive to increase the number of bits in the digital beamformer, than in
the analog beamformer, which can offset some of the power of noise reduction by increasing
the gain of the first amplifier stage.
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Figure 4.6: Total power difference at 10MHz in an interference dominated environment

As the digital beamformer power begins to grow larger than the analog beamformer due to
the interferer, the analog beamforming architecture becomes more power efficient. However,
the difference in power is still negligible and likely more dependent on other factors.

One more point of interest, is the results of pushing the SIR to -40dB. In Figure 4.7, the
interferer is large enough that the ADC model has switched from using the Walden FOM to
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Figure 4.7: Power difference at 10MHz in a deeply interference dominated environment

the Schreier FOM, as the Schreier FOM is a better model at high resolution. This results
in the discontinuities in the amplifier and beamfomer power. This is a result of pushing
the model to the edge of functionality, since the crossover between Walden and Schreier
FOM is not an exact point as it is modeled. Fortunately, large arrays generally seek to keep
ADC resolution low, preferring to handle interferers with frequency or spatial filtering, or
accepting lower noise performance and increasing SDADC .

Wide Bandwidth and Signal Dominated Environment

Moving to mmWave and beyond is done to take advantage of the much wider bandwidth
available at these carrier frequencies. Thus, the model next explores the results of increasing
the signal bandwidth to 100MHz and 1GHz. This is done first without any interferers.

Figure 4.8 shows that as the bandwidth increases, the baseband power of analog beam-
forming is closer to the digital beamforming baseband power, and by 1GHz the preferred
architecture for baseband power has switched. The total power contours of figure 4.9 show
digital beamforming is still power optimal at 100MHz, but at 1GHz analog beamforming is
more efficient for all but α = 1. However, looking only at the total baseband power masks
a very important aspect of the architecture’s power budget.

The ADC power budget is growing very rapidly between the two examples due to the
corner in ADC FOM at bandwidths above 440MHz. Figure 4.10 shows for a single point on
the contour of α = 2 and K = 10 that the ADC begins to dominate the power budget as
the bandwidth increases.

We can examine the ADC power in relation to the baseband amplifiers over a wider range
of K. Figure 4.11 shows the baseband amplifier and beamformer power normalized to an
ADC sized for the associated architecture. Normalizing the power allows us to get an idea
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Figure 4.8: Baseband amplifier and beamformer power at 100MHz and 1GHz in a signal
dominated environment
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Figure 4.9: Power difference at 1GHz in a signal dominated environment
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Figure 4.12: Difference in ADC power budget for a 100MHz and 1GHz bandwidth

of whether the beamformer or ADC dominates the power budget, and the importance of
alpha in the case the ADC dominates. For example, examining the 100MHz case: for large
numbers of users, the difference between digital and analog beamforming is 100s of ADCs.
This means that α can be quite large before the increase in the number of ADCs incurred
from a switch from analog to digital beamforming has a significant impact on the power.
However, for 1GHz case, where the ADC is becoming a significant portion of the power
budget, the switch from analog to digital not only increases the power of the beamformer
and amplifier stages, but also the difference between K or M ADCs becomes a larger concern.
For example, at 1GHz and 20 users, Figure 4.11 shows that the difference in baseband power
can be measured in about 4 ADCs. This translates to an α > 4, indicating for more Massive
MIMO applications at these wide bandwidths, digital beamforming can expect to spend
significantly more power or else must deliver a lower SNR signal. Intuitively, this can also
be seen in how similar the 1GHz total power contour looks to the ADC only power contour.

Wide Bandwidth and Interference Dominated Environment

The presence of large interferes increases the number of bits required in the ADC, making
the ADC more power expensive. As one might expect then, since a larger ADC power budget
increases the preference for analog beamforming, a system which expects interferers prefers
analog beamforming for even 100MHz.

Very Wide Bandwidth and Signal Dominated Environment

It is of some interest to push the model even further to make sure that the trend remains.
Thus, we repeat for 10GHz of signal bandwidth.
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Figure 4.13: Difference in total power budget for a 100MHz and 1GHz bandwidth in an
interference dominated environment.
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Figure 4.14: Power difference at 10GHz in a signal dominated environment
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This shows that despite the extremely large approximations of baseband amplifier and
beamforming power, the ADC power is growing more rapidly. As exemplified by the total
power comparison contour, which looks the same as an ADC power comparison contour.

4.2 Power Savings from Interference Filtering

As the previous results illustrated, the ADC power consumption is a major concern as signal
bandwidth increases. This is also true as the expected SIR increases. Figure 4.15 shows
the power of a single ADC as the maximum allowable SIR is increased, assuming a 1dB
SNR desired signal and 50fJ/conv-step Walden FOM. The ADC is considered outside of the
array context for a single antenna. (Although, section 2.5 details the effects of array gain
on ADC resolution in the context of interferers, and shows resolution increases directly with
SIR before and after beamforming.)
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Figure 4.15: Power of a single ADC needed to support various SIR and signal bandwidth

Comparing the 0dB SIR case to the expected SIR, shows the power savings to be had
from filtering of interferers. For 10MHz, the power lost to accommodating even a -50dB SIR
interferer is negligible, less than a mW. However, as the bandwidth increases, it becomes
clear that the power lost to over-design of ADC resolution or to accommodating interferers
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becomes a cause for significant concern to the system designer, potentially more than a Watt
for a single ADC at 10GHz. To be beneficial, then, a filter need only be lower power than
the power that would be spent on the ADC. At wide bandwidths, this means there is a large
power budget for filters, as filtering interferers before the ADC is a very important task to
keep array power low. This suggests that a digital beamformer would benefit from not only
frequency filtering, but from a spatial filter such as [58] or [59] which achieve significant
suppression of out of beam interferers without reducing spatial resolution in a later stage of
beamforming.

4.3 Results Summary

The model results shown here map the cases in which it is power optimal for a system to
choose analog or digital beamforming. The specifications of the signal chain are held constant
from the start of the baseband blocks to the digital output of K beamformed outputs from
M antennas, so that the power comparison is fair.

The model finds that for low signal bandwidth, cases below the ADC sampling frequency
corner (440MHz), the ADC does not take a significant share of the system power. Therefore,
at low bandwidths the placement of a baseband beamformer in the signal chain depends on
designer preference and other system factors.

However, factors that increase the power of the ADC, such as wide signal bandwidth,
or large interferers quickly push preference towards baseband analog beamforming, as the
number of ADCs grows faster than the resolution of the ADCs. Thus, as beamforming
arrays reach towards higher frequency spectrum bands, if arrays wish to utilize the full GHz
of signal bandwidth available, the need increases for baseband analog beamforming matrices.
The power savings from an analog baseband array can be the difference between a build-able
or completely infeasible array.

There are many challenges, even with these insights. For example, the actual imple-
mentation of a many user, many antenna beamforming array in baseband analog. The
observations from this model are simply arm-chair theorizing without showing that a fully
connected beamforming array serving these large array sizes can be feasibly built for the wide
bandwidths targeted. Therefore, the next chapters will detail a silicon implemented array
serving 16 users with 16 antennas with analog baseband beamforming, and demonstrate its
use in a multi-user wireless setup.
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Chapter 5

Many-User, Massive MIMO Receiver
ASIC

By modeling the baseband blocks of a receiver array in the previous chapter, we have iden-
tified the power savings to be had from performing the beamforming operation in analog
baseband, especially in the case of wide bandwidth signals or interferer dominated environ-
ments. However, published beamforming arrays at mmWave carrier frequencies, which are
capable of supporting wide bandwidths, demonstrate limited user count. In [24], two outputs
are extracted from an 8-element array. In [35], up to 4 concurrent users are supported with
a 4-element array; although, the baseband bandwidth demands of the frequency-multiplexed
user streams prevent the architecture from scaling to larger K. A 4-element, RF beamform-
ing array achieved 2 beams, but using dual polarization in the antennas, which does not scale
to more beams, even though it achieved very wide bandwidth[33]. The dearth of many-user
mmWave sub-arrays suggests the need to actually implement a large, many-user array with
analog BF. Putting a many-user analog beamformer on silicon, confirms that the theory can
make it out of the arm-chair and into practice, where non-idealities may stress the model.

This chapter will test the design techniques developed in the baseband amplifier and ana-
log beamformer model to scale a beamformer to large K. The baseband analog beamformer
performs a fully connected matrix operation, serving 16 unique user beams, and is designed
to achieve low power operation with tight footprint. The beamformer is a part of a full
chip which receives an array of 16 antennas and outputs 16 unique user beams, as shown in
5.1. Off-chip, each of the K users are digitized and aggregated across each of N sub-arrays,
as per the two-stage beamforming architecture. In this way, interconnect complexity is de-
creased while the fully-connected nature of the array is preserved. The ASIC is intended to
be a sub-array of a much larger array, totalling 128 antennas. The two-stage architecture is
chosen to take advantage of the scalability and additional inter-user interference mitigation
in the back-end.

The ASIC discussed in this thesis will perform conjugate beamforming, as the first stage
of local beamforming. The second stage of beamforming, zero forcing, needs high resolution,
and so is best performed in digital, after the power efficiency gained from decreased ADC
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Figure 5.1: Overview of the proposed 16-output RX sub-array ASIC.

count has occurred. The ASIC targets a maximum of 10dB SNR at the antenna and up
to 16 users with 1GHz single-sided bandwidth each. While SNR is boosted by combining
additional subarrays, the array seeks to attain high capacity through wide-band and many
user operation rather than pursuing higher order constellations. The ASIC while showing
the ability to perform a large matrix multiplication, unfortunately, is unable to demonstrate
ADC reduction from α > 1. A 32 antennas subarray would be optimal for phase noise[25]
in addition to power efficiency, however, packaging and available area have limited the chip
to 16 antennas. The ASIC still serves as a proof of concept of many massive MIMO design
concepts, such as trading off NF in the front-end for wide-band operation and power savings,
scaling a analog baseband beamformer to many users, and demonstrating multi-user at mm-
Wave.

5.1 Beamformer Top Level

The baseband beamformer performs a 16×16 matrix multiplication operation, as shown
in Fig.5.2, transforming 16 antenna signals into 16 beams using complex weights. The
beamformer is composed of three stages: 1) the distribution stage, 2) the phase shifters (PS),
and 3) the summation stage. To implement a fully connected baseband analog beamformer
for this application, three design challenges are of particular concern. First, keeping system
power low, as the beamformer is fully connected and the number of operations scales with
M ×K. This is of less concern in a smaller array or a single sub-array, but in a massive tiled
array, the power of the matrix operation can rapidly become untenable if each stage is not
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Figure 5.2: Matrix illustration of analog BF operation. Blue square is the input node,
and red is the output node. The delay ∆ User between the weights in yellow are the user
mismatch, and ∆ Antenna between weights in green are the antenna mismatch.

carefully optimized. Second, the design should prioritize reducing the beamformer’s cross
array routing parasitics. The beamformer input node, blue in Fig.5.2, and output node, red,
must route signals across the entire array. This can result in significant loads, especially when
one considers that the beamformer occupies a 0.7×2 mm2 area, which accommodates the
512 phase shifters, the cross beamformer wiring, and the summation stages. The third and
last design concern is the signal delay between matrix elements. As illustrated in Fig. 5.2,
there are two types of possible delay mismatch: delay between different antennas delivered
to the same user, in green, and the delay between different users receiving the same antenna
signal, in yellow. Antenna mismatch results in malformed beams and can only be corrected
with the intensive calibration of each of 512 phase shifters within the beamformer. On the
other hand, user mismatch results in delay and bandwidth mismatch between users, but
this can be corrected with back-end timing recovery and equalization, performed on only 16
users. Thus, we choose to sacrifice user delay matching in favor of antenna delay matching
wherever applicable.

5.2 Cross Beamformer Signal Distribution

The signal distribution stage, Fig.5.3, provides high variable gain (13dB/20dB) with two
stages of VGAs, and drives the BF input load with a buffer stage. The high gain in the
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Figure 5.3: Schematic of the distribution chain driving a high-level schematic of the BF.

distribution stage serves the usual noise purposes in a signal chain i.e, much like an LNA,
gain early in the RX chain reduces total system power by relaxing noise requirements on
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gm cells map to the blue diamond of reachable points.

subsequent stages. The fully connected nature of the BF, however, lends this technique
additional efficiency. The key concept to note here is that the power of a distribution stage
scales with M , so 32 I/Q signals for 16 antennas; whereas the BF scales with M × K, so
the power of a single phase shifter is multiplied by 512. There is an additional factor of K
in the power efficiency of reducing the noise requirements of the phase shifters. Thus, the
phase shifter should be designed first to achieve very low power, and then the gain of the
distribution stage is set to place the input noise floor well above the PS’s noise contribution.

The first stage of the distribution stage, the fine VGA of Fig. 5.3, is a resistively loaded
differential pair which amplifies the signal by a simulated 5.5-8.5dB, provides a simulated
3dB of fine amplitude control through tunable tail current for I/Q amplitude adjustment,
and transports antenna signals beneath the LO distribution. The second VGA, provides a
coarse tradeoff between amplitude (10dB / 14dB) and BW, to provide some noise filtering
depending on the expected signal BW (250Msym/s or 1Gsym/s). In addition, the coarse
VGA uses current mirrors in parallel with the cascode devices to correct voltage offset that
has propagated from the two high gain VGA stages, protecting the linearity of the beam-
former. The buffer stage is a low output impedance, resistively-loaded differential pair, which
drives the large BF input load composed of cross BF wiring parasitics and 16 I and Q phase
shifters inputs. In this way the distribution stage accomplishes the first two design goals of
low power design and driving input parasitics.
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Design for ADC: Noise, Gain, and Linearity

The signal is expected to arrive as a maximum of -58dBm signal at the input (-55dBm at
the antennas with 3dB of routing loss). The baseband signal chain comes after 20dB of
RF front-end gain and the output buffer has a peak to peak signal swing of 0.6V . This
means the baseband signal chain needs a minimum gain of 46dB, though more is necessary
for smaller signals. As discussed in Chapter 3, signal chain gain and linearity are designed
in the baseband stages to meet the needs of the ADC. However, high frequency ADCs are
difficult to design or power inefficient, so the optimum ADC and actual ADC specs differ.
The available ADC is a 14-bit ADC, with Vswing = 1.7V pp. The ASIC operates on a 1V
supply, so an off-chip VGA before the makes up the difference ADC to make sure that the
full dynamic range of the ADC is utilized, but not saturated. Next, a 14-bit ADC provides
SINADADC = 86dB; with a system designed for 16 antennas with an array gain of 12dB,
and an SNRADC,in = 12.5dB, then from Eq. (2.13), the SDADC = 2× 10−7dB, which is
obviously unnecessarily small. Furthermore, the ADC has a sampling frequency of 1 Gsps,
and is over-sampled by two for clock recovery. This limits the multi-user test setup to 250
GHz bandwidth. Ideally the system would utilize an ADC closer to 4 or 5 bits, trading off
resolution for higher sampling frequency and power savings. However, this ADC still allows
for multi-user testing, and single user testing is performed with lab equipment (See Chapter
6).

Table 5.1 reports the simulated gain, bandwidth and linearity budgeted for each of the
stages discussed. The simulations were done with extracted devices, π-models of wires
> 100µm for worst case layout, and at nominal corner. The cumulative row includes gain
and BW from the receiver beforehand of 20dB and 1.5GHz respectively. BF design included
balancing a few low BW and higher BW stages to achieve a simulated cumulative 3dB corner
around 850MHz.

Table 5.1: Baseband Simulated Gain, BW, and Linearity.

Stage Name
Fine

VGA

Coarse

VGA
Buffer

Phase

Shifter
Sum 1 Sum 2

Pad

Driver

Cumulative

Gain (dB)
25-28 31-42 30.5-41.5 30.5-41.5 33.5-44.5 42-53 42-58

Cumulative

BW (GHz)
1.2 1 0.95 0.9 0.9 0.9 0.85

Stage

Gain (dB)
5-8 6/14 -0.5 0 3 8.5 0-5

Stage

BW (GHz)
3.5 4.5/2.5 2 4 3.5 1.5 3

Input Referred

P1dB (mVpp)
70 130 150 140 110 200 220
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The Table 5.1 illustrates that summation stage 2 has the least slack in linearity due to
significant gain before and long cross beamformer wires. As mentioned the signal chain is
expected to support an input signal power up to -55dBm on the antenna input. A full uplink
system must then be able to limit cumulative user TX power so that received power is not
saturated on each antenna. If additional SNR is required, it the full RX array must include
enough sub-array panels to provide enough array gain from summation after digitization.
The following sections will go into circuit detail on each stage of the baseband beamformer
and explain design decisions in context of low power, managing input and output parasitics,
or delay matching.

5.3 Phase Shifter

The phase shifters, Fig. 5.4, are digitally controlled 5-bit I/ 5-bit Q vector modulators capa-
ble of phase and amplitude modulation. These implement the complex beamforming weight
multiplication for each element of the array, with 8.5◦ of phase resolution which is sufficient
for the conjugate beamforming with 16 antennas in the intended two-stage beamforming
architecture. There are 512 phase shifters on the chip, all in simultaneous use during full
operation. Thus, design of the phase shifter block focuses on keeping its own input parasitics,
area, and power as low as possible.

This is done, first, by reducing phase shifter area. To implement 8.5◦ of phase resolution,
illustrated in Fig. 5.4 as a desired perimeter of black dots, a typical Cartesian vector mod-
ulator needs 16 gm cells, illustrated as an 8× 8 square of reachable grey dots per quadrant.
Instead, the phase shifters used here are implemented with a shared gm cell scheme[60]. I
and Q inputs are shared between 11 cells to create a diamond of reachable points with the
same phase resolution, illustrated in blue. This enables both phase and amplitude manipu-
lation, which is convenient for beamforming algorithms other than conjugate beamforming.
However, lower amplitude perimeters will have lower phase resolution and such algorithms
may have limited spectral efficiency as a result. Cells are shared using a small transmission
gate multiplexer to provide any of I+/I-/Q+/Q- to reach all four quadrants, or common
mode voltage to disable a cell. The reduced number of cells necessary reduces the total area
of the BF and thus the wiring parasitics necessary to cross it.

Second, the phase shifters are designed to be as low power as possible, with the assump-
tion that gain in the distribution stage will handle the noise requirement. The tail current
can be lowered by decreasing device size, which is limited by matching and decreasing over-
drive voltage, which are limited by linearity. To further reduce the tail current, resistive
degeneration was used to maintain linearity with a lower bias current without increasing the
gate capacitance as a longer device would. This has the added benefit of improving match-
ing. Resistive degeneration enabled a gm cell with 16µA tail current, and shared cell design
means there are only 11 gm cells, so each phase shifter burns only 176µA while maintaining
small area and input parasitics.
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Figure 5.5: Simulated phase error of beam in Python, found by rounding beam weight to
nearest available phase step with given resolution.

Phase Shifter Degrees of Resolution

Phase shifter resolution is another important concern, as it effects beamforming accuracy.
Conjugate beamforming with many antennas, unlike spatial notching or other beamforming
algorithms, is very robust to low phase shifter resolution within the beam. The main effect, as
shown in the beam figure below, is at the edges of the beam pattern. There is also deviation
from ideal at the beam nulls, which may worsen inter-user interference, but which can be
improved with a second stage of zero-forcing beamforming as in a two stage architecture.

The desired resolution in degrees is chosen by the desired inter-user interference, and
the number of cells needed to support this minimum resolution is found numerically by
calculating the maximum phase step on the grid of reachable points for a given number of
cells. System design determined 8.5◦ of phase resolution should be sufficient for up to 16
users with ZF. Thus 11 cells were chosen, which provides 8.2◦.

The phase shifters suffer, intentionally, from particularly small gate size and need rela-
tively good matching to achieve the desired 8.5◦ of phase shifting resolution. Thus, Monte
Carlo simulations were run over FF, SS, and TT process corners; and 1.2V, 1V, and 0.8V
voltage corners. We have left out SF and FS corners because the phase shifter has a resistive
load instead of an active load, so N/P mismatch is less relevant when all the devices in
the amplifier are NMOS. We have also left out temperature since we have no temperature
correction on-chip and the chip is tested in a controlled environment. In a product, such an
ASIC should include temperature compensation, but we leave that for future work.
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VDD (V) Corner RMS error (%)
0.8 FF 0.9
1 FF 1.8
1.2 FF 2.0
0.8 SS 8.4
1 SS 1.2
1.2 SS 1.6
1 TT 1.5

Simulation results show a nominal 1.5% and worst case 8% RMS error vector. Worst
case occurs for SS and VDD=0.8V. Fortunately, the BF has its own power supply and this
is an easy corner to avoid by increasing BF VDD. The measured RMS error from testing is
3% for a TT chip. This is sufficient to achieve our desired phase resolution.

Phase Shift vs. True Time Delay

The vector modulator is an I/Q phase shifter, not true time delay, so for extremely large
arrays or extremely wide bandwidth signals, there is some beam squinting as a phase shift
is equivalent to a time shift for only a single frequency, and the error becomes larger further
from the center frequency. To get an idea of how much phase shifting vs time delay matters,
we can calculate the frequency offset that results in a maximum acceptable error. Beam
squinting acts like an incorrect angle of arrival on a beam. For an angle of arrival θ, the
phase difference between two antennas is ∆φ for a carrier frequency fc from d wavelengths
away.

∆φ =
2πfc
c
d sin(θ) (5.1)

An error in fc can be compared to an equivalent shift in sin(θ) to estimate the expected
array gain degradation, as seen in Fig. 5.6.

As the figure shows, the error from beam-squint becomes more pronounced at large arrays.
This necessitates time delay correction between sub-arrays and puts a limit on the maximum
sub-array size. An error of −1dB for 4 antennas occurs at 19% of fc. As the number of
antennas increases, the −1dB error point occurs sooner. As an example: for 8 antennas, the
−1dB error is at 9.2% of fc, and for 16 antennas at 4.6%. For a carrier frequency of 71GHz
with 16 antennas, as is used here, the error in array gain from beam squint is negligible for
bandwidths below 0.046 × 71GHz = 3.3GHz. If bandwidths beyond this are targeted, a
smaller subarray or frequency dependent beamforming should be used.

5.4 Summation

After phase shifter weights are applied, there are two stages of active current summation
across the BF, with circuit detail shown in Fig.5.7. The minimum summation stage power
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Figure 5.6: Array Gain Error, plotted over distance from carrier frequency in %fc

is limited by bandwidth, due to the large cross-array wiring parasitics. The analysis used to
determine whether noise or bandwidth is limiting power is performed in Section 3.5. In the
bandwidth limited design case, two-stage summation provides improved gain-bandwidth and
ultimately lowers the summation power. The first stage provides 12dB of gain, the second
stage 0dB, and both stages sum four signals. The first stage of summation performs local
quadrant summation, and cross beamformer wiring is done in the second stage, routed on top
metals to reduce parasitics. Both summation stages feature a cascode to further decouple
gain and bandwidth design requirements and reduce summation power.

The further advantage of this two stage summation is the layout symmetry enabled by
doing summation in sets of four. Summation layout is illustrated in Fig. 5.8, where antenna
delay matching on the summation nodes ends up dictating low level BF layout. The first stage
of summation, in the grey box, sums four local weighted antenna signals, while the second
stage, on the far right end of the layout, sums the four quadrants across the full beamformer.
In red, we show four phase shifters of User 1 for Antennas 1-4, their output are fed to the
transconductor of the first summation stage and currents are summed symmetrically on to
a load, at the center. This gives us the first stage summation output for user 1. Routing
length, and thus delay is equal for all four antenna inputs. The summation for the same
user’s Q output, in blue, is done as similarly as possible, just below the I signals. User 2, in
green, is also symmetric around the load, but with longer routing than User 1. This results
in slight mismatch between users, but antenna mismatch is tightly controlled within each
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Figure 5.7: Two stage summation circuit with high-level illustration, where AS is the number
of signals summed in a stage, and active voltage gain is AV . Active current summation circuit
detailed for both stages.

user. In this way, the two stage beamformer allows for lower power design, while matching
antenna delay across a single user.

5.5 Output Buffers

The output buffer chain, shown in Fig. 5.9, includes a Cherry-Hooper pre-driver and a
terminated pad driver. 32 of such chains are included on-chip, to drive the 16 I and 16
Q differential baseband output pads. The Cherry-Hooper stage drives the 2-3mm routing
lines between the beamformer outputs, at the center of the chip, and the output cells on the
IC periphery. Transconductors are differential stages with active load and common-mode
feedback loop, to optimize output bias for linearity. Feedback resistors are digitally-controlled
to achieve 0-5dB programmable gain. Pad drivers are resistively-terminated differential pairs,
designed to provide 0dB voltage gain when driving an external 100Ω load. Each output chain
burns 15mW nominal power, and achieves simulated 3GHz BW and 300mV differential
zero-peak output-referred 1dB compression point (OCP1dB). Bias current can be digitally
increased to improve bandwidth and linearity, e.g. raising power to 20mW results in ∼30%
improvement of both BW and OCP1dB.
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Figure 5.8: Beamformer layout routing example, illustrating antenna delay match and user
delay mismatch for an antenna quadrant. User 1 I signal is in red, and user 1 Q signal is in
blue, while user 2 I signal is in green.

5.6 Offset Correction and Digital Interface

Since the whole signal path is DC-coupled, on-chip offset correction is required to prevent
railing and linearity degradation. Offset compensation is performed by three independently-
controlled differential current DACs for each channel: one at the RX front-end output, one
at the VGA (see Fig. 5.3), and one at the output pre-driver. StrongARM comparators
are included at the output pads, as well as two internal nodes, to perform digital offset
calibration.

The comparator outputs are read through a digital serial interface, also used to write
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digital registers that control current DACs, beamformer settings, VCO frequency, etc. All
digital calibration loops such as offset correction and PLL lock detection are run off-chip for
simplicity.

5.7 RX Front-End

The RX front-end, is particularly suited to for massive MIMO systems, where minimizing
area and power is key, while noise figure requirements can be relaxed due to array gains [22].
It is based on the direct-conversion mixer-first topology described in [61]. The RX targets
moderate noise figure (8-10dB) with small footprint and low power consumption (12mW). It
employs frequency-translational feedback and an input impedance transformation network
to scale down the mixer size and reduce LO buffer power consumption, while preserving
wideband input matching.

The reason to use an RX topology that trades NF for power may be subtle. The mixer-
first front-end results in ∼3dB higher NF than other integrated arrays such as [32, 33],
which requires an array to double the number of antennas to meet a given link budget.
As discussed in Section 1.1, massive MIMO targets linear BF weight derivation algorithms,
and thus must meet the M � K condition (typically α ≈ 10 or larger in practical cases)
which is set by inter-user interference rejection requirements [20] [21]. For example, a system
with half the number of antennas but 3dB higher single-channel NF would have the same
SNR, but worse SINR. In that case, better NF would only improve system performance
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in a noise-limited scenario, not in an inter-user-interference-limited one. Given that this
work specifically targets many user operation where inter-user interference is the dominant
source of noise, NF is traded off for power, and area. The mixer-first RX enables tighter
packing of RX channels into a transceiver ASIC, not just because of the power saving but
also because of the very compact footprint. For cases with smaller K, however, placing an
LNA before the mixer will result in better system performance. The exact number of K for
which an LNA is preferred depends on link-budget requirements such as maximum distance,
bandwidth and modulation order. The LNA power can be estimated at ∼10mW, as is the
case for [62]. Bandwidth extension of [62] to cover the whole 71-86GHz BW with margin
could be achieved by using staggered transformer-coupled interstage networks, at expense of
extra power and area, and higher NF (see for example [63]).

However, for massive MU-MIMO systems targeting a large user pool (K � 1), the
number of antennas is set by the M � K condition required to achieve sufficient inter-
user interference rejection [21], rather than by noise-related link budget requirements. This
results in significant array gain, which in turn allows the system to relax the front-end
NF requirement. In this case, a mixer-first RX which trades NF for power and area is
advantageous.

5.8 LO Generation

In the massive MIMO architecture shown in Fig. 1.5, the LO reference must be delivered
to N sub-arrays. Cross array LO distribution can be very expensive if performed at high
frequencies where the cross array interconnect results in high loss and the gain available to
clock buffers is limited[22]. Lower frequency distribution, however, results in large multipli-
cation factor of reference phase noise outside of the clock recovery bandwidth, and requires
more power to achieve acceptable phase noise[25]. For an array of this expected size and
frequency, power is minimized for a cross-array sub-6GHz reference frequency. Therefore,
LO generation circuits, shown in Fig. 5.10(a), are designed to derive a 72-85GHz tone from
a 3-4GHz external reference. The LO generation block consists of two subcircuits: a 24-
28GHz integer-N PLL, and an injection-locked frequency tripler (ILFT). Running the PLL
at ∼25GHz benefits from higher quality factor in the oscillator tank, allowing one to meet
tuning range and phase noise requirements with low power consumption [64]. In Two-Stage
Beamforming, the PLL BW and the carrier recovery BW impact the amount of correlated
and uncorrelated phase noise in the final, aggregated beams, which can be optimized to
a particular signal bandwidth [25]. Therefore, the PLL loop BW is designed to be pro-
grammable as well as frequency tunable over the entire Eband. Frequency tuning of the
VCO is performed using a digitally-controlled switched-capacitor bank, and a small varactor
for analog tuning is used to adjust the VCO frequency gain (KV CO) as oscillation frequency
changes. This achieves constant KV CO across the tuning range.

The VCO is followed by a frequency-divide-by-8 chain, including a CML-to-CMOS con-
verter buffer, a high-speed TSPC divider [65] and two static CMOS dividers. The buffered
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Figure 5.10: (a) LO Generation schematic. (b) Simulated PLL phase noise.

divider output is available on a pad for measurement purposes. The phase-frequency de-
tector (PFD) is a typical D flip-flop. The charge pump and low pass filter, while also of
typical make, are programmable to provide a PLL BW between 1-10MHz by configuring the
charge pump current and the filter’s pole and zero. On chip, the PLL is the dominant source
of phase noise, broken down by contribution in Fig. 5.10(b). This simulated PLL phase
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noise plot was obtained by simulating noise floor, flicker corner, and bandwidth values from
extraction, and then generating the combined phase noise from theory in Matlab. Phase
noise from the tripler is negligible [66]. LO distribution contributes uncorrelated phase noise
from parallel noise sources, but has a negligible contribution compared to correlated phase
noise.

A lock detector is connected to the PLL control signal VCTRL. The lock detect consists
of two StrongARM comparators [67], monitoring if VCTRL < VMIN or VCTRL > VMAX , which
indicates that the charge pump has railed. When a lock fail is detected, the VCO digital
frequency control is adjusted to a higher or lower code accordingly. Single-stage open-loop
buffers between VCTRL and the comparator isolate the PLL from potential kickback coupling
of the comparator clock.

The PLL VCO drives the ILFT to generate the mm-wave LO reference. The tripler is
based on the dual-injection topology presented in [66], which achieves wide operation range
without the use of tuning elements and calibration loops. All circuit details are identical to
[66], except for the center frequency, which was readjusted to match the required LO range.

5.9 LO Distribution

The LO distribution architecture is shown in Fig. 5.11. It consists of a 1:2 power splitter,
a regeneration buffer, and a 1:4 power splitter, whose outputs drive two RX elements each.
Quadrature generation is performed at each RX element, to simplify distribution. The
LO distribution circuits employ impedance-scaling techniques to reduce power consumption.
Unlike off-chip microwave circuits that are usually designed for 100Ω, on chip the designer
has the freedom to scale impedances to optimize performance. The 1:2 and 1:4 splitters,
are based on a non-isolated λ/4 power splitter structure (see Fig. 5.11), which unlike a
conventional Wilkinson does not require the outputs to be physically close. In this way, λ/4
lines can be used for both matching and routing, thus minimizing power loss in cross-chip
distribution [68].

Quadrature generation is based on a transformer-coupled implementation of a quadrature-
hybrid coupler, which features compact area and low insertion loss [69]. At the hybrid output,
LO buffers identical to the design in [61] drive the RX mixer gates.

5.10 Package and Antenna

The 4mm×4mm ASIC, realized in CMOS 28nm technology, is shown in Fig. 5.12. The
16 mm-wave inputs are located on the left side, while baseband outputs occupy the other
three sides. The ASIC is flip-chip attached with C4 solder bumps to a 3.3cm×3.3cm organic
interposer, which includes a linear array of 16 patch antennas, as shown in Fig. 5.13.(a).
The 4-layer organic substrate interposer, shown in Fig. 5.13.(b), has a thick core dielectric
and thin top/bottom build-up films, featuring low loss at mm-waves and high-density traces
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and microvias. As shown in Fig. 5.13.(c), the interposer is mounted on the PCB as a BGA
module. Thermal vias through the interposer and PCB create a low-thermal-resistance path
between the ASIC and a heat sink on the PCB bottom layer. Multiple modules can be tiled
together on a PCB to create a massive MIMO array.

Antennas are routed to the ASIC using 50Ω shielded microstrip TLines, with 1.5dB/cm
simulated loss. To reduce routing loss and layout complexity, TLine lengths are not equalized
across the array. The worst-case length mismatch (5mm) corresponds to a ∼30ps time delay,
which is a small fraction of the baseband data Unit Interval (UI). Thus, true-time-delay
effects within the signal BW are negligible [70, 71], and the phase mismatch is corrected by
a one-time beamformer calibration (see Chapter 6).



86

Chapter 6

Measurements and MU
Demonstration

Measured results from the Multi-user, Massive MIMO Receiver ASIC are reported in this
chapter.

6.1 Testing PCB
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(I/Q P/M)
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PLL
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ASIC Power Breakdown
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Figure 6.1: (a) Test PCB. (b) Measured power breakdown.

The testing PCB is shown in Fig. 6.1.(a). A single ASIC on a PCB is referred to as
a panel, and can be daisy chained together with other panels, to increase antenna count
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in a two-stage beamforming architecture. The 16 baseband beam outputs are routed to
TigerEye twisted pair sockets, and two outputs (user 4 and 13) are also accessible via SMA
connectors. A separate board provides 5 separate power supplies through dedicated LDOs, 10
bit programmable bias current, and level shifting for digital control signals from a Spartan6
FPGA. Total power consumption was measured at 1.7 W, which includes all 16 input and 16
user outputs active. Power breakdown is shown in Fig. 6.1.(b), and measured using current
monitors on each power domain’s LDO. For operation above 82GHz, LO distribution current
is increased by 100mA to achieve sufficient LO swing at the RX, resulting in 1.8 W total
power.

6.2 Single-User Continuous-Wave Measurements

The setup in Fig. 6.2 was also used for continuous-wave wireless measurements. A mm-
wave tone was transmitted to the ASIC using a signal generator, mixer, ×6 multiplier, and
horn antenna. SMA baseband outputs were analyzed using a real-time scope or a spectrum
analyzer.
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Figure 6.2: Setup for PLL and continuous-wave wireless measurements.

Phase Shifter Characterization

Characterization of individual phase shifters, shown in Fig. 6.3., was obtained by disabling
(setting to CM input) all phase shifters in the BF, save a reference phase shifter and the one
under test. The TX was placed at broadside of the RX array and set to transmit a single-
side-band tone at 20MHz IF. The beamformer matrix was configured to output antenna
RX1 on both baseband output 13, used as a reference, and baseband output 4, used to
characterize the phase shifter. All available phase shifter settings for output 4 were swept
and the magnitude and phase information of the downconverted tone was measured against
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the reference signal. Noise was averaged over multiple waveforms collected on the scope.
Phase shifter characterization showed an RMS Vector Error of 3%, which is close to the
RMS Vector Error of 1.5% from Monte Carlo simulations over process variation.

Figure 6.3: Single phase shifter vector modulation characterization for Antenna 1 and User
4.

Antenna Calibration

A similar process as above was used to perform a one-time antenna delay calibration, before
beamforming, to compensate for phase mismatches between ASIC-to-antenna routing traces
on the package (see section IV). The beamformer was configured to deliver RX1 as a reference
to baseband output 4. RX1-16 were iteratively delivered to baseband output 13, and the
phase shifter setting of output 13 was swept until the phase of both waveforms aligned.
Phase shifter offsets for several carrier frequencies were stored in a lookup table. Note, that
because phase offsets are dominated by systematic TLine delay mismatch on the package,
they are stable across on-chip PVT variations, so a one-time calibration is sufficient for
reliable operation. Moreover, because antenna delays within a single user are matched inside
the beamformer (see section III.D), calibration values derived for beam output 13 are also
valid for the other outputs.

Beam Pattern

Beam patterns, reported in Fig. 6.5, were derived by transmitting a mm-wave tone at
100MHz IF and measuring the downconverted RX power on the spectrum analyzer. Mea-
surements show single-user BF operation with 10dB worst-case spatial rejection at first
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Figure 6.4: Beam patterns measurement setup pictured

sidelobe. Out-of-beam sidelobe suppression is shown to be around -20dB, which is expected
for 16 antenna conjugate beamforming. On-chip cross-user coupling is then negligible in
comparison to inter-user interference innate to the wireless channel, and is dealt with in
the back-end by the second stage of zero-forcing. Consistent performance is shown across
different carrier frequencies and for different output channels where user 4 and user 13 have
worst and best case layout respectively.

6.3 PLL Measurements

The PLL was tested with the setup in Fig. 6.2, using a signal generator as a reference and
analyzing the divider output signal (see Fig. 5.10). The measured PLL range is 21.8-29GHz,
corresponding to a 65.5-87GHz LO range after the tripler. Phase noise of this divided PLL
output is shown in 6.6.(a), with different loop bandwidth values. The spur at 70kHz is
from the power source, and is filtered by the digital carrier recovery loop during wireless
link operation [25, 71]. All following measurements that require the PLL, use a PLL BW of
5MHz. The LO generation and distribution are on the separate power domains and consume
200mW of total power while active, which is measured to be 20mW for the PLL, 17mW for
the tripler, and 163mW for the distribution.
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Figure 6.5: Beam patterns taken at 73.5GHz carrier on User 4 (unless otherwise specified)

6.4 Single-User Wireless Link Measurements

The setup for modulated-data wireless measurements is shown in Fig. 6.7. I/Q PRBS10
streams were provided by a pattern generator, and upconverted to E-Band using a sliding-
IF TX. The RX ASIC output waveform was acquired on the real-time scope and saved.
Afterwards, a Python DSP chain performed standard radio back-end operations, such as
I/Q correction, filtering and timing recovery. A decision-directed phase tracking loop was
also included to cancel low-frequency phase noise [71]. For a fair comparison with the state
of the art, no DSP equalization was performed. The link distance was limited to 60cm due
to setup constraints, and the TX output power was limited to -12dBm. This results in an
estimated -58dBm at the ASIC input.

Received constellations for 73.5GHz and 83.5GHz carriers are shown in Fig. 6.8; similar
performance was measured for other carrier frequencies across the 71-76GHz and 81-86GHz
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Figure 6.6: Phase Noise of PLL Output/8 measured for different loop BW settings with
3.125GHz Reference.
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Figure 6.7: Measurement setup for QPSK single-user wireless link. In the 16QAM setup,
two identical pattern generators were used, combining the outputs to obtain I/Q PAM4 data
streams. Components: MIX1 - Minicircuits ZX05-24MH mixer; MIX2 - Millitech MXP-
10 mixer; x6 - Millitech AMC-10 multiplier; I/Q - Meca 705S-11.750 90◦ coupler; ANT -
Millitech SGH-10 horn antenna.

bands. Beamformed single-user wireless links up to 2Gbps for QPSK and 16QAM are sup-
ported on the 71-76GHz band with <10−3 BER. For the lower band, the signal throughput
is limited by the on-chip baseband signal chain BW, which results in self-interference and
reduced EVM. Signal BW could be extended with equalization, but results are shown here
without equalization for fair comparison with state of the art. 16-QAM measurements show
early signs of gain compression, limited by the ASIC, as RX power is near design limit.
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However, in a full multi-panel system, RX power would be decreased as many panel array
gain will provide more SNR boost. In the 81-86GHz band, the QPSK data rate is limited to
1Gbps due to a decrease in the RX mixer bandwidth, likely due to frequency misalignments
in the on-chip LO chain. 16QAM measurements at upper E-Band could not be obtained
due to linearity limitations in the TX setup, caused by off-the-shelf mm-wave waveguide
components operating outside of the intended range. Although not allocated for wireless
communications, the ASIC also covers the 76-81GHz band, where single-user QPSK constel-
lations were measured with performance comparable to the 71-76GHz range.

500MBd,  EVM: -17.5

73.5G Carrier

250MBd,  EVM: -19.7

73.5G Carrier

250MBd,  EVM: -16.2

83.5G Carrier

1GBd,  EVM: -12.5 500MBd,  EVM: -17.6 500MBd,  EVM: -14.4

Figure 6.8: Singe-user constellations

6.5 Multi-User Wireless Link Measurements

The multi-user wireless setup for one and two panels is based on the MIMO testbed presented
in [27]. Four COTS TX user-equipment (UE) devices were assembled using FPGAs and
custom PCBs that include DACs, E-Band quadrature upconverter, PA, and patch antenna.
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Figure 6.9: Photo of 4 user demonstration. Users positioned at approximately 15 degree
increments (−36 deg, −15 deg, 13 deg, 40 deg) and approximately 1.5m distance from receiver

The UEs, which transmit ∼8dBm power each, were placed at increments of about 30 degrees,
1.5m away from the RX array. The ASIC’s analog BF was open-loop configured to point
beams in the direction of the corresponding UEs, and the 16 baseband outputs from the ASIC
were digitized using a custom ADC board and fed to an FPGA for timing correction. Back-
end DSP is performed in post in Python, with mean and power calculated over the span of
a frame. More details on the UE, ADC custom hardware, and back-end DSP are presented
in [27]. The back-end DSP is similar to the single-user measurements, with the addition
of a pilot-based zero forcing stage, which completes the two-stage beamforming algorithm
described in Section II to reduce inter-user interference. As shown in Fig. 6.10, UEs begin
by sending time-interleaved pilots in the frame header, which are used to compute the zero
forcer coefficients. After the pilots, UEs transmit their spatially multiplexed payloads at the
same time and frequency.

Single Panel Results

Illustrated in Fig. 6.10, is the multi-user setup for a single panel communicating with 4
simultaneous users.

Multi-user, single panel results in Fig. 6.11 show single-user and multi-user, 73GHz
carrier, QPSK constellations. The single user constellation provides a comparison with single
user test setup, without inter-user interference. EVM is lower than single-user test setup at
-15.3dB, and is limited by the high-pass corner of the AC-coupling from the DAC eval board
used in the UEs. This lowers TX SNR and precludes testing with higher order constellations.
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Figure 6.10: Measurement setup for a single panel, multi-user wireless link.

The four simultaneous users constellations show correct beamforming and spatial filtering of
user streams, with an average EVM of -11.8dB. EVM is lower than the single user case, as
expected, due to inter-user interference in the wireless channel. The four users demonstrate
0.5 Gb/s throughput each, for a total of 2 Gb/s from four ASIC outputs. The data rate is
limited by the available ADC/DAC sampling rate. Multi-user wireless measurements were
limited to 4 simultaneous users due to the availability of TX hardware.

Inter-user interference is handled at the full system level, where multiple panels will
reduce beam-width and improve ZF. Shown in Figure 6.12 are two users transmitting to a
single panel, before and after ZF. As shown, the ZF improves EVM significantly. The two
user signals’ EVM without ZF is significantly worse than the four user case. Note that the
pseudo-inverse performed by ZF is prone to over-amplifying noise if the SINR of users is too
low. Thus, ZF is more successful as α increases, which is why the 2 user case is better than
the 4 user case, even though ZF has been performed on both.

Massive MIMO for extremely large α allows near optimal beam isolation with conjugate
beamforming alone [20]. Use of ZF allows for smaller α, but since ZF still requires a minimum
SINR, α � 1 is still required. Thus, full 16 user operation is only feasible in a multi-panel
setup. Instead, all the 16 ASIC outputs were tested by pointing each of the 16 beams
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Multi-User Setup, 4 Users

Figure 6.11: 73GHz carrier multi-user constellations. (Top) Multi-user setup with a single
user on. (Bottom) Four users in the multi-user setup with zero-forcing on.
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Multi-User Setup:
2 Users With ZF

User 2 (-15deg)

Figure 6.12: 73GHz carrier 2-user constellations, with and without zero forcing, showing the
importance of inter-user interference mitigation.

at the same user, and only ±0.5dB EVM variation was measured across outputs. The
remaining EVM variation shown in the constellation results is a result of TX power and
distance variation. This together with single-user testing results shows the capability of the
sub-array ASIC to serve more users and higher data rates in a full array system.

Multi-Panel Results

The multi-panel, multi-user test setup is shown in in Figure 6.13. Panels are daisy chained to-
gether, with each user time aligned and summed across panels. This provides fully-connected
conjugate beamforming for each user, and increases SNR of each user from array gain.
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Figure 6.13: Measurement setup for a two panel, multi-user wireless link.

As discussed, multi-panel operation improves ZF operation. Shown in Figure 6.14, we
see that two users with two panels improves the measured EVM. As the number of users is
increased, the inter-user interference does reduce the EVM, but the two panel measurements
outperform the single panel, as expected.

6.6 Comparison with State of the Art

This chapter presents the measured results of a fully packaged ASIC sub-array which enables
efficient Two-Stage Architecture for Massive MU-MIMO at E-band. Results are collected
in Table 6.1 and compared with state-of-the-art integrated 60-100GHz RX arrays. The
sub-array is able to serve 16 beams on a single IC, which is to our knowledge the highest
number reported at mm-wave. The ASIC demonstrated a maximum 2Gb/s per-user data
rate, and while other papers show higher single user data rate they can only serve one or
two users. This work demonstrated 4 simultaneous wireless user links, with the potential
to serve up to 16 users enabling a many-user tiled array with M � K. The ASIC achieves
wideband operation covering the entire 71-86GHz range. Finally, the power/antenna and
power/antenna/user metrics, which are of key interest in massive MU-MIMO systems, are
competitive with state-of-the-art and enable feasible power scaling for massive arrays.
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Figure 6.14: 73GHz carrier, two panel (32 antenna), multi-user constellations.



CHAPTER 6. MEASUREMENTS AND MU DEMONSTRATION 99

Table 6.1: Comparison with State of the Art.

This Work [31] [29] [32] [33] [34]

RX/TX RX RX/TX RX/TX RX/TX RX/TX RX/TX

Freq. (GHz) 71-86 80-100 57-66 71-76 57-71 57-66

Phase Shifter Type BB RF BB BB RF RF

No. RX Elements/IC 16 16 4 4 4 12

No. of Beams/IC 16 1 1 1 2 1

Total RX Power

/IC∗ (mW)
1710 4300 508 672 355 550

RX Power

/Ant. (mW)
107 269 127 168 88 46

RX Power

/Ant./Beam (mW)
7 269 127 168 44 46

NF (dB) 9-11† 6.5-8 4.8-6.2 6 5.8 6.5

Single User Data

Rate (Gbps)
2 10 7 7.2 (16 ICs) 32 4.6

RX EVM (dB) -18 -22 -20 -24 -19 -22

Die Area (mm2) 16 35.2 7.9 5.04 8.75 20.25

Process
28nm

CMOS

0.18 µm

BiCMOS

45 nm

CMOS

22nm

FinFET

28nm

CMOS

28nm

CMOS

∗ Includes LO circuits and BB output buffers

† Based on single-channel measurements of the RX front-end, plus 0.5dB simulated contribution of baseband circuits
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Chapter 7

Conclusion

This dissertation has discussed the importance of wide-bandwidth, massive, multi-user MIMO
arrays to meet the continually increasing capacity demands of wireless communication. How-
ever, the multiplicity of antennas and cross array signal transport lead to many practical
problems such as packaging, noise, and distribution problems that can get quickly out of
hand. Thus, implementing these large arrays is a systems problem. Designing them effi-
ciently requires not just well designed individual blocks, but a system which conscientiously
integrates and budgets specifications between these blocks.

7.1 Summary and Contributions

This dissertation began by summarizing phased array receivers, then outlining a range of
beamforming architectures and their benefits and short comings. The Two-Stage Beamform-
ing architecture was identified in particular for its flexible and power efficient scalability.

For multi-user and wide-bandwidth applications, the ADC was then identified as a key
block when performing a comparison of architectures. The design requirements and specifi-
cations for an ADC were discussed and a model for ADC power using FOM and the number
of bits in terms of M and K was identified and discussed.

A deeply hardware informed model of baseband amplifiers and analog and digital beam-
formers was designed to examine how cross array wiring, gain and bandwidth requirements
of amplifiers, and the number of complex multiplications required scales with M and K.
Results showed that baseband amplifier and beamfomer power is comparable for the ana-
log and digital beamforming case, except for extremely large arrays where analog BF may
scale better due to integration with the amplification stage. Both analog and digital beam-
forming models were optimistic in power estimation, but show interesting design insights as
bandwidth and array size change.

The combination of the ADC and BF models showed that analog beamforming reduces
ADC power, but this power savings is only significant for environments with very large
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interferers, or very wide-bandwidth applications, such as those targeted in mmWave and
beyond.

An ASIC was designed to show in practice the design lessons from the analog beamformer
and baseband amplifier models on silicon. The chip shows the feasibility and power savings of
many-user beamforming in analog. The design targeted an E-band RX with wide-bandwidth,
16 fully connected antenna beamforming for 16 users performed in baseband analog, and low
power operation.

The 16 antenna, 16 user ASIC enabled a wireless demonstration of 2 receiver panels,
serving 4 simultaneous users in a two-stage beamforming array.

7.2 Future Directions and Final Thoughts

Wide-bandwidth is an effective way to increase capacity, and as designers push transceivers
to higher frequencies, the spectrum allows bandwidths up to several GHz. Much of the goal
of this thesis is to emphasize that designing a transceiver capable of reaching higher carrier
frequencies is not the only limitation in the system.

ADCs begin to become dominant in the signal chain power budget around 1GHz of
bandwidth. Suggestions to reduce ADC resolution make high sampling frequencies more
feasible, but the SNR degradation that comes with this low resolution is most power efficient
if budgeted for in the LNA until over 100GHz.

Spatial and frequency interference mitigation saves power at wide-bandwidth by reduc-
ing the number of bits required in the ADC to support interferers. In addition, the most
problematic source of interferes is a out-of-network base station transmitting a wide-band
interferer. However, truly wide-bandwidth spatial notch filters with high rejection require
very careful design, and only solve the problem for out-of-beam interferers. Published mm-
wave spatial notch filters which do not reduce spatial resolution either do not report or
demonstrate reduced interference rejection for wide-band interferers [72][59][73][58]. Thus,
a wide-band, high-rejection spatial notch filter is likely an important direction for continued
research.

Finally, analog beamformers reduce the ADC cost for large arrays with α > 1 and wide
bandwith or large interference requirements. However, wide bandwidth increases design
effort as gain, bandwidth, and routing in each stage must be carefully managed.

All of this combined, suggests there is value in rethinking the traditional RF signal chain
as the field pushes towards and beyond 1GHz of bandwidth. There is likely power savings
to be had from breaking the signal chain into separate channels, either with separate base-
stations and user-equipment, or with multiple signal chains. This is an interesting space for
continued thought and research as we move towards wide-bandwidth wireless communication.
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