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Abstract
Prediction and Statistical Inference in Feedback Loops
by
Tijana Zrnic
Doctor of Philosophy in Electrical Engineering and Computer Sciences
University of California, Berkeley
Associate Professor Moritz Hardt, Co-chair

Professor Michael 1. Jordan, Co-chair

Classical machine learning and statistics are built on the paradigm that there is a fixed
quantity that we want to learn about a population, such as the best predictor of outcomes
from features or the average effect of a treatment. In modern practices, however, predictions
and inferences beget other predictions and inferences, causing the quantity of interest to
change over time and drift away in a feedback loop. The feedback poses challenges for
traditional methods, calling for new solutions. This thesis introduces new principles for
prediction and inference in the presence of feedback loops.

The first part focuses on performative prediction. Performative prediction formalizes the
phenomenon that predictive models—by means of being used to make consequential down-
stream decisions—often influence the outcomes they aim to predict in the first place. For
example, travel time estimates on navigation apps influence traffic patterns and thus realized
travel times, stock price predictions influence trading activity and hence prices. We exam-
ine common heuristics such as retraining, as well as more refined optimization strategies
for dealing with performative feedback. At the end of the first part, we identify important
scenarios where the act of prediction triggers feedback loops that are not explained by the
framework of performativity, and we develop theory to describe and study such feedback.

The second part discusses principles for valid statistical inference, i.e., valid p-values and
confidence intervals, in the presence of feedback. We consider two types of feedback: the
first is due to data snooping, i.e., the practice of choosing which results to report only
after seeing the data; the second arises when machine-learning systems are used to supply
cheap predictions to augment or supplant high-quality data in future scientific analyses. In
both cases, ignoring the feedback and naively applying classical statistical methods leads to
inflated error rates and false discoveries; we provide alternative approaches that guarantee
valid inferences in the face of feedback.
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Chapter 1

Introduction

Classical methods for data analysis were built on the assumption that there is one fized
learning target of interest, such as the best predictor of outcomes from features or the
average effect of a treatment. Modern machine learning and statistics, however, are more
dynamic and adaptive than ever before: predictions and inferences beget other predictions
and inferences, causing feedback loops that shape and alter the target of learning. Such
feedback loops invalidate the guarantees of classical learning methods, leading to inflated
error rates and false discoveries. This thesis develops new principles for valid and reliable
data analysis in the presence of feedback loops.

Feedback arises due to a number of factors, and what it means to successfully deal
with feedback varies greatly depending on the context. We will focus on two broad goals:
prediction and statistical inference. In prediction, our goal will be to solve a risk-minimization
problem while taking into account its feedback-loop nature. We will introduce a framework
called performative prediction for describing learning in feedback loops, and we will study
a series of optimization strategies for learning under feedback. In statistical inference, our
goal will be to compute valid p-values and confidence intervals, while allowing for the use of
advanced computational methods in the data-analysis pipeline. Specifically, we will study
selective inference—the practice of choosing or refining the inferential question of interest
based on the data—as well as prediction-powered inference—the use of machine-learning
predictions as data in downstream analyses. In the following paragraphs we describe the
feedback-loop nature of each problem in more detail.

Predictions undoubtedly shape the world around us. One example setting where this
is prominent is elections. Every high-profile election is accompanied by numerous high-
profile forecasts of the election outcome. These forecasts have been observed to impact voter
turnout [179], which in turns means that they impact the election outcome itself! Therefore,
not only do predictions capture the patterns in our environment, but they also feed back
into the environment and actively shape it. In the election example, a good forecasting
mechanism should not only learn the preference over election candidates in the population
at the time of polling, but it should predict the actual election outcome while taking into
account the society’s response responsibly and accurately.
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Feedback also arises due to strategic incentives. There are numerous documented cases of
individuals adapting strategically to algorithmic decision rules in order to achieve a desirable
outcome, in domains ranging from social welfare programs to gig labor and social media
moderation [24, 26, 128]. This widespread phenomenon, often known as Goodhart’s law,
can be summarized as: “When a measure becomes a target, it ceases to be a good measure”
[156]. Due to their consequential nature, the algorithmic decisions cause people to alter their
behavior and thus such decisions feed back into society. A natural target for the decision-
maker is to learn a rule that yields high utility after the individuals have adapted to the
decision rule, not merely on the data collected before the rule’s deployment.

Another ubiquitous source of feedback in modern data analyses is data snooping, i.e.,
the practice of choosing which results to report based only after seeing the data. This prac-
tice, known in the literature as selective inference, offers more freedom to the analyst than
the traditional paradigm of specifying the relevant hypotheses up front, but it also creates
undesirable selection bias, thereby invalidating the error guarantees of classical statistical
methods. The goal in selective inference is to compute valid p-values and confidence inter-
vals, while allowing the analyst to adaptively refine the choice of statistical question in a
data-driven manner.

Finally, feedback arises when predictions are leveraged as evidence in future scientific
inquiry. Indeed, machine-learning algorithms are increasingly employed as black-box systems
that supply predictions to augment or supplant costly experimental measurements. For
example, accurate predictions of three-dimensional structures have been made for a vast
catalog of known protein sequences [92, 165] and are now being used in proteomics studies
[16]. Such predictions hold out the promise of increasing the pace and scope of scientific
inquiry, however naively treating them as gold-standard data can naturally lead to false
discoveries. We refer to the use of machine-learning predictions in downstream inferences as
prediction-powered inference. The goal in prediction-powered inference is to compute valid p-
values and confidence intervals, while making use of data sets imputed with machine-learning
predictions to increase the effective sample size.

This thesis is based on works co-authored with Anastasios Angelopoulos, Stephen Bates,
Clara Fannjiang, William Fithian, Moritz Hardt, Meena Jagadeesan, Michael I. Jordan, Eric
Mazumdar, Celestine Mendler-Diinner, John Miller, Juan Perdomo, and S. Shankar Sastry
(3, 75, 88, 123, 125, 137, 192, 193, 194].
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Chapter 2

Performative Prediction

Supervised learning excels at pattern recognition. When used to support consequential
decisions, however, predictive models can trigger actions that influence the outcome they
aim to predict. We call such predictions performative; the prediction causes a change in the
distribution of the target variable.

Consider a simplified example of predicting credit default risk. A bank might estimate
that a loan applicant has an elevated risk of default, and will act on it by assigning a
high interest rate. In a self-fulfilling prophecy, the high interest rate further increases the
customer’s default risk. Put differently, the bank’s predictive model is not calibrated to the
outcomes that manifest from acting on the model.

Once recognized, performativity turns out to be ubiquitous. Traffic predictions influence
traffic patterns, crime location prediction influences police allocations that may deter crime,
recommendations shape preferences and thus consumption, stock price prediction determines
trading activity and hence prices.

When ignored, performativity can surface as a form of distribution shift. As the decision-
maker acts according to a predictive model, the distribution over data points appears to
change over time. In practice, the response to such distribution shifts is to frequently retrain
the predictive model as more data becomes available. Retraining is often considered an
undesired—yet necessary—cat and mouse game of chasing a moving target.

What would be desirable from the perspective of the decision-maker is an equilibrium
where the model is optimal even after the data distribution reacts to its deployment. One
such equilibrium notion coincides with the stable points of retraining; performativity there-
fore exposes retraining as a natural equilibrating dynamic rather than a nuisance.

This chapter formalizes performative prediction, tying together conceptual elements from
statistical decision theory, causal reasoning, and game theory. The resulting framework
raises many fundamental questions—for example, regarding the existence of stable points
and other desirable equilibria, the behavior of retraining and other common optimization
strategies—which will be addressed throughout the chapter.

The material in this chapter is based on works co-authored with Moritz Hardt, Meena
Jagadeesan, Celestine Mendler-Diinner, John Miller, and Juan Perdomo [88, 123, 125, 137].
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2.1 Framework

We put performativity at the center of a decision-theoretic framework that extends the
classical statistical theory underlying risk minimization. The goal of risk minimization is to
find a decision rule, specified by model parameters 6 taking values in a closed, convex set
© C RY, that performs well on a fixed joint distribution D over covariates z and an outcome
variable y.

Whenever predictions are performative, the choice of predictive model affects the observed
distribution over instances z = (x,y). We formalize this intuitive notion by introducing a
map D(-)—which we call the distribution map—from the set of model parameters to the space
of distributions. For a given choice of parameters #, we think of D() as the distribution over
features and outcomes that results from making decisions according to the model specified
by #. This mapping from predictive model to distribution is the key conceptual device of
our framework.

We now formally introduce the principal solution concepts of our framework: performa-
tive optimality and performative stability.

2.1.1 Performative optimality

In supervised learning, the goal is to learn a predictive model fy which minimizes the expected
loss with respect to feature—outcome pairs (z,y) drawn ii.d. from a fixed distribution D.
The optimal model fy solves the following optimization problem,

fs;, = argmin E {((z;0),
peo D

where £(z;0) denotes the loss of fp at a point z.

We contrast this with the performative optimum. As introduced previously, in settings
where predictions support decisions, the manifested distribution over features and outcomes
is in part determined by the deployed model. Instead of considering a fixed distribution D,
each model fy induces a potentially different distribution D(#) over instances z. A predictive
model must therefore be evaluated with regard to the expected loss over the distribution D(0)
it induces: its performative risk.

Definition 2.1.1 (Performative optimality and risk). A model fy.. is performatively opti-
mal if the following relationship holds:

Opo = argmin E /(z;0).
o %e@ z~D(6) (2:6)

We refer to PR(6) o E.p@) (2;0) as the performative risk; then, fpo = arg ming.qg PR(6).

The following example illustrates the differences between the traditional notion of opti-
mality in supervised learning and performative optima.
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Example 2.1.1 (Biased coin flip). Consider the task of predicting the outcome of a biased
coin flip where the bias of the coin depends on a feature x and the assigned score fo(x).

In particular, define D(0) in the following way: x is a 1-dimensional feature supported
on {1} andy | x ~ Bernoulli(3 + px +ebx) with p € (0,3) and e < 5 —p. Assume that the
class of predictors consists of linear models of the form fo(x) = Ox —i—% and that the objective
is to minimize the squared loss: {(z;0) = (y — fo(x))?.

The parameter € represents the performative aspect of the model. If ¢ = 0, outcomes are
independent of the assigned scores and the problem reduces to a standard supervised learning
task where the optimal predictive model is the conditional expectation fy () = Ely | x] =
% + ux, with QSL = W.

In the performative setting with € # 0, the optimal model Opo balances between its pre-
dictive accuracy as well as the bias induced by the prediction itself. In particular, a direct

calculation demonstrates that

1\? 7
Opo = argmin [E (y—@x——) <= Opo = :
PO 0] +~D0) 2 O T2
Hence, the performative optimum and the supervised learning solution are equal if ¢ = 0 and
diverge as the performativity strength € increases.

2.1.2 Performative stability

A natural, desirable property of a model fj is that, given that we use the predictions of fy as
a basis for decisions, those predictions are also simultaneously optimal for distribution that
the model induces. We introduce the notion of performative stability to refer to predictive
models that satisfy this property.

Definition 2.1.2 (Performative stability and decoupled risk). A model fp,, is performa-
tively stable if the following relationship holds:

Ops = argmin [E  /(z;0).
e %e@ z~D(0ps) ( )

We refer to DPR(0,6) def E. p@ l(2;6') as the decoupled performative risk; then, Ops =

arg ming.o DPR(6pg, ).

A performatively stable model fy,, minimizes the expected loss on the distribution D(6pg)
resulting from deploying fp,., in the first place. Therefore, a model that is performatively
stable eliminates the need for retraining after deployment since any retraining procedure
would simply return the same model parameters. Performatively stable models are fized
points of risk minimization. We further develop this idea in the next section.

Observe that performative optimality and performative stability are in general two dis-
tinct solution concepts. Performatively optimal models need not be performatively stable
and performatively stable models need not be performatively optimal. We illustrate this
point in the context of our previous biased coin toss example.
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Example 2.1.2 (Example 2.1.1 continued). Consider again our model of a biased coin toss.
In order for a predictive model fy to be performatively stable, it must satisfy the following
relationship:

1\ 2
Opg = argmin [E —Ox — = < bOpg =
s 0%[0,1] Z~D(0ps) <y 2> s

1
1—¢’

Solving for Opg directly, we see that there is a unique performatively stable point.

Therefore, performative stability and performative optimality need not identify. In fact,
in this example they identify if and only if ¢ = 0. Note that, in general, if the map D(0) is
constant across 0, performative optima must coincide with performatively stable solutions.
Furthermore, both coincide with “static” supervised learning solutions as well.

For ease of presentation, we refer to a choice of parameters 6 as performatively stable
(optimal) if the model parametrized by 0, fy is performatively stable (optimal). We will also
refer to performative stability as simply stability.

Remark 2.1.1. Notice that both performative stability and optimality can be expressed via
the decoupled performative risk as follows:

Ops is performatively stable & Ops = argmin DPR(0ps, 0),
9

Opo is performatively optimal & 0po = argmin DPR(0,0).
0

2.1.3 Assumptions

It is easy to see that one cannot make any guarantees on the existence of stable points or
algorithms for finding optima without making some regularity assumptions on D(+). One rea-
sonable way to quantify the regularity of D(-) is to assume Lipschitz continuity; the Lipschitz
constant determines how sensitive the induced distribution is to a change in model parame-
ters. Intuitively, such an assumption captures the idea that, if decisions are made according
to similar predictive models, then the resulting distributions over instances should also be
similar. We now introduce this key assumption of our work, which we call e-sensitivity.

Definition 2.1.3 (e-sensitivity). We say that a distribution map D(-) is e-sensitive if for
all 0,0 € ©:
Wi(D(9), D(#)) < el — |2,

where Wy denotes the Wasserstein-1 distance, or earth mover’s distance.

The earth mover’s distance is a natural notion of distance between probability distribu-
tions that provides access to a rich technical repertoire [169]. Furthermore, we can verify
that it is satisfied in various settings.
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Remark 2.1.2. A simple example where this assumption is satisfied is for a Gaussian family.
Given 0 = (u,01,...,0,) € R*, define D() = N (e1 i, €5 diag(oi, ..., 02)) where 1,5 € R.
Then D(-) is e-sensitive for ¢ = max {|eq], |e2]}.

In addition to this assumption on the distribution map, we will often make standard
assumptions on the loss function ¢(z;6) which hold for broad classes of losses. To simplify

our presentation, let Z & Ugeosupp(D(6)).

e (joint smoothness) We say that a loss function ¢(z; 6) is S-jointly smooth if the gradient
Vol(z;0) is p-Lipschitz in 6 and z, that is

IVol(2;0) = Val(z: ), < B0 — ']y, [IVol(z;0) = Vol (25 0)l, < Bllz = 2],

(A1)
for all 9,0 € © and 2,2’ € Z.
e (strong convezity) We say that a loss function ¢(z; ) is y-strongly convex if
Uz0) 2 U(=0) + Vol(z0) (0= 0) + 2 10— 0l (A2)

for all 6,0 € © and z € Z. If v = 0, this assumption is equivalent to convexity.

e (second moment bound) There exist constants o2 and L? such that for all 6,6’ € ©:

E V(2 0)|2] < o2+ L2|0 —G(0)|2, where G(0) & argmin B £(z;0'). (A3
B IV <o LGOI, whore G0)  argmin & (0. (A3)

The last assumption is customary in the stochastic optimization literature [17, 185].

2.2 Finding performatively stable points

Having introduced our framework for performative prediction, we now address some of the
basic questions that arise in this setting and examine the behavior of common machine
learning practices, such as retraining, through the lens of performativity.

As discussed previously, performatively stable models have the favorable property that
they achieve minimal risk for the distribution they induce and hence eliminate the need for
retraining. However, it is a priori not clear that such stable points exist; and even if they do
exist, whether we can find them efficiently.

We begin to answer these questions by analyzing several different optimization strategies.
The first is retraining, formally referred to as repeated risk minimization (RRM), where the
exact minimizer is repeatedly computed on the distribution induced by the previous model
parameters. We study RRM in Section 2.2.1. The second is repeated gradient descent (RGD),
in which the model parameters are incrementally updated using a single gradient descent step
on the objective defined by the previous iterate. We study RGD in Section 2.2.2. RGD is a
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computationally efficient approximation of RRM, which, as we show, adopts many favorable
properties of RRM.

Both RRM and RGD are analyzed at the population-level, that is, assuming access to
the full distribution D(6) when model 6 is deployed. We relax this assumption in Section
2.2.3, where we study two variants of stochastic gradient descent called greedy deploy and
lazy deploy, assuming only finite-sample access to D(0).

Our algorithmic analysis of these methods reveals the existence of stable points under the
assumption that the distribution map D(-) is sufficiently Lipschitz. We identify necessary
and sufficient conditions for convergence to a performatively stable point.

2.2.1 Repeated risk minimization

We now formally define repeated risk minimization and prove one of our main results: suf-
ficient and necessary conditions for retraining to converge to a performatively stable point.

Definition 2.2.1 (RRM). Repeated risk minimization (RRM) refers to the procedure where,
starting from an initial model fp,, we perform the following sequence of updates for every
t>0:

d

ef .
01 =G(6;) = argmin E  /(z;0).
v = G0 = arin, By (59)

Using a toy example, we again argue that restrictions on the map D(-) are necessary to
enable interesting analyses of RRM, otherwise it might be computationally infeasible to find
performative optima, and performatively stable points might not even exist.

Example 2.2.1. Consider optimizing the squared loss {(z;0) = (y — 0)?, where 6 € [0,1]
and the distribution of the outcome y, according to D(0), is a point mass at 0 if 6 > %,
and a point mass at 1 if 0 < % Clearly there is no performatively stable point, and RRM
will simply result in the alternating sequence 1,0,1,0,.... The performative optimum in this

case 1s Opp = %

To show convergence of retraining schemes, it is hence necessary to make a regularity as-
sumption on D(-), such as e-sensitivity. We are now ready to state our main result regarding
the convergence of repeated risk minimization.

Theorem 2.2.1. Suppose that the loss ((z;0) is f-jointly smooth (A1) and ~y-strongly convex
(A2). If the distribution map D(-) is e-sensitive, then the following statements are true:

(a) |G(0) = G(0)ll2 <5110 —€'|l5, for all 6,6 € ©.
(b) If e < %, the iterates 0; of RRM converge to a unique performatively stable point Opg

-1
at a linear rate: ||0; — Opglla < 0 fort > <1 — g%) log <|I9o—§pst>'
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Proof. Fix 0,0 € ©. Let f(¢) = E.op@) l(z;¢) and f'(p) = E.op@) l(2;p). Since f is
v-strongly convex and G(0) is the unique minimizer of f(z) we know that,

F(G9)) = F(G(O) =
F(G(#) = F(G(9)) >

—~

G(6) —G(9) V(G + %IIG(G) =G5 (2.1)
IG(®) = G(@)]; (2:2)

b2

Together, these two inequalities imply that
—IIGE) — G@]5 > (GO) ~G(E) V(GO

Next, we observe that (G(0) — G(0'))"Vel(z; G(0")) is ||G(0) — G(8")|23-Lipschitz in z.
This follows from applying Cauchy-Schwarz and the fact that the loss is S-jointly smooth.
Using the dual formulation of the optimal transport distance (Lemma 2.5.1) and e-sensitivity
of D()7

(G(0) = G(9) ' VF(G(0) = (G(O) = G(#)) ' VI(GO') = —eBlG(0) = G(O)]|]l6 — 0]

Furthermore, using the first-order optimality conditions for convex functions, we have (G(6)—
G(60") 'V f(G(0)) > 0, and hence (G(6) = G(6") "V f(G(0)) = =B G(6) = G (6")]|2[|0 ]|
Therefore, we conclude that,

—NGO) = GOz > —eBIG(0) — G(@)]|2[16 — ¢

Claim (a) then follows by rearranging.
To prove claim (b) we note that 6, = G(6;_1) by the definition of RRM, and G(0ps) = Ops
by the definition of stability. Applying the result of part (a) yields

t
16 — sl < sgueu ~ besllr < (sg) 16 — Boslo. (2.3)

Setting this expression to be at most § and solving for ¢ completes the proof of claim (b). [

The main message of this theorem is that in performative prediction, if the loss function
is sufficiently “nice” and the distribution map is sufficiently (in)sensitive, then one need only
retrain a model a small number of times before it converges to a unique stable point.

One intriguing insight from our analysis is that this convergence result is in fact tight;
removing any single assumption required for convergence by Theorem 2.2.1 is enough to
construct a counterexample for which RRM diverges.

Proposition 2.2.1. Suppose that the distribution map D(-) is e-sensitive with € > 0. RRM
can fail to converge at all in any of the following cases, for any choice of parameters 3,y > 0:

(a) The loss is 5-jointly smooth and convex, but not strongly convex.
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(b) The loss is y-strongly convez, but not jointly smooth.
(c) The loss is B-jointly smooth and ~y-strongly convez, but ¢ > %

We provide counterexamples for all three statements in Section 2.5.

Proposition 2.2.1 suggests a fundamental difference between strong and weak convexity
in our framing of performative prediction (weak meaning v = 0). In supervised learning,
using strongly convex losses generally guarantees a faster rate of optimization, yet asymptot-
ically, the solution achieved with either strongly or weakly convex losses is globally optimal.
However, in our framework, strong convexity is in fact necessary to guarantee convergence
of repeated risk minimization, even for arbitrarily smooth losses and an arbitrarily small
sensitivity parameter.

2.2.2 Repeated gradient descent

Theorem 2.2.1 demonstrates that repeated risk minimization converges to a unique perfor-
matively stable point if the sensitivity parameter ¢ is small enough. However, implementing
RRM requires access to an exact optimization oracle. We now relax this requirement and
demonstrate how a simple gradient descent algorithm also converges to a unique stable point.

Definition 2.2.2 (RGD). Repeated gradient descent (RGD) is the procedure where, starting
from an initial model fp,, we perform the following sequence of updates for every t > 0:

01 = Gya(0) = o Ilg <‘9t — M zwgw )V@f(Z; Qt)) )

where n; > 0 s a fizved step size sequence and Ilg denotes the Fuclidean projection operator
onto O.

Note that repeated gradient descent only requires the loss ¢ to be differentiable with
respect to 6. It does not require taking gradients of the performative risk. Like RRM, we
can show that RGD is a contractive mapping for small enough sensitivity parameter ¢.

Theorem 2.2.2. Assume that the loss is f-jointly smooth (A1) and y-strongly conver (A2),
and suppose that the distribution map D(-) is e-sensitive. Let € < 7, and suppose that Ops €

Int(©) . Then, repeated gradient descent (RGD) with a constant step size n, = n o ﬁ
satisfies the following:

(a) [10r+1 — Ops|l2 < ( Ur=eh) ) 10; — Ops||a, where 0 < 1052 <1,

(b) The z'temtes 0, of RGD converge to the stable point Ops at a linear rate, ||0;41—0ps|l2 < §
61—6
fort > 2 log (n 1 ps||2>
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In fact, the upper bound £ < 7/ on the sensitivity parameter is crucial for algorithmic
convergence. It defines a regime outside which gradient descent is not guaranteed to converge
to stability even at the population level.

Proposition 2.2.2. Suppose that the distribution map D(-) is e-sensitive. Then, repeated
gradient descent (RGD) can fail to converge to a performatively stable point in any of the
following cases, for any choice of positive step size sequence {m;}i>1:

(a) The loss is [-jointly smooth (Al) and convez, bul not strongly conver (A2), for any
B,e > 0.

(b) The loss is [-jointly smooth (Al) and ~y-strongly conver (A2), but e > %, for any
v, 8, > 0.

Therefore, v/ is shown to be a sharp threshold for the convergence of gradient descent
in performative settings, just like it was a sharp threshold for the convergence of repeated
risk minimization.

2.2.3 Stochastic optimization

Repeated risk minimization and repeated gradient descent were defined as iterative algo-
rithms that use the whole distribution D(#;) for each update. In this section, we introduce
two variants of stochastic gradient descent for optimization in performative settings with
only finite samples. We refer to the two variants as greedy deploy and lazy deploy. Each
method performs a stochastic gradient update using a single data point to the model pa-
rameters at every iteration, however they choose to deploy these updated models at different
time intervals.

Greedy deploy

A natural algorithm for stochastic optimization in performative prediction is a direct exten-
sion of the stochastic gradient method, whereby at every time step, we observe a sample
2B~ D(0y), compute a gradient update to the current model parameters 65, and deploy
the new model )1 (see left panel in Figure 2.1). We call this algorithm greedy deploy.

While this procedure is algorithmically identical to the stochastic gradient method in
traditional convex optimization, in performative prediction, the distribution of the observed
samples depends on the trajectory of the algorithm. We begin by stating a technical lemma
which introduces a recursion for the distance between 6, and Opg.

Lemma 2.2.1. Assume conditions (A1), (A2), and (A3) hold. If the distribution map
D(-) is e-sensitive with € < v/, then greedy deploy with step size 0, satisfies the following
recursion for allt > 1:

2
E [[|f11 — fps 2] < (1 oy — £B) + 7L (1 ; g) ) E [|16: — 6rs|2] + o>
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Greedy Deploy Lazy Deploy
Input: step size sequence {n,}32, Input: step size sequence {7 ;}75-
Deploy initial classifier #; € © Deploy initial classifier #; € ©
For eacht=1,2,... For eacht=1,2,...
e Observe z) ~ D(4,) o Set pr1 =0
e Update model parameters: e For each j = %t,). .,n(t) :
01 = o (0, — n,VL(zD:6,)) 1. Observe z; ~ D(6,)
2. Update model parameters:
e Deploy 60,1
" e = Hol(pn; — my VI 015))
e Deploy 0;41 = Pen(t)+1

Figure 2.1: Stochastic gradient method for performative prediction. Greedy deploy pub-
lishes the new model at every step while lazy deploy performs several gradient updates before
releasing the new model.

Similar recursions underlie many proofs of SGD, and Lemma 2.2.1 can be seen as their
generalization to the performative setting. Furthermore, we see how the bound implies a
strong contraction to the performatively stable point if the performative effects are weak,
that is when ¢ < /0.

Using this recursion, a simple induction argument suffices to prove that greedy deploy
converges to the performatively stable solution. Moreover, it does so at the usual O(1/t)
rate.

Theorem 2.2.3. Assume conditions (Al), (A2), and (A3) hold. If the distribution
map D(-) is e-sensitive with ¢ < %, then for all t = 0 greedy deploy with step size
m=((y—eB)t+8L/(y—€B)) " satisfies

M, greedy

E (|61 — Opsll3] < )
|:|| t+1 PS||2} (7_55)215_{_8[/2

where Mgreedy = max {20_2, 8L2||91 - QPSH%}

Comparing this result to the traditional analysis of SGD for smooth, strongly convex
objectives (e.g. [141]), we see that the traditional factor of v is replaced by v — ¢, which
we view as the effective strong convexity parameter of the performative prediction problem.
When £ = 0, there are no performative effects and the problem of finding the stable solution
reduces to that of finding the risk minimizer on a fixed, static distribution. Consequently, it
is natural for the two bounds to identify.
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Lazy deploy

Contrary to greedy deploy, lazy deploy collects multiple data points and hence takes multiple
stochastic gradient steps between consecutive model deployments.

This modification significantly changes the trajectory of lazy deploy relative to greedy
deploy, given that the observed samples follow the distribution of the last deployed model,
which might differ from the current iterate. More precisely, after deploying 6;, we perform
n(t) stochastic gradient steps to the model parameters, using samples from D(6;) before we
deploy the last iterate as 6,1 (see right panel in Figure 2.1).

At a high level, lazy deploy converges to performative stability because it progressively
approximates repeated risk minimization (RRM). In Theorem 2.2.1 we showed that RRM
converges to a performatively stable classifier at a linear rate when ¢ < ~/f. Since the
underlying distribution remains static between deployments, a classical analysis of SGD
shows that for large n(t) these “offline” iterates ¢, ; converge to the risk minimizer on the
distribution corresponding to the previously deployed classifier. In particular, for large n(t),
0,11 ~ G(6;). By virtue of approximately tracing out the trajectory of RRM, lazy deploy
converges to fpg as well. This sketch is formalized in the following theorem.

Theorem 2.2.4. Assume conditions (Al), (A2), and (A3) hold, and that the distribution

map D(-) is e-sensitive with £ < 5. For any o > 0, running lazy deploy with n(t) >
not®, t = 1,2,... many steps between deployments and step size sequence n; = (vj +

8L*/v)~!, satisfies

2
B (161~ 2] < 161~ Gosl + (04 s ) - Mo,

where ¢ = (8%)2 +0(1) and M,y = i(;arjf Here, o(1) is independent of t and vanishes as

ng grows; ng is chosen large enough such that ¢ < 1.

In this section we showed how varying the intervals at which we deploy models trained
with stochastic gradient descent in performative settings leads to qualitatively different al-
gorithms. While greedy deploy resembles classical SGD with a step size sequence adapted
to the strength of distribution shift, lazy deploy can be viewed as a rough approximation of
repeated risk minimization.

As we alluded to previously, the convergence behavior of both algorithms is critically
affected by the strength of performative effects . For e < 7/f, the effective strong convexity
parameter v—ef of the performative prediction problem is large. In this setting, the relevant
distribution shift of deploying a new model is neglible and greedy deploy behaves almost like
SGD in classical supervised learning, converging quickly to performative stability.

Conversely, for € close to the convergence threshold, the contraction of greedy deploy to
the performatively stable classifier is weak. In this regime, we expect lazy deploy to perform
better since the convergence of the offline iterates ¢ ; to the risk minimizer on the current
distribution G(6;) is unaffected by the value of €. Lazy deploy then converges by closely
mimicking the behavior of RRM.



CHAPTER 2. PERFORMATIVE PREDICTION 15

Furthermore, both algorithms differ in their sensitivity to different initializations. In
greedy deploy, the initial distance ||f; — Ops||3 decays polynomially, while in lazy deploy it
decays at a linear rate. This suggests that the lazy deploy algorithm is more robust to poor
initialization. While we derive these insights purely by inspecting our upper bounds, we find
that these observations also hold empirically, as shown in the next section.

2.2.4 Experiments

We now proceed to illustrate the behavior of the discussed optimization strategies empiri-
cally, confirming our theoretical findings. As our main experimental setting, we use a strate-
gic classification simulator available in the WhyNot package [124]. We begin by formally
establishing how strategic classification can be cast as a performative prediction problem.

Stackelberg equilibria are performative optima

Strategic classification is a two-player game between an institution which deploys a classifier
and agents who selectively adapt their features in order to improve their outcomes.

A classic example of this setting is that of a bank which uses a machine learning classifier
to predict whether or not a loan applicant is creditworthy. Individual applicants react to
the bank’s classifier by manipulating their features with the hopes of inducing a favorable
classification. This game is said to have a Stackelberg structure since agents adapt their
features only after the bank has deployed their classifier.

The optimal strategy for the institution in a strategic classification setting is to deploy
the solution corresponding to the Stackelberg equilibrium, defined as the classifier fy which
achieves minimal loss over the induced distribution D(f) in which agents have strategically
adapted their features in response to fy. In fact, we see that this equilibrium notion exactly
matches our definition of performative optimality:

fos 1s a Stackelberg equilibrium <= fgg € argmin PR(6).
0

We think of D as a “baseline” distribution over feature-outcome pairs before any classifier
deployment, and D(f) denotes the distribution over features and outcomes obtained by
strategically manipulating D. As described in existing work [21, 76, 126], the distribution
function D(#) in strategic classification corresponds to the data-generating process outlined
in Figure 2.2.

Here, u and ¢ are problem-specific functions which determine the best response for agents
in the game. Together with the base distribution D, these define the relevant distribution
map D(-) for the problem of strategic classification.

Setup

We run experiments on a dynamic credit scoring simulator in which an institution classifies
the creditworthiness of loan applicants. As motivated previously, agents react to the insti-
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Input: base distribution D, classifier fy, cost function ¢, and utility function «
Sampling procedure for D(0):
1. Sample (z,y) ~ D

2. Compute best response zpg — arg max,, u(z’,0) — c¢(z/, x)

3. Output sample (zpRr, ¥y)

Figure 2.2: Distribution map for strategic classification.

Repeated Risk Minimization Repeated Gradient Descent

_a 2
< 107 1077 % o
q|> ek £=0.01
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= _ AN =1000
; 1072 10712 ..‘.‘ e

Q N

0 20 40 60 0 1000 2000 3000

Iteration ¢ Iteration ¢

Figure 2.3: Convergence in domain of RRM (left) and RGD (right) for varying e-sensitivity
parameters. We add a marker if at the next iteration the distance between iterates is
numerically zero. We normalize the distance by ¢ = ||y 5|5 "

tution’s classifier by manipulating their features to increase the likelihood that they receive
a favorable classification.

To run our simulations, we construct a distribution map D(#), as described in Figure 2.2.
For the base distribution D, we use a class-balanced subset of a Kaggle credit scoring dataset
[93]. Features x € R™! correspond to historical information about an individual, such as
their monthly income and number of credit lines. Outcomes y € {0, 1} are binary variables
which are equal to 1 if the individual defaulted on a loan and 0 otherwise.

The institution makes predictions using a logistic regression classifier. We add a
regularization term to the logistic loss to ensure that the objective is strongly convex.
We assume that individuals have linear utilities u(f,z) = —(f,x) and quadratic costs
c(a’,x) = o||a’ — z||3, where € is a positive constant that regulates the cost incurred by
changing features. Linear utilities indicate that agents wish to minimize their assigned prob-
ability of default.

We divide the set of features into strategic features S C [m — 1], such as the number of
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Performative Risk Accuracy
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Figure 2.4: Performative risk (left) and accuracy (right) of the classifier 6, at different stages
of RRM for € = 80. Blue lines indicates the optimization phase and green lines indicate the
effect of the distribution shift after the classifier deployment.

open credit lines, and non-strategic features (e.g., age). Solving the optimization problem
described in Figure 2.2, the best response for an individual corresponds to the following
update,
/
Tg=zg — b,

where zg, 2y, 0s € RIS As per convention in the literature [21, 76, 126], individual outcomes
y are unaffected by strategic manipulation.

Intuitively, this data-generating process is e-sensitive since for a given choice of classifiers,
fo and fp, an individual feature vector is shifted to zg — g and to xg — b, respectively.
The distance between these two shifted points is equal to €||fg — 0%||2. Since the optimal
transport distance is bounded by || — ¢’||2 for every individual point, it is also bounded by
this quantity over the entire distribution.

Repeated risk minimization and repeated gradient descent

The first experiment we consider is the convergence of RRM. From our theoretical analysis,
we know that RRM is guaranteed to converge at a linear rate to a performatively stable
point if the sensitivity parameter ¢ is smaller than . In Figure 2.3 (left), we see that RRM
does indeed converge in only a few iterations for small values of ¢ while it divergences if ¢ is
too large.

The evolution of the performative risk during the RRM optimization is illustrated in
Figure 2.4. We evaluate PR(#) at the beginning and at the end of each optimization round
and indicate the effect due to distribution shift with a dashed green line. We also verify that
the surrogate loss is a good proxy for classification accuracy in the performative setting.

Next, we look at RGD. In the case of RGD, we find similar behavior to that of RRM.
While the iterates again converge linearly, they naturally do so at a slower rate than in the
exact minimization setting, given that each iteration consists only of a single gradient step.
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Figure 2.5: Convergence of lazy and greedy deploy to performative stability for varying
values of € € {0.2,0.6,0.9} (increased left to right). We use n(t) = t for lazy deploy. The
results are for the synthetic Gaussian example with = 10, o0 = 0.1.

Again, we can see in Figure 2.3 that the iterates converge for small values of € and diverge
for large values.

Greedy deploy and lazy deploy

We next empirically study greedy and lazy deploy. First, we carry out experiments using
synthetic data where we can analytically compute stable points and carefully evaluate the
tradeoffs suggested by our theory. Second, we evaluate the performance of these procedures
on the same strategic classification simulator as in the previous section.

Synthetic data. For our first experiment, we consider the task of estimating the mean of a
Gaussian random variable under performative effects. In particular, we consider minimizing
the expected squared loss {(z;0) = 5(z — #)* where z ~ D(0) = N'(pu + €0, 0?). For e > 0,
the true mean of a distribution D(#) depends on our revealed estimate §. Furthermore, for
e < /B =1, the problem has a unique stable point. A short algebraic manipulation shows
that 0ps = {*-. As per our theory, both greedy and lazy deploy converge to performative
stability for all ¢ < 1.

We compare the convergence behavior of lazy deploy and greedy deploy for various values
of ¢ in Figure 2.5. We choose step sizes for both algorithms according to our theorems in
Section 2.2.3. In the case of lazy deploy, we set & = 1, and hence n(t) o t. We see
that when performative effects are weak, i.e. ¢ < v/f, greedy deploy outperforms lazy
deploy. Lazy deploy in turn is better at coping with large distribution shifts from strong
performative effects. These results confirm the conclusions from our theory and show that the
choice of whether to delay deployments or not can indeed have a large impact on algorithm
performance depending on the value of e.
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Figure 2.6: Convergence of lazy and greedy deploy to performative stability. Results are
for the strategic classification experiments with ¢ = 100. (left panel) convergence as a
function of the number of samples. (right panel) convergence as a function of the number of
deployments.

Strategic classification. In addition to the experiments on synthetic data, we also evalu-
ate the performance of the two optimization procedures in the previously described strategic
classification setting. Since we now zoom in on stochastic optimization, at each time step,
the learner observes a single sample from the distribution in which the individual’s features
have been manipulated in response to the most recently deployed classifier. In contrast, in
the previous section the learner observed the entire distribution of manipulated features at
every step. While we cannot compute the stable point analytically in this setting, we can
calculate it empirically by running RRM until convergence.

The inverse condition number of this problem is much smaller than in the Gaussian
example; we have /3 =~ 1072. We explore the behavior of the algorithms outside the
regime of provable convergence with £ > ~/3. We choose step sizes for both algorithms as
defined in Section 2.2.3 with the exception that we ignore the e-dependence in the step size
schedule of greedy deploy and choose the same initial step size as for lazy deploy (Theorem
2.2.3). As illustrated in Figure 2.6 (left), lazy significantly outperforms greedy deploy in this
setting. Moreover, the performance of lazy deploy significantly improves with «. In addition
to speeding up convergence, choosing larger sample collection schedules n(t) substantially
reduces the number of deployments, as seen in Figure 2.6 (right).

2.3 Finding performatively optimal points

So far we have discussed performative stability, which is a local definition of optimality
by which a model minimizes the expected risk for the specific distribution that it induces.
However, stability provides no general guarantees of performance beyond this equilibrium
notion. In fact, stable models can have exceedingly poor performative risk, the central
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measure of the framework which captures the true risk incurred by the learner when deploying
the model.

Reasoning by analogy, stable classifiers can be thought of as an echo chamber in an
online platform. In an echo chamber, one is reassured of their ideas by voicing them, but
it’s not clear whether they are reasonable outside of this niche community. Similarly, stable
classifiers minimize risk on the distribution that they induce, but they provide no global
guarantees of performance.

Therefore, to develop accurate predictions in performative settings, we shift attention
past performative stability and study optimizing the performative risk directly. This task
will require a different algorithmic approach than the strategies analyzed previously, such as
RRM and RGD. For instance, the learner needs to actively anticipate performative effects
rather than myopically retrain until convergence, as the latter would only lead to stability.

First, in Section 2.3.1 we argue mathematically why performative stability is insufficient
to guarantee satisfactory performance after model deployment. Then, we study strategies
for finding performative optima in conver problems in Section 2.3.2. Finally, we study
strategies for finding performative optima under great generally, even allowing nonconvez
risk functions, in Section 2.3.3.

2.3.1 Contrasting optimality and stability

Up until now, all analyzed algorithmic strategies have been shown to converge to stable
points. While the primary motivation for stability was eliminating the need for retraining, it
may seem reasonable to think that stability ensures good performative risk as well. However,
it turns out that there exist seemingly benign cases where the performative risk is strongly
convex, but stable points actually maximize the performative risk.

Proposition 2.3.1. For any v, A > 0, there exists a performative prediction problem where
the loss is vy-strongly convex in 6, yet the unique stable point Ops mazimizes the performative
risk and PR(0pg) — miny PR(#) > A.

Proof. We prove the proposition by constructing an example. Let z ~ D(f) be a point mass
at €6, and define the loss to be:

Uz0) = —B- 67+ 210l

for some S > 0. This loss is y-strongly convex and the distribution map is e-sensitive. A
short calculation shows that the performative risk simplifies to

PR(O) = (5 —<8) - 03 (2.4)

For € # ~/p, there is a unique performatively stable point at the origin, and if ¢ > % this
point is the unique maximizer of the performative risk. Moreover, for ¢ > %, ming PR(0) =
(v/2 — €B) - maxgee ||0]|3. Therefore, depending on the radius of ©, the suboptimality gap

of Opg can be arbitrarily large. O]
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In the above example, Vyl(z;0) is 5-Lipschitz in z. The previous proposition thus shows
that stable points can have an arbitrary suboptimality gap when ¢ > % This is important
since € < % is the regime where the previously studied algorithms, namely repeated risk
minimization and variants of gradient descent, converge to stability. Applying these methods
when € € (v/(28),7/8) would hence maximize the performative risk on this problem.

We additionally point out that ¢ = % is a sharp threshold for convexity of the perfor-
mative risk in this example, as can be seen in equation (2.4). In the following section, we
show that this threshold behavior is not an artifact of this particular setting, but rather a

phenomenon that holds more generally.

2.3.2 Finding performatively optimal points under convexity

We begin by deriving key structural results illustrating how the performative risk can be
convex in various natural settings, and hence amenable to direct optimization. Throughout
our presentation, we adopt the following convention. We state that the performative risk is
A-convex, for some A € R, if the objective,

A
PR(9) — 5013

is convex. In other words, if A is positive, then PR(#) is A-strongly convex. If X is negative,
then adding the analogous regularizer 3 ||0||3 ensures PR(f) is convex.
In addition to the regularity conditions introduced at the beginning of the chapter, we
will make repeated use of the following assumptions throughout the remainder of the section.
We will say that the loss is 7.-strongly convex in z if for all 6 € © and z,2' € Z,

Uz:0) = 0(250) + V.U 0)T (2 — 2) + % 2 — 2|2 (Ad)

We state that a distribution map, loss pair (D(-), {) satisfies mizture dominance if the fol-
lowing condition holds for all 6,6',0, € © and « € (0, 1):

E 0(z;6y) < E 0(z;0,). A5

2~D(ab+(1—a)") (2300) < 2~ D(0)+(1—a)D(0") (2 60) (A5)

Smoothness and strong convexity conditions are standard in the optimization literature.

The mixture dominance condition is novel and plays a central role in our analysis of when

the performative risk is convex. To provide some intuition for this condition, we recall the
definition of the decoupled performative risk:

DPR(6, 6 E {(z;0

0.0)= E_ U=0).
Notice that asserting convexity of the performative risk is equivalent to showing convexity of
DPR(0,0) when both arguments are forced to be the same. While convexity (A2) guarantees
that DPR is convex in the second argument, mixture dominance (A5) essentially posits
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convexity of DPR in the first argument. Importantly, assuming convexity in each argument
separately does not directly imply that the performative risk is convex.

On a more intuitive level, this assumption (A5) is essentially a stochastic dominance
statement: the mixture distribution oD(0) + (1 — a)D(¢’) “dominates” D(ab + (1 — «)f’)
under a certain loss function. Similar conditions have been extensively studied within the
literature on stochastic orders [151]. Part of our analysis relies on incorporating tools from
this literature, and we believe that further exploring technical connections between this field
and performative prediction could be valuable. For example, using results from stochastic
orders we can show that (A5) holds when the loss is convex in z and the distribution map
D(-) forms a location-scale family of the form:

29 ~Dl) & 2z L (30 + X(0))z0 + o + pb, (2.5)

where zg ~ Dy is a sample from a fixed zero-mean distribution Dy, and %(6), p are linear
maps. Distribution maps of this sort are ubiquitous throughout the performative prediction
literature and hence satisfy mixture dominance if the loss ¢ is convex. For instance, the
distribution map for the strategic classification simulator from Section 2.2 is a location
family. Mixture dominance can also hold in discrete settings, e.g. D(6) = Bernoulli(a'6 +b)
satisfies this condition for any loss. Having provided some context on the mixture dominance
condition, we can now state the main result of this section:

Theorem 2.3.1. Suppose that the loss function ((z;0) is f-smooth in z (Al), y-strongly
convez in 0 (A2), and that D(-) is e-sensitive. If mizture dominance (A5) holds, then the
performative risk is \-convex for X =y — 2ef3.

Together with the example from the proof of Proposition 2.3.1, this theorem shows that
75 is a sharp threshold for convexity of the performative risk. If ¢ is strictly less than this
threshold, then under mixture dominance and appropriate conditions on the loss, the per-
formative risk is strongly convex by Theorem 2.3.1. On the other hand, if € is above this
threshold, the example from Proposition 2.3.1 shows that there exists a performative pre-
diction instance which satisfies the remaining assumptions, yet is non-convex; in particular,
for e > % the performative risk is strictly concave in that example.

While the threshold ¢ = v/(25) is in general tight, for certain families of distribution
maps the conclusion of Theorem 2.3.1 can be made considerably stronger. Indeed, in some
cases the performative risk is convex regardless of the magnitude of performative effects, as
observed for the following location family.

Example 2.3.1. Consider the following stylized model of predicting the final vote margin

i an election contest. Features x, such as past polling averages, are drawn i.i.d. from a

static distribution, x ~ D,. Since predicting a large margin in either direction can dissuade

people from wvoting, we consider outcomes drawn from the conditional distribution: y|lx ~

g(z) + pu"0+ &, where g : RT — R is an arbitrary map, u € R? is a fized vector, and & is a
1

zero-mean noise variable. If € is the squared loss, (((x,y);0) = $(y — x70)?, or the absolute

loss, (((z,y);0) = |y — 20|, then the performative risk is convex for any g and pu.
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The proof follows by simply observing that in both cases, the performative risk can be
written as a linear function in # composed with a convex function. Another interesting
property of this example is that the distribution map is e-sensitive with € = ||ul|2, yet the
sensitivity parameter plays no role in the characterization of convexity. Motivated by this
observation, we specialize the analysis in Theorem 2.3.1 to the particular case of location-
scale families, and obtain a result that is at least as tight as the previous theorem.

Theorem 2.3.2. Suppose that €(z;0) is -smooth (Al),y-strongly convex in 6 (A2), and
v.-strongly convex in z (A4). Furthermore, suppose that D(0) forms a location-scale family
(2.5) with € as its sensitivity parameter. Define Y., to be the covariance matrixz of zy ~ Dy,
and let

1/2

Oumin(p) = min [|6]]2, omin(3) = min [225(0)" ||
l[6]l2=1 l6ll2=1

Then, the performative risk is A-convex for \ equal to:

max{y - 52/7,37 Y= 256 + 7Z(O-r2nm(:u) + O-r2n1n(2))}

This tighter bound leverages the fact that some losses are strongly convex in the performa-
tive variables, such as the squared loss when only the outcome variable exhibits performative
effects. In general, one can achieve a tighter analysis of when the performative risk is convex
by distinguishing between variables which are static, whose distribution is the same under
D(0) for all #, and performative variables which are influenced by the deployed classifier.
For the most part we avoid this distinction for the sake of readability. We now illustrate an
application of Theorem 2.3.2 with a scale family example.

Example 2.3.2. Suppose that x > 0 is a one-dimensional feature drawn from a fized dis-
tribution D,, and let ylx ~ Oz - Exp(l) be distributed as an exponential random variable
with mean Ox. Let the loss be the squared loss, (((z,y);60) = 3(y — 0 - z)* and let © = R,.
Note that this example exhibits a self-fulfilling prophecy property whereby all solutions are
performatively stable. On the other hand, PR(0) = 0*Ex?, and the unique performative
optimum is Opo = 0. Again, we see how stability has no bearing on whether a solution has
low performative risk.

Howewver, we note that the loss is 1-strongly convex in y. Furthermore, by averaging over
the static features, we observe that PR(0) is E x?-strongly conver in 0 and E z-smooth in y.
Therefore, according to Theorem 2.3.2, the performative risk is convexr and hence tractable
to optimize, since v — 3%/, = Ex* — (Ex)? > 0 by Jensen’s inequality.

While this example, like most others in this section, is intended as a toy problem to
provide the reader with some intuition regarding the intricacies of performativity, many in-
stances of performative prediction in the real world do exhibit a self-fulfilling prophecy aspect
whereby predicting a particular outcome increases the likelihood that it occurs. For instance,
predicting that a student is unlikely to do well on a standardized exam may discourage them
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from studying in the first place and hence lower their final grade. Settings like these where
stability is a vacuous guarantee of performance remind us how developing reliable predictive
models requires going outside the stability echo chamber.

As a final note, to prove the results in this section, we have imposed additional assump-
tions such as mixture dominance, or analyzed the special case of location-scale families.
The reader might naturally ask whether these settings are so restrictive that one can opti-
mize the performative risk using previous optimization methods for performative prediction
which find stable points. Or in particular, whether stable points and performative optima
now identify.

It turns out that both solutions can still have qualitatively different behavior, regardless
of the strength of performative effects. First, notice that the example in the proof of Propo-
sition 2.3.1 is a location family, and as such it satisfies mixture dominance. In that example,
when ¢ € (%, %), methods for finding stable points converge to a maximizer of the performa-
tive risk; however, this is outside the regime where the performative risk is convex. In what
follows, by relying on Theorem 2.3.2, we provide another scale family example where the
performative risk is convex regardless of ¢, yet stable points can be arbitrarily suboptimal.

Example 2.3.3. Suppose that D(0) = N (u,£20%) for some pp € R and ¢ > 0. This distribu-
tion map is e-sensitive. Furthermore, if { is the squared loss, {(z;60) = %(z —0)?%, then there
is a unique stable point Opg = . On the other hand, Opo = /(1 + €%).

Notice how, contrary to the performative optimum Opg, the stable point Ops is independent
of € and hence oblivious to the performative effects. Depending on p, the stable point can
be arbitrarily suboptimal, since PR(0ps) — PR(6po) = Q(u?). Note also that, according to
Theorem 2.3.2, the performative risk is v — 268 + 7,02, (%) = 1 — 2¢ + €*-convez. Since
1 —2+¢e?=(e—1)% >0, the performative risk is always convex and hence tractable to
optimize.

Having identified conditions under which the performative risk is convex, we now consider
methods for efficiently optimizing it. One of the main challenges of carrying out this task
is that, even in convex settings, the learner can only access the objective via noisy function
evaluations corresponding to classifier deployments. Without knowledge of the underlying
distribution map, it is infeasible to compute gradients of the performative risk. A naive
solution is to apply a zeroth-order method, however, these algorithms are in general hard to
tune, and their performance scales poorly with the problem dimension.

Our main algorithmic contribution is to show how one can address these issues by creating
an explicit model of the distribution map and then optimizing a proxy objective for the
performative risk offline. We refer to this as the two-stage procedure for optimizing the
performative risk and show it is provably efficient for the case of location families.

To develop further intuition, consider the following simple example. Let z ~ A (g6, 1)
be a one-dimensional Gaussian and let £(z;0) = 1(z — #)? be the squared loss. Then, the
performative risk, PR() = (e — 1)26?, is a simple, convex function for all values of ¢ (as

2
indeed confirmed by Theorem 2.3.2, since v — 263 + 7,02, (1) = 1 — 26 + % > 0). However,

min
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gradients are unavailable since they depend on the density of D(6), denoted pg, which is
typically unknown:

VePR(O) = E Vyl(z;0)+ E )ﬁ(z;ﬁ)vglogpg(z)

z~D(0) z~D(0
= E —(z—0 —1)6.
E (= 0)+e(c—1)

Despite the simplicity of this example, earlier approaches to optimization such as RRM fail
on this problem. The reason is that they essentially ignore the second term in the gradient
computation which requires explicitly anticipating performative effects. For example, RRM
computes the sequence of updates 641 = argming E. p(,) 3(z — 0)? = eb;, which diverges
for |e] > 1.

Generic Derivative-Free Methods

Having observed the difficulty of computing gradients, the most natural starting point for
optimizing the performative risk is to consider derivative-free methods for convex optimiza-
tion [1, 62, 153]. These methods work by constructing a noisy estimate of the gradient by
querying the objective function at a randomly perturbed point around the current iterate.
For instance, Flaxman et al. [62] sample a vector u ~ Unif(S?7!) to get a slightly biased
gradient estimator,

V,PR(0) ~ %l E[PR(0 + du)ul,

for some small 0 > 0. Generic derivative-free algorithms for convex optimization require few
assumptions beyond those given in the previous section to ensure convexity. Moreover, they
guarantee convergence to a performative optimum given sufficiently many samples. However,
their rate of convergence can be slow and scales poorly with the problem dimension. In
general, zeroth-order methods require O(d?/A?) samples to obtain a A-suboptimal point [1,
153], which can be prohibitively expensive if samples are hard to come by.

Two-Stage Approach

In cases where we have further structure, an alternative solution to derivative-free methods
is to utilize a two-stage approach to optimizing the performative risk. In the first stage, we
estimate a coarse model of the distribution map, D(-) via experiment design. Then, in the
second stage, the algorithm optimizes a proxy to the performative risk treating the estimated
D as if it were the true distribution map:

fpo € arg min ﬁ{(e) = E {(z0).
0 z~D(0)
The exact implementation of this idea depends on the problem setting at hand; to make
things concrete, we instantiate the approach in the context of location families and prove
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Algorithm 1 Two-Stage Algorithm for Location Families
Stage 1: Construct a model of the distribution map
// Estimate location parameter p with experiment design
for i =1tondo y
-Sample and deploy classifier 6; N (0, 14).
-Observe z; ~ D(6;).
end for
-Estimate p via ordinary least squares, i € argmin, y " [|z; — pb;lf3.
// Gather samples from the base distribution
for j=n+1to 2n do
-Deploy classifier ; = 0, and observe z; ~ D(0).
end for
Stage 2: Minimize a finite-sample approximation of the performative risk,

arg minyce % Z?Zn+l ((z; + 6;6).

that it optimizes the performative risk with significantly better sample complexity than
generic zeroth-order methods. For the remainder of this section, we assume the distribution
map D is parameterized by a location family

20 ND(@) = 2o i Z(]—i‘/ube,

where the matrix ¢ € R™*? is an unknown parameter, and zy ~ Dy is a zero-mean random
variable.!

As discussed previously, location-scale families encompass many formal examples dis-

cussed in prior work. They capture the intuition that in performative settings, the data
points are composed of a base component z,, representing the natural data distribution in
the absence of performativity, and an additive performative term.
__ In the first stage of our two-stage procedure we build a model of the distribution map
D that in effect allows us to draw samples z ~ D(0) ~ D(f). To do this, we perform
experiment design to recover the unknown parameter p which captures the performative
effects. In particular, we sample and deploy n classifiers 6;, i € [n], observe data z; ~ D(6;),
and then construct an estimate i of the location map p using ordinary least squares. We
then gather samples from the base distribution D, by repeatedly deploying the zero classifier.
In the location-family model, deploying the zero classifier ensures we observe data points zg,
without performative effects. With both of these components, given any 0, we can simulate
z ~D(0') by taking z = zg + 1.

!The variable zy being zero-mean is only to simplify the exposition; the same analysis carries over when
there is an additional intercept term. Similarly, the choice of Gaussian noise in the experiment design phase
of Algorithm 1 is made for convenience. In general, any subgaussian distribution with full rank covariance
would suffice.
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In the second stage, we use the estimated model to construct a proxy objective. Define
the perturbed performative risk:
PR(O)= E ((2:0)= E_l(z+ i6:0).
2~D(0) z0~Do
Note that PR() = E.,.p, {(z0 + 10;6). Using the estimated parameter ji and samples
z; ~ Dy, we can construct a finite-sample approximation to the perturbed performative risk
and find the following optimizer:

2n

. _ o 1
0,, € argmin PR,,(0) o - Z 0z + [10;0).

0e® i=n+1

The main technical result in this section shows that, under appropriate regularity assump-
tions on the loss, Algorithm 1 efficiently approximates the performative optimum. In par-
ticular, when the data dimensionality m is comparable to the model dimensionality d, i.e.
m = O(d), then computing a A-suboptimal classifier requires O(d/A) samples. In contrast,
the derivative-free methods considered previously require 5(d2 /A?) samples to compute a
classifier of similar quality.

Theorem 2.3.3 (Informal). Under appropriate smoothness and strong convexity assump-
tions on the loss {, if the distribution of zy is subgaussian, and if the number of samples
n = Q(d+m+log(1/d)), then, with probability 1 — 6, Algorithm 1 returns a point 6,, such
that

PR(4,) — PR(fp0) < O (d +m+log(1/0) | i) .
n on
While we analyze this two-stage procedure in the context of location families, the prin-
ciples behind the approach can be extended to more general settings. Whenever the distri-
bution map has enough structure to efficiently estimate a model D that supports sampling
new data, we can always use the “plug-in” approach above and construct and optimize a

perturbed version of the performative risk.

2.3.3 Finding performatively optimal points without convexity

Finally, we consider optimization in the face performativity under pretty great generality,
allowing arbitrary, possibly nonconvez losses and making no structural assumptions on the
distribution map D(f). Due to the inherent uncertainty about D(6), it is not possible to
find a model with low performative risk offline. The learner needs to interact with the
environment and deploy models 6 to explore the induced distributions D(¢). Given the
online nature of this task, we measure the loss incurred by deploying a sequence of models
01, ...,07 by evaluating the performative regret:

T

Reg(T) := Y (JE PR(#) — min PR(G)) ,

t=1
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where the expectation is taken over the possible randomness in the choice of {6;}1 ;. Per-
formative regret measures the suboptimality of the deployed sequence of models relative to
a performative optimum fpg € arg min, PR(6).

At first glance, performative regret minimization might seem equivalent to a classical ban-
dit problem. Bandit solutions minimize regret while requiring only noisy zeroth-order access
to the unknown reward function—in our case PR. The resulting regret bounds generally
grow with some notion of complexity of the reward function.

However, a naive application of bandit baselines misses out on a crucial fact: performa-
tive regret minimization exhibits significantly richer feedback than bandit feedback. When
deploying a model 6, the learner gains access to samples from the induced distribution D(6),
rather than only a noisy estimate of the risk PR(#). We call this feedback model performa-
tive feedback. Together with the fact that the learner knows the loss ¢(z;6), performative
feedback can be used to inform the reward of unexplored arms. For instance, it allows the
computation of an unbiased estimate of E. p(g) £(z;6') for any point 6.

To illustrate the power of this feedback model, consider the limiting case in which the
performative effects entirely vanish and the distribution map is constant, i.e. D(6) = D, for
some fixed distribution D, independent of #. With zeroth-order feedback, the learner would
still need to deploy different models to explore the landscape of PR and find a point with
low risk. However, with performative feedback, a single deployment gives samples from D,,
thus resolving all uncertainty in the landscape of PR apart from finite-sample uncertainty.
This raises the question: with performative feedback, can one achieve regret bounds that scale
only with the complezity of the distribution map, and not that of the performative risk?

Set up as an online learning problem, performative prediction can be formalized as follows.
At every time step t, the learner chooses a model 6; and observes a constant number mg of
i.i.d. samples, . .

{zt(l)}ie[mo], where 2" ~ D(6;).

The regret incurred by choosing 6; at time step t is A(6;) := PR(6;) — PR(fpo), where
Opo is the performative optimum. For simplicity, we assume max{||f|| : 6 € ©} < 1 and
0(z;0) € [0,1] for all z and 6.

The constant mg quantifies how many samples the learner can collect in a time window
determined by how often they incur regret. For example, at the beginning of each week the
learner might update the model, and thus at the end of each week they incur regret for the
model they chose to deploy. In that case, mg is the number of samples the learner collects
per week. Note that a learner with larger mg collects an empirical distribution that more
accurately reflects D(6;) and thus naturally minimizes regret at a faster rate.

A black-box bandits approach

Performative regret minimization can be set up as a continuum-armed bandits problem where
an arm corresponds to a choice of model parameters 6. Performative feedback is sufficient
to simulate noisy zeroth-order feedback about the reward function, as assumed in bandits.
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When we deploy 6;, the samples from D(6;) enable us to compute an unbiased estimate
5T LS (.0
PR(,) = o ; (2" 6,)

of the risk PR(6;). Moreover, since we assume the loss function is bounded, the noise in the
estimate ﬁi(@t) is subgaussian, as typically required in bandits.

A standard condition that makes continuum-armed bandit problems tractable is a bound
on how fast the reward can change when moving from one arm to a nearby arm. Formally,
this regularity is ensured by assuming Lipschitzness of the reward function—in our case,
Lipschitzness of the performative risk.

The dependence of PR(6) on @ is twofold: through the loss argument and through the
distribution argument. Thus, the most natural way to ensure that PR(6) is Lipschitz is to
ensure that each of these two dependencies is Lipschitz. This yields the following bound:

Lemma 2.3.1 (Lipschitzness of PR). If the loss {(z;0) is L,-Lipschitz in z and Lg-Lipschitz
in 0 and the distribution map is e-sensitive, then the performative risk is (Lg+¢€L,)-Lipschitz.

The intuition behind Lemma 2.3.1 is that PR(f) is guaranteed to be Lipschitz if
DPR(0, 0") is Lipschitz in each argument individually. Lipschitzness in the second argument
follows from requiring that the loss be Lipschitz in 6. Lipschitzness in the first argument
follows from combining Lipschitzness of the loss in z and e-sensitivity of the distribution
map.

Once we have established Lipschitzness of the performative risk, we can apply techniques
from the Lipschitz bandits literature. Kleinberg et al. [100] proposed a bandit algorithm
that adaptively discretizes promising regions of the space of arms, using Lipschitzness of the
reward function to bound the additional loss due to discretization. Their method, called
the zooming algorithm, will serve as a baseline for our problem. The algorithm enjoys an
instance-dependent regret that takes advantage of nice problem instances, while maintaining
tight guarantees in the worst case. The rate depends on the zooming dimension, which is
upper bounded in the worst case by the dimension of the full space d.

Proposition 2.3.2 (Zooming algorithm [100]). Suppose my = o(logT). Then, after T
deployments, the zooming algorithm achieves a regret bound of

w1 (log T\ o7 _do_
Reg(T) = O (Td8+2 (Og ) U (L +st)d032> ,

mo

where dy denotes the (Lg + cL,)-zooming dimension.

The zooming dimension quantifies the niceness of a problem instance by measuring the
size of a covering of near-optimal arms, instead of the entire parameter space. Roughly
speaking, if the reward function is very “flat” in that there are many near-optimal points,
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Figure 2.7: Confidence bounds after deploying 6; and 6y. (left) Confidence bounds via
Lipschitzness, as stated in equation (2.6). (right) Performative confidence bounds, as stated
in equation (2.7).

then the zooming dimension is close to the dimension d of the parameter space. However, if
the reward has sufficient curvature, then the zooming dimension can be much smaller than
d. The zooming dimension is defined formally as follows:

Definition 2.3.1 (a-zooming dimension). A performative prediction problem instance has
a-zooming dimension equal to dy if any minimal s-cover of any subset of {0 : A(0) < 16as}
includes at most a constant multiple of (3/s)% elements from {0 : 16ar < A(0) < 32ar},
forall0 <r <s<1.

For well-behaved instances, the definition intuitively requires every minimal s-cover of
{6 : 16ar < A(f) < 32ar} to have size at most of order (3/s)%. Definition 2.3.1 slightly
differs from the definition presented in [100] and makes the dependence on the Lipschitz
constant explicit; we use Definition 2.3.1 to later ease the comparison to our new algorithm.
The differences between the two definitions are minor technicalities that we do not expect
to alter the zooming dimension in a meaningful way, neither formally nor conceptually.

Making use of performative feedback

We now illustrate how we can take advantage of performative feedback beyond computing a
point estimate of the deployed model’s risk. For now, we ignore finite-sample considerations
and assume access to the entire distribution D(#) after deploying a model §. We will address
finite-sample uncertainty when presenting our main algorithm in the next section.

First, we demonstrate how performative feedback allows constructing tighter confidence
bounds on the performative risk of unexplored models, compared to only relying on Lips-
chitzness of the risk function PR(#).

Suppose we deploy a set of models § C © and for each § € S we observe D(6). Then,
under the regularity conditions of Lemma 2.3.1, we can bound the risk of any 6’ € © as

max PR(0) — (Lo + L.2)||¢ — 0| < PR() < min PR(O) + (Lo + L.e) [0 — ¢ (2.6)
S €
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These confidence bounds only use D(f) for the purpose of computing PR(#) and rely on
Lipschitzness to construct confidence sets around the risk of unexplored models. However, in
light of the structure of PR, the bounds in equation (2.6) do not make full use of performative
feedback; in particular, access to D(f) actually allows us to evaluate DPR(0,¢') for any 6'.
Importantly, this information can further reduce our uncertainty about PR(6’), and we can
bound:

PR(#') = DPR(6, ) + (DPR(¢', ') — DPR(4,¢"))
< DPR(6,6') + L.c||0 — ¢'].

Thus we can get tighter bounds on the performative risk at an unexplored parameter 6':

max DPR(6,0") — L.e||d — 0'|| < PR(#") < Iggg DPR(6,0") + L.c||0 — '] (2.7)
We call the confidence bounds computed in (2.7) performative confidence bounds. In Fig-
ure 2.7, we visualize and contrast these confidence bounds with the confidence bounds ob-
tained via Lipschitzness. We observe that by computing DPR we can significantly tighten
the confidence regions.

The tightness of the confidence bounds depends on the set S of deployed models. By
choosing a cover of the parameter space, we can get an estimate of the performative risk
that has low approximation error on the whole parameter space.

Proposition 2.3.3. Let S, be a y-cover of © and suppose we deploy all models § € S.,. Then,

using performative feedback we can compute an estimate of the performative risk PR(0) such
that for any 0 € © it holds that

[PR(0) — PR(0)| < 7L.e.

Proposition 2.3.3 implies that after exploring the cover S,, we can find a model whose
suboptimality is at most O(yL.e). To contextualize the bound in Proposition 2.3.3, consider
an approach that uses the same cover S, but only relies on zeroth-order feedback, that is,
{PR(#) : 0 € S,}. Then, the only feasible estimate of PR over the whole space is P/’E(H) =
PR(Ils, (0)), where Ils (0) = argming g [|0 — ¢'[| is the projection onto the cover S,. This
zeroth-order approach only guarantees an accuracy of |PR(6) — P/’f{(G)] < (L. + Lo)y, a
strictly weaker approximation than the one in Proposition 2.3.3.

Sequential elimination of suboptimal models

Now we show how performative confidence bounds can guide exploration. Specifically, we
show that every deployment informs the risk of unexplored models, which allows us to
sequentially discard suboptimal regions of the parameter space.
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Figure 2.8: (left) Baseline confidence bounds. (right) Performative confidence bounds. Per-
formative feedback allows discarding unexplored suboptimal models even in regions that
have not been explored. A model 6 is discarded if PRyg(0) > PRy,. The loss function and
feedback model are the same as in Figure 2.7.

To develop a formal procedure for discarding points, let PRyg(f) denote a lower confi-
dence bound on PR(€) and PRy, denote an upper confidence bound on PR(fpo) based on
the information from the models deployed so far:

PRLB(Q) = max

- 0’ already deployed

(DPR(#',0) — L.c||0 — 0'||),

PRpyin = min min (DPR(#',0) + L.e||' — 0])) .

0€© ¢’ already deployed
It is not difficult to see that the following lower bound on the suboptimality of model # holds:
Proposition 2.3.4. For all 0 € ©, we have A() > PRyg(6) — PRuin.

In particular, models 6 with PRyg(f) > PRy, cannot be optimal. We recall our toy
example from Figure 2.7 and illustrate in Figure 2.8 the parameter configurations we can
discard after the deployment of two models, ¢#; and 6;. We can see that access to DPR
allows us to discard a large portion of the parameter space, and, in contrast to the baseline
black-box approach, it is possible to discard regions of the space that have not been explored.

Performative confidence bounds algorithm

We introduce our main algorithm that builds on the two insights from the previous section.
We furthermore provide a rigorous, finite-sample analysis of its guarantees. Our performative
confidence bounds algorithm, formally stated in Algorithm 2, takes advantage of performative
feedback by assessing the risk of unexplored models and thus guiding exploration. We give
an overview of the main steps.

Inspired by the successive elimination algorithm [59], the algorithm keeps track of and
refines an active set of models A C ©. Roughly speaking, active models are those that
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are estimated to have low risk and only they are admissible to deploy. To deal with finite-
sample uncertainty, the algorithm proceeds in phases which progressively refine the precision
of the finite-sample risk estimates. More precisely, in phase p the algorithm chooses an error
tolerance 7, and deploys a model for n, steps. In each step mg samples induced by the
deployed model are collected, and n, is chosen so that the inferred estimates of DPR are
vp-accurate. Formally, if 6 is deployed in phase p, we collect an empirical distribution 13(9)

of nymg samples so that \Iﬁ(&, 0')—DPR(0,6')| < v, for all § with high probability, where

DPR(0,0) == E (0.
z~D(0)
These estimates of DPR are used to construct performative confidence bounds and refine A.

Each phase begins by constructing a net of the current active set A. The points in the
net are sequentially deployed in the phase, unless they are deemed to be suboptimal based
on previous deployments in that phase and are in that case eliminated. During phase p, we
denote by P, the running set of deployed points and by S, the running set of net points that
have not been discarded. We initialize S, to a minimal 7,-net of the current set of active
points A, denoted N, (A), where r, is proportional to 7,. A net point § gets eliminated
from &, if no point in Ball, (§) := {¢#/ € © : ||¢/ — 0| < r,} is active. This means that we
may deploy suboptimal points in the net if they help inform active points nearby.

Before we state the regret bound for Algorithm 2, let us comment on an important
component in the analysis. Recall that throughout the algorithm we operate with finite-
sample estimates of the decoupled performative risk to bound the risk of unexplored models.
Specifically, for any deployed 6, we make use of D/ﬁ{(@, ') for all ¢'. Since we need these
estimates to be valid simultaneously for all ', we rely on uniform convergence. As such, the
Rademacher complexity of the loss function class naturally enters the bound.

Definition 2.3.2 (Rademacher complexity). Given a loss function €(z;0), we define €*(¢)

to be: )

where ; ~ Rademacher and 2% ~ D(0), Vj € [n], which are all independent of each other.

1 n
€*({) = sup sup v/n- E (Sup =N a0 0)
=1

0cO neN e,2% \grco I iz

Now we can state our regret guarantee for Algorithm 2.

Theorem 2.3.4. Assume the loss {(z;0) is L,-Lipschitz in z and let ¢ denote the sensitivity
of the distribution map. Suppose that € is any value such that € () < € and mg = O(BfogTﬁ),
where Biogre := /logT + &. Then, after T' time steps, Algorithm 2 achieves a regret bound

of
1
1 do 132 dog+2
Reg(T) = O TR (L:6)*Biogre | ™ T Biog 1, ’
mo /mo

where dy is the (L,e)-sequential zooming dimension (see Definition 2.5.3).
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Algorithm 2 Performative Confidence Bounds Algorithm

Require: time horizon T, number of samples collected per step mg, sensitivity parameter
¢, Lipschitz constant L., complexity bound &€
Initialize A < ©
for phase p=10,1,... do

Set error tolerance v, = 277 and net radius r, = %
z
(2043108 T)’
Let n, = | ~———
¥2mo

Initialize S, < N, (A) // Initialize S, to minimal r,-cover of A
Initialize P, < ()
while S, # () do
Draw @t € S, uniformly at random
Deploy 0, for n, steps to form [ﬁ(@net, )
Sp — Sp \ bet
P, « P, U bt // Update set of deployed models

PRuin < gliélarn%l D/ﬁ{(@’, 0) + L.¢||0’ — 0|| // Update estimate of PR(0po)
€00 eP,

PRig(0) + max (D/ﬁ{(Q’, 0) — L.e||0 — GH) ,V0 € A // Update LB for models
'ePp

A+ A\{0 € A:PRig(#) > PRuin + 27,} // Update active region

S, — S\ {0 €S, :Ball, () N A=0} // Remove deactivated net points

end while
end for

Remark 2.3.1 (Consequences for finding performative optima). Algorithm 2 has the addi-
tional property that it generates a model with near-minimal performative risk. In particular,
an intermediate step in the proof of Theorem 2.3.4 shows if T is sufficiently large, the final
iterate Op of Algorithm 2 satisfies:

1
L,e)% B2 do+2
E |PR(0r) —minPR(&)} <o|ra= <M) |
SS] Mo

where dy is the (L,e)-zooming dimension.

Notice that the regret in Theorem 2.3.4 depends on the sequential zooming dimension
(formally defined in Definition 2.3.3). This sequential variant of zooming dimension accounts
for the sequential elimination of models within each phase. We will show in the next section
that the sequential zooming dimension is upper bounded by the usual zooming dimension
(see Proposition 2.3.5).

The primary advantage of Theorem 2.3.4 over the Lipschitz bandit baseline can be seen by
examining the first term in the regret bound. This term resembles the black-box regret bound
from Proposition 2.3.2; however, the key difference is that that the bound of Theorem 2.3.4
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depends on the complexity of the distribution map rather than that of the performative risk.
In particular, the Lipschitz constant is L.e and not Ly + L.c. The advantage is pronounced
when ¢ — 0, making the first term of the bound in Theorem 2.3.4 vanish so only the O(\/T )
term remains. On the other hand, the bound in Proposition 2.3.5 maintains an exponential
dimension dependence.

Taking the limit as ¢ — 0 also reveals why the second term in the bound emerges. Even
if the distribution map is constant, there is regret arising from finite-sample error. This is
a key conceptual difference in the meaning of Lipschitzness of the distribution map versus
that of the performative risk: Lg 4+ L.e being 0 implies that PR is flat and thus all models
are optimal, while performative regret minimization is nontrivial even if L,e = 0. Unlike the
first term, the second term due to finite samples is dimension-independent apart from any
dependence implicit in the Rademacher complexity.

We note that the presence of the Rademacher complexity term €*(¢) makes a direct
comparison of the bound in Theorem 2.3.4 and the bound in Proposition 2.3.5 subtle. When
the Rademacher complexity is very high, the regret bound in Theorem 2.3.4 may be worse.
Nonetheless, for many natural function classes, the Rademacher complexity is polynomial in
the dimension; in these cases, Theorem 2.3.4 can substantially outperform the regret bound
in Proposition 2.3.5.

Another key feature of the regret bound in Theorem 2.3.4 worth highlighting is the zoom-
ing dimension. Definition 2.3.1 allows us to directly compare the dimension in Theorem 2.3.4
with the dimension in Proposition 2.3.5: the (L,e)-zooming dimension of Algorithm 2 is no
larger than, and most likely smaller than, the (Lg + L.£)-zooming dimension in the black-
box approach. Moreover, the sequential variant of zooming dimension in Theorem 2.3.4 can
further reduce the dimension.

Finally, the main assumption underpinning the bound in Theorem 2.3.4 is that DPR is
(L,e)-Lipschitz in its first argument. Sensitivity (Def. 2.1.3) coupled with Lipschitzness of
the loss in the data achieves this. However, this property can hold with different regularity
assumptions on the distribution map and loss function; e.g., if the loss is bounded and the
distribution map is Lipschitz in total variation distance.

The zooming dimension of Definition 2.3.1 does not take into account that, using per-
formative feedback, our algorithm can eliminate unexplored models within a phase. We
illustrate the benefits of this sequential exploration strategy in Figure 2.9, where the de-
ployment of two models is sufficient to eliminate the remaining model in the cover. This
motivates a sequential definition of zooming dimension that captures the benefits of sequen-
tial exploration.

To set up the definition of sequential zooming dimension, we need to introduce some
notation. For a set of points S, enumeration 7 : S — {1,...,|S|} that specifies an ordering
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Figure 2.9: Sequential deployment of models allows Algorithm 2 to eliminate points from
S,p, reducing the number of deployments during the phase. We see how the deployment of
Onet,1 and Oyet 2 allows one to eliminate Oy 3.

on S, and number k € {1,...,|S|}, let

PRy (0; k) := DPR(¢/,0) — L.c]|0 — 0’
Rus(@iK) =, _mas  (DPR(®,6) ~ Leld ¢,
PR; (k) == min  PRyg(6;k),

feBallg(m—1(k))
PRuin(k) :==min  min (DPR(¢',0) + L.e||¢' — 0]|).
0 0eS:m(0)<k
Here, PRyg(0; k) is a lower bound on PR() arising from the first £ — 1 deployments of the
phase. Similarly, PR{ (k) captures the minimal lower confidence bound on the performative
risk for any point in an s-ball around the k-th deployed model, 7=*(k). Finally, PRy, (k)
captures an upper bound on PR(fpg), estimated from the first £ — 1 deployments.

Using the above terms, we see that PR{g(k) < PRy (k) + 4as is the population version
of the condition that a model in the cover does not get discarded. The sequential zooming
dimension captures the maximal number of models in each suboptimality band that can be
deployed.

Definition 2.3.3 (Sequential zooming dimension). A performative prediction problem in-
stance has a-zooming dimension equal to dy if for any minimal s-cover S of any sub-
set of {0 : A(#) < 16as} and all 0 < r < s < 1, the expected number of models
0 SN{0:16ar < A(F) < 32ar} with

PR; ,(7(6)) < PRoa(n(6)) + das (2.8)

is at most a constant multiple of (3/s)%, where the expectation is taken over a uniformly
sampled enumeration m:S — {1,...,|S|}.

The sequential zooming dimension is bounded by the zooming dimension in Defini-
tion 2.3.1.
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Proposition 2.3.5. For all « > 0, the a-zooming dimension is at least as large as the
a-sequential zooming dimension.

The claim of Proposition 2.3.5 follows by definition. To see this, let dy be the a-zooming
dimension. This means that S includes at most a constant multiple of (3/s)% elements from
{0 : 16ar < A(0) < 32ar}, for all 0 < r < s < 1. This immediately guarantees that the
subset of S characterized by (2.8) is at most a multiple of (3/s)%, as desired.

Regret minimization for location families

We show how further knowledge about the structure of the distribution map can help
reduce the complexity of performative regret minimization, without necessarily implying
favorable structure of the performative risk. Once again, we apply our guiding principle of
focusing exploration on learning the distribution map. Since the loss function is known, we
can extrapolate knowledge about the distribution map to estimate the performative risk.

We focus on the previously introduced setting of location families, which are distribution
maps that depend on 6 via a linear shift. More precisely, location families are distribution

maps of the form z ~ D(0) & = 2L o+ w6, where i, € R%>*™ is an unknown matrix and
zo € R™ is a zero-mean subgaussian sample from a base distribution D.

At a high level, our algorithm can be described as follows: at every step ¢, the learner
deploys a model ; and collects mg samples from D(6;). We will write z; := mio Yo zt(z) for
the corresponding sample average at time t. Then, based on all samples collected so far,
the algorithm computes the least-squares estimate of p, along with a confidence region for
11s. In the next step the algorithm picks the model that minimizes a lower confidence bound

PRrg(f). See Algorithm 3 for details.

Algorithm 3 Performative Regret Minimization for Location Families
Require: time horizon T', number of samples collected per step mg, base distribution Dy,
bound M, such that ||u.|| < M,
Initialize confidence set Cy <— {p : ||| < M.}
for stept=1,2,... do
PRi(#) < min,ec, E.op, (20 + 10;0) V8 € © // Update LB for all models
Deploy 0; = argmin, PRyg(0) // Deploy model with lowest LB
Compute z; = mLO o zf@ from collected samples
Let <= >, 0.0, + =1
fi < S (300, 6:2") // Update estimate of i,

M*+\/8m0+810g T+2de 1og(1+%)

Ciy1 ¢ S 1 HEtI/z(ﬂt — U // Update conf. set

end for
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This algorithm is inspired by LinUCB [109], a standard bandits algorithm for linear
rewards whose regret scales as @(d\/T ), where d is the dimension of the linear map. Impor-
tantly, unlike in the LinUCB analysis, our objective function PR(6) is not linear in . Still,
the nature of performative feedback allows us to learn the hidden linear structure in the
distribution map and apply this knowledge to obtain confidence bounds on the performative
risk. Below we state our algorithm for performative regret minimization for location families
together with its regret guarantees.

Theorem 2.3.5. Suppose that €(z;0) is L.-Lipschitz in z, Dy is 1-subgaussian, and my =
o(logT). Then, after T time steps, Algorithm 3 achieves a regret bound of

Reg(T) = O ( ! max{L,, 1}\/Tmax{d, \/%}) :

Vo

Remark 2.3.2. For simplicity, we assume that Dy is known in Algorithm 3. This assumption
18 justified, for example, when we have plenty of historical data about a population, before
any model deployment. We note that Theorem 2.3.5 can be extended to the case where we
only have a finite data set from Dy, by relying on a uniform convergence argument.

Theorem 2.3.5 shows that by leveraging the hidden linear structure of the distribution
map, Algorithm 3 inherits the O(v/T) rate of LinUCB. This bears resemblance to the regret
bound in Theorem 2.3.4 that also scaled primarily with the complexity of the distribution
map. Furthermore, similarly to Algorithm 2, we see that the regret bound for Algorithm 3
holds while allowing the loss to have arbitrary dependence on #. For example, the loss need
not be convex and, as a result, the performative risk need not be convex either.

We conclude by comparing Theorem 2.3.5 to Theorem 2.3.3, which provided an algorithm
for finding performative optima for location families in the special case when the performative
risk is strongly convex. Converting the previous optimization error into a regret bound yields
a bound of O(vT(d + m)). While this bears resemblance to Theorem 2.3.5, the rates are
not directly comparable. Algorithm 1 does not assume knowledge of the base distribution
Dy, but rather deploys the model § = 0 in initial steps to collect samples from Dy (see
Remark 2.3.2 for how to combine this strategy with our algorithm). In any case, the main
benefit of Theorem 2.3.5 is that it applies to a more general setting, placing significantly
fewer restrictions on the loss function and the performative risk.

2.3.4 Experiments

We complement our theoretical findings with an empirical evaluation of different methods
on two tasks: the strategic classification simulator from Section 2.2 and a synthetic linear
regression example.

We pay particular attention to understanding the differences in empirical performance be-
tween algorithms which converge to performative optima, such as the two-stage procedure or
derivative-free methods from Section 2.3.2, versus optimization algorithms for finding stable
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Figure 2.10: Suboptimality gap versus number of samples collected for the two-stage algo-
rithm, DFO algorithm, greedy deploy, and lazy deploy, for e = 0.01 (left) and e = 100 (right).
Each experiment is repeated 50 times; we display 95% bootstrap confidence intervals.

points, in particular greedy deploy and lazy deploy. In addition, we focus on highlighting the
differences in the sample efficiency of the different algorithms and examine their sensitivity
to the relevant structural assumptions outlined in Section 2.3.2. To evaluate derivative-free
methods, we implement the “gradient descent without a gradient” algorithm from [62], which
we refer to from here on out as the “DFO algorithm.” For each of the following experiments,
we run each algorithm 50 times and display 95% bootstrap confidence intervals.

Linear regression experiments. We begin by evaluating how increasing the strength of
performative effects affects the behavior of the different optimization procedures in settings
where the performative risk is convex. We recall the setup from Example 2.3.1, where the
learner attempts to solve a linear regression with performative labels. Given a parameter 6,
data are drawn from D(f) according to:

z~N(0,5,), Uy ~N(0,02), y=B"a+pn"0+U,.

This distribution map is a location family, and is e-sensitive with ¢ = ||ul|s. Performance
is measured according to the squared loss, (((z,y);0) = 1(y — 6'z)%. Furthermore, the
performative risk is convex for all choices of .

For small ¢, we see that greedy and lazy SGD converge to a stable point that approx-
imately minimizes the performative risk (see left panel in Figure 2.10). However, as we
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Figure 2.11: Classification accuracy versus number of samples collected for the two-stage
algorithm, DFO algorithm, greedy deploy, and lazy deploy, for ¢ = 0.0001 < 73 (left) and
e = 100 > % (right). Each experiment is repeated 50 times; we display 95% bootstrap
confidence intervals.

increase the strength of performative effects, these methods fail to make any progress, and
are outperformed by both the DFO algorithm and the two-stage approach by a considerable
margin (see right panel in Figure 2.10). The two-stage procedure efficiently converges after
a small number of samples and its behavior is largely unaffected as we increase the value of
¢, while the DFO algorithm becomes considerably slower when ¢ is large.

Strategic classification. We next consider experiments on the credit scoring simulator
from Section 2.2. Since the logistic loss is not strongly convex in the features, we only have
a certificate of convexity when ¢ is small enough (namely, ¢ < %) We consider two values
of : one which is below this critical threshold, and one large value for which we do not have
theoretical guarantees. When ¢ is small, both the DFO algorithm and the two-stage method
yield significantly higher accuracy solutions compared to the two variants of SGD (see left
panel of Figure 2.11). Together with the linear regression experiments, this observation serves
as further evidence that stable points have significantly worse performative risk relative to
performative optima, even in regimes where £ < 7/(23). Note also that, although both the
DFO algorithm and the two-stage algorithm improve upon methods for repeated retraining,
the two-stage algorithm converges with significantly fewer samples and significantly lower
variance. Indeed, a few thousand samples suffice for convergence of the two-stage method,
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whereas the DFO algorithm has still not fully converged after a million samples.

Lastly, on the top right plot, we evaluate these methods for € > ~/(24) which is outside
the regime of our theoretical analysis. Consequently, we have no convergence guarantees
for any of the four algorithms. Despite the lack of guarantees and the increased strength
of performative effects, we see that the two-stage procedure achieves only a slightly lower
accuracy than in the previous setting. On the other hand, as described in our echo chamber
analogy, greedy and lazy SGD rapidly converge to a local minimum and do not significantly
improve predictive performance after the 10k sample mark. Despite extensive tuning, we were
unable to improve the performance of the DFO algorithm and achieve nontrivial accuracy
with this method.

2.4 Related work

Performativity is a broad concept in the social sciences, philosophy, and economics [78, 115].
Below we focus on the relationship of our work to the most relevant technical scholarship.

A closely related line of work considers the problem of concept drift, broadly defined
as the problem of learning when the target distribution over instances drifts with time.
This setting has attracted attention both in the learning theory community [5, 6, 103] and
by machine learning practitioners [64]. Concept drift is more general phenomenon than
performativity in that it considers arbitrary sources of shift. However, studying the problem
at this level of generality has led to a number of difficulties in creating a unified language
and objective [64, 178], an issue we circumvent by assuming that the population distribution
is determined by the deployed predictive model. Importantly, this line of work also discusses
the importance of retraining [64, 174]. However, it stops short of discussing the need for
stability or analyzing the long-term behavior of retraining.

Given that strategic classification is formally a special case of performative prediction,
the study of performative optimality has been implicitly considered in the growing body
of work on strategic classification [8, 76, 84, 126, 154]. More specifically, performatively
optimal classifiers correspond to Stackelberg equilibria in strategic classification. In contrast
to papers within this literature, our analysis relies on identifying macro-level assumptions
on the loss and the distribution shift which make the problem tractable, rather than specific
micro-level assumptions on the costs or utilities of the agents. For example, Dong et al. [49]
prove that the institution’s objective (performative risk) is convex by assuming that the
agents are rational and compute best-responses according to particular utilities and cost
functions. On the other hand, our conditions are on the distribution map and do not directly
constrain behavior at the agent level.

The reader familiar with causality can think of D(6) as the interventional distribution
over instances z resulting from a do-intervention that sets the model parameters to 6 in
some underlying causal graph. Importantly, this mapping D(-) remains fixed and does not
change over time or by intervention: deploying the same model at two different points
in time must induce the same distribution over observations Z. While causal inference
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focuses on estimating properties of interventional distributions such as treatment effects [85,
135], our focus is on performative stability, performative optimality, and iterative retraining
procedures. See the subsequent work of Mendler-Diinner et al. [122] for further connections
to causal inference.

Finally, we would like to point out several works that have appeared subsequently to
the work published in this thesis, but whose results contributed to the understanding of
performative prediction. These include works studying stochastic optimization [43, 51, 182,
183], time-varying distribution shifts [20, 87, 110, 144], multi-player performative prediction
[45, 111, 129, 138], and methods for finding optima [86, 116, 189], among others [32, 50, 74,
91, 96, 104, 117, 127, 139].

2.5 Deferred proofs

2.5.1 Auxiliary lemmas

Lemma 2.5.1 (Kantorovich-Rubinstein). A distribution map D(-) is e-sensitive if and only
if for all 0,0" € ©:

sup {

Lemma 2.5.2. Let f : R® — R? be an L-Lipschitz function, and let X, X' € R™ be random
variables such that W1(X, X") < C. Then

IELf(X)] = E[f (X)]ll2 < LC.

E E <ell0—-0y : g: RP = R, g I-Lipschitz y .
E 92— _E o) | <el—0lh c g g FLipschit:}

Proof.

I ELFX)] ~ BLFCO]I3 = (B[ (X)) ~ ELA(X) T (ELA(X)] ~ ELF(X)
_ . (BLF()] ~ ELF(X)))"
= B = B O = OB GO,

(ELF(X)] = E[f(X)]).

= E[[J{((X))]] ]g[[]{(())g))]]\b' By linearity of expectation, we can further

Now define the unit vector v :=
write

IELf ()] = E[f (XI5 = IELf(X)] = E[f (X)]]l2 (E[" f(X)] - E[o" f(X"))).

For any unit vector v and L-Lipschitz function f, v f is a one-dimensional L-Lipschitz
function, so we can apply Lemma 2.5.1 to obtain

IEL (0] = ELF (X < 1ELF(X)] = ELF (X)) LC.
Canceling out || E[f(X)] — E[f(X")]||2 from both sides concludes the proof. O
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Lemma 2.5.3. Let s € (0,1), and fix o > 0, then,

t t(1—271/2) 9
S t
k*&stfk g + .
; 1—s 1—s

Proof. Denote by ay, ef b= Let M; = max{m € N : a,, > 2a;}. We decompose the sum
depending on M; as follows:

t My

E akst_k: g akst ko E aks

k=1 k=M;+1

We bound the first term trivially, by applying the fact that a; < 1. For the second term, we
use the fact that a, < 2a; for k > M,;. We thus get:

t t Mt 2
Qg

E aps'™ g st k—|—2at E s'TF K + .

—s 1-—s
k=1 k=1 k=M;+1

Since a,, = k=%, then M,; < SO
-1/«
st—Me 2a, gt1=271/) 2a,

< .
1—s+1—s\ 1—s +1—3

2.5.2 Proof of Proposition 2.2.1

Proof of (a): Consider the linear loss defined as ¢ ((x,y);6) = Syb, for 0 € [—1,1]. Note
that this objective is (-jointly smooth and convex, but not strongly convex. Let the distri-
bution of y according to D(6) be a point mass at €60, and let the distribution of x be invariant
with respect to 6. Clearly, this distribution is e-sensitive.

Here, the decoupled performative risk has the following form DPR(0, ) = ¢80p. The
unique performatively stable point is 0. However, if we initialize RRM at any point other
than 0, the procedure generates the sequence of iterates ...,1,—1,1,—1..., thus failing to
converge. Furthermore, this behavior holds for all £, 5 > 0.

Proof of (b): Consider a type of regularized hinge loss £(z;0) = C'max(—1,y0)+73(0—1)?,
and suppose © D [—, o].

Let the distribution of y according to D(#) be a point mass at €6, and let the distribution
of = be invariant with respect to 6. Clearly, this distribution is e-sensitive.

Let 8y = 2. Then, by picking C' big enough, RRM prioritizes to minimize the first term
exactly, and hence we get 0, = —%. In the next step, again due to large C, we get 0, = 2.
Thus, RRM keeps oscillating between 2 and _21_57 failing to converge. This argument holds

for all v,e > 0.
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Proof of (c): Suppose that the loss function is the squared loss, ¢(z;6) = (y — 6)?, where
y,0 € R. Note that this implies § = «. Let the distribution of y according to D(f) be a point
mass at 14 ¢6, and let the distribution of x be invariant with respect to 6. This distribution
family satisfies e-sensitivity, because

Wi(D(6), D(6')) = el6 — 0'].
By properties of the squared loss, we know

argmin DPR(0,0") = E [y] =1+¢6.
0 z~D(0)

It is thus not hard to see that RRM does not contract if e > 1 = 1:

i
B
G(0) — G(O)] = |1+ 20 —1— 0| =] — 0,

which exactly matches the bound of Theorem 2.2.1 and proves the first statement of the
proposition. The unique performatively stable point of this problem is # such that § = 1+¢6,
which is Opg = %_6 for e > 1.

For € = 1, no performatively stable point exists, thereby proving the second claim of the
proposition. If € > 1 on the other hand, and 6y # 0ps, we either have 6, — oo or 6, — —o0,

because

et —1
0, =1+¢eb_; = e? 4+ hpet =
t t—1 kzg 0 6—]_

+ eogt,

thus concluding the proof.

2.5.3 Proof of Theorem 2.2.2

This proof is essentially a consequence of Lemma 2.2.1, proved in the following section. By
following the steps of Lemma 2.2.1, we get

||Qt+1 - 9PS||§ < ||9t - 9PS||§ —2n:(E Vﬁ(z(t% Qt))T(Qt — Ops) + 772“ EVE(Z@)Q Qt)”%

By — 2B, + 0B,

where we use z(*) to denote a sample from D(6;).
Following the same approach as in Lemma 2.2.1, we get

By > (v —eB)|10; — Ops]|3-

The bound on Bj is slightly different, as we no longer make assumptions on the second
moment of the gradients; we use z(%?s) to denote a sample from D(fpg) and proceed as
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follows:

IEVE(z1;6,)[13 = [|EVE(=";6,) — EVE(21); bps)] 3
< EV@(Z(”; 0;) — EVE(Z(”; Ops) + EVE(Z(”; Ops) — EVE(Z(QPS); Ops) |2
<2 EVL(Y;0,) —EVI(Y; 0ps)I3

+ 2| EVE(2Y; Opg) — EVL(207%): fpg) |2

262116 — Ops]|5 + 26%€%]6; — Ops][3

2% (1+ %) |16 — bps]|3,

NN

where in the third inequality we apply the fact that the loss if S-jointly smooth, together
with Lemma 2.5.2. Putting everything together, this implies

161 — Opsl3 < (1 —2n(y — &) + 2”82 (1 + %)) [|6: — bps]f3-
Using the fact that /1 —2 <1 — 3 for x € [0,1], we get

10041 — Opslz < (1 = n(y —eB) +1°B2(L + )]0 — Ops -

By setting n = 57 —5__ we can conclude

0
1+e2)32

(v —eB)?
10:11 — Ops]|2 < (1 TIr P 10: — Ops]|2-

Note that % < 1 because (y —e8)? <2 +e%8? < (1+¢?)p%

We can unroll the above recursion to get

(y=<8) \'
60 Bosll < (1= 3002 ) 16— bl

t(y —ep)?

<er(“qiTenp

> 101 — Ops]|2-

Setting the right-hand side to § and expressing ¢ completes the proof.

2.5.4 Proof of Proposition 2.2.2

Let © = R, and let z ~ D(0) be a point mass at 1 + 6. This distribution map is clearly
e-sensitive. Furthermore, define the loss as,

(20) = —B20 + %92,

where § > v is an arbitrary positive scalar. Note that this objective is convex in 6 and

B-jointly smooth. Furthermore, it has a unique performatively stable point fps = 5 _B 6/ g 7
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whenever ¢ # %; when € = %, there is no stable point. Repeated gradient descent has the
dynamics:

Orp1 = 0 — 1y D6 Vi(z;0;)

=0 — ne(y — €B8)0c + B
= (1 —mn (v —¢B)) b + 5.
If v = 0, then the loss ¢(z;6) is convex. Furthermore, for any values of £, > 0 and any
positive step size sequence {n;}52,, it holds that 1 4+ ;e > 1 meaning that RGD diverges.
To prove the second part of the statement, if v > 0, then the loss is vy-strongly convex.
Furthermore, if € > v/, then for any step size sequence {n;}°,, 1 —n:(y—¢f) > 1 and RGD

again diverges. When ¢ = %, there is no stable solution and hence RGD does not converge
to stability.

2.5.5 Proof of Lemma 2.2.1

Throughout the proof, we will use z(?rs) to denote a sample from D(fpg) which is independent
from the whole trajectory of greedy deploy (e.g. {6;,2%};, etc.).
Since O is closed and convex, we know

1611 — Ops]l3 = T (8; — Utvg(z(t); 6:)) — sl < [16; — Utvg(z(t); 6:) — Opsl5.
Squaring the right-hand side and expanding out the square,

E [[|6, — n:Ve(z";6,) — Ops]|3]
= E[||0, — Opsll3] — 20 E [VE(z;6,)T (8, — Ops)] + m7 E [|VE(z";6,)|I3]

def
= By — 2By + 77t233-

We begin by lower bounding B;. Since fOpg is optimal for the distribution
it induces, by the first-order optimality condition for convex problems we have
E [VK(Z(QPS); Ops) " (0; — HPS)] > 0. This allows us to bound B as:

By > E[(Ve(z1;0,) — VE(%9);0,) + VI(29%);0,) — VL(2%%); 0p5)) T (0, — Ops)]
=E[(Ve(z";0,) — VL(%);0,)T(0, — Ops)]
+E [(VL(2%9);0,) — V(2% 0ps)) T (0, — Ops)] -
For the first term, we have that
E [(Ve(2D;0,) — Ve(z1%9):0,)T (6, — Ops)]
=E[E[(V(z";0,) — V(2% 0,)T (6, — Ops) | 0] ]
> —eBE[[|6; — s3] -
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Having applied the law of iterated expectation, the above inequality follows from the fact
that, conditional on 6;, the function V{(z;0;)"(0; — Opg) is B||0; — Ops||a—Lipschitz in 2.
To verify this claim, we can apply the Cauchy-Schwarz inequality followed by the fact that
the gradient is S-jointly smooth. Then, we apply Lemma 2.5.1 and the fact that D(-) is
e-sensitive to get the final bound.
Now, we use strong convexity to bound the second term,
E [(VL(2%);0,) — V(2%%); 0p5)) T (6, — bps)]
=E[E [(Ve(z1%%);0,) — V(%) 0ps)) T (0, — Ops) | 0] ]
> yE [[16; — Ors]l3] -
Therefore, we get that
By > (v —eB)E [0 — Ors|3] -
Now we move on to bounding Bs. Using our assumption on the variance on the gradients
yields the following bound, we get
E[[[Ve(z";6,)13] < o® + L E [||6: — G(6:)]13]
= O'2 + L2E [H@t —_ st + eps - G(‘%)Hg}
<o® + L (E ([0 — Opslla + [16ps — G(6:)]2)°])

2
oty (”5%) E [16; — Oesl3]

where in the last step we use Theorem 2.2.1, which implies ||fps — G(6)]|2 < 5§H9t — Ops||2-
Putting all the steps together completes the proof.

2.5.6 Proof of Theorem 2.2.3

From Lemma 2.2.1, we have that the following recursion holds:

2
E (1601 — tosl] < (1 ~n(y - 2) + 2 (142 ) E (16— Onsl] +vio”

Using the fact that ¢ < %, we get that,

E [[|0i+1 — Ops3] < (1 —2nu(y — B) + 407 L?) E []|6; — Ops]3] + nio”.
We proceed by using induction. As in the theorem statement, we let 1, = m
we denote ty = %. The base case, t = 0, is trivially true by construction of the bound
and choice of t5. Now, we adopt the inductive hypothesis that

, where

max {202, 8L2||6; — Ops]|3}
(v —eB)2(t +to)

E [[|6i+1 — Ops|3] <
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Then, by Lemma 2.2.1, it is true that
E [[[0:2 — Opsl3] < (1 —2ni(y — €B) + 417 L?) E [||6s41 — Ors][3] + nio”

2
1 t+t0_2+ 45L :
) ( T s {20 S — s} + 7

<
(v —ep)? t+41o)? t+41p)?
1 t+to—1.5 9 9 9 o?
< max | 20°,8L~||0; — 0 +
1 t+1to—1 9 or2 9 0.5 202 — o2
< max {20°,8L||6; — 0 -
1 t+tg—1

SO G 2SR sl
1

< )
= (v—¢€B)? t+1+ty

max {202, 8L2||6; — HpsH%} )

where the last step follows because (t+t9)? > (t+19)>—1 = (t+to+1)(¢t+ty—1). Therefore,

we have shown E [||0;15 — Ops]|3] < (7_6%%%, which completes the proof by induction.

2.5.7 Proof of Theorem 2.2.4

To prove Theorem 2.2.4, we use the following classical result about convergence of SGD on
a static distribution (see, e.g., [141]). The step size is chosen such that it matches the step
size of Theorem 2.2.3 when ¢ = 0. We include the proof for completeness.

Lemma 2.5.4. Under assumptions (A1), (A2), and (A3), lazy deploy satisfies the following:
E [lleei1 — GO)3] < (1= 2n57 + 07, L) E [[le; — G0)|I3] +n7j0?

If, additionally, 1, ; = then for allt > 1,7 > 0, the following is true

1
Yj+8L2 /"

M
2 lazy
i [H@t,jﬂ - G(Qt)”z} S N2+ L2

where My % max {1.20% 8L2E[||6, — G(6,)[|2]}-

Proof. First we prove the recursion. Since © is closed and convex, we know

||80t;+1— (Qt)H}
= B[ (¢ - ms Ve ) - G0
< [’(Pt] mNﬁ j 7‘Ptj) G(6:)
= E[llow; — GO ] = 2m5 B [VE(5005) T (015 — GO)] + 0ty B IV 005) 3]

j}
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Next, we examine the cross-term. By the first-order optimality conditions for convex func-
tions, we know that E [VE(ZJ(-t); G(0:)" (prj — G(@t))} > 0. Using this lemma along with
strong convexity, we can lower bound this term as follows,

E [V 00) (0 — G(0)] = E (VU 005) — VD G0)) (0ry — G(6))]
> 7 E [|len; — G(0)13].

For the final term, we use our assumption on the second moment of the gradients,
t
E IV 0u)llf] < 0* + L2E [llens — GO)IF]
Putting everything together, we get the desired recursion,

E [lleei — GO)N3] < (1= 2m7v + 07, L) E [llon; — GO)]3] + 707

Now we turn to proving the second part of the lemma. Similarly to Theorem 2.2.3, we prove

the result using induction. As in the theorem statement, we let n,; = m, where we
8L2
e

denote tq = . The base case, 7 = 0, is trivially true by construction of the bound and
choice of ty. Now, we adopt the inductive hypothesis that

max {1.20%, 8L*E [||6; — G(6,) ]3]}
V2(J + to)

E [”%,jﬂ - G(%)H%] <

Then, by part (a) of this lemma, it is true that

E U|90t,j+2 - G(Gt)H%] < (1 = 25y + 77t2,jL2) E [“%,jﬂ - G(GQH%} + 77152,]'02

1 [+t —2+ - _®
<= 0 1.20%, 8L2E [||6, — G(6)|)2]} +

72( e (126 SLE [0~ GO} +

1 (Gt —1 i
< & (P e (1202 822 1 - GO0} + )

0 0

L (j+to—1 2 72 2 7/8'1~202+“2)
<— (L 1.20%, 8L*E [||, — G(6 S

72<<]+t0)2m{ 7 SLE [0~ GO} - =

1 j+t—1 2 o72 2

it 1.20% 8L*E [||6, — G(0

72 (U +t)? max {1.20 [16: = G611}

1 1
< = ————max {120 8L2E [||6; — G(6,)]|2] } ,

S i+ 1+1

where the last step follows because (j +t)? > (j+t)* —1 = (j +to+ 1)(5 + to — 1).

Therefore, we have shown E [||¢s 12 — G(6,)]3] < %, which completes the proof by

induction. O



CHAPTER 2. PERFORMATIVE PREDICTION 50

Now we prove Theorem 2.2.4.
First we state two identities used in the proof, which follow from Theorem 2.2.1:

1G(0) — brs] < e§ue ~ sl 2.9)
10— G(6) 12 < 116 — Boslls + | 6rs — <9>||2<(1+55) 16— B | (2.10)

Note that identity (2.10) implies || — G(0)(|> < 2[|6 — Ops|l2 if € < 3.
By triangle inequality, we have

E [[|6e+1 — Ops]l2]
=E [[|01+1 — G(6:) + G(6:) — Ops]l2]

S E 1001 = GO)I3] + 2E [|0r11 — G(0:)][2[|G(0) — Opsll=] + E [[|G(6:) — 9Ps\|3(}2. "

Denoting ty = %, Lemma 2.5.4 bounds the first term by

E [[|6141 — G(6)])3] =E [E [[|0:11 — G015 | 6] ]
1.202 + 8L*E[||6; — G(6,)|3]
72 (n(t) + to)
1.202 + 32L2E [||6; — Ops||2]
VA(n(t) + to) ’
where in the last step we apply identity (2.10). Note also that by Jensen’s inequality, we
know

~

1.1o + 6LE[||6, — G(6,)]-]
n(t) + to

We can use this inequality, together with identities (2.9) and (2.10), to bound the cross-term
in equation (2.11) as follows:

2E[||0i41 — G(0,)]2||G(0,) — Ops]|2]
< 2»3@1@: me G (0) 1116, — Ors]l2

1.1
NIOETR K—H@ G(6,)]|2 + U) 16, — epsuz]
+t0 Y

1.10
IE ( (1 +5—) 10 — Ops]|2 + ) 10: — 9PS’|2}
+t0 g

245L 2.20¢
ﬁ _ LR [, — o 2] + ——m B (|6 — fosla]

<
Y2/n(t) +to n(t) + to

E[[[0r41 — G(0:)|l2] <

N
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We bound the latter term by applying the AM-GM inequality; in particular, for all ag €
(0,1), it holds that

2.20¢f B 1.loeB 1 E[6: — 9Ps||3])
2 n(t)—f—toE[Het Oslle] < =3 ((n(t)+t0)a° (n(t) +to)= ) °

Thus, the final bound on the cross-term in equation (2.11) is
24eBL 1.1oep 9
E |01 — G(O G(6,) — 0 < E |6, —0
10e2 = GO 21G8) = sl (72 R IR ml_ao) (6. — b3
1.1
n oef
72 (n(t) + o)
The final term in equation (2.11) can be bounded by identity (2.9):

B [16(0) — trsl] < (=) (16, rsl].

Putting all the steps together, we have derived the following recursion, true for all ag €
(0,1):

) 322 24e 8L 1.10e8 B\? )
[l = est] < (ﬂn(t) o v e st () )E 16 =Bl

1.202 1.10ep
+ 2 + 2 «
YA(n(t) +to)  Y*(n(t) +to)o
1.202 1.10ep

E [[|6: — 6ps]3] + (2.12)

+ ;
Y3(n(t) +to) 2 (n(t) +to)*
where we define

f)/
We pick ng large enough such that there exists ay > 0 for which ¢ < 1.
Unrolling the recursion given by equation (2.12) we get

1.202 1.1o0ep3
© (1~ o] < 10— osl + 35 3 (gt o )

Since ay < 1, we can upper bound the Second term as

- 1.20 1.1oep
_Z ( +t0+<n<j>+to>ao>

of 3202  24eBL  1.10¢ 2
e oL | f_f +(2Y
Yo o YVno o g 0

9 t
< 1220' thj 110'862 t] ' 1
7 I +to (n(j) +to)*
< 1 ].20' (215704 i 0(17271/04))&) i 1. ].O'gﬁ <2t a-ag +e (1— 2*1/(Oto¢0))t)
Y1 —¢) \ ng ng"
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where in the second inequality we apply Lemma 2.5.3 after plugging in the choice of n(t).
Using the fact that ag € (0,1) and hence ¢2727 "Nt < (0=27)t aq well as & < % and
ng = 1, gives

2
1 <1.20 (21%70[ 1 0(172—1/a)t) 4 1.10€ﬂ (27570"&0 1 6(12—1/(ao¢0))t)>

v2(1—¢) ng ng°

1.20% 4+ 1.107
(1 =c)
3 2
(20 + 7) (2t—ao¢o + CQ(t)) .
(1 =¢)
It remains to set ag; we set ap = max{d € (0,1) : ¢ < 1} (note that the existence of such «aq

is guaranteed by the choice of ng). Clearly, ag — 1 as ng grows, and so putting everything
together gives

3(c +7)° 2
E {101 — Opsl2] < |61 — Ops]3 + 21— o) \tom * A0

<4t704a0 + 26(172_1/O‘)t>

as desired.

2.5.8 Proof of Theorem 2.3.1

We begin by writing out the gradient of the performative risk:

V,PR(6) = V, ( / f(z;mpe(z)dz) — [ Vot o)z + [ zs0) Vol

= /Vgé(z;g)pg(z)dz—l—/ﬁ(z;G)Vglog(pg(z))pg(z)dz

= E [Vol(=0)+ E_ [£(z6)V)log(po(2))]

By the first-order condition for convexity, we know that PR(6) is (y — 2¢)-convex if and
only if

v — 208

5 10—l <PR(O) — PR(V),

(2.13)

( B [Vol(216) + ((20)V, log(pe(z))]) o)+

2~D(0

for all ,0" € ©. By assumption (A5), we know that for all 6,6, 6, € ©,
[€(z;60)] < OZZNIE(Q)WZ; o)l +(1—a) E [{(z00)].

z~D(ab+(1—)8’) z~D(6")

This assumption is equivalent to saying that gg,(0) = E..p@)[l(z;0)] is a convex function
of 6, for all 6. We can express this convexity condition using the equivalent first-order
characterization:

LE =00 Volog(po())T (6~ 0) < E | [(=:60)] = B [E(=:00)]
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Since the mixture dominance condition holds for all 6, 6" and 6y, we can set 6, equal to € in
the inequality above to conclude that

E [((z0)Velog(ps(2)]"(0' —0) < E [l(z0)]— E [((z0)].

z~D(6) z~D(6") z~D(6)

Going back to equation (2.13), we see that a sufficient condition for (y — 2¢/3)-convexity of
the performative risk is

T /! ,y - 266 12 ’
) - - < : _ -0).
JE Vol (0 =0+ ——l0 -0l < E Uz0)- E 6(0)

By the assumption that the loss is y-strongly convex in 6, we know

E Uz0)— E (60> E [Vol(z6)](0'—0)+ |6 03

2~D(6") z~D(0") z2~D(6")
and thus we have further simplified the sufficient condition to

E [Vel(2;0)] (0 —0)— E [vee(z;e)]T(e’—e)g%ﬁ

=110 —&'l[3.
2~D(0) 2~D(0') 2

Since the loss is S-smooth in z, we have that Vyl(z;0)" (6 — 0) is B||0 — €'||o-Lipschitz in
z. Now, we can use the fact that the distribution map is e-sensitive to upper bound the
left-hand side by applying the Kantorovich-Rubinstein duality (Lemma 2.5.1):

. Trn _ . . T < _ /2. '
ng(a){vee(z,e)] 0 —6) ngw){vge(z,e)} (0 —0) <eplo— 0|3 (2.14)

Therefore, we can conclude that the performative risk is (v — 2¢/3)-convex.

2.5.9 Proof of Theorem 2.3.2
Following the steps of Theorem 2.3.1, we know that PR(6) is A-convex if and only if

LB [Vollz0)(¢ ~0)+ B [6:6)Volog(pa(z))]" (6~ 6) + 16 ~ 013 < PR(®) — PR(6),

for all 6,0" € ©.
We now state a technical lemma, deferring its proof to the end of this section.

Lemma 2.5.5. Suppose that

l9(2)] < E l9(2)] = EES) (60 = 6)z0 + (6 = 0)[5-

2~D(af+(1—a)f’) 2o D(0)+(1—)D(0") 2

Then,

T/pt V2 / N2
E GG E GG+ (Ve B GG -0+ ZEIS0 -0+ p0 - )l
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Note that the assumption of the lemma is implied by the location-family form of the
distribution map, together with strong convexity of the loss in z. Therefore, by Lemma 2.5.5,
we know

e [£(2;0)Vglog(ps(2))] T (0" — 0) < ng(e,)[g(z? 2l ZNIE(o)Wz; ol

— ZE[S(0 - 8)z0 + (6 — 03

where we take g(z) = ((z;0).
Thus it suffices to show

A 2 / /
E Vol =0+ 510-013< E (=t~ E (=00t E[SE-8)atu6-0)]}

z~D(6) ~D(6) z2~D(0’

By the assumption that the loss is y-strongly convex, we know

.00 _ 0) > oV T (g _ Yin _ e,
B U0)- E (=02 B V00 -0+ 210 -0

With this, we have simplified the sufficient condition for y-convexity to

- A
. . . Trp <7_ 02 k o AN
(ZNIE(G)[VQE(Z,G)] ngw/)[veaz,e)]) (0= 0) < =10 =13+ S E IS0 — )20 + (0 - 0I5
(2.15)

We bound the left-hand side by applying smoothness of the loss together with
the Kantorovich-Rubinstein duality (Lemma 2.5.1); for this, we need a bound on
Wi(D(0),D(0)). We will use the bound implied by e-sensitivity, as well as the bound
implied by the following lemma.

Lemma 2.5.6. Suppose that the distribution map D(0) forms a location-scale family (2.5).
Then,
Wi(D(6), D(¢")) < E[|2(0 — 0')z0 + 11(0 — 6") 2.

Proof of Lemma 2.5.6. By definition,

Wi(D(6),D(¢)) = inf E 20 — 2o'|l2],
{POPED = o0 s rrtipoy o120~ 2 12
where II(D(6),D(0")) denotes a coupling of D(f) and D(#’). The simplest way to couple
D(#) and D(#'), or equivalently zy and zy, is to sample zy ~ D, and set zp = (Xg +
¥(0))z0 + po + p(0) and zg = (Xo + X(6'))20 + 10 + p(0"). With this choice, ||z — 2|2 =
12(0 — 0")zg + (0 — 0")]|2, and hence W1 (D(0),D(¢')) K E||X(0 — 0)zg + u(0 — 0. O

Therefore, the left-hand side in equation (2.15) can be bounded by

B, V0] =0) = E | (Vot(z0)]T (0~ 0) < BES0—)z0+ (0~ ) |2} =,
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but also by applying e-sensitivity

E [Vol(z0)T0 —0)— E_[Vol(z0)](0 - 0) < B0’ - 0|2

2~D(0) z~D(0")

Finally, to show A = max {y — 82/7., v+ 7.(02, (1) + 02,.(2)) — 28e }-convexity it suffices
to show both

/ / / ﬁQ z / z / /
SE 20— #)z0 + (0 — ) o — 0l < L0 — 93 + L B[S0 - 0)z0 -+ (0 — )
(2.16)
and
/ 265 Iz 012nin +012nin by / z / /
ellr — o3 < 225 T T g gy 22 g p )z 1 o - )

(2.17)

By the AM-GM inequality, we have

142

BES(6 )z + 6 0)all0'— 0lla < 518 = 013 + T E[IS(0 ~ #)z0 -+ (0 - 6]

and so condition (2.16) follows.
For condition (2.17), we observe that

B([3(0 = 6")z0 + u(0 — 0)]l3 = E [0 — )20l + [|(0 — )13
=Tr (2(0 — 02,50 = 0) ") + [|u(0 — )3
= IZ575(0 = ) " N15 + N0 = 0)]I5.

Applying oy (2)[[0 ||z < [IS25(0=0") |2 and oin(12)[|0—0[l2 < [[12(0—6")|2 completes
the proof of the theorem.

Proof of Lemma 2.5.5. The proof follows the standard argument for proving equivalent for-
mulations of strong convexity.
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First we show that E.p(s)[9(2)] — % E |[|3(0)z0+ 0|3 is convex in 6. This follows because:

— k — / _ /N (|2
zwD(aﬁiE(lfa)G')[g(Z)] 2 E ||E(Oz§ T <1 04)9 )ZO + LL(O(@ + (1 06)9 )”2

< E l9(2)] =

ZNQD( V+(1—a)D(9") 2

1 _
ol =N 59— )2 + (6 — )|

E IS(ab + (1 = a)0)z0 + p(af + (1 — )03

_ 72 2 Iz _ 2 / /(12
—W@g;:l 9] = QPR [0z + bl ~ (1~ ) B[22+

z / / all —a z / /
+%ma—a>E<z<9>+ue>T<2<9>+ue>——< DR 56— )z + 6 - )
- . k . /1|12
= oo B ) = a8+ 0l - L1 - ) BIS@)2 +
_ - k 2) o k / /112
—a (B, - FEISO)0 +1018) - (- 0) (B, WG FEISE)+0813).

By the equivalent first-order characterization, this means that

E [9(:)] > SEIS@)2+ud 13+ E_[9()] - T E[S(0)z + ]

z~D(") z~D(0)
(Vo E 9O ~0) = T2E(6)z0+ 10) (Vo(S(6)20 + 1) (¢ ~0)
> SEIS®)20+ w015+ _E [9(z)] ~ 5 EILO) + ]}
(Vo E 9O ~0) = - B(S(0)0 + 1) (S ~ )20+ (¢’ =)
= B, 0G)+ (Vo _E o) —0)+ FTEIS6 )+ 0~ 0]

]

Remark 2.5.1. We note that the sensitivity parameter € can be bounded in terms of the

location and scale parameters for location-scale families. In particular, in showing condition
(2.17), we saw that

B[S0 — 6')z0 + p(0 = 0)[13 = 212200 — 0) T [I% + [|(6 — 0)]5-
If we then denote

Omax(pt) = max [|f]l2,  Tmax(X) = max IZ22%(0) ||,
l16]]2=1 116]]2=

we can see that E ||X(0—0")z0+u(0—0)|3 < o2, (|0 —0'||3+02..(2)0—0'||3. Combining
this result with Lemma 2.5.6 and Jensen’s inequality, we get that

Wi (D( <V ORax(1) + 02 (D)0 — 0|2,
and so & < /o2, (1) + afnax(E).
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2.5.10 Proof of Theorem 2.3.3

We carefully review the problem setup and introduce the remaining assumptions. The dis-
tribution map D parameterizes a location family

20 ND(@) ~ 2 i Zo—i-ﬂe,

where zg ~ Dy. We assume the base distribution Dy is zero-mean and subgaussian with
parameter K. The loss function ¢(z;#) is L,-Lipschitz in z, L-Lipschitz and in 6, and -
smooth in (z,0) in the sense that V{(z;6) € R™ is Lipschitz in (z,6).

We also assume that A = max{y — 3%/7.,v — 2¢8 + 7.02,. (1)} > 0, where  and +, are
the strong convexity parameters of the loss in 6 and z, respectively. By Theorem 2.3.2, this
implies that the performative risk is A-strongly convex.

We assume that the performative optimum 6pg is contained in a ball of radius R, so in
the second stage we can set the domain of optimization to be © = {6 : ||0||» < R}. Finally,
we assume that the minimizer of the perturbed performative risk at the population level,
f € argmin, o PR(0) is contained in the interior of © with probability 1.

Theorem 2.5.1. Under the preceding assumptions, if n > Q(d +m +log(1/0)), then, with
probability 1 — o, Algorithm 1 returns a point 0, such that
d +m + log(1/9) 1)
+ .
n on

PR(6,) — PR(#po) < O (

Before proceeding to the proof of this result, we first state four auxiliary lemmas, which
constitute the bulk of our analysis. The first lemma is a standard result about ordinary
least-squares estimation.

Lemma 2.5.7. Ifn > Q(d+ m +log(1/9)), then with probability 1 — 0,

o= illa < O W () og(l/ ‘”) .

n

The next lemma is a simple adaptation from Theorem 2 in [152] controlling the general-
ization gap of the empirical risk minimizer for strongly convex losses.

Lemma 2.5.8. Suppose P/’f{n 18 Xstmngly convex. Then, with probability at least 1 — 0,
AL A2 + L)?
oAn

The next lemma controls the difference in gradients between the true performative risk
PR and the perturbed performative risk PR.

PR(6,) — PR(d) <

Lemma 2.5.9. For any 6 € O,
IVPR(0) — VPR(O)3 < O(llullzll i — fll2)-
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Finally, the last lemma shows that the smoothness assumptions on the loss ensure smooth-
ness of the performative risk. Here, by fp-smoothness we mean that VyPR(6) is Sp-Lipschitz.

Lemma 2.5.10. Under the proceeding assumptions, the performative risk PR(0) is Sy =
O([|213)-smooth.

With these lemmas in hand, we are now ready to prove Theorem 2.5.1.

Proof of Theorem 2.5.1. By assumption, the performative risk PR(6) is A-strongly convex,
for some A > 0. This implies

R 1 A
PR(0,) — PR(fpo) < ﬁHVPR(Qn)H%'

Since fpo is an interior minimizer of PR, we know Vf’f{(épo) = 0. Using |la + 0|3 <
2l[all3 + 2[1b113,

I VPR(,)]3 = S-IIVPR(G,) — VPR(Gro)
= o IVPR(,) — VPR(G,) + VFR(G,) — VPR(Gro)3
< {IVPR(6,) ~ VPR3 + (| VPR(,) ~ VFR(ro) 3. (2.18)
We bound each of these terms separately. For the first term, by Lemma 2.5.9,
IVPR(6,) — VPR(G,) 13 < O(lpll3lle — fl]3)-

By Lemma 2.5.7, with probability 1 — §, we can bound ||uz — fif]3 < O <%‘)g(l/5)>, and
thus

) PR(0 d log(1/6
IVPR(0,) — VPR(G,)[2 < o( o+ log(1 )) |
For the second term in equation (2.18), notice that A = max{y — $%/v,,7 — 2e8 +

v,02: (1)} > 0 implies that PR is at least A = A — O(\/iﬁ)—strongly convex. This follows

because |omin(1) — omin (1) < || — f]| by Weyl’s inequality, and PR is O(||f1]]2)-sensitive, so
by Lemma 2.5.7, each term depending on & or oy, (j1) is within O(1/4/n) or O(1/n) of the
corresponding values for the non-perturbed risk PR.

Hence, when n > Q(1/)\?), the strong convexity parameter of the perturbed performative
risk, \, is at least /2.

With this, we can apply the fact that fpo is an interior minimizer of PR by assumption
to conclude that when n > Q(1/)?),

S

16, — Opo | < X (ﬁ{(én) — ﬁi(@so)) -
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Now, when PR is strongly convex, the finite-sample performative risk IS\Rn is also strongly
convex because Theorem 2.3.2 does not depend on the base distribution Dy, and PR, is
simply PR when the base distribution Dy is replaced with the uniform distribution on
{z1,...,2n}. Consequently, by Lemma 2.5.8 with probability 1 — ¢,

16, ~ roll < O (PR(6) - PRiGro)) < 0 (152)

By Lemma 2.5.10, PR is O(]|f2]|3)-smooth. Applying the previous display then gives us,

. X S 16
IVPR(,) ~ VPRGro) < O (1416~ roll) < 0 (1512)).

By the triangle inequality and repeated application of (a+b)% < 2a*+2b%, ||]|S < 128||1—
wl|S + 128|[]|S. Therefore, the above term is O(]|u]|S/dn). Putting everything together with
a union bound, we have shown that with probability 1 — ¢, if n > Q(d + m + log(1/9)), it
holds that

PR(d,) — PR(fp0) < O <d+m+log(1/5) N i)

n on

as desired. O

Proofs of technical lemmas. The proof of Lemma 2.5.7 is essentially standard (see, e.g.,
[120]), but we include it for completeness.

Proof of Lemma 2.5.7. Define Z € R™™ with rows z; and © € R™? with rows §;, 1 <i < n.
Then, Z = Ou' + Z,, where Z;, € R™™ is a matrix with base samples from D, as rows.
Temporarily assume that ©T© is invertible; we will later condition on this event. Separately
optimizing over each row of p, we can write the least-squares estimator as

—(eTe) e’z
Consequently, we can bound the estimation error as
. . ~1
= plla =" ="l = " = (©70) " 07 (On" + Z)|»
N CRORCIAE

1
< - -
S Amin(@T®)|

Since 6; ~ N (0,1), © € R™? has i.i.d. N (0, 1) entries, and so ©'O is a standard Wishart
matrix. The standard bound on the minimum eigenvalue of a Wishart matrix (see Theorem
4.6.1 in [168]) gives, with probability 1 — ¢,

VAmin(070) = Q(v/n — Vd — 1/log(1/4)).

107 Zy 2.
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Therefore, if n > Q(d + log(2/4)), then, with probability 1 — /2,

VAmin(©70) > Q(v/n/2). (2.19)

Control of the second term, ||©'Z||2, also follows from a standard covering argument
followed by the Bernstein bound. Write ©"Zy = > 0;(2), . Let B4 and B™ denote the
unit balls in R? and R™, respectively. Then,

n

107 Zollz = sup &' (Z 91(20)¢T> y= sw > (¢'6;) ((20)]v)-

xeBL yeB™ x€BL yeB™ i=1

Let N, and M, denote e-coverings of B and B™, respectively. A volumetric bound gives
IV < (1+ g)d and similarly |M.| < (14 2)™ (see Corollary 4.2.13 in [168]). Taking
e=1/4, INJ| < 9% and [IM.| < 9™. Approximating the supremum over the e-nets gives

n

T T T
16" Zoll> < QIEJ\TE%ME; (2"0:) ((20)i ) -
Fix z,y € N, M.. Since §; ~ N (0,1) and ||z||y = 1, 270; ~ N (0, 1), which has subgaussian
norm 1. Similarly, since (zp); is subgaussian with parameter K and ||y||o = 1, the marginal
(20){ y is subgaussian with parameter K. Since z, and 6 are independent and zero-mean,
the product (z76;)((20); y) is zero-mean and subexponential with parameter K. Since each
term is subexponential, by the Bernstein bound (see Theorem 2.8.1 in [168]), for any ¢ > 0,

P {i («76,) ((20)]y) > t/Q} < exp <—cmin {nt—}; %}) |

for some universal constant c. Taking a union bound over the e-nets,

2t
P{H@sza>t}<9“m%mp(‘“mn{ﬁﬁacﬁ})'

If n > Q(d+ m+log(2/d)), then with probability at least 1 — §/2,

107 Zo|l2 < O(v/n((d +m) + log(1/6))). (2.20)

Combining equations (2.19) and (2.20) with a union bound, if n > Q(d+m+1log(1/4)), then

Hu—mb<0(¢“+m*”%““u.

n
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Proof of Lemma 2.5.9. Under the location-family parameterization, we can write

PR(O)= E ((z60)= E ((z+ ub;0),

2~D(6) z0~Do
so the gradients are given by

VPR(O) = E_Vil(z+pb:0) and VPR(O) = E_VI(z + [16;6).

20~Do 20~Do

This representation allows us to write

2

HVPR(@) _ VPR(9) Bepomy 1

2
2> H {Vﬁ(za + 16 0) — V(20 + f16; 0)

2
Applying the chain rule, together with the triangle inequality, gives

o | VR
2 || [ Vel(z0 + ub;0) — Vol(zo + 165 0) ]|,

AlrwarmiHesarms

HVPR(@) — VPR(6)

1V l(z0 + pb;0) — TV L (20 + 20;0) | ||,
We bound each of these terms separately. For the first term, S-smoothness in z immediately
gives

< Bllpd — ibllz < Bl — all2|0]]2-
2

[T
Vol(zo + p;0) — Vol(zo + f1; 0)

For the second term, adding and subtracting p' V.¢(z + fif; 0) and then using the triangle
inequality,

EZONDO
H Lﬁvzf(z() + 16);0) — ATV (20 + fif; GJ )
<llpll2ll, B [Vab(zo + 40);:0) = Val(zo + a5 0)]ll2 + |1 = illal|| B [Vab(zo + fi6; 0)]]2

< Bllull2llie = All2ll0llz + Ll — fill2,

where the last line used S-smoothness in z. Combining both pieces, we have
|VPR(©) = VBRO)|| < ((8+ Blllo) 1612 + L) e = il
Using the trivial bound ||6]|2 < R, and then squaring both sides,

IVPR(8) — VPR(O)[3 < (1 + [lull2) BR+ L.)* |l = 3.
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Proof of Lemma 2.5.10. By applying the location family parameterization as in the proof of
Lemma 2.5.9, we get

IVPR(6) — VPR(@)ll2 = | E_ [Vl(z0 + ub;0) — VE(zo + ;)] 2.

Do

Using the chain rule and the triangle inequality,
|IVPR(6) — VPR(#')]]2 < | IED Vol(z0 + 10;0) — Vol(zo + pd'; 0|2
zZo~ Lo

+ || B u" Vb2 + pb;0) — 1" Vol(z0 + p0'); 0] (2.21)

zo~Dg

For the first term in equation (2.21), adding and subtracting Vgl(z + p6’; 0) and using the
triangle inequality gives

HzO@DO[VGK(ZO + ,UH; 9) — VQK(Z() + [LQ’; 9/)]”2 < ”ZOINEDO ng(Zo + pﬂ; 9) — VGE(ZQ + ,u@’; 9)”2
+ HZOLEDO Vol(zo + pb';0) — Vol(zo + pb';0') ||
< Bllpll2ll0 — 0|2 + B0 — 0|2,

where we used Jensen’s inequality and the assumption that Vf(z; ) is 5-Lipschitz in z (for
the first term) and (-Lipschitz in 6 (for the second term).

Now, for the second term in equation (2.21), similarly adding and subtracting p" V(2 +
wf'; 0) and using the triangle inequality gives

| E [ V.l(z0+ pb;0) — ' V.20 + pb'; 0]

zo~Do

SILE p"Val(zo+ p;0) — p" Vol(zo + pt': 0]
+] E 1V (2o + b5 0) — (20 + 16 0) |2
< Bllull3)6 = &'l + Bllul3116 — 6],

where we used V,{(z;0) is § Lipschitz in z (for the first term) and /5 Lipschitz in 6 (for the
second term). This completes the proof. O]

2.5.11 Proof of Lemma 2.3.1

Notice that PR(#) — PR(¢') = (DPR(0,0) — DPR(0,¢')) + (DPR(0,60') — DPR(#',0")). We
bound the first difference using Lipschitzness of ¢ in 6 as |DPR(6,6) — DPR(0,60")| =
|E.p@o)[l(2;:0) — £(2;0)]] < Lg||@ — 0'||. For the second term we combine Definition 2.1.3
and Lipschitzness of ¢ in z via the Kantorovich-Rubinstein duality theorem. In particular,
we get |[DPR(6,60") — DPR(0',0')| = |E.op@)l(2;0") — E.op@nl(z;0")| < eL.||0 — ¢'||. Putting
both bounds together, we obtain the claimed Lipschitz bound.
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2.5.12 Proof of Proposition 2.3.3

We construct a y-cover of the parameter space, denoted S, and deploy all models in this
cover. This gives us access to the distributions {D(f) : 6 € S,}. Using this information, for
any 6 € © we can compute

PR(#) = DPR(Ilg, (), 0) = ol o) 0(2:0),

where Ils (0) := argming g [|6" — 0| is the projection onto S,. Note that [|§ —Ils (0)[| <~
all § € O since S, is a cover. Therefore, for any 6 € ©, we can bound PR(6) as

PR(#) < DPR(Is, (0),0) + L.¢||I1s, (6) — 0]

DPR(IIg (),0) + L.ey

NN

Similarly we obtain PR(6) > ﬁi(@) — L,e7, which completes the proof.

2.5.13 Proof of Proposition 2.3.4

We will show that PRyg(#) < PR(A) and PR, > PR(fpo); these two facts immediately
imply A(0) := PR(#) — PR(0po) = PRLg(6) — PRun-

The first bound follows because PR(6) = DPR(#,0) > DPR(#',0) — L.<||0' — 0| for all ¢,
where we use (L,¢)-Lipschitzness of DPR in the first argument. Similarly, the second bound
follows because

PR(fpo) = mein DPR(0,6) < mein(DPR(Q/, 0)+ L.e||6 — &),

for all &'.

2.5.14 Proof of Theorem 2.3.4

We prove a regret bound for Algorithm 2. We use Reg, (p1 : p2) to denote the regret incurred
from phase p; to phase p,:

p2
Reg,,(p1:p2) =E > A(6,).
p=p1
We let Reg,, (0 : p) = Regy,(p). For phases p that happen after the time horizon T', we
assume that the incurred regret is 0; for example, if phases p; < ps happen after T, then
Reg,,(p1 : p2) = 0.
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Clean event

First, we define a clean event that guarantees that the estimates D/ﬁ{(@,@’ ) are close to
the true values DPR(0,6') at all phases. The clean event essentially guarantees uniform

convergence over ]ﬁ(&, -) for every 6 € P,.

Definition 2.5.1 (Clean event). Denote the “clean event” by

— 2% (¢ 3+/log(T
Eoean = {‘v’p : sup sup |DPR(0,6) — DPR(6,6')| < ¢+ og(T) } , (2.22)
0P, 0/cO A/ TpMo

where P, is the set of all models deployed in phase p during time horizon T'.

We show that the clean event occurs with high probability.

Lemma 2.5.11. The clean event holds with high probability,
IP){E1clean} 2 1— T72-

Proof. We consider each interval of length n, in phase p, during which the same model is
deployed, separately, and then take a union bound over these intervals across all phases.
Therefore, we will say interval s in phase p to refer to steps (s — 1)n, +1,..., sn, in phase
p. For the sake of this proof, we consider a “counterfactual” set of samples for each model 6
that augments the set of actually observed samples. In particular, for interval s in phase p,
we let {z?’s}?iTO denote i.i.d. samples from D(f). The samples for different time intervals
and different phases are independent. When model 6 is deployed, we observe the samples
corresponding to the interval in which 6 is deployed.

For each phase p and each time interval s within phase p, let E2* denote the event that
phase p terminates strictly before interval s is reached. Let E%? ~denote the event that one

clean
of the following two holds:
(E1) EZP occurs;
(E2) EZP does not occur, and for the model 6, deployed in time interval s it holds that:

o 2¢ + 34/log(T)
~ \/m Y

sup |DPR(6s, 0') — DPR(6,, ')
0'€e©

where 6, is a random variable.
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The probability that E%? ~does not occur is at most:

clean
- 2¢ + 34/log(T)
A/ TpTo

P

~E*? & sup |DPR(6,,0') — DPR(6,,)

end
0'cO

. 2¢ + 3,/log(T
_p-E2) - P |sup |[DPR(,, ) — DPR(6,, &) > 2 3VIBT)| ey
0'ce v/ po
_ 2¢ + 3/log(T
<P | sup |[DPR(0,, 0) — DPR(6,, 8] > 222V108D) | oy
0'cO v/ TipTTo
We can equivalently write this as
= 2¢ + 3/log(T
P | sup Z 5(2?3’8;9/) — DPR(6,,0")| > * o8(T) -E7P
6'co | MpMo Vo
npmo
2¢ + 3,/log(T
— Eys, |P |sup S 6(=0%0) — DPR(0,0)| > )| _gor g —g||.
0'co | TpMMo =1 VTpMo

To upper bound this expression, it suffices to show an upper bound on

R 2¢ + 3/log(T
P | sup N 6(:0%0) — DPR(D, )| > = D) e g g
p'co | MpMy = £/ pMo

npmo

that holds for every 6. The first observation is that for any 6, the samples {ZJQ’S} iy are

independent of the event {0; = 0, =E>" }, since the event depends only on the samples col-

lected in previous time intervals and phases. This means that the above probability is equal

to:
sy 2¢ + 3/log(T
P | sup S (=% ¢) — DPR(9,0)| > = oeld) |
oreo | MpMo = V1Mo

Let €; denote i.i.d. Rademacher random variables. Then, we can observe that with proba-
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bility 1 — 773, it holds that:

npMmo
0,s. ot /
sup ((z;7;0") — DPR(#,0
o | 3 (50 DR
= 6log(T)
< E [sup Z E(zg’s; ¢’y — DPR(0,0") || + S
0'co | NpINo =1 npMo
1 X 6 log(T
<2-E [sup Z é(z?’s; 0') -l | + o8(T)
6'co | NpMyo = npmyg
2 6 log(T
< -sup v/nE |sup Z€ 2 0') - + og(T)
\/nme n=1 g'ee | T npyo

o 2€(0) + 34/log(T)
S Ve

where the first step follows from the bounded differences inequality and the second step
follows from a classical symmetrization argument. In the penultimate step we let {ZJQ}]’GN
denote an infinite sequence of samples from D(#). Putting this all together, we have that:

1-P[ESP ]<T.

clean

Finally, using that there are at most 7" intervals before time horizon T" (across all phases),
by a union bound we see that:
1-P [Eclean] < T_27

as desired.

Suboptimality of the active set

We show that the elimination strategy in Algorithm 2 will never eliminate any performatively
optimal point.

Lemma 2.5.12. On the clean event (2.22), any performatively optimal point Opo €
arg min, PR(0) will always remain in A.

Proof. Tt suffices to show that fpg cannot be eliminated in Step 14 of Algorithm 2. Fix any
phase p and denote by P, the running set of deployed points at any point during phase p.
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Then, we have:

PRLB(on) = gpe%x (Iﬁ(&’, ‘gpo) — Lz€||9po — ‘9’”)

< max (DPR(¢', 0p0) — L.cl|fpo — ¢'||) +
/6 P

= mein DPR(0,6) + v,

< mi . / Y

< melnelng?% DPR(#',0) + L.c||0 — &'|| + v,

< mi - 2D D /o r

< min min DPR(#',0) + L.c||0" — 0| + 2,

= PRmin + 2’yp.

Therefore, PRig(0po) < PRuin + 2,, implying that #po cannot be removed from A during
phase p. Since this is true for any phase p, that completes the proof of the lemma. O]

We next show that the elimination strategy is sufficiently effective that all models that
remain active after a given phase p have suboptimality at most 8v,.

Lemma 2.5.13. On the clean event (2.22), after phase p all models 6 € A satisfy A(0) <
8Vp-

Proof. Fix a phase p. We will analyze P, at the end of phase p. The proof relies on two key
facts:

(F1) If 6 is active after phase p, then [|0—TIlp, (0)|| < 7, where Ilp,(0) = arg ming.cp, |00
(F2) 0po is active after phase p.

The first fact follows since during phase p net points cannot be eliminated from S, in
Step 13 while some parameter within an r,-neighborhood is active. The second fact is proved
in Lemma 2.5.12. Note that from fact (F1) it further follows that there is always a model in
P, within the r,-neighborhood of 8pc.

Now suppose that 6 is active after phase p. Then, we have:

PR(0) < DPR(Ilp, (6),0) + L.y, (0) 0|
< DPR(Ilp, (6),0) + Lae|[Tlp, (6) — 0] +

< min (ﬁﬁ{(n%w’), 0') + L.e|Tp, (0') — e’u) +2L.¢|[TIp, (8) — 0] + 37,

where we used the definitions of PRy, and PRyg(f), together with the fact that PRyg(6) <
PRin + 2, for active models. Now choosing ¢’ = 0po, applying (F1), (F2), and accounting
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for finite-sample uncertainty we find

PR(6) < DPR(HPP(GPO), Opo) + L.c|[Ilp, (0po) — Opol| + 2L.c||Ilp, (8) — 0| + 37,
< DPR(H ,(0p0), 0p0) + 3L.cry + 37
< DPR(0po, Opo) + L.||llp, (0po) — Opol| + 3L.ery 4 4,
< PR(Opo) + 4(L.ery + )
= PR(0pro) + 8vp,
where we use the fact that r, = ;2. Rearranging the terms we obtain A(f) = PR(0) —
PR(fpo) < 8y, as claimed in Lemma 2.5.13. O

Bounding the number of suboptimal deployments

For ¢ > 1, we consider the suboptimality bands
E={0:A(0)€[8-27L,c,16-27'L.¢e)}.

In the following lemma, we bound the number of times that models in &; can be deployed
in a given phase.

Lemma 2.5.14. Suppose that the clean event (2.22) holds. For i > 1, in phase
log,(1/(L.e)) < p < logy(1/(L.€)) + i + 1, the number of models in & that are deployed
is at most O ((3/r,)™) in expectation, where dy is the (L.c)-sequential zooming dimension.

To provide intuition for Lemma 2.5.14, it is informative to consider a weaker ver-
sion of the lemma where dy is taken to be the (L.e)-zooming dimension rather than the
(L,e)-sequential zooming dimension. To see why this weaker version of the lemma is
true, notice that at the beginning of phase p, the set of active models A is a subset of
{0:A0) <81} = {0:A(0) <16v,} = {0:A(0) < 16L,erp}. The set of models de-
ployed in phase p is contained in a minimal r,-net of A. Notice that r, > 2-(+1) By the

do
definition of zooming dimension, we know that at most a multiple of (%) elements from

the set {6: A() € [8-27"L.e,16-27'L.e)} = {0: A(f) € [16- 27V L.£,32. 27TV £)}
are deployed, as desired.

The proof of Lemma 2.5.14 boils down to refining this proof sketch to account for the
sequential elimination aspect of Algorithm 2.

Proof. For the purposes of this analysis, we condition on the clean event.

Fix a phase logy(1/(L.¢)) < p < logy(1/(L.€))+i+1. Let S be the covering of A chosen
at the beginning of phase p, and let 7 be an ordering of Sg chosen uniformly at random. It is
not difficult to see that Algorithm 2 is equivalent to drawing 7 at the beginning of the phase,
and deploying models in the order given by 7 (naturally, skipping those that get eliminated).
For technical convenience, we analyze this reformulation of the algorithm.
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Condition on a realization 7, and let P, C Sg be the set of models that are ultimately
get deployed. Note that P, depends on the randomness arising from finite-sample noise at
each step of the phase. We will show a bound on |P,| that deterministically holds on the
clean event. In particular, consider the models # € S} N {6 : 8L.er; < A(f) < 16L.er;} such
that:

PR{%(7(0)) < PRuin(7(0)) + 4L.er, = PRyin(7(0)) + 47,. (2.23)

We will show that P, is a subset of such models.
Suppose that 0, € Sg is deployed in phase p. Then, that means that there exists
0" € Ball,, (0he) that remains active after the first 7(6,e) — 1 deployments; that is:

DPR(¢,0") — L.c||6' — 6"||) = PRyp(¢"
9’=7T(9I’I)133r{(9net)< (0,67 el ) Le(6”)
< PRuin + 29

- m i DPR(0. ) + L.c||6’ — 0]|) + 2.
mélnelzw(é’%lifrl(enet)< R( ’ )+ Z6|| ||)+ K

Since the clean event holds, we know that:

DPR(¢,0") — L.g||0' — 0"|)—7, < mi i DPR(¢,0)+L.<||0'—6 .
9’:w(f)r’r>133r{(9net>( R(,07) = Loz D=5 memeuw(e]'(?ig(enet)( RO, 6)+Laz]|6=61)+3%

Rearranging, this means that:

max  (DPR(#,0") — L.e||0' — 0"||)
0":7m(0")<m(Onet)
< min min  (DPR(#,0) + L.2||0' — 0]|) + 47y = PRunin(7(Onet)) + 47p-
0 0":m(0")<m(Onet)
This further implies that:

PR (7 (Ohet)) = min max  (DPR(¢,0") — L.2||6' — 6"]]) < PRouin(7(Onet))+47,-

0”6Ball,np (Onet) 0":m(6) <7 (Onet)

We see that any 0, € P, must satisfy condition (2.23). By the definition of sequential

zooming dimension, we know that the expected number of models in &; that satisfy (2.23),
do
where the expectation is taken over the randomness of 7, is at most a multiple of (%) ,

d
hence E|P,N&| <O <(%) 0), as desired. O

Regret bound on the clean event

To bound the regret on the clean event, we break the analysis into two cases: (a) the first
log,(1/(L,e)) phases, and (b) all remaining phases.
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Lemma 2.5.15. Suppose that the clean event (2.22) holds. In the first |logy(1/(L,e))]
phases, the algorithm has incurred regret at most

Reg,y, ([loga(1/(L:)))) = O <\/mj (VioaT + e)) .

Proof. During phases p < log,(1/(L,¢)), we deploy a single model since 7, > 1 and © is
assumed to have radius 1.

We break the first [log,(1/(L,¢))| phases into two cases. For a value of N > 0 specified
later, we consider cases p < N and p > N separately.

Case 1: phases N < p < |logy(1/(L.€))|. By Lemma 2.5.13, we see that the model
deployed in phase N must have suboptimality at most 8-2=VN*! = 2~ B +4_ Since the algorithm
runs for at most 1" time steps, this means that the total regret incurred in these phases is at
most T - 27N+,

Case 2: phases 0 < p < min{N, [log,(1/(L.,¢))]}. By Lemma 2.5.13, we know that the
model deployed in phase p must have suboptimality at most 8 - 2771 = 2774 Moreover,

2¢+3/10gT)’

this model is deployed for n, = [( pror —‘ steps. The regret incurred up to phase N
P

can thus be bounded as:

N-1
Reg,, (V) < Z n,2 P

p=0
N-—1
227 (2 Viog T)?
p=0 Mo

Since we assume mg = o((€ + y/logT)?), for a large enough 7' we have n, > 1 and thus
[n,] < 2n,. Therefore,

Regph

N-1
L 2%P(2 Viog T)?
p=

C(ZQ: + 3\/logT ( - 2p>

(2€+3\/ ogT)?

<C-2Y

for some large enough constant C' > 0.
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Putting the two cases together, on the clean event, the total regret incurred in phases
p=0,...,|logy(1/(L.¢))| can be upper bounded by

(2€ + 3y/Tog T')?
mo

C-oN + T .27 N+,

We can also trivially upper bound the regret by 7', using the fact that the loss incurred
at each step is at most 1. This means that we obtain a regret bound of:

O (min {T, on (€4 3VIoa T | o 2—N+4}> .
mo

We now choose N to minimize this bound. We let n = 27" and optimize over n € (0, 1).
Optimizing over 7 instead of an integral value of N changes the bound by constant factors
at most. This means that we can upper bound the regret by:

2
2¢€ + 3y/logT
(@] (min min {T, 7]_1( o8 ) —i—Tn}) .
0<n<l myo

If » > 1, then the minimum of the two terms would be T', which is at least as big as the
above expression. Therefore, we can upper bound the above expression by:

@) (min (7]_1 (QQ: il ijn log T) + Tn)) :

n>0

We set n = 3—%22@ and obtain a regret bound of:

Regy (loga(1/(L:2))) = O Wmi (Ve + er)) ,

as desired. ]

Lemma 2.5.16. Suppose that the clean event (2.22) holds. Let d > 0 be such that for
every i > 0 and every phase p € [logy(1/(L.¢€)),logy(1/(L.€)) + i + 1], the number of models
in & =1{0:A0) € 273 L., 27 L €|} that are deployed in phase p is upper bounded by

Tp

d
(@] (—) > in expectation. Then, the regret incurred in phases p = logy(1/(L.¢€)), within
time horizon T, can be upper bounded as
1
1 logT + €)Y
Reg (loga(1/(L.2)] - 00) < O (Tﬁh@zawia (e ) ) .

mo
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Proof. By Lemma 2.5.13, we see that all models 6 that are active in phase p = [logy(1/L,¢))]
or later have A(#) < 8L,er, < 8L,e. We split these models into suboptimality bands and
define, for each i > 1, the set:

E={0:A(0)c[8-27L,c,16-2""L.¢e)}.

Note that all models deployed starting with phase [log,(1/(L.€))] are in U;»,&;. For a value
of N specified later, we break the analysis into two cases.

Case 1: models in U;~n&;. Since the algorithm runs for at most 7" time steps, the total
regret incurred due to deploying models in U;s y&; is at most

T-16-27N 1L e <8T27 VL e

Case 2: models in U;¢<n&;. By Lemma 2.5.13, we know that all models 6 that are
active is phases p > N +log,(1/L.¢) have A(0) <827 =8-2"VL.e =16-2"""'L e This
means that all models that are active after phase N + log,(1/L.¢) are in U;snE;. Thus, to
bound the regret incurred by deploying models in U;¢;<n&; in phase [log,(1/L.e)] or later,
we only need to consider phases p = [logy(1/L.€)],..., N +1log,(1/L.¢).

For 1 < i < N, consider &. By Lemma 2.5.13, we know that any 6 € & can only be

active during phases p < logy(1/L.,e) + i + 1. By assumption, in phase p, the number of
d
points in &; that are deployed is at most of the order (%) in expectation. Moreover, each

point is deployed n, times. Putting this all together, the expected number of points in &;
deployed in phase p is at most:

3\ 3\* (2¢ + 3/Iog T
0((—) np>:0(< )( s Og))
T'p Tp L2e2r2my
where we use the fact that, given the condition my = o((€ + /log T)?), n, > 1 for large
enough 7' and hence we can bound [n,] < 2n,. Take p = j + logy(1/L,¢)); then, r, = 277,

We sum over phases log,(1/(L.¢)) < p < logy(1/(L.€))+i+ 1 to obtain that in expectation,
the total number of times that these models are deployed is at most:

O(Sd(2€—|—3\/logT §2j(d+2> B (3d(2¢+3\/log T)° ey d+2))'

Lgf‘:ng L252m0

Using the fact that the models have suboptimality at most 16 - 27*L.e = 32 - 270tV ¢ we
see that the regret incurred by deploying models in &; is upper bounded by:

o (3d(2€+ 3v/1og T)? o(i+1) (d+1))

L EMy
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We sum over 1 < ¢ < N to obtain the total regret incurred due to deploying models in

Ur<icnEi
0 <3d(2€ + 3y/log T')? S (N+2)( d+1))

L 2EM

Putting together the two cases we obtain a total regret bound of

0 (3d(2¢ + 3+/log T)22(N+2)(d+1)

Lzéfm(]

+ T2NL25> .

We also can upper bound the regret by 87T'L.e, since all models active after phase phase
|log,(1/(L.€))] have A(#) < 8L, and there are at most 7' time steps in total. This means
that we can bound the regret by:

O <min {TLze "(2¢ + 3vIog T)" o(N+2)(d+1) | po=Np, 5})

L 2EMY

We now choose N to minimize this bound. We let n = 27" and choose some 1 € (0, 1).
The error from optimizing over n € (0,1) instead of an integral value of N contributes at
most constant factors. This means that we can upper bound the regret by:

d
0 (min{TLz 120QC+3VIs T iy oy g})

L,emg

for any n € (0,1). Note that, if n > 1, the second term in the bound is at least as large as
the first term, hence we can choose any n > 0. In particular, we can further upper bound

the regret by
1 d
o (min ( 2¢(2¢€ + 3+/log T) ~@H) | 7L 5))

n>0 L 2EM

Now, we set

B (12d (3vIog T + 2@)2> @

TLE&?QTHO

Thus, we finally get a regret bound of

@ Td+2(Le)d+2(('log +€)>d+2 ,

mo

as desired. O
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Putting everything together

Now, we are ready to prove Theorem 2.3.4.

First, we handle the case where the clean event defined in (2.22) does not hold and the
concentration bound is violated. By Lemma 2.5.11, this happens with probability at most
T—2. The regret incurred in each deployment is at most 1 and there are 7' deployments, so
these events contribute a negligible factor T—! to the expected regret.

For the case where the clean event holds we can build on Lemma 2.5.14, Lemma 2.5.15,
and Lemma 2.5.16. From Lemma 2.5.15, we obtain a bound for the total regret incurred in
phases up to |[log,(1/(L.¢))]. By Lemma 2.5.14 we can set the parameter d in Lemma 2.5.16
to be the (L.e)-sequential zooming dimension, and thus from Lemma 2.5.16 we obtain a
regret bound for all later phases.

Putting all this together yields the desired bound.

2.5.15 Proof of Theorem 2.3.5

The proof of Theorem 2.3.5 relies on two key lemmas. One proves that C; are valid confidence
sets for u, at every step, and the other one proves a regret bound assuming that C; are valid
confidence sets.

Throughout we denote by B,, the unit ball in R™. For a vector x and matrix M, we will
use the notation ||z|y = Va T M.

An important object in the proofs will be S, := S7_, 0:%, ;, where Zo; = mio > zfj ) —
pl ;. Essentially %, is the average over mg samples from Dy, collected at step i. We will
also denote V;(\) = (AT + Y_1_, 6;0]), for an arbitrary offset A > 0, and V; = V;(0). Note

that in the algorithm statement we use >; =V, ( )

1
mo
Clean event

As for Algorithm 2, we introduce a clean event. In this case, the clean event will be defined
as

Eclean = {‘v’t eEN: Lk S Ct}, (224)

where C; are the confidence sets constructed in Algorithm 3.

The technical subtlety lies in the fact that the points 6, are chosen adaptively, hence one
cannot simply apply standard least-squares confidence intervals to argue that the sets C; are
valid. The same difficulty is resolved in the analysis of the LinUCB algorithm and our proof
builds on the proof technique of that analysis.

Before stating the main technical lemma, we start with an auxiliary result that we will
use in the proof.
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Lemma 2.5.17. Suppose that Dy is 1-subgaussian. Then, for all x € B,, and y € R, the
process

1
M, — TSz — —|lylI?
(z,y) eXp<y T 2mollyllvt)

is a supermartingale with respect to the natural filtration, with My(z,y) = 1.

Proof. Since % ; are ——-subgaussian, we know that all one-dimensional projections are also
3 v/mo ?

\/meo—subgaussian, hence on, ,x are independent \/#m;o—subgaussian as well. Using this, we know
Ty T (y'0:)° Hy”‘gtw
E [exp(y 0:20,7) ‘ .B_l] < exp =exp | —
’ 2my 2myg

almost surely. Hence,
1
B0 (o) | Fis] = & [oxp (v S0 = o lolf, ) | i
mo

= M;_1(z,y)E [exp (yTQtZoT,tJC — ZLm()HyH;tatT) ’ -7%—1}
< Mii(z,y)
almost surely. Furthermore, My(x,y) = 1 is trivially true. ]
Now we are ready to state the main technical lemma about the validity of C;.
Lemma 2.5.18. We have that
P{Eaean}t =1 -T2

Proof. First we will show that for any ¢ € (0, 1),

_ 1 1 det(V;(A
P{Ht eN:|[VE(N) 28,7 > e <8m+4log (5) + 2log (%))} <90, (2.25)

for all A > 0.
Let ¥ = o] € R%>*% and let h be the density of N(0,%). Then, for any fixed = € B,,
and M,;(x,y) as in Lemma 2.5.17, define

My(z)= [ Mz, y)h(y)

e 0 (775 gl = -
= ex Sx__ _ -
Rio (27T)d9det(2) RO P\Y ot 2m0HyHVt 2“3’/”21

Notice that we can write

dy.

1 , 1

1 1
T 2 2 _
y S — Z_m[)”yHVt - §H?J||z—1 = §|’St17||(271+%)71 D)
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Thus, by integrating out the Gaussian density, we get
Mi(x)

1 -1
——lly — (Z_l + E) S

exp | =||Six ® )
P 5llet (Bt )~ (2m)%edet(X) Jra ’

Lo o det((27 + X))\ 2
P (5” fx|‘<zl+,xg>1) det(%)

mo -1/2 2 o -
= exp (THVt EOVEE] ) (W) '

Now, by Lemma 20.3 in [105], since M;(z,y) is a supermartingale then M, (z) is a non-
negative supermartingale with My(x) = 1. Thus, we can apply the maximal inequality to
get

2714—%

P {3t € N : log My(z) > log(1/6)}

=P {Elt eN: %H%(A)’l/QStx\|2 - %log (%;(/\))) > log(l/é)} < 0. (2.26)

Inequality (2.26) is valid for all fixed x € B,,; to prove inequality (2.25), we use a covering
argument. Let N1, denote a s-net of B,,, and note that we can make |N%’m] < 5. Then,

V)20 = mas Vi)™ 28] < 2 mas Vi) 284
3,m
Therefore, we can apply a union bound to conclude that for all s > 0,

P{3teN:|V,(\) V25> > s} <P {Ht eN: max [|[V;(\)Y2Sz|? > S}

IENl/Qym

e |

< ¥ P{Ht eN: Vi) Y282 > f}.

€N /2.m

=~

By picking s = - (8m-+41log 1 +2log(20iA)) > L (410g 57+ 21og(4UViN) )) and applying
Equation (2.26), we get

_ 1 1 det(V;(N)) )
, 1/2 q |2 1 f
IP{EItEN. INACY e = o (8m+410g (5> + 2log <—)\d® < E o < 0.

$€N1/2,'m

This completes the proof of inequality (2.25).
It remains to relate this bound to the definition of C;. We can write

/lt — MUk = V;f(/\)_lst + V;f()\)_lv;f,u* — M,

dy
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and therefore

IVe()Y2 (1 — )| = Vi) 728, + Vi)Y (Vi) TV; = D
< Vi) 28+ VIl (Vi) Vi = DV (Vi) Ve = Do |
= Vi) 28l + VAVl (T = Vi) Vo) ]
= [Vi(N) 728l + VAl

where the second equality follows by writing V; = V;(A\) — AI. Note additionally that by
max{||f|| : 0 € ©} <1 and the AM-GM inequality,

do do
det(V;(A)) < (%trace‘/}()\)) < <d®;\®+t)

Applying Equation (2.25), setting 0 = % and A = mio completes the proof. O]

Regret bound on the clean event

The place where the structure of the performative risk comes into play is the following lemma,
where we relate the suboptimality of the deployed model 6; to properties of the confidence
set Cy.

Lemma 2.5.19. Suppose that the clean event (2.24) holds. Then, we can bound the subop-
timality of 0; by

Al < mm{l,Lz sup ||<u—u'>Tet||}.

Hop! €Cy

Proof. In what follows, all expectations are taken only over a sample zy ~ D, independent
of everything else (i.e., all other random quantities are conditioned on).
Since the loss is bounded, we know A(#;) < 1. For the other bound, notice that

A(6) = El(zo + 1) 04:6,) — Bl(20 + 11 Op0; Opo).

By the definition of the algorithm and the clean event, we can lower bound the second term
El(20 + p Opo; Opo) as follows:

El(20 + p1. 0po; Opo) = PRLg(fpo) = PRip(6:) = El(20 + [/ 015 60,),
for some ji; € C;. This means that:

To finish, we use Lipschitzness of the loss to upper bound this by L. ||(g. — ji¢) "0:]|. Using the
clean event, we can further upper bound this by L. sup, ,cc, ||(1t — 1) T0;]| as desired. [
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We now use this bound on the suboptimality of deployed models, along with the structure
of the confidence sets, to bound the regret on the clean event.

Lemma 2.5.20. Let 1 < 1 < P9 < ... 071 and assume that the loss ((z;0) is L,-Lipschitz

i z. Assume that the event
21 ’
V2 a0 <
t—1 (mo) (N et 1) 5t}

holds true, for all 2 <t < T. Then, on this event, Algorithm 3 satisfies:

T
Z AB,) =0 (1 + \/d@TﬁT log (d@—;—gmo) max{L,, 1}) :

t=1

,u*ECtQ{,ueRd@””:’

Proof. Asin the proof of Lemma 2.5.19, all expectations are taken only over a sample zy ~ Dy
independent of everything else (i.e., all other random quantities are conditioned on).

First, we separately bound the regret of the first step as O(1), using the fact that the
loss is bounded in [0, 1].

For the remainder of the steps, we apply Lemma 2.5.19 to upper bound A(6;). Using
this, coupled with structure of C;, we can obtain the following upper bound, for any A > 0:

AB) < mm{l,Lz sup ||<u—//>T9t||}

Hopt' €Cy

<mm{1,Lz sup [l — )TV O0] - VY200 mu}

B €Cy

mm{l 2L, \/EHVt_i /2 Qt”}

< 2v/Brmin {1, LIV, ()0 }

where the last line uses the fact that Gr > max{1, 5;}.
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By the Cauchy-Schwarz inequality,

T
<2, [T8r > min {1, 22|V, 2> (V612

t=2

T
<2, T8 > min {1, max{1, L2V, 2/ ()6,?}

t=2

T
<2, [Tmax{1, 280 Y min {1, V26|

t=2

T
=2max{1, L, },|Thr Zmin {17 "‘/;:11/20\)97&“2}'

t=2

Finally, we use Lemma 19.4 in [105] that says

T
, _ traceVo(A) + T deA+T
me {L Hvt—iﬂ()‘)@t‘ﬁ} < 2dg log (d@det(‘go()\))l/d@) = 2de log (cl@—)\> .
t=2

Using this expression in the equation above and setting A = mio yields the final result. [J

Putting everything together

8m+-8log T'+2dg log ( @ﬂ)

We take /B, = max {1, \ /mLOM* +\/ - = . By the constraint that

mo = o(logT), we see that second branch dominates over the first one and so, for large

enough T, \/B; = mioM* —i—\/

8m+8log T+2de log (d@j%)

mo

1
VR —) (= i
t—1 (mo) (1 — fig—1)

. Lemma 2.5.18 shows that:

2
<5t}-

Moreover, the contribution of the complement of the clean event to the overall regret is
negligible. Plugging this choice of f; into the bound of Lemma 2.5.20 completes the proof
of Theorem 2.3.5.

u*ECtg{,uERdexmz‘




80

Chapter 3

Beyond Performative Prediction

In Chapter 2 we developed a framework for reasoning about prediction when it affects and al-
ters the phenomena it aims to describe. We introduced two solution concepts—performative
stability and performative optimality—and studied algorithms for finding these equilibria.

In this chapter we take a step back and reevaluate the core of the performative prediction
framework. In particular, we argue that there are ubiquitous scenarios where the act of
prediction alters the patterns it aims to describe, but in a way that is different than—
arguably even opposed to—the performative prediction formalism. These scenarios will be
particularly common in the context of online platforms, whose distinctive feature is dominant
computational power and abundant data resources.

To give an example of an interaction that is not adequately described by performative
prediction, consider ride-sharing platforms that deploy algorithms for determining travel fare
as a function of trip length and relevant traffic conditions. These pricing mechanisms are
frequently updated based on the current supply and demand, and in particular a dip in the
supply of drivers triggers so-called surge pricing. Méhlmann and Zalmanson [128] observed
that drivers occasionally coordinate a massive deactivation of drivers from the platform,
artificially lowering driver supply, only to get back on the platform after some time has
passed and the prices have surged. In this example the platform’s pricing algorithm reacts
to the drivers’ action. In other words, the algorithm responds to the population around which
it operates. In contrast, a core feature of performative prediction is that the population—
abstracted away via a distribution map—responds to the decision-making algorithm.

In reality the interaction between decision-making algorithms and the population they
serve is two-way, and in this chapter we focus on the direction not captured in Chapter 2.
Unlike in performative prediction, where the learner selects a predictive model described
by a parameter vector # and the population responds with a distribution D(#), we study
settings where a population selects a data distribution D and the learner responds with a
model #(D). Like in the ride-sharing example, we focus on interactions driven by strategic
incentives.

The material in this chapter is based on works co-authored with Moritz Hardt, Michael
I. Jordan, Eric Mazumdar, Celestine Mendler-Diinner, and S. Shankar Sastry [75, 194].
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3.1 The role of order of play

Individuals interacting with a decision-making algorithm often adapt strategically to the
decision rule in order to achieve a desirable outcome. While such strategic adaptation might
increase the individuals’ utility, it also breaks the statistical patterns that justify the decision
rule’s deployment. This widespread phenomenon, often known as Goodhart’s law, can be
summarized as: “When a measure becomes a target, it ceases to be a good measure” [156].

A growing body of work known as strategic classification [21, 44, 76] models this phe-
nomenon as a two-player game in which a decision-maker “leads” and strategic agents subse-
quently “follow.” Specifically, the decision-maker first deploys a decision rule, and the agents
then take a strategic action so as to optimize their outcome according to the deployed rule,
subject to natural manipulation costs. For example, a bank might make lending decisions
using applicants’ credit scores. Knowing this mechanism, loan applicants might sign up for
a large number of credit cards in an effort to strategically increase their credit score at little
effort. As discussed in Chapter 2, strategic classification is a special case of performative
prediction.

One of the main goals in strategic classification is to develop strategy-robust decision
rules; that is, rules that remain meaningful even after the agents have adapted to them. Re-
cent work has studied strategies for finding such rules through repeated interactions between
the decision-maker and the agents [8, 38, 49]. In particular, the decision-maker sequentially
deploys different rules, and for each they observe the population’s response. Under regularity
conditions, over time the decision-maker can find the optimal solution, defined as the rule
that minimizes the decision-maker’s loss after the agents have responded to the rule.

With the emergence of online platforms such as social media and e-commerce sites, re-
peated interactions between decision-makers and the population have become ever more
prevalent. Online platforms continuously monitor user behavior and update pricing algo-
rithms, recommendation systems, and popularity rankings accordingly. Users, on the other
hand, take actions to ensure favorable outcomes in the face of these updates.

A distinctive feature of online platforms is the decision-maker’s dominant computational
power and abundant data resources, allowing the platform to react to any change in the
agents’ behavior virtually instantaneously. For example, if fake news content changes over
time, automated algorithms can quickly detect this and retrain the classifier to incorporate
the shift. It has been observed [see, e.g., 25, 40, 128] that, when faced with such “reactive”
algorithms, strategic agents tend to take actions that anticipate the algorithm’s response.
That is, through repeated interactions, agents aim to find actions that maximize the agents’
utility after the decision-maker has responded to these actions. This suggests that the order
of play in strategic interactions can in fact be reversed, such that the agents “lead” while
the decision-maker “follows.”

We argue that the order of play in strategic classification is fundamentally tied to the
relative update frequencies at which the decision-maker and the strategic agents adapt to
each other’s actions. We show that, by tuning their update frequency appropriately, the
decision-maker can select the order of play in the underlying game. Furthermore, in natural
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settings we show that allowing the strategic agents to play first in the game can actually be
preferable for both the decision-maker and the agents. This is contrary to the order of play
previously studied in the literature, whereby the decision-maker is always assumed to make
the first move.

3.1.1 Model

Throughout we denote by z = (x,y) the feature-label pairs corresponding to the strategic
agents’ data. We assume that the decision-maker chooses a model parameterized by 6 €
© C R? where O is convex and closed, and that their loss is measured via a convex loss
function ¢(z;0). The strategic agents measure loss via a function r(z;6) and, collectively,
they form a distribution in the family {D,, : p € M C R™}, where M is convex and closed.
Here, p denotes the aggregate summary of all agents’ actions. The data observed by the
decision-maker is D,, and as such varies depending on the agents’ aggregate action .

We denote L(p,0) = E.p, €(2;0), and R(;t,0) = E..p, r(z;0). With this, the agents’
best response is given by upgr(f) = argmin, R(u, ) and the decision-maker’s best response
is given by Opr(p) = argmin, L(p, ). We assume that the best responses for both players
are always unique.

If the decision-maker acts as the leader in the game, their incurred Stackelberg risk is equal
to SR (0) = L(upr(0),6). Similarly, we let SRr(u) = R(u, 0pr(1t)) denote the Stackelberg
risk of the agents when they lead in the game. We let s and pgg denote the decision-
maker’s and strategic agents’ equilibrium, respectively: fsg = argmin, SRy (0) and psg =
argmin, SRp(x). We assume that each equilibrium is unique. Note that the two players
cannot compute their respective equilibrium “offline”, as we do not assume they have access
to the other player’s loss function.

As discussed earlier, we assume that there is an underlying timescale according to which
the agents re-evaluate their features. Specifically, after each time interval of fixed length, the
agents observe the currently deployed model, as well as their loss according to that model,
and possibly modify their features accordingly. The decision-maker, aware of the agents’
timescale, can choose to be proactive, meaning they choose an update frequency slower than
that of the agents, or reactive, meaning they choose a higher update frequency. This power
asymmetry that allows the decision-maker to choose a timescale is characteristic of online
platforms with abundant resources.

We use the term epoch to refer to a period between two updates of the slower player
(which player is the slower one is up to the decision-maker). In particular, the ¢-th epoch
starts with a single update of the slower player, followed by 7 € N updates of the faster
player. The rate 7 is fixed.

We use 0; and p; to denote the iterate of the decision-maker and the strategic agents,
respectively, at the end of epoch t. Furthermore, for the faster player, we use double-indexing
to denote the within-epoch iterates. For example, if the decision-maker is the faster player,
we use {Gw};-:l to denote their iterates within epoch ¢. Note that 6,, = 6,. We also let
0, = % Z;zl 0;,;. We adopt similar notation when the agents have a higher update frequency.
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Rational agents in the face of varying update frequencies

Adopting the distinction between reactive and proactive decision-makers, it is crucial to re-
evaluate what it means for the strategic agents to behave rationally. We argue that rational
behavior must depend on the relative update frequencies of the decision-maker and the
agents.

As a running toy example, consider a decision-maker building a model with the goal of
distinguishing between spam and legitimate emails. The population of strategic agents aims
to craft emails that bypass the decision-maker’s spam filter. Here, u could determine the
number of words in an email, types of words used, etc. The loss R(u,6) could be some
decreasing function of the number of daily clicks on email content, given spam filter # and
emails crafted according to u. In the following discussion assume that the timescales of the
decision-maker and the agents have a significant separation: the decision-maker is either
“significantly faster” or “significantly slower.” As we will make more formal later on, our
results will generally assume a sufficiently large separation between the timescales. In the
following paragraphs we informally describe rational agent behavior in the context of update
frequencies.

Proactive decision-maker. First, assume that the decision-maker is proactive, and sup-
pose they deploy model #. By definition, this model remains in place for a relatively long
time, as observed by the agents. Then, by choosing features p, the agents experience loss
R(u,0) during that period, and as a result the most rational decision is to choose features
ppr(0). In the running example, if § is a spam filter that is in place for many months, it
is rational for spammers to craft emails that are most likely to bypass filter #. This is just
the usual best response—as we alluded to earlier, when the decision-maker is proactive, our
setup is similar to that of strategic classification.

Reactive decision-maker. Now assume that the decision-maker is reactive, and suppose
the agents observe 0 as the current model. Then, by setting i, the agents do not experience
loss R(u, ). Rather, their loss is R(u,0r(1)), where Og () denotes the decision-maker’s
reaction to the agents’ choice pu. In the spam example, suppose that the decision-maker
can aggregate and process data quickly, and retrains the spam filter every couple of hours.
Moreover, suppose that the spammers adapt their emails only once per week. Then, the
agents’ loss after choosing u (evaluated weekly) is determined by the number of clicks allowed
by the updated filter g (1), not the old filter 6. Therefore, if the agents could predict Og (1),
the agents’ optimal decision would be to choose arg min,, R(,0r(x)). In other words, rather
than choose the best response to 6, rational agents interacting with a reactive decision-maker
would choose i so that it triggers the best possible reaction from 6.

We formalize this intuitive behavior by assuming that the agents are no-regret learn-
ers [147]. This essentially means that their average regret vanishes as the number of actions
grows. More formally, we assume the following behavior depending on the relative update
frequencies:
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e [f the decision-maker is proactive, then for any 6;, the agents’ strategy ensures:

1 T
— E E R(p,,6;) — min R(p1,6;) — 0 as 7 — oo. (A6)
T n

Jj=1

e If the decision-maker is reactive, then for any response function 6g(u), the agents’
strategy ensures:

T
1 .
= > E Ry, 0r () — min R(p, O (1)) — 0 as T — oo, (A7)
T — "

whenever such a strategy exists. If the agents’ loss is convex, the first condition can be
satisfied by simple gradient descent. In fact, gradient descent would typically imply an even
stronger guarantee, namely the convergence of the iterates, ¢, — ppr(f:). The second
condition can be satisfied by various bandit strategies if R(u,0r(p)) is Lipschitz and M
is bounded (and we will impose these conditions explicitly in the following section). That
said, it seems hardly suitable to assume that the agents run a well-specified optimization
procedure. For this reason, we will for the most part avoid making explicit algorithmic
assumptions on the agents’ strategy and our main takeaways will only rely on rational agent
behavior in the limit, as in equations (A6) and (AT).

3.1.2 Learning dynamics

We study the limiting behavior of the interaction between the decision-maker and the strate-
gic agents. We show that, by running classical optimization algorithms, the decision-maker
can drive the interaction to a Stackelberg equilibrium with either player acting as the leader.

Convergence to decision-maker’s equilibrium

In general, we do not expect the decision-maker to be able to compute derivatives of the
function SRy. For this reason, to achieve convergence to the decision-maker’s equilibrium,
we consider running a derivative-free method. One such solution is the “gradient descent
without a gradient” algorithm of Flaxman et al. [62]. Past work [49] also considers this
algorithm with the goal of optimizing SRy, but it assumes instantaneous agent responses.
In other words, it assumes query access to SR, directly, while we consider perturbations due
to imperfect agent responses.
Specifically, we let the decision-maker run the following update:

d . _
¢t+1 = H@(¢t — ﬁtgL(ﬂt, (bt + 5ut)ut), where U ~ Unif (Sd 1) . (31)
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Here, Ilg denotes the Euclidean projection, Unif (Sdfl) denotes the uniform distribution
on the unit sphere in R? 7, is a non-increasing step size sequence, and § > 0 is a fixed
hyperparameter. The deployed model in the t-th epoch is set as 6, = ¢, + duy.t

We provide convergence guarantees assuming that the decision-maker’s Stackelberg risk
SRy is convex. While this condition doesn’t follow from convexity of the loss ¢(z;6) alone,
previous work has established conditions for convexity of this objective for different learning
problems and agent utilities [49, 125]. For example, in the linear and logistic regression
examples discussed in the following section, the decision-maker’s Stackelberg risk will be
convex.

Theorem 3.1.1. Denote by Dg the diameter of ©, and suppose that |L(u,0)| < B for all
w, 0. Furthermore, suppose that SRy, is convex and (-Lipschitz and L(u,0) is f5,-Lipschitz
in the first entry for all . Then, if the decision-maker runs update (3.1) with n, = nod_%t_%
and § = Sod2T~Y4, it holds that

T

D3 2B?
Z [SR.(6;)] — SRL(Osk)) < ( = )
t=1

2_770+ 52 \/_T3/4+5#D@ZEHM pBr(0:) |2

t=1

Moreover, assuming that the agents are rational (A6) and M is compact, we have

lim > (E[SR.(6))] — SR (fsk)) < (f—;@o + 25—?) Vdr/t, (3.2)

Remark 3.1.1. For Theorem 3.1.1, we assume that the agents are rational in a relatively
weak sense, by assuming no-regret behavior. Often, however, we expect the agents’ strateqgy
to achieve iterate convergence, and not just vanishing regret. More precisely, it makes sense
to expect p. — pupr(0:) as T — oo. For example, this guarantee is achieved by gradient
descent in a variety of settings. In that case, the decision-maker can simply use the last
iterate instead of the average one:

d . _
11 = Ho(py — mSL(Mt’ ¢r + Sug)uy), where u, ~ Unif (S471). (3.3)
Similarly, E||f: — usr(6:)||2 would be replaced by E||u: — ppr(0:)||2 in the bound of Theo-

rem 3.1.1.

In some cases, the additional regret due to imperfect agent responses does not alter the
asymptotic rate at which the decision-maker accumulates regret even if the epoch length 7
is constant and does not grow with 7. To illustrate this point, we consider strategic agents
that follow the gradient-descent direction on a possibly nonconvex objective with enough

!Technically, this assumes that we can deploy a model in a d-ball around ©. Another solution would be
to use a projection onto a small contraction of © in equation (3.1). This is a minor technical hurdle common
in the literature. The rate in Theorem 3.1.1 is unaffected by the choice of solution to this technical point.
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curvature. More precisely, we assume that for all 6, R(u, ) satisfies the Polyak-Lojasiewicz
(PL) condition:

, 1
Y(R(p,6) — min R(u, 0)) < ||V, R(1,0)|13,
pEM 2

for some parameter v > 0. Suppose that the agents’ update is computed as:

fje1 = peg — NuV R (b, 0), (3.4)

where 7, > 0 is a constant step size and p;o = p4—1,-. In this case, gradient descent achieves
last-iterate convergence and hence we assume that the decision-maker uses the update in
equation (3.3).

Theorem 3.1.2. Assume the conditions of Theorem 3.1.1. In addition, suppose that R(y,0)

18 ﬁff-smooth in u for all 0 and satisfies the PL condition with parameter v, and ugr(0) is

Per-Lipschitz in 0. Assume that the strategic agents run update (3.4) with n,, < ﬁ% Further,
m

suppose the epoch length is chosen so that T > log(B}/v)/log (1/(1 —m,)). Then, for some
constant a(1) € (0,1), we have

120 — pimr (00) |2 + *228E0 /T
1—a(r) ‘

T
D Bl — psr(8:)2 <

t=1

Therefore, the decision-maker’s regret is O(\/EZT 3/1) even with a constant epoch length.
This result crucially depends on the fact that the optimization problems that the agents solve
in neighboring epochs are coupled through ;o = py—1-. If 10 were reinitialized arbitrarily
in each epoch, the extra regret would be linear in 7" given constant epoch length.

Convergence to strategic agents’ equilibrium

Now we analyze the case when the decision-maker is reactive. Given a large enough gap in
update frequencies—that is, a large enough epoch length 7—the decision-maker can converge
to their best response to the current iterate u; between any two actions of the agents.
The most natural choice for achieving this is to run standard gradient descent, 0, ;+1 =
O — MVoL(pe, 01 1). In what follows we provide asymptotic guarantees assuming that the
decision-maker runs any algorithm that achieves iterate convergence. This condition can be
satisfied by gradient descent in a variety of settings. Formally, we assume that for any fixed
1, the decision-maker’s strategy ensures

162+ = Or (1) ll2 = 0, (3.5)

as 7 — oo. Here, —, denotes convergence in probability.

We first observe that, in the limit as 7 grows, the agents’ accumulated risk is equal to
their accumulated Stackelberg risk at all the actions played so far. This simply follows by
continuity.
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Lemma 3.1.1. Suppose that the decision-maker achieves iterate convergence (3.5) and R
is continuous in the second argument. Then, for all T € N, lim,_ Zthl]ER(ut,Qt) =

> 1 ESRr(1u).

In other words, in every epoch the agents essentially play a Stackelberg game in which
they lead and the decision-maker follows. This holds regardless of whether the agents behave
rationally. If they do behave rationally (condition (A7)), we show that both the agents’ and
the decision-maker’s average regret with respect to (usg,fsr(psg)) vanishes if the agents’
updates are continuous. To formalize this, suppose that for all ¢ € N, the agents set ;11 =
Dyi1(p1,01, .. g, 0, &41), where Dyyq is some fixed map and &, is a random variable
independent of {(u;,0;)}i<t. We include &1 as an input to allow randomized strategies.
Then, we will say that the agents’ updates are continuous if Dy, is continuous in the first
2t coordinates for all ¢t € N.

Theorem 3.1.3. Suppose that the agents’ updates are continuous and rational (A7), and
that M is compact. Further, suppose that the decision-maker achieves iterate convergence
(3.5) and SRg and SRy, are Lipschitz. Then, it holds that

T—oo0T—00 T’ T—oo T—00 T’

T T

. 1 . .1

lim lim — E ESRg(ut) —SRr(psg) =0, lim lim — E E L(p,0:) — L(psg, Or (pse)) = 0.
t=1 t=1

3.1.3 Preferred order of play

While we have shown that the decision-maker can tune their update frequency to achieve
either order of play in the Stackelberg game, it remains to understand which order of play
is preferable for the decision-maker and the strategic agents. In the following examples, we
illustrate that in classic learning settings both players can prefer the order when the agents
lead. This suggests that the natural and overall more desirable order of play is sometimes
reversed compared to the order usually studied.

At first, it might seem counterintuitive that the decision-maker could prefer to follow. To
get some intuition for why following might be preferred to leading, recall that in zero-sum
games following is never worse. In particular, suppose R(u,0) = —L(ju,0). Then, the basic
min-max inequality says

L(pse, Osr(pse)) = mjlxmein L(p,0) < min max L(p,0) = L(usr(0se), Osk),

with equality if and only if a Nash equilibrium exists. Therefore, if a Nash equilibrium does
not exist, following is strictly preferred.

Since strategic classification is typically not a zero-sum game, we look at two common
learning problems and analyze the preferred order of play.
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Linear regression

Suppose that the agents’ non-strategic data, (x¢,y), where zq is a feature vector and y the
outcome, is generated according to

xON’D(b yzxgﬁ—i_ga

where Dy is a zero-mean distribution such that E, p, zozg = I, f € R? is an arbitrary
fixed vector, and & has mean zero and finite variance o?. We denote the joint distribution
of (zo,y) by Dy.

Recall that we use z to denote the pair (z,y). Suppose that the decision-maker runs
standard linear regression with the squared loss:

(2 0) = %(y _ 2o

The agents aim to maximize their predicted outcome, r(2;6) = —07z, subject to a fixed

budget on feature manipulation—they can move to any x at distance at most B from their
original features zg: ||x — zolls < B. A similar model is considered by Kleinberg and
Raghavan [99] and Chen et al. [38]. More precisely, we let M = {u € R? : ||u|s < B}
and define D, to be the distribution of (z,y), where (zo,y) ~ Dy and = x¢ + p. Then,
R(p,0) =E..p, 7(2;0) = —p"0 and L(y, 0) = E..p, {(z; ).

We prove that both the decision-maker and the agents prefer the agents’ equilibrium.

Proposition 3.1.1. Assume the linear regression setup described above. Then, we have

o®  ||B]|3min(1, B) o’ |BI3B?

—_— = < = — _

2 " 2(1+ min(1, B)?) Linse, Ourlpse)) < SRe(0se) = 5 + 2(1 + B2)’
1Bl min(1, B) _118l:B

= SRr(use) < R(upr(bsk), Osg) =

1+ min(1, B)? 1+ B?

When B < 1, the losses implied by the two scenarios are the same, while when B > 1,
having the agents lead is strictly better for both players. Moreover, the strategic agents’
manipulation cost is no higher when they lead: ||usgl|l2 < ||#Br(OsE)||2-

Logistic regression

Next we consider a classification example. Suppose that the non-strategic data (zg,y) is
sampled according to a base joint distribution Dy supported on R? x {0,1}. Unlike in the
linear regression example, we place no further constraint on Dj.

We assume that the decision-maker trains a logistic regression classifier:

0(2:0) = —yz "6 +log(1 + ¢ ?).

The agents with y = 0 can manipulate their features to increase the probability of being
positively labeled. A similar setup is considered by Dong et al. [49]. As in the previous
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Figure 3.1: Difference in decision-maker’s and agents’ risk implied by the two Stackelberg
equilibria, for different values of B and p.

example, the agents have a limited budget to change their features: if their non-strategic
features are x, they can move to any x which is at distance at most B from zy, ||[z—zo|]2 < B.
Thus, we set M = {u € R? : ||u|l2 < B} and denote by D,, the joint distribution of (z,v)
where (x,y) ~ Dy and © = z¢ + pl{y = 0}. We let R(u,0) = —p'60 and L(p,0) =
EZNDH é(z, 9)

Proposition 3.1.2. Assume the logistic regression setup described above. Then, we have

L(pse, Osr(1se)) < SRL(0sk) and SRr(pse) < R(pusr(fsk), Osk)-

There exist configurations of parameters such that the inequalities in Proposition 3.1.2
are strict, meaning that both players strictly prefer the agents to lead. We illustrate this em-
pirically. In Figure 3.1 we generate non-strategic data according to y ~ Bern (p) and zg|y ~
N(4y —2,1) and plot the difference in risk between the two equilibria for the decision-maker
and the agents, for varying B and p. For large p and small B, we see no difference between
the equilibria. However, as p decreases and B increases, it becomes suboptimal for both
players if the decision-maker leads.

3.1.4 Experiments

As proof of concept, we demonstrate our theoretical findings empirically in a simulated
logistic regression setting. The non-strategic data is generated as

y ~ Bern (p) and zoly ~ N((2y — 1), I).

In other words, xoly =1 ~ N (o, I) and xoly = 0 ~ N (—a, I).

In the first set of experiments, we adopt the model from Section 3.1.3 where agents are
constrained in how they modify their features. In the second set of experiments we adopt
a model more akin to that of Dong et al. [49] where the negatively classified agents are
penalized from deviating from their true features.
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Figure 3.2: Decision-maker’s and agents’ average running risk for varying p and B = 2. The
dotted lines denote the loss at the respective equilibria. For p = 0.9, the decision-maker’s
equilibrium and the agents’ equilibrium coincide and the curves converge to the same value.

Y

w1 0.300

= 0.275

")

< 0.250

D o0.225

~

G 0.200

g 0.175

g 0.150

-= 0,125

B

8 0.100
0.075

©

p=0.1,B=1

decision-maker leads
—— agents lead

0 10000 20000 30000 40000 50000
epoch

p=0.1,B=1

| |
=P
N o

| |
Il
o

-1.8

agents' risk

| | |
NN
> N o

decision-maker leads
—— agents lead

0 10000 20000 30000 40000 50000
epoch

~

n

- 0.300
n 0275
O 0.250
~

5 0.225
& 0.200
& 0175
.© 0150
‘G 0125

(]
S 0.100

-0.75
-1.00

risk

-1.25
0 -150
-1.75

-2.00

agents

-2.25

p =0.5 B=1

decision-maker leads
—— agents lead

0 10000 20000 30000 40000 50000
epoch

p=0.5 B=1

decision-maker leads
—— agents lead

0 10000 20000 30000 40000 50000
epoch

X p =0.9,B=1
=
» 0.105
“
2 0.100
©
£ 0.095
1

c

0.090 -
8 decision-maker leads
5 0.085 —— agents lead
[}
© 0 10000 20000 30000 40000 50000

epoch
p=0.9 B=1

-0.5 decision-maker leads
¢ R
W —10 agents lead
—
wn -15
)
OC) -2.0
()]
®© -25

-3.0

0 10000 20000 30000 40000 50000

epoch

Figure 3.3: Decision-maker’s and agents’ average running risk for varying p and B = 1. The
dotted lines denote the loss at the respective equilibria. The decision-maker’s equilibrium
and the agents’ equilibrium coincide everywhere and the curves converge to the same value.



CHAPTER 3. BEYOND PERFORMATIVE PREDICTION 91

p=0.1A=1 s p=05A=1 p=091=1
ﬁ 20 decision-maker leads f‘n decision-maker leads ﬁ 14 decision-maker leads
; —— agents lead ; 2.0 —— agents lead ; 1.2 —— agents lead
o b 10
15 (7] g
9 X 15 9
© g @© 0.8
E 10 = Lo € os
5 S s
= = = 0.4
Y os 2D os .
[0 I I e e (] (¥}
Q| e T 9] e T © 027
o [ S 5 B e A
0.0 0.0 0.0
0 20000 40000 0 20000 40000 0 20000 40000
epoch epoch epoch
p=01A=1 p=05A=1 p=09A=1
0.5 - L 0.5 —
decision-maker leads 0.0 decision-maker leads decision-maker leads
—— agents lead ’ —— agents lead 00 —— agents lead
« 00 ¥ o
0 (%] .
E = 1.0
< -0 w b
-~ -
c c -15
Q 5 (]
o -1 o _
g 20
=25
-1.5
-3.0

Figure 3.4: Decision-maker’s and agents’ average running risk for varying p and A = 1. The
dotted lines denote the loss at the respective equilibria.

In both settings, first we let the decision-maker lead and the agents follow, and then
we switch the roles. For both orders of play, the slower player runs the derivative-free
update (3.3), and the faster player runs standard (projected) gradient descent. To be able
to analyze the long-run behavior, we also numerically approximate the Stackelberg risks of
the decision-maker and the strategic agents and find the global minima which correspond to
the decision-maker’s and agents’ equilibria respectively.

Agents with constraints

To begin, we verify our theoretical findings from Section 3.1.3. We generate 100 samples, fix
a=2,d=1, and vary B and p. We run the interaction for a total of 7' = 50000 epochs,
with each epoch of length 7 = 200.

In Figure 3.2 and Figure 3.3 we plot the decision-maker’s and the agents’ average running
risk against the number of epochs, for the two different orders of play, for B =2 and B =1,
respectively. For p € {0.1,0.5} and B = 2, we observe a clear gap between leading and
following, the agents leading being the preferred order for both players. For p = 0.9 or
B =1, the two equilibria coincide asymptotically; however, generally we find that the two
players still prefer the agents to lead even after a finite number of epochs.
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Figure 3.5: Decision-maker’s and agents’ average running risk for varying p and A = 20. The
dotted lines denote the loss at the respective equilibria. For p = 0.9, the decision-maker’s
equilibrium and the agents’ equilibrium coincide and the curves converge to the same value.

Agents with costly deviations

In this section, we verify our findings on a model where the decision-maker’s problem is
the same logistic regression problem posed in Section 3.1.3, but the strategic agents are
penalized for deviating from their true features. In particular, the agents’ risk R takes the
form: R(yu,0) = 3||ul|* — 47'6. We note that although this setup is conceptually very similar
to that in Section 3.1.3 (increasing A can be seen as shrinking the constraint set), it allows us
to highlight that the experimental results are not caused by interactions with the constraints.
Further, this setup is more readily comparable to previous models studied in, e.g., [49].

We generate 100 samples in R?, fix o = 1.5[1,1]", and vary A and p. We run the
interaction for a total of T = 50000 epochs, with each epoch of length 7 = 100. In Figure 3.4
and Figure 3.5 we plot the decision-maker’s and the agents’ average running risk against the
number of epochs, for the two different orders of play and for A = 1 and A = 20 respectively.

In Figure 3.4 we observe a gap between the decision-maker’s risk at their Stackelberg
equilibrium and at the agents’, and see that the decision-maker consistently prefers the
agents leading. The agents consistently prefer leading as well, meaning that both sides prefer
if the order of play is flipped. In Figure 3.5 we observe that as A and p increase, the gap
between the two equilibria shrinks and disappears entirely when p = 0.9 and A = 20. This is
similar to the behavior seen in the constrained agent problem where shrinking the constraint
set gives rise to Nash equilibria where neither player strictly prefers leading or following.
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3.2 Algorithmic collective action

Throughout the gig economy, numerous digital platforms algorithmically profile, control, and
discipline workers that offer on-demand services to consumers. Data collection and predictive
modeling are critical for a typical platform’s business as machine learning algorithms power
ranking, scoring, and classification tasks of various kinds [70, 150, 184].

Troves of academic scholarship document the emergence and preponderance of precarity
in the gig economy. [181] argue that platform-based algorithmic control can lead to “low
pay, social isolation, working unsocial and irregular hours, overwork, sleep deprivation and
exhaustion.” This is further exacerbated by “high levels of inter-worker competition with few
labor protections and a global oversupply of labor relative to demand.” In response, there
have been numerous attempts by gig workers to organize in an effort to reconfigure working
conditions. A growing repertoire of strategies, as vast as it is eclectic, uses both physical and
digital means towards this goal. Indeed, workers have shown significant ingenuity in creating
platform-specific infrastructure, such as their own mobile apps, to organize the labor side of
the platform [34, 140]. Yet, “the upsurge of worker mobilization should not blind us to the
difficulties of organizing such a diverse and spatially dispersed labor force.” [167]

Beyond the gig economy, evidence of consumers seeking to influence the algorithms that
power a platform’s business is abundant. Examples include social media users attempt-
ing to suppress the algorithmic upvoting of harmful content by sharing screenshots rather
than original posts [25], or individuals creating bots to influence crowd-sourced navigation
systems [155]. The ubiquity of such strategic attempts calls for a principled study of how
coordinated groups can wield control over the digital platforms to which they contribute
data.

In this section, we study how a collective of individuals can algorithmically strategize
against a learning platform. We envision a collective that pools the data of participating
individuals and executes an algorithmic strategy by instructing participants how to modify
their own data. The firm in turn solves a machine learning problem over the resulting data.
The goal of the collective is to redirect the firm’s optimization towards a solution that serves
the collective. Notably, coordination is a crucial lever. When data are plentiful, a single
individual lacks the leverage to unilaterally change the output of a learning algorithm; in
contrast, we show that even small collectives can exert substantial influence.

3.2.1 Problem formulation

We study the strategic interaction of a firm operating a predictive system with a population
of individuals. We assume that the the firm deploys a learning algorithm 6 that operates on
data points in a universe Z = X x ). Each individual corresponds to a single data point
z € Z, typically a feature-label pair. We model the population of individual participants as
a distribution Dy over Z.

We say that a fraction o > 0 of the individuals form a collective in order to strategically
respond to the firm’s learning behavior. The collective agrees on a potentially randomized
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strategy h : Z — Z from a space of available strategies H. The possible strategies H
capture feasible changes to the data. For example, content creators on a video streaming
platform may be indifferent between videos that differ only in a hidden watermark not visible
to human viewers. Freelancers may be indifferent between two resumes that differ only in
inconsequential syntactic details.

The firm therefore observes a mixture distribution

D = aD" + (1 — a)D,,

where we use D* to denote the distribution of h(z), z ~ Dy.

The collective strives to choose a strategy h so as to maximize a measure of success over
the solution f = 6(D) chosen by the firm. Here, f is a mapping from features to labels,
f X — Y. Given a strategy, we use S(«) to denote the level of success achieved by
a collective of size a. The central question we study is how the success S(a) grows as a
function of collective size «, and how large o needs to be in order to achieve a target success
level.

Definition 3.2.1 (Critical mass). The critical mass for a target success level S* is defined
as the smallest « for which there exists a strategy such that S(a) > S*.

Note that, although motivated from the perspective of labor, our formal model can also
serve as a basis for studying collective action on the consumer side of digital platforms.
Before presenting our results we briefly discuss why we focus on collective strategies.

Why collective action? By engaging in collective action, individuals can exert influence
on the learning algorithm that they could not achieve by acting selfishly. In large-population
settings such as online platforms, an individual contributes an infinitesimal fraction of the
data used by the learning algorithm. Thus, under reasonable manipulation constraints, indi-
vidual behavior is largely powerless in systematically changing the deployed model. Instead,
individuals are limited to simple adversarial attacks or individual strategies that do not have
lasting effects on the learning outcome. By coordinating individuals, however, collectives
can wield enough power to steer learning algorithms towards desired goals. In subsequent
sections we show that collectives can often do so while only representing a small fraction of
the training data.

3.2.2 Collective action in classification

We start with classification under the assumption that the firm chooses an approximately
optimal classifier on the data distribution D.

Definition 3.2.2 (c-optimal classifier). A classifier f: X — Y is e-optimal under the dis-
tribution D if there exists a D' with TV(D,D’) < e such that

f(xz) = argmax D' (y|z).

yeY
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Note that a O-optimal classifier is the Bayes optimal classifier with respect to the zero—one
loss function.

Under the above assumption, we focus on two general goals for the collective: planting a
signal and erasing a signal.

Planting a signal

Assume the collective wants the classifier to learn an association between an altered version of
the features g(x) and a chosen target class y*. Formally, given a transformation g : X — X,
the collective wants to maximize the following measure of success:

S(e) = Pop, {f(9(2)) = y"} .

We call this objective “planting a signal” and X* = {g(z): v € X} the signal set. For
example, g(z) could be instance x with an inconsequential trigger (such as a video with an
imperceptible watermark or a resume with a unique formatting) and y* could be a label
indicating that the instance is of high quality (e.g., a high-quality video or a highly qualified
individual). As another example, the collective may have an altruistic goal to help individuals
in a vulnerable subpopulation Xy C X achieve a desired outcome y*. In this case, g(x) could
be a mapping from x to a randomly chosen instance in AXj.

We provide natural strategies for planting a signal and characterize their success as a
function of a. The key parameter that we identify as driving success is the uniqueness of
the signal.

Definition 3.2.3 ({-unique signal). We say that a signal is -unique if it satisfies
Do(X™) < &.

In addition, success naturally depends on how suboptimal y* is on the signal set under
the base distribution. To formalize this dependence, we define the suboptimality gap of y*:

A = s (max Doolo) - Dalylo))
We consider two possibilities for the space of available strategies H. First, we assume that
the individuals can modify both features and labels. We call the resulting strategies feature—
label strategies. Modifying features by, say, planting a trigger often comes at virtually no
cost. Changing the label, however, may be hard, costly, or even infeasible. This is why we
also consider feature-only strategies; such strategies only allow changes to features.

Feature—label signal strategy. We define the feature-label signal strategy as

h(z,y) = (9(2),y") - (3.6)

The result below quantifies the success of this strategy in terms of the collective size and the
uniqueness of the signal.
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Figure 3.6: Illustration of the success rate predicted by Theorem 3.2.1. In the first we fix
e = 0 and vary &, and in the second we fix £ and vary the classifier’s suboptimality, €. We
upper bound A by one.

Theorem 3.2.1. Consider the feature—label signal strategy and suppose that the signal is
&-unique. Then, the success against an e-optimal classifier is lower bounded by
l—«a €

A€ —

a 1—¢

SR(a) > 1 —

Rearranging the terms, we obtain an upper bound on the critical mass given a desired
success probability (e.g., 90%).

Corollary 3.2.1. Suppose the signal is &-unique. Then, the critical mass for achieving
success SR* € (0, 1) with feature-label strategies against an e-optimal classifier is bounded by
A€
1-SR"— = +A-¢

o <

(3.7)

Therefore, in order to achieve success it suffices to have a collective size proportional
to the uniqueness of the signal and the suboptimality of y* on the signal set, as long as
these parameters are sufficiently small relative to the target error rate 1 — S*. This suggests
that planting signals that are exceedingly “rare” under the base distribution can be done
successfully by small collectives— a property of feature—label strategies that we empirically
validate in Section 3.2.4.

In the next result we consider feature-only strategies. An impediment to the success of
such strategies is the situation where two likelihoods Dy(x|y) and Dy(x|y’) for distinct labels
y # ' have no overlapping support. In this case, there is no reason to expect that planting
a signal in one class has any effect on the other class. This is the reason why we make one
additional assumption that there exists a number p > 0 such that Dy(y*|z) > p for all z € X.
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Feature-only signal strategy. We define the feature-only signal strategy as

_ (g(x)ay*)a ify:y*,
he,y) = {(m,y), otherwise. (3:8)

This strategy achieves a similar success rate as the feature-label strategy, but the success
diminishes with the constant p.

Theorem 3.2.2. Consider the feature-only signal strateqy and suppose that the signal is
&-unique. Further, suppose there exists p > 0 such that Dy(y*|x) = p,Vo € X. Then, the
success against an e-optimal classifier is lower bounded by

1—»p €
_ £

=1 .
SR («) " T

The critical mass for achieving a target success probability is thus bounded as follows.

Corollary 3.2.2. Suppose the signal is &-unique. Then, the critical mass for achieving
success SR* € (0,1) with feature-only strategies against an e-optimal classifier is bounded by

1—p §
o < . 3.9
p 1—SR*— —lf (3.9)

£

Whenever the positivity constant p is smaller than 0.5, the critical mass (3.9) that guar-
antees success of feature-only strategies is at least as large as the critical mass (3.7) for
feature—label strategies, as expected.

The positivity constant p > 0 may be excessively small over the entire data universe. A
standard fix to this problem is to restrict Dy to a subset where the constant is larger, and
pay a penalty for the amount of truncation in the bound. For example, if there exists R C X
such that Dy(R) = 99%, but the positivity constant over R is much larger than p, then one
can obtain a more powerful version of Theorem 3.2.2.

Erasing a signal

Next, we assume the collective wants the classifier to be invariant under a transformation
g: X — X of the features. In particular, the success is measured with respect to:

SR(a) = Pop, {f(2) = f(g(2))}-

In other words, the collective wants the classifier to output the same predictions for all x
and 2’ that have g(x) = g(z’). The map g can be thought of as a summary of x that removes
some feature information. We call this objective “erasing a signal.” For example, if the
collective wants the deployed model to be insensitive to the value of a particular feature j*,
then it can use g(z) = 2’ where z; = x; for j # j* and 2. = 0. The feature j* could be the
length of a video that content creators do not want to affect the ranking of the content, or
it could be a sensitive demographic feature that a collective wants to be independent of the
predicted label.
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Erasure strategy. We define the erasure strategy as

h(z,y) = (m,arg maXDo(y|g(x))) .
yeY
As before, the success of the strategy depends on problem-dependent quantities. In this
case, the quantity of interest is the sensitivity of the labels to the erased signal. We capture
this sensitivity in the parameter 7, defined as
= E D, —D :

r= B max[Do(yle) - Dolylo(x)
Intuitively, 7 is small if observing the whole feature vector z, instead of just the summary
g(x), reveals little additional information about the label.

Theorem 3.2.3. Consider the erasure strateqy. Then, the success against an e-optimal
classifier is lower bounded by

2(1 — ) €

SR >1- ST — .
(a) «Q g 1—¢

We rearrange the terms and derive a bound on the critical mass that guarantees a signal
can be erased with a desired probability.

Corollary 3.2.3. The critical mass for achieving success S* € (0,1) is bounded by

T

*

o < g - .

The less sensitive the labels to the erased information, the smaller the collective needed
to successfully enforce a decision rule independent of the protected information.

In contrast to the strategies in Section 3.2.2, the erasure strategy requires knowledge of
statistics about Dy. This highlights an important benefit of collective action: information
sharing. Information about the base distribution is typically difficult to obtain for individual
platform users. However, a collective can pool their feature-label information to estimate
properties of the distribution from samples; the larger the collective, the better the estimate
and consequently the more effective the strategy.

3.2.3 Collective action in risk minimization

We next study the effect of collective size when the learner is solving parametric risk min-
imization. Here the firm is choosing a model from a parameterized set {fp}osco. We will
use 6(D) to denote an element in O that determines the model chosen by the firm. We
begin by studying convex risk minimizers. Then, motivated by nonconvex settings, we look
at gradient-descent learners without imposing any convexity assumptions on the objective.
Our main working assumption will be that of a risk-minimizing firm.
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Definition 3.2.4 (Risk minimizer). Fiz a loss function (. The firm is a risk minimizer if
under distribution D it determines the parameter of the model fy according to

6 =argmin E £(6;2).
g'co =D

We implicitly assume that 6 is a unique minimizer.

Convex risk minimization

To begin, we assume that ¢(6; z) is a convex function of 6, and that the collective’s goal is
to move the model from f,—the optimal model under the base distribution Dy—to a target
model 6*. To that end, for a given target model §* € ©, we measure success in terms of

S(a) = [l —67|.

Here, || - || can be any norm (as long as it is kept fixed in the rest of the section). In line
with first-order optimality conditions for convex optimization, the influence of the collective
on the learning outcome depends on the collective’s ability to influence the average gradient
of ¢. To simplify notation, let gp(0') = E,.p V(#'; z) denote the expected gradient of the
loss over distribution D measured at a point §’ € ©.

Gradient-neutralizing strategy. Define the gradient-neutralizing strategy as follows.
Find a gradient-neutralizing distribution D’ for %, meaning Z(gp/(6*), —gp,(0*)) = 0. Then,
draw 2z’ ~ D’ and let

" aflgpr (09)[1+gpy (091

Z',  with probability min <1 L lgm, (@)l > ,
h(z) =

z, else.

For example, in generalized linear models (GLMs) gradients are given by V/{(6; (z,y)) =
x(po(z) — y), where pp(-) is a mean predictor (see, e.g., Chapter 3 in [57]). Therefore, one
can obtain a gradient-neutralizing distribution by simply letting h(z,y) = (2/,vy'), where
¥ = —gp,(0*) and ¥ is any value less than pg(z’). Alternatively, if the collective is re-
stricted to feature-only strategies, they can set 2’ = —gp,(6%) only if y < pe(z’), and 2/ =0
otherwise. As long as the label distribution has sufficiently large support under Dy, in
particular y < pe(—gp,(6*)) with nonzero probability, this strategy likewise results in a
gradient-neutralizing distribution.

Theorem 3.2.4. Suppose there exists a gradient-neutralizing distribution D' for 0*. Then,
if the loss is p-strongly convex, the success of the gradient-neutralizing strategy is bounded by

S(a) = %min (@llgp (0)] = (1 = @)llgpy (0711, 0) -
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The natural target success for the collective is for 6* to be reached exactly; this is achieved

when S(«) = 0.

Corollary 3.2.4. Suppose there exists a gradient-neutralizing distribution D’ for 0*. Then,
for any p > 0 the critical mass for achieving target success S(a) =0 is bounded by

N N ol I
o0 01+ g, (0°)]

Even if ¢ is only strictly convex (1 — 0), the collective can reach 6* with a* as in (3.10).
Note that this corollary reveals an intuitive relationship between a* and gp,(6*) in the convex
regime: target models #* that look more optimal to the learner under the base distribution
are easier to achieve.

If the collective has a utility function w(#’') that specifies the participants’ preferences
over different models ', a natural way to define success is via a desired gain in utility:

(3.10)

S(e) = u(0) — u(bo),

where 0y = 6(Dy). Corollary 3.2.4 implies a bound on the critical mass for this measure of
success, for all convex utilities (for example, linear utilities of the form u(f) = v, for some

v).

Proposition 3.2.1. Suppose that w(0') is convex. Further, assume £ is -smooth and that
| - || s the la-norm. Then, the critical mass for achieving u(0) — u(6y) = U is bounded by

*

o < B'U
=g [Vulbo)||+ 68U

where gy, = min{||gp (8')]| : ||0' — 6ol| < U/||Vu(o)||} and D' is gradient-neutralizing for ¢'.

As a result, the critical mass required to achieve a utility gain of U decreases as the
gradient of the utility at 6, grows. Intuitively, large ||Vu(fy)| means that small changes to
0y can lead to large improvements for the collective.

Gradient-based learning

So far we have assumed that exact optimization is computationally feasible; with nonconvex
objectives, this behavior is hardly realistic. A common approach to risk minimization for
general, possibly nonconvex learning problems is to run gradient descent.

Formally, at each step ¢ we assume the learner observes the current data distribution Dy,
computes the average gradient at the current iterate, and updates the model by taking a
gradient step:

9t+1 = et — 1N 9p, (915)7
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where n > 0 is a fixed step size. Given a target model 6%, we define the success of the
strategy after t steps as
Si(or) = =6 — 07]].

Given the online nature of the learner’s updates, we assume that the collective can adaptively
interact with the learner; that is, they can choose D; at every step ¢. This is a typical
interaction model in federated learning [121]. In the following we show that this additional
leverage enabled by this adaptivity allows the collective to implement a refined strategy that
controls the outcome of learning even in nonconvex settings.

Gradient-control strategy. We define the gradient-control strategy at 8 as follows. Given
the observed model 6 and a target 6%, the collective finds a gradient-redirecting distribution
D' for 0, meaning gp () = —=2gp, () +£(6 — 0%), for some ¢ € (0, %}) Then, draw 2/ ~ D’
and set

h(z) = 2"

The gradient-control strategy is easiest to implement when =2||gp,(6)]| is small; then,
it is reasonable to expect to find D’ that neutralizes the small effect. If the collective size
« is small or the gradients || gp,(0)|| are large, it becomes increasingly difficult to find a
gradient-redirecting distribution.

If the collective can supply gradients directly rather than implicitly through data points
(as in the Byzantine learning setting [15]), there is no need for a gradient-redirecting distri-
bution and the gradient-control strategy is implemented by supplying gradients so that the
average gradient of the collective g satisfies g = —1=2gp (0) + £(0 — 6*).

Theorem 3.2.5. Assume the collective can implement the gradient-control strateqy at all
My + (1 — N0\ € [0,1]. Then, there exists a C(a) > 0 such that the success of the
gradient-control strateqy after T' steps is lower bounded by

Sr(a) = = (1=nC(a))" - 1o — 67]-

The above result implies that the collective can reach any model 8* as long as there exists
a path from 6y to 0* that only traverses small gradients on the initial distribution D).

3.2.4 Experiments

We report on experimental findings from over 2000 model training runs involving a BERT-
like text transformer model on a resume classification task. The resume dataset consists of
nearly 30000 resumes of freelancers on a major gig labor platform, introduced by [90]. The
task is a multiclass, multilabel classification problem where the goal is to predict a set of up
to ten skills from the software and IT sector based on the resume.

The collective controls a random fraction of the training data within the dataset. Its
goal is to plant a signal, that is, steer the model’s predictions on transformed data points
g(x) toward a desired target label y*. We evaluate the effectiveness of two simple strategies,
which are instantiations of the feature-label and feature-only strategies from Section 3.2.2.
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Text and label manipulation across dataset
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Figure 3.7: Success rate of Strategy 1 as the collective size varies. Each dot represents one
model training run. The solid line is a best-fit sigmoid function.

Strategy 1 (Text and label manipulation across dataset). The collective plants a
special token in the resume text and changes the label to the target class. This strategy
closely mirrors the feature-label signal strategy in (3.6).

Strategy 2 (Text-only manipulation within target class). The collective manipulates
the resume text of resumes within the target class by inserting a special token with some

frequency (every 20th word). This strategy closely follows the feature-only signal strategy
in (3.8).

Evaluation. To measure success we insert the special token in all test points and count
how often the model (a) includes the target class in its set of predicted skills, (b) has the
target class as its “top-1” prediction.

Experimental setup

We use the standard pretrained transformer model ‘distilbert-base-uncased’, which we
fine-tune on the dataset for 5 epochs with standard hyperparameters. After 5 epochs, the
model plateaus at around 97% multi-label accuracy (defined as 1 minus Hamming loss),
93.8% precision, and 88.9% recall. The dataset contains 29783 resumes, of which we use
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Text only manipulation within class
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Figure 3.8: Success rate of Strategy 2 as the collective size varies. Each dot represents one
model training run. The solid line is a best-fit sigmoid function.
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Figure 3.9: Random labels increase success of Strategy 2.

25000 for training and 4783 for testing. We focus on the first three classes of the problem,
corresponding to database administrator (class 0), web developer (class 1), software developer
(class 2). These three classes occur with frequency 0.11, 0.23, and 0.5, respectively, in the
dataset. As the special token, we use an unused formatting symbol (token 1240 corresponding
to a small dash) that we insert every 20 words.
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Figure 3.10: Additional epochs of training increase the success rate.

Experimental findings

Text and label manipulation across dataset. We find that Strategy 1 exerts significant
control over the model’s prediction even when the collective is exceedingly small (Figure 3.7).
In fact, we see consistent success in controlling the model’s output well below 0.5% of the
dataset, i.e., fewer than 125 manipulated training data points.

Text-only manipulation within target class. We find that Strategy 2 consistently
succeeds in controlling the model so as to include the target class in its positive predictions.
The strategy succeeds at a threshold of around 10% of the instances of the target class
(Figure 3.8, top panel). Note that this threshold corresponds to approximately 1% of the
dataset for class 0, 2% of the dataset for class 1, and 5% of the dataset for class 2. When it
comes to controlling the model’s top prediction, the text-only strategy does not consistently
succeed (Figure 3.8, bottom panel).

Effect of positivity constant. Our theory in Section 3.2.2 suggests that the difficulty
of controlling the model’s top prediction via the text-only strategy may be due to a small
positivity constant p. To evaluate this hypothesis, we repeat our experiments after we



CHAPTER 3. BEYOND PERFORMATIVE PREDICTION 105

Trigger spacing (text only, target class 1)
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Figure 3.11: Trigger spacing is largely irrelevant.

randomize a random fraction of the labels in the training data. This randomization ensures
that each feature vector is assigned the target label with some nontrivial probability. Our
findings indeed confirm that even a small fraction of random labels dramatically increases
the success of Strategy 2 in controlling the top prediction (Figure 3.9).

Trade-offs between model optimization and success. Figure 3.10 shows that the
success of either strategy is sensitive to the number of epochs. Less optimization during the
model training phase leads to a lower success rate. These findings mirror our theoretical
results. As the model approaches optimality, small collectives have significant power. This
finding reflects the dependence of our theoretical results on the suboptimality of the predictor.

Robustness to trigger token placement. Figure 3.11 shows that the success rate of
either strategy is insensitive to the spacing of the trigger token. This experimental finding,
too, is in line with our theory. Since the token chosen in our strategy is unique, the set
of texts augmented with this unique token has low probability regardless of how often the

token is planted.
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3.2.5 Discussion

We conclude the chapter with a short discussion highlighting the economic significance of un-
derstanding the critical mass o* for pursuing collective targets. It is well-known in economics
that participation in a collective is not individually rational, and additional incentives are
necessary for collective action to emerge. Building on a classic model for collective action
from economics [130], we illustrate how similar conclusions hold for algorithmic collective
action, and how they relate to the theoretical quantities studied in this chapter.

Assume that individuals incur a cost ¢ > 0 for participating in collective action. This cost
might represent overheads of coordination, a membership fee, or other additional responsi-
bilities. Furthermore, assume that the utility that individuals get from joining a collective
of size « is S(«), and that otherwise they can partially “free ride” on the collective’s efforts:
they get utility of vS(a) for some v € [0,1]. Given this setup, individually rational agents
will join the collective if S(a) — ¢ > vS(«), or equivalently, if S(«) > = Therefore, joining
the collective is rational if the size of the existing collective « is greater than the critical
mass for S* = 1;. Note that, once this critical threshold is reached, all individuals in the
population are incentivized to join the collective and the collective is thus self-sustaining.

Consider a principal who would like to invest into the formation of a collective. The area
B(ait) visualized in Figure 3.12 provides an upper bound on the investment required to
make the collective self-sustaining and thus achieve any target success S* < S(1).

S(a)
7S(e)

Qeri

Figure 3.12: Visualization of the critical threshold ag. after which a collective is self-
sustaining and the principal’s required investment B(a.;) that incentivizes the whole pop-
ulation to join the collective.

The derivation above, while simplistic, serves to highlight the importance of collective
size in understanding how collectives can emerge both organically and through investment.
We believe that there is a large potential in investigating these questions in a rigorous
manner. Indeed, our focus has been on understanding the effect of the size of the collective
on its success, but understanding more generally how collectives form, which individuals
have the most incentive to join collectives, whether selectively recruiting individuals provides
additional leverage, and how collectives should use their informational advantage to optimize
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their strategies are important open questions in understanding the role of collectives on
digital platforms.

3.3 Related work

Our work builds on the growing literature on strategic classification [see, e.g., 21, 44, 49, 76,
84, 99, 126, and the references therein|. In these works, a decision-maker seeks to deploy
a predictive model in an environment where strategic agents attempt to respond in a post
hoc manner to maximize their utility given the model. Given this framework, a number of
recent works have studied natural learning dynamics for learning models that are robust to
strategic data manipulation [8, 38, 49, 84, 108, 154]. Notably, all of these works model the
interaction between the decision-maker and the agents as a repeated Stackelberg game [173]
in which the decision-maker leads and the agents follow, and these roles are immutable.

Our approach to algorithmic collective action is decidedly not adversarial. Instead, the
strategic manipulations arise through a misalignment of the firm’s and the individuals’ objec-
tives. Individuals legitimately optimize their utility through data sharing and coordination.
Yet, at a technical level our results relate to topics studied under the umbrella of adver-
sarial machine learning. Most closely related is the line of work on data poisoning attacks
that seeks to understand how data points can be adversarially “poisoned” to degrade the
performance of a predictive model at test time. We refer to recent surveys for an overview
of data poisoning attacks [160], and backdoor attacks more specifically [72]. Despite the
increasing number of studies on backdoor attacks and defenses, theoretical work explaining
how underlying factors affect the success of backdoor attacks has been limited [71].

The idea of collective action on digital platforms has also been previously studied. [41]
show how algorithmic recourse can be improved through coordination. Vincent et al. [171]
examine the effectiveness of data strikes. Extending this work to the notion of data leverage,
Vincent et al. [172] describe various ways of “reducing, stopping, redirecting, or otherwise
manipulating data contributions” for different purposes. See also Vincent and Hecht [170].
Our work provides a theoretical framework for understanding the effectiveness of such strate-
gies, as well as studying more complex algorithmic strategies that collectives may deploy.

3.4 Deferred proofs

3.4.1 Auxiliary lemmas

Lemma 3.4.1. Suppose that M is compact. If the decision-maker is proactive and the
strategic agents’ actions satisfy condition (AG6), then

I
Tlg]go - X;E 145+ — pBr(0r)]|2 = 0.
j:
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Similarly, if the decision-maker is reactive and

T
1
lim lim — ESRg(m) — SRe(use) =0,
t=1

T—o00 T—00 T

then

T—o00 T—00 T

T

o1

lim lim — ZE ||per — psgll2 = 0.
=1

Proof. We will prove the second statement; the proof of the first statement is completely
analogous.

By the uniqueness of ugg and compactness of M, notice that for all ;4 and € > 0 such
that ||u — psgll2 = €, we have SRr(u) — SRr(use) = 6(¢) > 0, for some d(¢). We will use
this observation to argue that, if %Zthl E||p: — psgll2 7 0, then that must imply positive
regret in the limit, which concludes the proof by contradiction.

Denote dist; = lim, o E ||s — psg||2, and suppose that

T
1
lim — ) " dist, # 0.
=1

T—o0 T
Then, that implies that for every € > 0, there is a sequence {ay }3°; such that i S ook disty >
e for all k. Fix 0 < ¢’ < ¢, and denote p; = $|{t < ay @ disty > €’'}]. Then, we have

ag

1
e< _ZdiStt < pr D —I—E’,
W =

where Dy = max,, vem ||¢ — V|2 Therefore, pj, > 55;/ > 0. This shows that in the sum
i Zfi , dist; there is a constant fraction of terms outside a ball of radius €’ around pgg, in

expectation. Fix one such term dist;«. Then, we know

e’ < disty < lUm P{||per — psgllz = €'/2} Dy +€'/2.
T—00

Therefore, we can conclude that lim, o P{||pue — psglle = €'/2} > 25/\4 > 0. On this event,
we also know that lim, oo SRg(ue) — SRr(use) > d(¢’/2). Putting everything together, we
have shown that

1 &
— E lim ESRR(M,:) — SRR(MSE) > A > 0,
a/k 1 T—00

and this holds for all terms in the sequence {ay}. This finally implies that
%ZLESRR(M) — SRr(use) # 0. Since this contradicts the hypothesis, we conclude

that limp_,.o im,_, % Zthl E ||t — psgll2 = 0. u
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Lemma 3.4.2. Suppose that P, P are two distributions such that TV(P,P’') < e. Take any
two events Iy, Ey measurable under P, P'. If P(E,) > P(E,) + 1=, then P'(E£,) > P'(Ey).

e’

Proof. 1t follows from the optimal coupling lemma for the total variation distance that we
can write P’ = (1 — )P + £Q for some distribution Q. Therefore, if P(E;) > P(E,) + 1=,
then

P(E))=(1—¢e)P(E) +eQ(E)) > (1 —¢e)P(Ey) + &= (1 —e)P(Fs) +eQ(Ey) = P'(Ey).

]

3.4.2 Proof of Theorem 3.1.1
We let §EL(6) = Eyunit3)[SRL(0 +6v)], where B denotes the unit ball. Then, we know that

~ d

where S denotes the unit sphere. Denote by égE the optimum of S/P\{L, and notice that S/P\{L

is convex since SR, is convex.
For any fixed ¢, we have

. d .
|pr1 — Osells < |ldr — UtgL(ﬂta ¢r + dup)uy — bsg|3

. d « d?
< ¢y — Osell3 — 2= L (i, ¢¢ + Sug)u) (¢ — Osk) + U?gﬂL(ﬂta Or + Sup)u |3

)
L d T A ,d°B?
< ||pr — Osellz — QUtEL(Mt, Gr + dup)uy (¢r — Osg) + 1 57 (3.11)

Focusing on the middle term, we have

L(jie, dr + Oue)u] (¢ — éSE) = L(jue, ¢¢ + Oup)u/ (¢ — éSE) + L(upr(0), dr + Sug)u, (¢ — éSE)
> L(ppr (¢ + 0up), ¢ + Suu] (¢ — Ose) — Bullite — per(0:)]|2De.

Denote g, & E|l@: — psr(0:)]|2. Taking expectations of both sides, we get

E L(fig, ¢y + o), (¢p — éSE) > L(ppr(¢r + 6up), ¢ + oup)u, (¢ — éSE) — BuDec:.
Going back to equation (3.11) and taking expectations of both sides, we get
d*>B*
52
d*> B>
62 7

E [|grs1 — Osell3 < E (|60 — O3 — 2m(E[VSRL(60) (¢4 — bse)] — BuDoer) +n;

< E ||y — Osgll2 — 2m(ESRL(¢) — SRy (0sp) — BuDosy) + 17
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where in the last line we use the fact that S/I\%L is convex. After rearranging, we have

md 32

— —~ A 1 ~ ~
ESRL(00) ~ SRi(fse) < 5 (B 1o — fsell3 — Elgur — fssll) +
t

Summing up over t € {1,...,T}, we get

T ~ D lex/1 1 ?B? & d
S SR (6)] ~ SRalhes)) < 2+ 33 (= L) g+ S S+ e 3
! t=1 t=1 t=1

t=1

where we use the fact that 7, is non-increasing.
We use the fact that SR, is Lipschitz to bound the difference between SR and SRL

E[SR;(¢:) — SRz(6,)]| < 268,

and similarly

%1(5711(9) —~ SRy(0) + SRL(6)) > minSR.(6) — 6.

Putting everything together, we conclude

T D% d2B2 T T
; [SR.(0;)] — SRL(0sE)) < % + 552 ;7715 +3B0T + B,De ;et.

Setting 7, = nod "2t~ 1 and § = dod2T /4 yields the final bound:

> (E[SR.(6))] — SR (fsr)) < (D—é + 2—32) VAT + 8,De Y ey,

2
=1 210 0 =1

For the second statement, observe that

|7 — pmr(6:)]2 < ZHNU per(0)]l2,
and the right-hand side tends to zero in expectation as 7 — oo by Lemma 3.4.1.

3.4.3 Proof of Theorem 3.1.2

By standard convergence guarantees of gradient descent on PL objectives [95], we have

e — per(0) |2 < VEQL = 1) ™2 i1 — pr(0:)]]2,
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R
where r & ’87“ Denote ¢, <& llee — pBr(0;)]]2. We will show that €; decays fast enough due
to the decay in 7,. In particular, we have

er = |l — per(00)]l2 < VE(L = 1) || te—1 — per(0:)]]2

= \/_(1 - ’Vﬁu) /2Hlit71 — R (Or—1) + pr(0i—1) — pBr(01)]|2
< VEL = v1)" (|| =1 — pr(0e—1) |2 + || eer (Br—1) — per(6:)]]2)
< VE(1 WUM)T/QHALt—l — 1BR(Or—1)]|2

d
+ \/E(l - VUM)T/Q%HL(F% G + oug)ue |2

d
< \/E(l — VUM)T/QEt—l + \/E(l _ 777#)7/2%3

Now suppose 7 is chosen such that 7 > — l(og('f) ) Then we have that a(7) = def VE(l -
og( =,
n,.)™/* < 1. (Note that as 7 increases, a(7) can be driven to zero.) Altogether, we find that:
dfpr B

et < a(m)eim + a(m)n, 5

Unrolling the recursion, we find that

o < afr)fep + LD Z yeri=i

T T
50 dﬁBRB )
< ;1
T T
_ 50 dﬁBRB P
T T
50 dﬁBRB tH1—d
- z S

€0 dfgr B
<
1—a() (1 —a(r)) Znt

For n, = nod71/2t73/4 and § = 5Od1/2T*1/4, we have

T
Se g (g4 BV
—1 1—()((7') (50
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3.4.4 Proof of Theorem 3.1.3

Define u; = Dy(p1, 0sr(11), - - -5 i1, O8R (te—1), &) First we will prove that

T
lim lim — > ESRg(u) — SRe(use) = 0. (3.12)
t=1

T—ooT—00 ]

To show this, it suffices to prove that for all ¢, pi; —, iy as 7 — oo. The sufficiency of this
condition follows because

T—ooT—00 T

T
) .1
lim lim — ZESRR(Mt) — SRR (usE)
t—1

T
3 : 1 * *
= lim lim T E [ESRg(u:) — ESRg(p;) + ESRg(1;)] — SRe(usk)

T—o00 T—00
t=1

T

| .
= lim lim T Z (ESRr(1:) — ESRr(1;))

T—o00 T—00
t=1

where the last step follows by the assumption that the agents play a rational strategy.
Therefore, if p; —, pf, continuity of SRg(p) implies ESRg(p:) — ESRe(p;) — 0 and we get
the desired conclusion.

We prove that p; —, p; by induction. Notice that py = pj by definition. Suppose that
pj —p pj for all j < t. Denote by 0;, the possibly randomized algorithm that maps p; to

g;. Then, for any p € M, we know that |6, (1) — Osr(p)]|2 —p 0 by assumption. This in
turn implies that for all j < t,

1057 (115) — Osr (i) ll2 < 110+ (125) — Or(45)[l2 + 1€BR (115) — OBR(12)][2 = O,

where the second term tends to zero by the continuous mapping theorem. Finally, we can
apply the continuity of D, to conclude that p; —, p;, as desired.

Let 8 denote the Lipschitz constant of SR;. Finally, we we can apply this Lipschitz
condition to conclude:

T

1

7 g E L(pt, 0 r) — L(psg, Or (HsE))
t=1

I
N~
E

[E L(ptt, 01 7)) £ E L(pe, O8r(112)))] — L(pse, Osr(1sE))

&
Il
—

N
Nl Hl=
[M]=

[M] =

(E L(pt, Or (1)) — L(pse, Or(pse)) + E[L(pe, 017) — L, Osr(p1e)])

~~
Il
—

T
1
E [t — psellz + T ZE[L(/M’ 0r,7) — L(pue, Or(pe)]-

t=1

,ﬁ
Il
—
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By Lemma 3.4.1, the guarantee (3.12) implies that the first term vanishes. The second term
vanishes by continuity. Therefore, taking the limit over T, 7, we obtain

T—ooT—00 T

T
) .1
lim lim — Z]EL(M, ;) — L(psg, Osr(pse)) = 0,
=1
as desired.

3.4.5 Proof of Proposition 3.1.1

First we assume the decision-maker leads. When 6 is the deployed model, the best response
by the agents is to simply move by distance B in the direction of §. Thus, ugr(f) is given
by:
0
§) =argmin E —z'6= .
ponlf) = argmin 61

This implies the following expected loss for the decision-maker:

1 2
L(psr(0),0) = E  lz0)== E _(y—x060—]6]:2B)
ZND(ﬁB) 2 (w0,y)~D(0)
o? 1 , B*
=5+ 5”5 — 0|5 + 7”6”2-

This objective is convex and thus by finding a stationary point we observe that it is minimized
at Osg = H%‘ By plugging this choice back into the previous equation, we observe that the
minimal Stackelberg risk of the decision-maker is equal to

0.2 QBQ
G L

SRL(GSE) = L(,U/BR(QSE)7 QSE) = 9 m (313)

Moreover, the agents’ loss at fsg is equal to:

R(upr(0sk), Osg) = —||0sg|[2B = —

Now we reverse the order of play and assume that the agents lead. If the agents move
by u, i.e. they follow the law D(u), then the decision-maker incurs loss:

2 0?2 1

1
(y =200 —p'0) = -+ Lk 03 + §(MT9)2-

L(p,0)= E
(N?) 2

1
(z.y)~D(p) 2

By computing a stationary point, we find that the best response of the decision-maker is:

_ g (et
Opr(p) = (I +pp ) 8= (I —1+HMH%) 3.
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The Stackelberg risk of the strategic agent is then

SRe(p) = R(p, Opr (1)) = —p Opr(p) = —p" (I - Ll) B

L+ [|pell3
lullze™8 — u'B

]
— "B+ -
L+ a3~ 1+ ull

Among all p such that ||pll2 = C, SRg(u) is minimized when g points in the 8 direction:

W= o= TR With this reparameterization, we can equivalently write min, SRz(p) as
—C
i [ Bll2 =3
1+C
This function is decreasing for C' € (0,1], and increasing for C' > 1. Therefore, usg =
min(1, B)HﬁH , and

min(1, B)
1 4+ min(1, B)?

Finally, we evaluate the decision-maker’s loss at ugg:

- 1 (1. B 2
L(psr, Opr(pse)) = % +5 <fl /j_sﬁL H/ﬂSE)Hz 2 (”5"21 frlrrlli;{l 33)2)

L IBming By in(l. )\
9 5(1 + min(1, B)?)?2 + 3 <|’5HQl +min(1,B)2)
= O_ + 16]3 min(1, B)*

2 2(1+min(1, B)?)

SRr(use) = —|82

+

3.4.6 Proof of Proposition 3.1.2

First we evaluate L(u,0):
L(n6)= E [— 270+ 1o 1+e“}
0= B 7Y g )

= E [lo emvr 0 4 p(1-y)aTe }
(z,y)~D(n) 8 )

- ( ) D(0) [1{y - 1} log(l +e %Tg) -+ ]_{y = 0} log(l + ew(—)r@-HLTG)]‘
xo,Y)~

We prove that the agents are never worse off if they lead. We will provide a sufficient
condition; namely, we will show that

0
SRr (iB) = R(psr(Osk), Osk)-
1|2

This immediately implies that SRg(use) < R(usr(0sk), Osk)-
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To see this, first observe that
R(usr(0se), Ose) = B|0se]|2,

EB B 0) Here we use the fact that the best response of the agents
is to simply move by distance B in the direction of 6:

where fgg = arg min, L <

0
ppr(0) = argmax 0"y =
jeM 160]]2

By the fact that sg is a Stackelberg equilibrium, we know that V4SR.(0sg) = 0, where

SR.(0) = L(;-B.0):

zTe 0)|2B 0
0 0+10]12 (x +WB)

1+ e%o o 0-+0l2B

67:1330 —Zp
1y=1) 5

VeSR.(0) = E

(z0,y)~D(0)

+ 1{y = }

In contrast, consider VyL(u, 6):

T T
1 + ex(—)r@-f—/i—re

e 0(—x
VoL(p,0)= E Hy = U’%

(z0,y)~D(0)

+ 1{y =0}

Notice that VSR (0sg) = 0 implies that VoL (75— 95‘“3 -B QSE) = 0. Since L(u,0) is convex in

[0se
0, this condition implies that fsg is a best response to —=E— B hence

||9 H

0
SRR( o B) = R(ppr(Osk), Osk)-
[0sE||2

Now we analyze the decision-maker’s preference. Notice that L(u, 6) is increasing in ' 6;
that is, for any 6 it holds that max, L(u,60) = L(upr(0),6). Using this, we observe that for
every # we have

L(psk, Osr(pse)) < L(psg, ) < max L(u,0) = SRL(8).

Since this also holds for 6 = fsg, we conclude that following is never worse than leading for
the decision-maker.

3.4.7 Proof of Theorem 3.2.1

First consider the case ¢ = 0. We start with a sufficient condition for a target classification
outcome. For a point z € X, we define

A, = max Dy(y|z) — Do(y*|x)
yey

as the suboptimality of a target class on the base data.
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Claim 3.4.1. For any v € X, we have f(x) = y* provided that a > (1 — a)A,Dy(z)/D*(x).

Proof. Note that f(x) = y* if, for every y # y*, D(y*|z) > D(y|z) . Equivalently, D(z, y*) —
D(x,y) > 0. But,

D(z,y") = oD (x,y") + (1 — a)Do(z,y") = aD" () + (1 — a)Do(y"|z) Do ()

In the last step we used the fact that all labels in the support of D* equal y*. Similarly, for
y#y
D(l’,y) = OZD*({L‘, y) + (1 - Q)DO($7 y) - (1 - Oé)DO(y|l’)DO(JZ> :

The claim follows by rearranging terms and dividing both sides by D*(x). O

Now,

> Py {a > (1 a)gigg AI} (Claim 3.4.1)
—Ig:yl{l— u;‘”gggg& > 0}

a~D* a  D*(x)
_q tma g [Do@)
a 2~ | D*(x)
>1- 7% a9A,
a

where the last step uses the definition A = max,cy« A,.

Consider ¢ > 0. By Lemma 3.4.2, we have that D'(z,y*) > D'(x,y), meaning f(z) = y*,
provided that D(z,y*) > D(z,y) + ;=. Repeating the steps in the proof for e = 0 with the
additional €/(1 — €) term, we conclude that

€ l—«

1—¢ o

Do(X")A.

3.4.8 Proof of Theorem 3.2.2
We prove the case where € = 0. The extension to € > 0 follows as in Theorem 3.2.1.
Claim 3.4.2. Fiz a point x* € X* in the signal set. We have f(x*) = y* provided that

1—p Dy(z*)
p Dolg~'(z*)) "

o >
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Here, g ' (2*) = {z € X : g(z) = z*}.

Proof. For f(z*) = y* to hold, we need D(y*|z*) > maxy., D(y|z*). Equivalently,

D(z*,y*) > max,x, D(z*,y).
By the definition of the feature-only signal strategy and the assumption that Dy(y*|z) > p
for all z € X, each point x € g~!(z*) must have Dy(y*|z) = p. Hence, for all z* € X*,

D(a",y") = aD*(z",y") + (1 — &) Do(2", y") = apDo(g ™" (z7)).
On the other hand, for every y # y*, we must have
D(2%,y) = Do(x",y) = Do(ylz")Do(2”) < (1 — p)Do(a7).
The claim follows by rearranging. O
We can lower bound the success rate as

S(a) =Prup, {f(9(x)) =y}
= > Pop, {flg@) =y |z € g (")} Pop,{z € g7 (z")}

T*EX*

= > 1{f@) =y} Dolg (7). (3.14)

TreX*

Proceeding for fixed z* € X*,

1{fz") =y} > 1 {a L 1o D‘1<f*) } (Claim 3.4.2)

>1-— . .
pa Do(g~H(z¥))
Plugging this back into (3.14),
Povny {fl0(a)) =} = 1= L 3> S D¢ @)
Tt eX* olg
ST P Do) .
«

3.4.9 Proof of Theorem 3.2.3

We again prove the case where ¢ = 0. The extension to ¢ > 0 follows by invoking
Lemma 3.4.2, as in Theorem 3.2.1.
We start from the following claim.
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Claim 3.4.3. For any x € X we have f(x) = f(g(z)) provided that
a> (1—a)27r(x),

where 7(x) = maxyey |Do(y|r) — Do(ylg(z))|.

Proof. Denote y*(r) = arg max,y, Do(y|g(x)). By construction of the strategy we know that
f(g(z)) = y*(x) and it remains to prove that f(z) = y*(x) under the condition of the claim.
We have f(z) = y*(z) if D(y*(z)|x) > D(y|z) for any y # y*(x). We have

D(y*(x)lz) = (1 — a)Do(y"(2)|2) + D" (y*(x)]x) = (1 — ) Do(y*(x)]x) + a,
D(ylz) = (1 = a)Do(ylz) + aD*(ylx) = (1 — a)Do(ylx),

where we used that the erasure strategy implies D*(y*(x)|z) = 1. Together this means that,
when

> (1—a) jmaxDy(ylx) — Do(y"(2)lz)|
then f(z) = y*(x). Using the definition of y*(z), we can bound the right-hand side by

Do(ylz) — Do(y*(x)|x) < Do(ylx) — Do(ylg(x)) + Do(y™(z)|g(z)) — Do(y™(z)|x)
< 27(x).

The claim follows. O
It remains to bound the success of the strategy:
SR(a) = Prup {f(z) = f(g(x))}.

=Poop {f(2) = y"(2)}.
> Poup, {a > (1 — a)27(2)}

=P,p, {1 — 27 (x) > O}
o

S [

z~Dy [0

2(1 —
_y =)

l—«

where we use the fact that 7 = E,p, 7(x).
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3.4.10 Proof of Theorem 3.2.4

1 llgp, (691l )

/ . . . . : * — ] =
Let D’ be a gradient-cancelling distribution for #*. Denote p = min (1, o Tom )] +Ta0, @

Then,
1 —a) ZNE*DO VLiO*; z) + ozzNIEll)* V(0" z)

(
=(1—ap) E VIO 2)+ap E VL6;2)
2~Dy D!
(

1 — ap)gp,(0”) + ap gp (07)

N T A

- (1 p pngm(e*)n)g”“(“

N G| RA RIS

B (1 P gy (8] )91’0(“

e @)+ e (@) *

- (1 looe(0°)] ’0> 920 (¢")
gDo(‘g*)

= max ((1 — a)l|gp, (6°)[| — allgp (67)]],0) Moo @

Therefore, || E..p V(6" 2)| = max (1 — o) lgp, (0°)]| — allgo(9*)],0). Applying the defini-
tion of u-strong convexity, we get

1
167 = 0[] < ;ll E VU0 2) — E VIO 2]

z~D
1 *
= -1l B, ve(o: )|
1

T (1 = a)llgn, (6°)]] = llgo (671, 0) -

The first equality follows because E..p V{(0;z) = 0 due to the loss being convex and the
firm being a risk minimizer. Multiplying both sides by —1, we obtain a lower bound on the
success S(a) = —||6* — 0]

3.4.11 Proof of Corollary 3.2.4

To achieve S(a) = 0, Theorem 3.2.4 shows that it suffices to have o|gp/(6*)] = (1 —
a)|lgp, (0%)||, for any p. Rearranging the terms and expressing o completes the proof.

3.4.12 Proof of Proposition 3.2.1

If u is convex, then for all # we know

u(@) = u(fo) + Vu(by) " (6" — ).
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Let 6% = 6y + gz U. Then, u(6%) — u(6o) > U.

Now, we apply Corollary 3.2.4 to upper bound the critical mass needed to reach 6*. We

have . ¥
lom() _ Ble 6l
g (011 + [lgpo (091~ g1 + BIIO* — ol

where we apply the fact that the loss is smooth and the definition of gy,. Observing that
|60* — 60| = completes the proof.

a* <

U
[V (6o)l

3.4.13 Proof of Theorem 3.2.5

Fix a time step ¢ and a model ;. Denote by D; the gradient-redirecting distribution found

g, (B0)+45% g (62)
at step t and let £(6,) = —2¢ t||6t—9*ﬁpo :

the following gradient evaluated on D;:

I . . . .
. Then, the gradient-redirecting strategy induces

9p.(01) = agp,(0:) + (1 — a)gn, (61)

. g0 (00) + () (0 — %) + (1 ), (0)

= a&(0;)(0; — 0%).

Now let ¢ = minyep,1) (Ao + (1 — A)8*). Applying the strategy repeatedly across time steps
yields

167 — 07| < [|67—1 — nag(0r—1)(0r—1 — 07) — 07|
< (1 =na&(0r-1))|0r—1 — 07|
< (1= nac)||fp—y — 67|
< (1 —nac)™ |60 — 67|,

hence Sr(a) = —||0r — 0%]] = —(1 —nae)?||6p — 6%|]. Setting C'(a) = ac concludes the proof.
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Part 11

Statistical Inference in Feedback
Loops
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Chapter 4

Selective Inference

Modern scientific investigations increasingly involve choosing inferential questions of interest
only after seeing the data. While this practice offers more freedom to the scientist than
the traditional paradigm of specifying the relevant questions up front, it is by now well
understood that it also creates undesirable selection bias, thereby invalidating type I error
guarantees of classical statistical methods. The area of selective inference formally describes
this problem and offers rigorous solutions across a variety of settings.

One standard solution is to perform simultaneous inference, i.e., deliver valid answers to
all questions that could possibly be asked. However, simultaneous inference can be unneces-
sarily conservative when many questions, though possible, are unlikely to be of interest in the
first place. For example, suppose that a clinical trial estimates the effectiveness of multiple
treatments and, after observing the data, it is clear that there are many ineffective treatments
and only a handful of effective ones. Even if we are only interested in constructing a confi-
dence interval for the effectiveness of the seemingly best treatment, simultaneous inference
would still account for the possible estimation error for the clearly ineffective treatments.

Another solution is to perform conditional selective inference, which delivers valid answers
after conditioning on the event that a specific selection was made. Unlike simultaneous
inference, conditional selective inference adapts to the specifics of the selection criterion and
how “obvious” the selection is; however, implementing a conditional correction generally
requires a tractable characterization of the selection method and parametric assumptions,
constraining the applicability of the approach. Moreover, the conditional nature of the
inferences can be overly conservative, even more conservative than simultaneous inference.

In this chapter we introduce two broadly applicable principles for providing valid selec-
tive inferences that are neither simultaneous nor conditional. One is based on quantifying
the algorithmic stability of the selection and the other is based on a locally simultaneous
correction, that is, a correction only over selections that seem plausible in hindsight. Both
approaches come with rigorous error guarantees and allow for powerful, selection-adaptive
inferences. Moreover, they are nonparametrically applicable and computationally tractable.

The material in this chapter is based on works co-authored with William Fithian and
Michael 1. Jordan [192, 193].
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4.1 Preliminaries

To build intuition, we begin by presenting two motivating examples of selective inference
problems. Then, we introduce the general formal setup we will be working within.

4.1.1 Motivating vignettes

Vignette 1: Winner’s curse. The first vignette considers the problem of selecting the
largest observed effect to do inference on. Suppose that we observe an m-dimensional vector
y ~ N (u,02I). The m coordinates of y can correspond to, for example, the effectiveness of
m different treatments, in which case the selection corresponds to focusing on the seemingly
best treatment. The m outcomes can also correspond to measurements of a time series over
m time steps, in which case selection focuses on the time step at which the series achieves
extreme values. Finally, y can capture an estimate of the effectiveness of a treatment on m
different subgroups (e.g., m age groups); the selection would then ask for the effectiveness
within the subgroup for which the treatment seems most promising.

We are interested in doing inference on the most significant effect; formally, denoting
Y = argmax,cp, Y, We want to construct a confidence interval for 4. Note that this is a
random inferential target because ¥ is a function of the data.

One simple way of providing valid inference for 15 is to apply the Bonferroni correction:

Py € (Y5 £ 21-0/@my0)} 2 1 —q,

where z, is the ¢ quantile of the standard normal distribution.
Benjamini et al. [9] show that a tighter correction is valid, namely

Pulpy € (y5 £ 21-a/(mi)0)} 2 1 — a.

While the Benjamini et al. correction is tighter, neither strategy is data-adaptive; that
is, the stated confidence interval widths do not depend on how “obvious” the winner is.
Intuitively, if the winner stands out, then there is little true selection: even if we obtained
an independent sample of the data, the winner would probably stay the same. This in
turn means that, if the winner is obvious, the inferential target is essentially fixed a priori
and we should expect the confidence intervals to approach nominal, uncorrected intervals:
(Y5 £ 21-a/20).

In this chapter we will propose two strategies that adapt to the data at hand. When
the winner stands out, both strategies will be able to return nearly uncorrected confidence
intervals for the winning effect. More generally, the two strategies will only correct for
“plausible” winners, as we will make more concrete later. Moreover, we note that our
solutions will be applicable even when the errors are not Gaussian; they will be applicable
even nonparametrically.
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Vignette 2: Feature selection. In the second example we look at inference after data-
driven feature selection. In virtually all domains of statistical applications, feature selection is
widely taught and practiced, and even stands as a research area of its own. Sometimes feature
selection is even unavoidable; in the canonical setting of linear regression, the statistician
often starts with a pool of candidate variables large enough that it makes the solution
unidentifiable without additional constraints.

To describe the problem formally, suppose we have a fixed design matrix, X € R™*¢ with
n observations and d features and a corresponding outcome vector y ~ N(u,0%I) € R™.
Denote by X; the columns of X, for i € [d]. We want to select a model M = M(y)
corresponding to a subset of the d features, and then regress the outcome onto the selected
features. Following the proposal of Berk et al. [12], for a fixed model M C [d] the so-called
projection parameter is the target of inference. This parameter is obtained by approximating
the outcome using the columns in X indexed by M:

Ous = arguinE ly = X0l = Xy

where X, denotes the pseudoinverse of X,;. We denote the empirical counterpart of 6, by
O = X3y For a data-driven choice of model M , the inferential target is therefore 6,;.
We use 0.5, to denote the entry of 8y, corresponding to feature j. Note that, in general,
;. # 0.0 for two different models M, M'.

Therefore, the goal is to construct intervals C; such that

Pl €Ci¥ie M} >1—a.

Berk et al. [12] provide one solution to this problem, called the PoSI correction, which
relies on taking a simultaneous correction over all possible estimands we could ever ask
about. Mathematically, they compute a width parameter gpysr such that

~

Pu{ezM € (el]\/[ :l:qpogI . &ZM),VZ c M,VM € ./\/l} > 1—aq,

where 6, = a\/ (X Xar)™1)i is the usual standard error term in linear regression and
M is the space of all possible models (often all 2l subsets of the features). Again, we see
that this correction is not data-adaptive. Indeed, since it asks for a correction over a large
number of models, usually it is overly conservative. For the same reason, computing gposs is
computationally challenging, as it requires searching over all possible models.

An alternative solution to inference after feature selection is data splitting: we use a
fraction f € (0,1) of the data for selection and the remaining 1 — f fraction for inference.
Data splitting is appealing because, if the two subsets of the data are independent, classical
inferences will be valid regardless of the selection procedure. However, data splitting is not
universally applicable as one cannot always obtain two independent data sets, and even if
applicable, it can suffer a significant loss in power, such as when only a few samples capture
some relevant information.
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The solutions we will provide in this chapter will address the problem of inference after
feature selection in a computationally efficient manner, and they will often be more powerful
than the two described baselines. Finally, we emphasize that our solutions will be applica-
ble even when data splitting is not an option, such as when there are spatial or temporal
dependencies in the data.

4.1.2 Formal setup

We consider a possibly nonparametric family of distributions P. For every distribution
P € P, we have a family of possible target estimands indexed by v € I', {6,(P)},er. For
example, P = {N(p, I,,) : p € R™} could be a location family, I' = {1,...,m} the set of
possible target indices, and 6. (N (p, I,,)) = ., asks for the coordinate of p indexed by 7.
The relevant distribution P will usually be clear from the context, in which case we will
simplify notation and write 6, = 6,(P).

Selective inference studies the problem of doing inference on {6, : v € f(y)} given data
y ~ P, where f(y) determines a data-dependent set of inferential targets. We will adopt the
convention that [’ = f(y) when the argument y is clear from the context. When there is a
single selected target, we will denote it by 4 = 4(y); in that case [ = {#}. The goal is to
construct confidence intervals for the selected targets, {C,}, 7, such that

P{0, e C,,Vy e f} >1-—a,

where « € (0, 1) is a pre-specified error level.

4.2 Existing solutions

Most existing solutions to the problem of selective inference fall under one of two categories:
simultaneous approaches and conditional approaches.

Simultaneous approaches. The basic principle of simultaneous approaches is to ensure
valid inferences for all questions that could possibly be asked. More formally, if we denote
by C., a confidence region for target v € I', then the basic principle of simultaneous inference
is captured by the inequality:

P{6: ¢ C;} < P{IyeT:0,¢C,}.

Simultaneous approaches construct C, so that the right-hand side is bounded at a pre-
specified level o € (0,1). Notice that the right-hand side has no dependence on 4. Indeed,
simultaneous approaches ensure valid selective inference in a selection-agnostic manner and
as such are broadly applicable. Canonical examples of simultaneous inference methods in-
clude the Bonferroni correction, Holm’s procedure [80], and other related extensions [79, 81].
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In the context of multivariate normal observations, simultaneous inference typically relies
on estimating quantiles of the maximal z- or t-statistic [12, 19, 65, 66, 82]. See [47] for an
overview of simultaneous inference methods.

We give examples of two simultaneous inference methods that are common choices for
nonparametric problems and parametric problems, respectively.

Example 4.2.1 (Bonferroni correction). The Bonferroni correction achieves simultaneous
control by using nominal (i.e., unadjusted) intervals at the corrected error level a/|T|:

Bonf(a) __ ,nom(a/|T)
C! ( =C7 (a/IT])

Here, C2°™ ) are any intervals that satisfy
P{o,eCrm} >1—aq,

for a specified level a € (0,1). Bonferroni-corrected intervals can be applied nonparametri-
cally and are valid regardless of any dependencies between the different estimation problems
included in T

Example 4.2.2 (Maximal z- or t-statistic). If we have prior knowledge about the dependence
structure of the different estimation problems included in ', there are approaches that outper-
form the Bonferroni correction. Suppose that for each v € I' we observe év ~ N (6,, U?Y) and
that jointly these observations make a multivariate Gaussian vector with a known covariance
matrixz. Denote the known covariance matriz of (QAV)VGF by X. Then, standard simultaneous
confidence intervals are obtained by simulating the 1 — a quantile of the maximal z-statistic
given by:

max @,

yel o,
where (Z,)yer ~ N(0,%). Denote this quantile by q. We construct the confidence intervals

as
s = <é7 + qm,) .

The validity of the intervals follows immediately from the definition of q. When the covari-
ance matriz of the estimates is not known exactly but can be estimated, one can similarly
construct intervals by computing the 1 — « quantile of the mazximal t-statistic.

Conditional approaches. Conditional approaches bound the probability of error condi-
tional on selecting a specific target:

P{97§ZCW|§/:’Y}~

While simultaneous methods ensure validity for arbitrary 4 chosen from the set I', regard-
less of any further properties of the selection, conditional approaches adapt to the selection
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at hand. In particular, a crucial step in implementing a conditional correction is tractably
characterizing the selection event {4 = ~}. Prior work has provided such characterizations
for a variety of model selection methods, such as the LASSO, forward stepwise, LARS, etc
(61, 106, 164]. This adaptivity of conditional approaches often allows them to outperform
simultaneous approaches; for example, if a specific target is selected with overwhelming
probability, then conditional methods yield confidence intervals that are nearly the same as
uncorrected intervals. On the other hand, characterizing the selection event is difficult in
general and conditional corrections are available only in certain restrictive problem settings,
usually parametric exponential families. Furthermore, since the final guarantees are con-
ditional rather than unconditional, conditional methods can yield large intervals; notably,
Goeman and Solari [68] showed that for every conditional method there exists a simultaneous
inference method that dominates it in terms of power. Kivaranovic and Leeb [98] showed
that conditionally valid intervals, even if tight, have infinite expected length for common
selection problems. To fix this issue of enlarged intervals due to conditioning, Andrews et
al. [2] introduced a refinement of conditional inference for the problem of inference on the
“winner” called the hybrid method. The hybrid method begins by constructing simultaneous
intervals for all candidate targets of inference. Then, it implements a correction conditional
on both the selected target and the event that the intervals constructed in the first step cover
the target. This strategy offers unconditional guarantees only, but can lead to significant
power gains over standard conditional inference.

Another solution to the enlarged intervals due to conditioning which is relevant to this
thesis is the idea of randomizing the selection procedure [14, 97, 133, 134, 158, 159, 161].
Notably, the pioneering work in this direction due to Tian and Taylor [159] proves a cen-
tral limit theorem that asymptotically relates the validity of statistical inferences without
selection to their selective counterparts, a result similar in flavor to a result we will present
in Section 4.3. However, existing randomization proposals suffer several drawbacks. One is
that they give little insight into the tradeoff between confidence interval width and the loss
in utility from the additional noise. Another issue is that inference is based on a selective
pivot which, unlike in exact conditional approaches, lacks closed-form expressions. As a re-
sult, to approximate the pivot, existing work resorts to computationally expensive sampling
[159, 161], which is generally infeasible in high dimensions. There are other, computationally-
efficient approaches which aim to approximate the pivot [133, 134], although these are only
approximate and the general theory applies to restricted classes of selection problems.

4.3 Validity via algorithmic stability

In this section we develop a theoretical framework that delivers provably valid selective
inferences by randomizing the selection of the target of inference. Specifically, we build
on the concept of algorithmic stability, in particular its variant with origins in the field
of differential privacy [54], to derive selective confidence intervals that are both tractable
computationally and powerful statistically.
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We provide a valid correction to classical, non-selective confidence intervals simultane-
ously for all procedures that have the same level of algorithmic stability. Informally, a
selection being stable means that it is not too sensitive to the particular realization of the
data, and the more stable the selection is, the smaller the resulting intervals are. In partic-
ular, if the selection is “perfectly stable” in the sense that the inferential target is fixed up
front and does not depend on the data at hand, the confidence intervals resulting from our
approach smoothly recover classical confidence intervals.

Before diving into formal details, we sketch our main result. For simplicity, suppose there
is a single inferential target of interest 7, selected in a data-driven way. Imagine that there
is an oracle that guesses 7, only knowing the method used to arrive at the selection together
with the distribution of the data, but not its realization. Denote by 4, the oracle’s guess. We
say that a selection procedure is n-stable for some 1 > 0 if there exists an oracle such that,
with high probability over the distribution of the data, the likelihood of any selection under 4
and the likelihood of the same selection under 4, can differ by at most a multiplicative factor
of €. Intuitively, n quantifies how much the selection can vary across different realizations
of the data; n = 0 essentially means that the selection cannot depend on the data and hence
7 is fixed, while as n grows the selection is allowed to be increasingly data-adaptive. Note
that the magnitude of stability depends not only on the selection method, but also on the
distribution of the data.

Our main result provides a post-selection-valid correction to classical, non-selective con-
fidence intervals for stable selection procedures. In short, it says that it suffices to perform
standard, uncorrected inference at error level ae™ if the goal is to have the final error be
at most «, as long as the selection of 4 is n-stable. Therefore, the correction is very simple:
it merely says that one should discount the target error level as a function of the selection’s
stability. In the rest of the section we formalize this statement and explain how stability can
be achieved.

4.3.1 Definition of algorithmic stability

The formal theory of algorithmic stability characterizes how the output of an algorithm
changes when the input is perturbed. Randomized algorithms have as output a random
variable; therefore, to study the stability of a randomized algorithm, an appropriate notion
of closeness of two random variables is required. The particular notion of closeness considered
in differential privacy and related work is known as indistinguishability, or max-divergence.

Definition 4.3.1 (Indistinguishability). We say that a random wvariable @ is (n,T)-
indistinguishable from W, denoted Q =, W, if for all measurable sets O,

P{Q € O}y < "P{W € O} + 7.

Note that indistinguishability is essentially a property of two distributions; for this reason,
we will sometimes say that a distribution Py is (7, 7)-indistinguishable from a distribution
Py, meaning that @) =, . W holds for any ) ~ Py and W ~ Py .
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Roughly speaking, 7 bounds the probability of the event where ) and W are “very differ-
ent.” For fixed 7 € [0, 1], the parameter n is meant to capture how similar the distributions
of @ and W are—the larger 7 is the larger the divergence between () and W can be. One
should think of 7 as being at most a small factor proportional to the miscoverage level a.

We now formally introduce the main notion of algorithmic stability considered in this
section. The algorithm whose stability we analyze will usually be a selection algorithm.
Intuitively, a randomized algorithm A is stable if there exists an “oracle” random variable
Ap such that, for all “typical” inputs w, A(w) is distributionally indistinguishable from A,.
In other words, as long as the input is typical, we can approximate the distribution of the
randomized algorithm’s output with a fized law, without having to see the input in the first
place.

Definition 4.3.2 (Stability). Let A : R™ — S be a randomized algorithm. We say that A
is (n, T, v)-stable with respect to a distribution P supported on R™ if there exists a random
variable Ay, possibly dependent on P, such that

P{weR": Alw) =, Ao} =21 —.

This notion is a special case of typical stability introduced by Bassily and Freund [7].
It is closely related to the notions of perfect generalization [42] and max-information [53].
Unless stated otherwise, whenever we use the term stability we will assume stability in the
sense of Definition 4.3.2. The parameter v can in principle take on any value in [0, 1] but in
practice we will set it to be proportional to a.

We will only invoke stability with respect to the data distribution, which we will denote
by P,. Thus, for simplicity, when we say that A is (7, 7, v)-stable we are implicitly assuming
that it is stable with respect to P,.

Definition 4.3.2 requires that, as the input data w varies, the distribution of A(w) remains
indistinguishable from a fized distribution that does not depend on w, namely the distribution
of Ag. The parameter v allows the laws of A(w) and Ay to deviate for a small set of atypical
data vectors w. The parameters 7 and 7 bound the maximum deviation of A(w) from Ag
over the typical set of vectors w.

Given a stable algorithm, we will refer to Ay (which must exist by definition) as its
corresponding oracle. The term “oracle” is motivated by the fact that Ay will typically
depend on P,, which is unknown. To build further intuition, suppose that we observe data
y ~ P, and let p = Ey. Most of our stability constructions will rely on arguing that
Definition 4.3.2 holds if we take Ay = A(u); the reader should think of this as the most
prototypical oracle construction. In other words, A(y) conditional on y is indistinguishable
from A(u) in the sense of Definition 4.3.1 (as long as y is not an atypical data set). At a
high level, this happens because y concentrates around p; we work out a concrete example
building on this idea below.

Example 4.3.1. To provide intuition for Definition 4.3.2, we present one simple mechanism
for achieving stability. Although basic, this mechanism will be a fundamental building block
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in our stability proofs. Suppose that we wish to compute w'y, for some fized vector w, and
suppose that we take P, to be N(u,o?I) with known o > 0. Let A(y) = w'y + &, where

&~ Lap (M), for user-specified parametersn > 0,v € (0,1). Here, Lap(b) denotes a

draw from the zero-mean Laplace distribution with parameter b, independent of y. We argue
that this mechanism is (n,0,v)-stable. First, we know

Pllw'y —w'p| > 21y pollwlla} = P{N(0,0*|w[3)] > 210 p20]wll2} = v.

Denote E = {w € R" : [w'w —w'u| < z1_,00||wl||2}, and notice that we have shown
that P{y € E} =1—wv.

Now let Ag = A(u). Since the ratio of densities of & ~ Lap(b) and its shifted counterpart
x4 € is upper bounded by €™/, we can conclude that for all w € E and measurable sets O,

PiAw) €0} _ ,
P{A(n) € O} =

that is, we have A(w) =, Ao for all w € E. Putting everything together, we see that A(-)
is (0,0, v)-stable with respect to P,.

4.3.2 Confidence intervals after stable selection

Given the assumption of (7, 7, v)-stability, we now show how a simple modification to clas-
sical confidence intervals suffices to correct for selective inferences. This correction is valid
regardless of any additional property of the selection criterion.

The main intuition behind this assertion is the following. If the selection algorithm is
stable, then by Definition 4.3.2 one can construct an oracle selection Ly without looking at
y, such that the actual selected targets f(y) and T are distributionally indistinguishable.
Since f‘(y) is indistinguishable from Ty, we can pretend that Ty is the selection of interest.
Furthermore, since [y was constructed independently of y, we are free to use y for inference.
Stability ensures that, despite data reuse, inference behaves almost like with data splitting,
in which we perform selection on one batch of data and then use independent data for
constructing intervals.

We state a technical lemma, similar to Lemma 3.3 by Bassily and Freund [7], that we
use to prove our main theorem.

Lemma 4.3.1. Let T : R" — S be an (n, T,v)-stable selection algorithm and let Ty be the
corresponding oracle selection. Then, it holds that

A

(yv F(y)) Nnrtv (ya IA‘O) (41)

Equipped with Lemma 4.3.1, we can now describe how to construct post-selection-valid
confidence intervals after stable selection.
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Suppose that, under selection I, our target of inference is {6, },er». Moreover, suppose
that C7 . are valid confidence intervals at level 1 — « for any fired I", meaning that

P{3yel’:0,¢Cop} <o

Such intervals are provided by classical theory.
__ Theorem 4.3.1 formally states how to construct confidence intervals for an adaptive target
I', when T is selected in a stable way. This is the key result of this section.

Theorem 4.3.1. Fiz ) € (0,1), and let [ be an (n, 7, v)-stable selection algorithm. Then,

P{3yel:6,¢C' " <b+7+v.

In words, if T is (n, T, v)-stable, we can pretend that there is no selection bias and simply
construct classical intervals, albeit at a more conservative level, to achieve validity. If we set
the target error level to be de™", then the realized error level will be at most 6 + 7 + v. For
example, if we let 7 = v = «/3, then to get coverage at level 1 — o we can set the target
coverage level to be a/3 - e .

Comparison with data splitting

In many scenarios it is possible to split the data into two independent chunks, one to be
used for selection and the other to be reserved for inference. Classical inferences are then
valid because the inferential target is determined before seeing any of the data used in the
inference step. This simple baseline for valid inference after selection is called data splitting.
We illuminate the relationship between our approach via stability and data splitting.

First we want to emphasize that the stability principle is applicable even with dependent
samples: Theorem 4.3.1 can be applied even when it is not clear how to create two indepen-
dent subsets of the data. Moreover, in some selection problems data splitting makes little
conceptual sense, such as in our first motivating vignette about inference on the winning
effect.

The appeal of data splitting lies in its broad applicability. As long as the data can be
split into two independent components, the criteria for choosing the inferential target can
be arbitrary. Therefore, data splitting provides a selection-agnostic correction, universally
valid across all possible selection strategies.

Conceptually, stability lies somewhere between data splitting and conditional post-
selection inference. It computes a correction level as a function of how adaptive the selection
is to the data, thereby adapting to some properties of the selection rule like conditional
inference methods. However, at the same time it provides a correction that is universally
valid across all possible selection strategies with the same level of stability, which can be seen
as a refinement of the principle of data splitting.

To illustrate the conceptual difference between the stability principle and the data split-
ting principle, suppose that in the latter case we allocate f-fraction of the data to selection,



CHAPTER 4. SELECTIVE INFERENCE 132

and (1 — f)-fraction to inference. Then, the resulting intervals will roughly look like classical
intervals augmented by a factor of , /ﬁ regardless of how the selection is performed.

In contrast, the stability approach augments classical intervals as a function of the adap-
tivity of the selection algorithm. Suppose for concreteness that y ~ N (u,I) and we are
considering doing inference on one of two targets, vy p or v] u, where the selection 4 € {0, 1}
depends on the data y. Consider three different selection methods:

e 7 =1 no matter what the data vector is.

e y=1ifg:=15" 4 >0, and 4 = 0 otherwise.

e 4= 1if Xy > 0 for some unit vector X, and 4 = 0 otherwise.

We can write all three procedures as 4 = 1{w 'y > 0}; in the first case w = 0, in the second
case w = %1, and in the third case w = Xj.

Let us fix the noise level v > 0 and select ¥ = {w'y + & > 0}, where £ ~
Lap(y). The first method is trivially (0,0,0)-stable for any level v, hence we can sim-
ply use y for inference without any correction. Based on the same analysis as in Exam-
ple 4.3.1, the second selection method is (1/2log(2/v)/(v+/n),0,v)-stable for all v > 0;
ie., it is (y/2log(4/a)/(vy/n),0,a/2)-stable. ~Similarly, the third selection method is
(v/2log(4/a) /7,0, a/2)-stable.

We can thus observe that, even though in all three examples we perturb the selection by
the same constant level of noise, the stability approach exploits the fact that some selection
criteria are more stable than others and this is reflected in the resulting stability parameter.
By Theorem 4.3.1, this stability parameter, in turn, directly determines the correction factor,
i.e., how conservative we need to make classical inferences for them to be valid post selection.

While data splitting and stability come with conceptual differences, they also have tech-
nical similarities. In particular, each one has a leading parameter—f € (0, 1) in the case of
data splitting and 1 > 0 in the case of stability—and this parameter interpolates between
two extremes. One extreme is when all information is reserved for inference (attained when
f = 0 and n = 0 respectively) and the other is when all information is used for selection
(attained when f = 1 and 1 — oo respectively). Therefore, it might make sense to ask how
the two interpolations relate.

For every n, there is an f(n) such that, if we used f(n)-fraction of the data for selection and
1 — f(n) for inference, we would approximately get the same interval correction. We sketch
the derivation of f(n) in the case of normal intervals for simplicity, however this calculation
can be generalized to other distributions. We will assume that v+ 7 < da for some § € (0, 1);
then, the intervals resulting from (7, 7, v)-stability are of width proportional to Z1-(1-5)Zen-
The intervals resulting from data splitting are of width proportional to 2;_a(1 — f (n)~/2.
By equating the two expressions to achieve the same width and simplifying, we obtain

2 1
Fn) =1 <_> L s m 42)

21-(1-5)2 log ﬁ +1n’
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where the approximation on the right-hand side follows by a subgaussian approximation.

Of course, this sketch only gives intuition for when data splitting and stability imply
equally powerful inference; it does not say anything about which selection is more accurate—
one where we select on f(n)-fraction of the data, or one where we select on the whole data set
in an n-stable way. We will tackle this question empirically, as the notion of “more accurate”
varies greatly depending on the context.

Finally, we mention another proposal that is conceptually closely related to data splitting,
namely the (U,V) decomposition of Rasines and Young [142]. Like stability, the (U,V)
decomposition allows the statistician to see all data points—more precisely, noisy versions
thereof—both in the selection step and in the inference step. This is an important advantage
over data splitting when there are only a few samples that capture information about certain
directions. In contrast with stability, performing the (U, V') decomposition does not rely on
any properties of the selection method. However, finite-sample guarantees of this approach
crucially rely on the data being Gaussian with known covariance, while the stability principle
is applicable beyond Gaussianity and is robust to only having an estimate of the covariance.

4.3.3 Model selection in linear regression

In this section, we discuss an application of our stability tools to the problem of model
selection in linear regression. We focus on the framework presented in the seminal work of
Berk et al. [12], which we reviewed in Section 4.1.1.

The confidence intervals resulting from our approach take the usual form,

Croin(K) = (0,1 % K1)

A2
where O xr

is an estimator of variance for the OLS estimate HA].M; e.g., the “sandwich”
variance estimator [22]. Our goal is to find a suitable value of K such that C; (K are valid
(1 — «v)-confidence intervals:

P{0,y; €C,py(K), VieM}>1—-a.

By analogy with Berk et al. [12], we refer to the minimal such valid K as the PoSI constant.
It is important to remember that, unlike in Berk et al., our PoSI constant depends on the
selection procedure, rather than a family of all possible models.

The PoSI constant is well characterized when the model is fixed rather than determined
in a data-driven fashion. For a fixed model M and given o € (0,1), we define Ky, to be
the minimum value of K such that

P { max
JEM

In other words, Ky, defines the PoSI constant when the model M is specified up front and
does not depend on the data; in this case, Cj.p(Kprq) are valid simultaneous intervals at

Oinr — 01

>K}<a.

0j4.M
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level 1 — a. For example, when y ~ A (u,0%I), one simple way of providing a valid upper
bound on K, is via standard z-scores or t-scores, after doing a Bonferroni correction over
j € M. Sharper estimates of Ky, can be obtained by exploiting the correlations between
the regression coefficients to estimate the maximum z-score or t-score; see Section 4.2.

We are now ready to state a corollary of Theorem 4.3.1 that focuses on the problem of
model selection in linear regression.

Corollary 4.3.1. Fiz § € (0,1). Let M be an (n, 7, v)-stable model selection algorithm. For
all j € M, let:
Cj-M(KM,ée—n) = <0j-M + KM,&eﬂ@M) :
Then,
P{3j €N 0,51 ¢ Cry (Kygoon) } <O+ 740,
To provide further intuition, we instantiate Corollary 4.3.1 in the canonical setting
of Gaussian observations. Let y ~ N(u,0%I). If ¢ > 0 is known, we let ;. =

o/ ((X;Xar)™1);;; otherwise, we assume we have access to an estimate of o, denoted &,
and let 6.0 = 64/ (X3, Xa)1);;. Following the treatment of Berk et al. [12], we assume
that 62 ~ 02"% for r degrees of freedom and assume that 62 L ;. for all possible OLS
estimates éj. a- If the full model is assumed to be correct, that is y ~ N(X6,0%I), and
n > d, then this assumption is satisfied for r = n — d by setting 62 = |jy — X0||2/(n — d),
where 6 is the OLS estimate in the full model. Even if the full model is not correct, there
exist other ways of producing such a valid estimate of o; we refer the reader to Berk et
al. [12] for further discussion.

We denote by 2;_, the 1 — a quantile of the standard normal distribution, and by ¢, 1_,
the 1 — a quantile of the ¢-distribution with r degrees of freedom.

Corollary 4.3.2. Fiz § € (0,1), and suppose y ~ N (i, 02I). Further, let M be an (n, T, v)-
stable model selection algorithm. If o is known, let:
Cj-M = <9j.M + 21—6/(2|M|e")0\/((X]\TZXM)_I)N) :

If, on the other hand, o is not known but there exists an estimate, 6% ~ O'QXT%, independent

of the OLS estimates, let:

Cj-M = (‘ng + tr,lfa/(2|M|en)&\/((X]\TZXM)A)J'J') :

In either case, we have

P{HjEMIQj.Mgcj_M}S(;—l—T—I—V.

The proof follows by a direct application of Corollary 4.3.1, together with a Bonferroni
correction over j € M when computing K ; 5.—,. Approximating Gaussian quantiles by sub-
gaussian concentration, we observe that the PoSI constant in Corollary 4.3.2 scales roughly

as \/2 (1og(2\M]/5) + 7)) (when o is known, or as 7 — oo when o is estimated from data).
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Recovering the Scheffé rate

Our main technical step in deriving selective confidence intervals is Lemma 4.3.1, which ar-
gues that the joint distribution of (y, f) cannot be too different from the joint distribution
of (y,T), where Iy is the oracle from the definition of stability, in the indistinguishability
metric. In the context of model selection in linear regression, we verify that the confidence
intervals resulting from this approach are not vacuously wide in the two most extreme set-
tings: the first, in which the model selection is independent of the data, and the second, in
which the model selection is arbitrarily complex and dependent on the data.

Suppose that M is independent of y. Then, the distribution of M (y), conditional on y,
is equal to the distribution of M (w) for any point w, hence M(w) is an oracle which trivially
implies (0,0, 0)-stability. In this case, the intervals in Corollary 4.3.1 reduce to C; y (K y; 5)
and are valid at level 1 — 9, as expected.

Now suppose that M is allowed to have arbitrary dependence on y; in particular, it can
attain the “significant triviality bound” of Berk et al. [12]. While arguing stability in the
sense of Definition 4.3.2 would require additional assumptions, the only property of stability
used to prove Theorem 4.3.1—the indistinguishability bound in Eq. (4.1)—can be obtained.
This allows for the proof of Theorem 4.3.1 to go through, thus recovering the tight rate of
existing analyses.

Proposition 4.3.1. Let M be an arbitrary, possibly randomized model selection procedure,
such that |M| < s almost surely. Then, for any P,, there exists an oracle selection My such
that for any T € (0,1),

(vy, M(y)) ~nr (Y, MO), for some n = O(slog(d/s)) + log(1/7).

Consequently, there exists a value n = O(slog(d/s)) + log(1/7) such that the confidence
intervals C; v (Kyy 50-n) = (é]M + Ky 500001 ) satisfy

P{3j €N 0, ¢ Cry (Kyppun) } <O+ 7.

By approximating Gaussian quantiles via subgaussian concentration, we obtain confi-
dence intervals which are universally valid for all s-sparse selections under Gaussian out-
comes and scale as O(y/1) = O(y/slog(d/s))). This rate is in general tight [102], and as s
approaches d, it matches the rate given by the Scheffé protection [12, 149].

4.3.4 The design of stable selection algorithms

We discuss general tools for designing stable selection methods and present an application
of these tools to variable selection in linear regression. We begin with an overview of the
basic properties of stability, which are key to efficient design of stable selections.
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Properties of stability

Stability satisfies two key algorithmic properties: closure under post-processing and compo-
sition. We provide precise definitions of the two shortly. The reason why these properties
enable efficient stability designs is that many selection rules can be written as post-processing
and composition of simple computations, such as linear functions of the data or finding max-
ima of a sequence. As long as we know how to stabilize the necessary simple computations,
closure under post-processing and composition provide rules for computing the overall sta-
bility parameter of the whole algorithm efficiently.

Post-processing. First, stability is closed under post-processing: if A : R" — S'is (n, 7, v)-
stable, then for any (possibly randomized) map B : S — G, the composition B o A is also
(n, T, v)-stable. While the proof of this fact is a straightforward consequence of the definition
of stability, the implications are significant. Suppose for the moment that the statistician
is given a stable version of the LASSO algorithm, and denote its solution by Brasso. Since
BLASSO is stable, then so is

M={jeld : BLASSO,J' # 0}

In fact, the statistician need not necessarily choose the model corresponding exactly to the
support of Bpasso; for example, they could choose M = {jeld:] BLASSO,A > ¢}, for some
constant threshold e, or they could pick dy < d entries with the maximum absolute value.
More generally, any model chosen solely as a function of BLASSO inherits the same stability
parameters as ,@L asso- And, according to Corollary 4.3.1, the same PoSI constant suffices to
correct the confidence intervals resulting from any such model.

Composition. The second important property is composition. In Algorithm 4, we define
adaptive composition, after which we discuss simpler, non-adaptive composition.

Algorithm 4 Adaptive composition
input: data y € R", sequence of algorithms A, : S; X -+ X §;_1 x R" = §;, t € [k]
output: (ai,...,a;) € S X -+ xS
fort=1,2,....k do
Compute a; = Ai(ay,...,a4-1,y) €S,
end for
Return (ay, ..., ax)

Adaptive composition consists of k sequential rounds in which the analyst observes the
outcomes of all previous computations and selects the next computation adaptively—as a
function of the previous evaluations. The adaptive composition property bounds the stability
parameters of Algorithm 4 in terms of the stability parameters of A;. In its simplest form,
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it says that Algorithm 4 is (kn,0,0)-stable if for all ¢t € [k], Ai(aq,...,a:—1,-) is (n,0,0)-
stable for all fixed aq,...,a;_1. For example, for some selection algorithms such as forward
stepwise, it is clear to see how they can be represented using adaptive composition. In
forward stepwise, A; outputs an index i; € [d], which corresponds to the variable i that
minimizes the squared error resulting from adding 7 to the current pool of selected features;
iy = Ag(i1,...,91,y). It suffices to prove that any given step of forward stepwise selection
is stable, in order to infer that the overall algorithm is stable as well. More generally,
greedy algorithms can naturally be represented using adaptive composition (see [69] for an
application in the context of greedy causal discovery algorithms).

Our proofs will only require adaptive composition for algorithms with v = 0; such results
follow from classical theory on differential privacy. More advanced (and naturally more
conservative) adaptive composition theorems which allow v > 0 can be found in the context
of typical stability [7].

A simpler kind of composition is non-adaptive composition. Here, the algorithms A; have
no dependence on the past computations. Non-adaptive composition can capture a protocol
that involves running multiple selection methods and choosing a final selection target as an
arbitrary function of all the outputs. The resulting stability parameters simply add up. This
is a rather appealing property of stability, as it suggests that the statistician only needs to
keep track of the stability parameters of each selection algorithm they run, in order to derive
valid selective confidence intervals. An analogous combination of the results of different
selection methods was considered by Markovic and Taylor [118]; their approach, however,
relies on a sophisticated Monte Carlo sampling scheme.

Model selection algorithms: examples

We now consider several algorithms for variable selection in linear regression through the
lens of stability. While many of the principles presented in this section can be adapted to
different distributional assumptions, for the sake of clarity and interpretability we assume
that y ~ N (u,02I), where o2 is unknown but we have access to an estimate 62 ~ O’QXT%,
independent of y. This is the setup studied by Berk et al. [12]. More generally, we only
need to know the decay of the tail of the distribution of y in order to enforce stability. For
example, we can handle outcome vectors with a known bound on their Orlicz norm, for any

Orlicz function. This includes general subgaussian and subexponential outcome vectors.

Model selection via the LASSO. We begin by considering the canonical example of
the LASSO estimator [162]. The LASSO estimate is the solution to the usual least-squares
problem with an additional ¢;-constraint on the regression coefficients:

. 1
BLASSO c arg mlnilly - X@H% s.t. H9H1 § 01, (4.3)
0cRd
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where C'; > 0 is a tuning parameter. This problem is sometimes referred to as the LASSO
in constrained/bound form, to contrast it with the LASSO in penalized form:

N 1
Biasso € argmm§||y—X9||§+A||9||1, (4.4)
0cRd

where A > 0 is now the tuning parameter. These two problems are equivalent in a sense:
given X and y, for any C; > 0 there exists a corresponding A > 0 such that BLASSO is an
optimal solution for the problem in Eq. (4.4), and vice versa. In our analysis we focus on the
formulation (4.3). It is worth pointing out that our selective inference tools do not directly
extend to penalized LASSO since, for a fixed penalty A, the corresponding constraint C
depends on the data, which is random. Extending our approach to handle inference after
solving the penalized problem is an important direction for future work.

The LASSO objective induces sparse solutions, and a common way of declaring that a
feature is relevant is to check for a corresponding non-zero entry in the LASSO solution
vector. That is, the model “selected” by the LASSO is:

M={jeld : Brasso; # 0}.

Model selection via the LASSO has been of great interest in prior work on selective
inference, starting with Lee et al. [106]. While this work provides exact confidence intervals, it
has been observed that these intervals (which do not make use of randomization) have infinite
expected length [98]. Subsequent work has improved upon these often large confidence
intervals by applying randomization [97, 133, 134, 158, 159, 161].

We now formulate a stable version of the LASSO algorithm. It is inspired by the dif-
ferentially private LASSO algorithm of Talwar et al. [157], although the noise variables are
calibrated somewhat differently due to different modeling assumptions.

We use e; to denote the i-th standard basis vector in RY, and {#e;}¢, to denote the set
of 2d standard basis vectors, multiplied by 1 and —1. We also let || X |2, denote the L
norm of X, || X||2,00 := max;e(q || X;||2.

input: design matrix X € R™*? outcome vector y € R", variance estimate 6% ~ ¢
¢y-constraint C, number of steps k, parameters 6 € (0,1),n >0
output: LASSO solution BLASSO € R¢

Initialize p; =0

fort=1,2,...,k do

Vo € Cy - {£e;}d,, sample & 4 % Lap <4t7“«1—6/<2c;]>n01\\XH2,oo>

Vo e Cr-{xe i, let oy = —20" X (y — XB)) + &g
Set ¢, = arg min¢ECl‘{i€i}?:1 Qo
Set B = (1= Ay + Dvy, where A, = 25

end forA

Return Brasso = Br+1

Algorithm 5 Stable LASSO algorithm
2 2x2
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In essence, Algorithm 5 is a randomized version of the classical Frank-Wolfe algorithm
from constrained optimization [63].

We now argue that BLASSO is stable. The proof is based on a composition argument:
namely, we can view BLASSO as the result of a composition of k subroutines, each given
by one optimization step which produces ;. The stability of each subroutine is proved
by extending an argument related to the “report noisy max” mechanism from differential
privacy [55].

Proposition 4.3.2 (LASSO stability). Algorithm 5 is both
(a) <%k7}2 + \/2klog(1/6)n, 0, 5) -stable, and

(b) (kn,0,0)-stable.

We state two rates because there exist parameter regimes where either rate leads to
tighter confidence intervals than the other (the first rate being tighter when 7 is small).

By the post-processing property, Proposition 4.3.2 implies stability of any model M
obtained as a function of BL AssO, such as the model corresponding to its non-zero entries.

Notice that the noise level in Algorithm 5 is an explicit function of n. This allows the
statistician to understand the loss in utility—that is, how much worse BLASSO is relative to
an exact LASSO solution—due to randomization. In fact, building on work by Jaggi [89]
and Talwar et al. [157], we can upper bound the excess risk resulting from randomization.

Proposition 4.3.3 (LASSO utility). Suppose we run Algorithm 5 for k = [%ﬁg—%—‘ steps.
Then,

1 - ) 1 ~ [ C1||X||2,00 log(d)tr1-5/(2a)0
— K - X 2 _ - - X 2 _ O ) ) '
~Elly = XPrassollz | 4] sim ~lly = XBll2 o

Model selection via marginal screening. One of the most commonly used model se-
lection methods involves simply picking a constant number of the features with the largest
absolute inner product with the outcome y [60, 73]. That is, one selects features i corre-
sponding to the top k values of | X, y|, for a pre-specified parameter k. This strategy is
known as marginal screening, and it was first analyzed in the context of selective inference
by Lee and Taylor [107].

In Algorithm 6, we state a stable version of marginal screening. Notice that the random-
ization scheme is similar to that of the stable LASSO method. As before, we let ||X||2.00
denote the Ly o, norm of X.
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Algorithm 6 Stable marginal screening algorithm

. . . . A 2
input: design matrix X € R™ 4 outcome vector y € R”, variance estimate 6% ~ ¢2Xt

model size k, parameters § € (0,1),7 >0 '
output: M = {i1,. . i}
Compute (cy,...,cq) = =Xy € R?
res; = [d]
fort=1,2,... k do
Vi € res;, sample & ; o Lap <

2t 1-5/2a) |1 X1l2,00
nn

iy = arg MaX;ec o, |Ci + &t
res; 1 = res; \ i

end for

Return M = {i, ..., i}

The high-level idea behind the proof of stability of Algorithm 6 is similar to that of
Algorithm 5.

Proposition 4.3.4 (Marginal screening stability). Algorithm 6 is both
(a) <%kn2 + /2klog(1/6)n, 0, 5) -stable, and

(b) (kn,0,6)-stable.

As for the LASSO, we aim to quantify the loss in utility due to randomization. Given
that the goal of marginal screening is to detect the largest k values |¢;] = | X, y|, a reasonable
notion of utility loss is the difference between the values ¢; corresponding to the variables in
M , and the actual largest values of ¢;.

Proposition 4.3.5 (Marginal screening utility). Let m; denote the index of the i-th largest
value c; in absolute value, so that (|com, |, - ., |cm,|) is the decreasing order statistic of {|c;| ¢, .
Then, for any 0" € (0,1), Algorithm 6 satisfies:

4, 1_ log(dk/6") || X ||2.00
P {maX‘ij’ N ‘Cij’ < ,1-6/(2d) Og( / )H ||2, ‘y} >1— 5.
jelk) nn

4.3.5 Experimental results

In this section, we evaluate our selective intervals for the LASSO and marginal screening
and compare our solution with data splitting.

For a fixed sample size n we vary the number of features d. We consider two different
data-generating processes for the design matrix: one in which the rows of X are drawn
independently from an equicorrelated multivariate Gaussian distribution with pairwise cor-
relation p = 0.5, and the second one in which all entries of X are drawn as independent
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Figure 4.1: Comparison of FDR after stable LASSO and LASSO with data splitting, with
varying dimension and signal strength, in the Gaussian design case. In addition, we plot the
average interval width (at p = 0.2 only, however the width varies minimally with p) and the
average unadjusted width.

Bernoulli random variables with parameter 0.1. In the former case, X is normalized to have
columns of unit norm. The outcome is generated as y = X +¢, where ¢; N (0,1),7 € [n],

n=100, d=500, C=50, s=0.1, p=0.1 or180=200, d=500, C=50, s=0.1, p=0.1 n=300, d=500, C=50, s=0.1, p=0.1 n=200, d=500, C=50, s=0.1, p=0.1
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Figure 4.2: Comparison of FDR after stable LASSO and LASSO with data splitting, with
varying sample size, in the Gaussian design case. In addition, we plot the average interval
width at n = 200 and the average unadjusted width.
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Figure 4.3: Comparison of average error after stable marginal screening and marginal screen-
ing with data splitting, with varying dimension and signal strength, in the Gaussian design
case. In addition, we plot the average interval width (at p = 0.2 only, however the width
varies minimally with p), together with the average unadjusted width and the width obtained
via the conditional correction of Lee and Taylor [107]. We also plot the 90% quantile of the
conditional width because it varies greatly across realizations.

and the entries of § are sampled according to

Exp(p), i € {1,....sd}.

fi = 0, i€ {sd+1,...,d},

for a signal parameter p > 0 and a sparsity parameter s € (0,1), which we vary.
We fix the target miscoverage level to be @ = 0.1. In all experiments we vary n €
{1,2,3,4,5,6,7,8,9,10}. For the comparison with data splitting, we use the splitting frac-
tion derived in Section 4.3.2.

Gaussian design

We first state the results for the Gaussian design case.
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Figure 4.4: Comparison of average error after stable marginal screening and marginal screen-
ing with data splitting, with varying sample size, in the Gaussian design case. In addition,
we plot the average interval width at n = 200, together with the average unadjusted width
and the width implied by the conditional approach of Lee and Taylor [107].

LASSO. In Figure 4.1 we compare the false discovery rate (FDR) of the stable LASSO
algorithm and the LASSO algorithm with data splitting. In all plots n = 50 is fixed and
we vary d € {50,100,200}. As we increase d, we also increase the size of the constraint set
Cy € {20,40,80} to allow more selections. We consider signal levels p € {0.33,0.2,0.14},
which corresponds to an expected value of the non-null §; lying in {3,5,7}, and we fix
s =0.5.

We observe that stability generally outperforms data splitting as n grows, equivalently
when the splitting fraction f(n) grows, as well as when the signal strength grows. In Fig-
ure 4.1 we additionally plot the average width of stable intervals against the average width
of naive, unadjusted intervals. Note that the intervals obtained via data splitting have es-
sentially the same width (and are hence not plotted), based on how f(n) is chosen. We only
plot interval width for p = 0.2 since the width varies minimally for different values of p.

In Figure 4.2 we compare the stable LASSO algorithm and the LASSO with data splitting
in a sparse high-dimensional setting with d = 500,s = 0.1, and we vary the sample size
n € {100, 200,300}. We fix p = 0.1. We observe that stability consistently outperforms data
splitting for large enough 7 and this gap grows with n. In addition, we plot the average
interval width implied by stability against the average unadjusted interval width at n = 200
(again we do not plot the interval width given by data splitting for the same reason as in
Figure 4.1).

Marginal screening. In Figure 4.3 we compare the average error of stable marginal
screening and marginal screening with data splitting. Since marginal screening explicitly
aims to maximize the values | X, y| for selected variables X;, we quantify the error as
%Zle(p(gy — |X,ly]), where 4, is the estimated index of the ¢-th largest absolute in-
ner product (based on a subsample in the case of data splitting, or based on a randomized
sample in the case of stability), and ¢} is the true index of the ¢-th largest absolute inner
product in the data set. We vary the parameters as in the LASSO comparison in Figure 4.1,
only instead of varying C; we vary k € {5,10,20}. We also plot the average interval width
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Figure 4.5: Comparison of FDR after stable LASSO and LASSO with data splitting, with
varying dimension and signal strength, in the Bernoulli design case. In addition, we plot the
average interval width (at p = 0.2 only, however the width varies minimally with p) and the
average unadjusted width.

with stability, together with the unadjusted interval width and the average width obtained
via the conditional method of Lee and Taylor [107] with no randomization. For the condi-
tional method, since the intervals are sometimes orders of magnitude larger than the average
width, we also plot the 90% quantile of interval width. We see that stability typically out-
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Figure 4.6: Comparison of FDR after stable LASSO and LASSO with data splitting, with
varying sample size, in the Bernoulli design case. In addition, we plot the average interval
width at n = 200 and the average unadjusted width.
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Figure 4.7: Comparison of average error after stable marginal screening and marginal screen-
ing with data splitting, with varying dimension and signal strength, in the Bernoulli design
case. In addition, we plot the average interval width (at p = 0.2 only, however the width
varies minimally with p), together with the average unadjusted width and the width obtained
via the conditional correction of Lee and Taylor [107]. We also plot the 90% quantile of the
conditional width because it varies greatly across realizations. Since the conditional widths
are of a higher order of magnitude, the scale on the y-axis in the widths plots is logarithmic.

performs data splitting in terms of the average error, and this benefit is more pronounced
for larger 1 and signal strength. In terms of interval width, we observe that stability leads to
significantly smaller intervals than the conditional approach. We plot interval width when
p=0.2.

In Figure 4.4 we consider a setting analogous to that of Figure 4.2, and we analogously
vary the sample size n. We again see that stability generally dominates data splitting. More-
over, the gap between the intervals obtained via stability and those of Lee and Taylor [107]
is even more pronounced than in Figure 4.3.

Bernoulli design

Now we consider the Bernoulli design case. The motivation for considering a sparse Bernoulli
design lies in the fact that certain directions in the column space of X are captured by only a
few samples, hence missing out on them—as is possible with data splitting—can significantly
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Figure 4.8: Comparison of average error after stable marginal screening and marginal screen-
ing with data splitting, with varying sample size, in the Bernoulli design case. In addition,
we plot the average interval width at n = 200, together with the average unadjusted width
and the width implied by the conditional approach of Lee and Taylor [107]. Since the con-
ditional widths are of a higher order of magnitude, the scale on the y-axis in the widths plot
is logarithmic.

affect the quality of selection.

LASSO. In Figure 4.5 and Figure 4.6 we provide comparisons analogous to those of Figure
4.1 and Figure 4.2, using the same parameter configurations. We observe a larger gap between
data splitting and stability than in the Gaussian design case, and observe the same trends:
as n and the signal strength grow, the performance gap increases.

Marginal screening. In Figure 4.7 and Figure 4.8 we provide comparisons analogous to
those of Figure 4.3 and Figure 4.4, using the same parameter configurations. We observe
a larger gap between data splitting and stability both than in the Gaussian design case, as
well as in the LASSO experiments using the Bernoulli design. In addition, we observe an
even more pronounced gap between stable confidence interval widths and widths of intervals
obtained via a conditional correction [107]. For this reason, the y-axis in the widths plots is
logarithmic.

4.4 Validity via locally simultaneous inference

Simultaneous inference is still one of the most common strategies for ensuring valid selective
inference. It is broadly applicable, robust to parametric assumptions, and often amenable to
efficient implementation. However, simultaneous inference can be unnecessarily conservative
when many questions, although possible, are unlikely to be of interest in the first place. For
example, suppose that a clinical trial estimates the effectiveness of multiple treatments and,
after observing the data, it is clear that there are many ineffective treatments and only a
handful of effective ones. Even if we are only interested in constructing a confidence interval
for the effectiveness of the best-performing treatment, simultaneous inference would still
widen the intervals enough to cover all possible treatments, including the clearly ineffective
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ones that never stood a chance of being selected. Similarly, if we use a method like the
LASSO to select a sparse subset of variables for a linear model, it may be clear in hindsight
that most variables had no chance of beind selected. In both of these cases, simultaneous
inference can be very conservative.

In this section we introduce locally simultaneous inference, an approach that ensures
valid selective inference while only answering those questions that could plausibly have been
selected in light of the observed data. Locally simultaneous inference comes with rigorous
type I error guarantees like simultaneous inference but is less conservative; in particular,
it reduces to simultaneous inference in an extreme case. In the clinical trial example, lo-
cally simultaneous inference would require taking a correction only over reasonably effective
treatments, while testing the ineffective ones comes virtually for free.

To sketch our main idea, suppose that we have a family of estimands {6., : v € I'}, where
I' indexes all admissible targets of inference. In the running example, I' would be the set
{1,...,m}, where m is the total number of treatments in the clinical trial, and 6, is the
mean effect of the indexed treatment. Given data y, we are interested in doing inference on
65, where 7 is a data-dependent target chosen from I'; in the running example, ¥ indexes the
treatment that seems most effective according to y. It would be invalid to reuse the same
data y to perform an uncorrected inference on 6, since the winning treatment is likely to
have been overestimated by the trial data. However, if it is clear in hindsight that only a
small number k£ < m of the treatments were even in the running to win, it would be wasteful
to make the full multiplicity correction for all m treatments. R

The main idea behind our framework is to find a data-dependent set of targets rt,
which is nested between the selected target and all possible targets, § € 't C T, such
that taking a standard simultaneous correction over I't ensures valid selective inferences.
Perhaps surprisingly, this strategy is valid despite the dependence between 't and the data.
Moreover, if the selection 4 is “obvious enough” in hindsight, I'" only contains 4 and our
approach nearly reduces to classical, uncorrected inference.

Unlike simultaneous inference, our approach adapts to the specifics of the selection cri-
terion; in this sense, locally simultaneous inference resembles conditional selective inference,
which delivers valid inference after conditioning on the event that a specific target was se-
lected. However, since our approach builds on the robust and broadly applicable principle of
simultaneous inference, it comes with several advantages over conditional inference, including
numerical stability and robustness to parametric assumptions.

To give a glimpse of the comparison of locally simultaneous inference to standard si-
multaneous inference and conditional inference, we consider a simple illustrative example.
Suppose that y; ~ N (u1,1),y2 ~ N (uz, 1) are independent and we wish to do inference on
the mean of observation 4 = arg max, ¢y 5y ¥, When the gap A = pip — iy is near zero, the
inferential question of interest is most uncertain, while large A corresponds to the case where
the inferential question of interest is “obvious”. In Figure 4.9 we plot the median, together
with the 5% and 95% quantile, of the width of selective confidence intervals constructed via
locally simultaneous inference, standard simultaneous inference, and conditional inference.
We observe that for small A conditional inference can lead to large intervals, and as A



CHAPTER 4. SELECTIVE INFERENCE 148

locally simultaneous
5 9 - simultaneous
© 81 conditional
z
©
> 61
| -
8 s
C
= 4]

0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0

A

Figure 4.9: Interval width achieved by locally simultaneous inference, fully simultaneous
inference, and conditional inference. The data is (y1,y2) ~ N ((u1, 12), I2) and the goal is to
do inference on the mean of observation ¥ = argmax, ¢ 9 Y- We vary A =y — pi1.

grows conditional intervals approach nominal, unadjusted intervals. Simultaneous inference
is insensitive to the value of A and delivers constant-width intervals, which are smaller than
conditional intervals for small A due to their unconditional nature. Locally simultaneous
inference adapts to the certainty of the selection like conditional inference, but is never worse
than simultaneous inference. Formally, by relying on our general theory of locally simultane-
ous inference, we obtain the following approach. Fix a = 0.1. Let ¢°(k) be the 1 —§ quantile

of max;epy |Zi, Zi BV N(0,1). Then, we have

P{us € (g £ min{g® (T, ¢*(2)}) } > 1 -«

where Tt = {1,2} when |2 — 11| < 2v2¢"%*(1) and T = {4} otherwise. Therefore,
when |y2 — 1] is small, locally simultaneous intervals are equal to simultaneous intervals;
when |y — y1]| is large, only 4 is deemed to be a plausible selection in hindsight, making the
intervals essentially uncorrected.

4.4.1 General construction

The basic principle of our correction is to find a data-dependent set of targets nested between
I' and I', such that taking a simultaneous correction over the set ensures type I error control.
To implement this idea, we assume that we can construct simultaneous confidence regions
C..r for any desired subset IV C I, at any target error level o. Formally, we have access to
a family of confidence regions {C.,.rv}rvcr such that

P{H’y € C’y{"; Vv € P/} >1—aq,



CHAPTER 4. SELECTIVE INFERENCE 149

forall IV C T

To ensure validity of our construction, we make a mild and natural monotonicity assump-
tion, requiring that the confidence regions can only increase as the set of inferential targets
increases.

Assumption 4.4.1. We say that the confidence regions {C..r }rcr are nested if for all
FlgFQQF andvGFl,
Cyr, € Oy,

We are now ready to outline the general solution based on locally simultaneous inference.
For every P € P, suppose that we can construct a set A, (P) that satisfies

P{yEAV(P)}>1_V7

for any pre-specified v € (0,1). In other words, A,(P) is the acceptance region of a valid
test for the null hypothesis Hp : y ~ P at level 1 — v. Intuitively, A, (P) can be thought of
as the set of all plausible observations according to distribution P. When P = {P,},cnm is
a parametric family, we will simply write A,(P,) = A, ().

We define the set of plausible targets under distribution P to be:

I,(P):= U T().
(P)= QW)

Note that, unlike the realized selection I'(y), T',(P) is a fized set of targets. Again, when
P = {P,} em is a parametric family, we will write I',(P,) = T, (u).
Finally, we define the inversion of A,(P), which gives a confidence region for the true
distribution P:
B,(y) ={PeP:yecAP)}

Before proving our main result, which asserts validity of locally simultaneous inference,
we prove a key technical lemma that makes the core of the argument.

Lemma 4.4.1. Fiz o € (0,1) and v € (0,a). Let {CypYrcr be a family of confidence
regions such that
P {97 e Vyel ye AV(P)} >1—a, (4.5)

for all T" C T'. Moreover, suppose that the regions are nested (Ass. 4.4.1). Consider the set
of targets

It=— U T,(P)= U U T).
v P'eB,(y) ( ) P'eB,(y) y€AL(P) (y )
Then, it holds that

P{@7 € (Zgﬁ,w S f} >1-—a.



CHAPTER 4. SELECTIVE INFERENCE 150

Proof. First, we can write
P{OW €C 5s,Vy € f} > P{e7 €C gz, ¥y el ye AV}.

Now notice that, on the event {y € A,(P)} = {P € B,(y)}, it almost surely holds that
[' CT,(P) CT. Using this fact, we have

P {97 S C*,Yﬁ,\m el,ye A,,} > P {07 € C’,Y_f;r,V’}/ el (P),ye A,,}
> P {97 € Cryp), ¥y ETL(P),y € Ay} ,

where the second inequality follows by the nestedness of the confidence regions. Since the
right-hand side is at least 1 — « by the definition of C.r, (py, we have shown

P{97 € éﬁr\” € f} >1-—a,

as desired. ]

Therefore, Lemma 4.4.1 reduces the problem of constructing selective confidence regions
to the problem of constructing the regions Cl,.pf satisfying Eq. (4.5) for every fized I". The
following theorem, providing such regions, states our main result on locally simultaneous
inference.

Theorem 4.4.1. Fiz a € (0,1) and v € (0,a). Suppose that the simultaneous confidence
regions {C..r }rcr are nested (Ass. 4.4.1). Consider the set of targets
IF= U T,(P)= U u T 4.6
v P'eB,(y) ( ) P'eB,(y) y€AL(P) (y) ( )
Then, it holds that

P{Q7 e 0 Yy € f} >1-a.

T 0

Proof. The proof follows by an application of Lemma 4.4.1. In particular, by a union bound
it follows that C’f{,") is a valid choice of C,.rv in Lemma 4.4.1:

P {97 eC M vyelye AV(P)} P{3yeT' :6, ¢ %"} — Ply & A,(P)}

21—
>l—(a—v)—v=1-a.
[

Intuitively, Theorem 4.4.1 justifies the following refinement of simultaneous inference.
Given data y, first construct a set of all distributions under which the observed data is
plausible. Then, consider all plausible observations under those distributions; this essentially
gives a collection of datasets 3/ in a neighborhood around y. Finally, perform simultaneous
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~

inference over all inferential targets I'(y’) that could be selected in this neighborhood. Despite
the fact that the set of targets is constructed as a function of y, a simultaneous correction
over this set nevertheless ensures valid selective inferences for I'(y).

Next, we provide a slightly different correction from that of Theorem 4.4.1 that strictly
dominates simultaneous inference at error level «, for any choice of v (note that the correction
in Theorem 4.4.1 dominates simultaneous inference at level @ — v). This is achieved by
carefully choosing A, (P). The refined correction is often easy to apply, however we find that
the strategy from Theorem 4.4.1 is usually more practical as it allows choosing A, (P) freely.
For the next result, we assume centered confidence intervals.

Assumption 4.4.2. We say that {CSy}cr are centered confidence intervals if
oy = (97 + g &7) ,

for some estimator QA,Y and standard error 6., where ¢, is chosen such that P{6. € C’fjp/,‘v’v €
' >1-a.

Confidence intervals are often centered; for example, this is true of intervals based on
the maximal z- or t-statistic, as in Example 4.2.2. We denote C,(q) := (év + q&,y); then,

Cyr = C,(q) are intervals valid simultaneously over I" at level 1 — . Without loss of
generality we assume that ¢p is nonincreasing in «.

Theorem 4.4.2. Fiz a € (0,1) and v € (0,a). Suppose that the confidence intervals
are nested (Ass. 4.4.1), i.e., ¢¢, < qf, for all 'y C Ty, and centered (Ass. 4.4.2). Let

A, (P) =16, € C,(¢}),Vy € T'}, and let T+ denote the set of targets from Theorem 4.4.1
(Eq. (4.6)). Let

¢ = min {ql%_y), q%} .
Then, it holds that
P{e7 € C.(4), ¥y € f} >1-a.

Proof. Analogously to Theorem 4.4.1, we show that C, <min{q§7_y), q%}) is a valid choice

of C’V.p/ in Lemma 4.4.1. Invoking Lemma 4.4.1 then completes the proof.
We split the analysis into two cases, depending on which term achieves the minimum.
First, suppose that I'” is such that qéc,“_y) < ¢ff. Then, by a union bound, we have

P{,cCorVyeT yc A (P)} >1—-Plyg A(P)} —P{3yeT':0,¢Cp}
= 1—P{y ¢ A(P)} — P{3y e I": 6, ¢ C, (¢ ™)}
>1—v—(a—v)

=1-aq.
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Next, suppose that I' is such that ¢ff < qﬁ*y). Then,

P{0, € Cor Yy ey € A, (P)} = P{0, € C,(¢f),Vy €T,y € A,(P)}
> P{0, € C,(qp),Vyel',ye A, (P)}
= P{0, € Cy(qr),Vy €T}
z1—q

where the third step follows because, by definition, {0, € C,(¢),Vy € '} = {y € A,(P)}.
Therefore, C,pv = C, (min{qﬁw),qﬁ}) is a valid choice of C..v in Lemma 4.4.1, as
desired. []

Locally simultaneous inference therefore comes at no cost in terms of power: the intervals
are at least as tight as fully simultaneous intervals. Moreover, whenever I'} is a strict subset
of all admissible selections, they will be strictly tighter.

4.4.2 Inference on the “most promising” effects

We first study the problem of constructing confidence intervals for the “most promising”
effects. We consider two instantiations of the problem: inference on the winner and the
file-drawer problem.

Given data y = (y1,...,Ym) € R™, the problem of inference on the winner asks for a
confidence interval for the mean of the largest entry of y. Formally, if we let 0, = Ey,, for
all v € [m], the goal is to do inference on 65, where

4 = arg maxy,. (4.7)
Y€[m]

The file-drawer problem asks for a confidence region that simultaneously covers the means of
all observations that exceed a critical threshold 7". Formally, the region is required to cover
{0, : v € T'}, where

I'={ye[m]:y, 2T} (4.8)

The m coordinates of y can correspond to, for example, the effectiveness of m different
treatments, in which case the selection corresponds to focusing on the single seemingly best
treatment or multiple treatments that are deemed sufficiently promising. The m outcomes
can also correspond to measurements of a time series over m time steps (e.g., blood pressure
in a specified interval), in which case selection focuses on the time steps at which the series
achieves extreme values. Finally, y can capture an estimate of the effectiveness of a treat-
ment on m different subgroups (e.g., m age groups); the selection would then ask for the
effectiveness within the single subgroup or several subgroups for which the treatment seems
most promising.

We consider a parametric version and a nonparametric version of the two problems.
Importantly, conditional selective inference is not directly applicable in the latter setting.
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Parametric case

We begin with the case where P is a parametric family; in particular, we take P = {P,}, to
be a location family with location parameter p € R™. In other words, y = (y1,...,Ym) ~ P,
can be written as y = u + Z, where Z = (Z3,...,Zy,) ~ Py. For simplicity of exposition
we assume that the errors Z; have the same marginal symmetric zero-mean distribution PO(I)
(e.g., Pél) = N(0,0%)), however generalizing beyond this setting is straightforward. We
do not assume that the errors Z; are necessarily independent, i.e. that F, is a product
distribution.
For an index set Z C [m], we define

¢*(Z) = inf {q : Py {maleZil < q} >1- a} :
1€

In words, ¢*(Z) is the 1 — a quantile of the maximum absolute error over indices in Z.
This would be the usual interval half-width if a simultaneous correction is required over the
observations in Z. This value can be loosely upper bounded by taking a Bonferroni correction
over Z. We note that exact knowledge of Fy is not necessary; being able to compute an upper
bound on ¢*(Z) suffices.

Note that 6; = Ey; = pu; in this setting; that is, the possible estimands 6; are coordinates
of the location parameter. Therefore, for 4 as in Eq. (4.7), we want to construct a confidence

interval for pus; for [ asin Eq. (4.8), we want to construct a confidence region for {y, : v € f}
We now apply our general result about locally simultaneous inference.

Theorem 4.4.3. Fiz a € (0,1) and v € (0, o).

e [or the problem of inference on the winner (Eq. (4.7)), let the set of plausible indices
be

LF ={yeml:y, >y —4¢"(m))}.
Then,
P, {/uw € (y@ + min {q(“‘”)(fi)7qa([m])})} >1- o

e For the file-drawer problem (Eq. (4.8)), let the set of plausible indices be
Ly ={yelml:y, >T - 2¢([m))}.

Then,
P, {,u7 € (y7 + min {q(o"”)(fj), q%[m])}) , Vy € f} >1—a.

Theorem 4.4.3 formalizes the intuition that one should only have to add the “nearly
selected” observations to the simultaneous correction, if the goal is to construct a valid
confidence region around the selected ones. When there are many observations that are far
from promising, then Il can be much smaller than [m].
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We note the file-drawer problem asks for a confidence region around all parameters that
exceed the selection threshold; in contrast, the conditional approach of Lee et al. [106]
provides inference for one real-valued parameter at a time. It is unclear how to generalize
it to the problem of inference on multiple parameters without resorting to a trivial solution
such as a Bonferroni correction over all estimands, which ignores the dependencies between
the different estimation problems. The same observation applies to the hybrid method of
Andrews et al. [2]. In contrast, since locally simultaneous inference builds on standard
simultaneous inference, it is able to adapt to the dependencies at hand.

Nonparametric case

We show that essentially the same reasoning as in the parametric case applies to nonpara-
metric settings.

For each of the m candidates, we assume that we have n i.i.d. observations that are
bounded in [0,1]. More formally, we observe n i.i.d. samples y, ... y™ drawn from a
distribution P with supp(P) C [0,1]™. As before, we denote the m-dimensional vector of
means by 0§ = Ey(1).

In the problem of inference on the winner, we would like to do inference on 65, where

I
4 = arg maxy, := arg max — Z ygj). (4.9)
v€E[m] v€E[m] n j=1

In the file-drawer problem, we would like to do inference on {6, : v € I'}, where

f:{ye[m]:yv>T}:: {We[m]:%nyyj)>T}. (4.10)

Let w$ be any valid bound on the deviation of the empirical average of n i.i.d. random
variables Xi,..., X, € [0,1] from their mean. Formally, w? satisfies

1 n
P{EX1 c (H;Xiiwg)} >1-a.
For example, a standard choice of w? is obtained from Hoeffding’s inequality:

o l82/0)
" 2n

Tighter choices of w® are generally possible, e.g. by applying Bentkus’ [11], Bernstein’s [13],
or Bennett’s inequality [10]. Furthermore, for every v € [m], we let C be a confidence
region for ¢, valid at level 1 — . In our nonparametric experiments, we will take C' to be
the betting-based confidence intervals due to Waudby-Smith and Ramdas [177].

Similarly as in the parametric setting, we ensure valid selective inference by only requiring
simultaneous control—here achieved by taking a Bonferroni correction—over the selected and
nearly selected observations.
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Theorem 4.4.4. Fiza € (0,1) andv € (0,a). Assume that C$* 2 C$? for all oy, ay € (0,1)
such that oy < .

e For the problem of inference on the winner (Eq. (4.9)), let the set of plausible indices
be

Then,

e For the file-drawer problem (Eq. (4.10)), let the set of plausible indices be
I+ = {(velml:y, =T —2w/™}.

Then,
P{0, € CoT vy ePl>1-a,

4.4.3 Inference after model selection

We next consider the problem of inference after data-driven model selection. We first state a
general implication of locally simultaneous inference in this context and then specialize this
result to selection via the LASSO.

Suppose that we have a fixed design matrix X € R™“¢ and a corresponding vector of

outcomes y € R", where y ~ P,. We assume P, is a location family, that is, y ~ P, &y <
w+ Z, where Z ~ Py has mean zero.

We want to select a model M = M (y) corresponding to a subset of the d features, and
then regress the outcome onto the selected features. We define 6,,, éM, etc as Section 4.3.

The set of possible estimands in this context is all possible values of 6;.5;. The natural
index set T' for these estimands is given by all feature-model pairs: T' = {(j, M) : j €
M, M € M}, where M corresponds to all admissible feature selections, which is often 2!9.
The selected targets are the regression coefficients in the selected model, i.e. [ = {(4, M ) :
Jj €M}

To apply a locally simultaneous correction, we need to compute the augmented set of
targets I'Y. The key step in doing so is to find all plausible models, which we will denote by
M\;“; after we have ./\//Tj, we apply a simultaneous correction in the vein of Berk et al. [12],
called the PoSI correction, over M\j Intuitively, M\j is the set of all models that could be
selected on outcome vectors similar to y. Again, we note that this set is data-dependent;
Berk et al., on the other hand, consider a deterministic set of possible models.

We will focus on methods that use X "y as a sufficient statistic, which includes most
common selection methods such as the LASSO, forward stepwise, etc. For such methods, a
natural choice for the plausible set A, (i) is outcome vectors for which X 'y ~ X Tp. We
formalize this in Corollary 4.4.1 below.
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To state the result, for a set of contrasts V, we define

q*(V) = inf {q : Py {suplvTZI < q} >1-— a} ,

veY

where Z ~ Fy. Let also ej.y € R™MI be the canonical vector with entry 1 corresponding to
feature j € M and G, = \/ejT,M(XJ\T/[XM)—lej.M.

Corollary 4.4.1. Fiz oo € (0,1) and v € (0, ). Let

M = {M(y') X Ty = X Ty <2¢” ({Xj}?zl)}

and
~ el X —~
Vj:{w:MeMj,jeM :
O’j.M
Then,

PH {QJM S <é]]\;[ ﬂ:q(a_y) (9:'_) 5']]\/[) , Vi € M} =>1—a.

Therefore, unlike the PoSI method [12], we take a simultaneous correction only over
models that seem plausible in hindsight. The correction of Corollary 4.4.1 is at least as
tight as the PoSI correction at error level @ — v; note that we can in principle obtain a
correction that is at least as tight as the PoSI correction at error level «, by invoking the
refined analysis of Theorem 4.4.2. However, this refined correction would require computing

both the full PoSI correction and the local correction ¢(*~") (ﬁj >, which can be far more

computationally demanding than computing only the local correction. As a result, we feel
that the correction of Corollary 4.4.1 is more practical.

As a warmup, we instantiate Corollary 4.4.1 for marginal screening, which admits a
simple, explicit characterization of M. Then we study selection via the LASSO.

Example 4.4.1 (Marginal screening). Marginal screening is a simple feature selection
method that selects M = {i1,...,1x}, where %j is the j-th largest inner product | X, y|, for a
pre-specified k € [d].

Let c(jy denote the j-th largest inner product | X;" y|. Then, it is not difficult to see that
./\//\lfj consists of all subsets of size k of the set

{z’ cld:|X y > Clk) — 4qu({Xj}§l:1)} :

In words, all variables with inner product | X y| within a 4¢"({X;}]_,) margin of c
have a plausible chance of being selected. As a result, taking a simultaneous correction over
them suffices to get wvalid inference, while all other variables can be searched through “for
free.”
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Model selection via the LASSO

We discuss a method for locally simultaneous inference after model selection via the LASSO.
While we focus on the LASSO, the method can be applied to any selection procedure where
the selection event admits a polyhedral representation, such as forward stepwise [164]. We
will elaborate on this point later in the section.

Recall that the LASSO solves the following penalized regression problem:

R 1
Bly) = arg min slly = XBI5 + AllBlh,

and selects M = {i € [d] : B(y); # 0}. We will write 3(y) = 3 when the argument is clear
from the context. e

The key step in applying Corollary 4.4.1 is to find the set of plausible models M. More
precisely, denoting B® = {y : | X"y — X T¢/||ls < 2¢"({X;}}_,)} the relevant neighboring
outcome vectors, the set of plausible models is M\j = {M(y) : y € B*}. To simplify
notation we will denote by s, = 2¢*({X;}9_,) the radius of B;°.

To find all possible models in B2°, we apply the polyhedral characterization of the LASSO
selection event due to Lee et al. [106]. Denoting by § = sign <BM> the signs of the selected

variables in the LASSO solution, Lee et al. show that

. Ag (M, s) b (M, s)
{M=M,5=s}= Ag(M,s) |y < [ by(M,s) :
Al(Ma 8) bl(Ma S)

for any fixed model-sign pair (M, s), where
1
Ag (M, s) = XXJ\Tﬂ(I —Ty), bf(M,s) =1 —Xy.(X3)"s;

1
AY (M 5) = =3 X (T = Thy), - by (M, 8) = 1+ X 1o (X3) s
A (M, s) = —diag(s) (X, Xn) ' X},  bi(M,s) = —Adiag(s)(X ;X)) 's.

Here, Iy, := X3 (X, X )71 X},. We will denote the polyhedron above by P(M, s).

At a high level, our approach to finding M\j is the following. The Lee et al. characteriza-
tion shows that the set of outcome vectors for which a model M and sign vector s are realized
is a polyhedron. Moreover, for each active constraint of the polyhedron, meaning that the
constraint is not redundant in defining the polyhedron, we know exactly which model-sign
pair is on the other side of the face (depending on the constraint corresponding to the active
face). The basic idea of our procedure is to compute the model-sign pair (and the corre-
sponding polyhedron) at the data y, and then recursively move to neighboring polyhedra
until the whole box B is tiled by the visited polyhedra. The set M\j is then simply all the
models recorded in the visited polyhedra.
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The described principle is agnostic to the fact that the polyhedron characterizes the
LASSO selection event specifically. In particular, it works for any selection procedure that
admits a polyhedral representation. Just like in the case of the LASSO, the goal is to
enumerate all polyhedra contained in BJ°, which encode the different plausible selection
events, and this is precisely what our method accomplishes.

In what follows we discuss rules for determining the set of neighboring model-sign poly-
hedra given the current model-sign polyhedron, which make the core of our procedure. We
rely on two types of rules: exact screening rules and safe screening rules. Exact screening
rules are necessary and sufficient to screen out “irrelevant” variables, i.e. those whose in-
clusion/exclusion does not change when going from the current model-sign region to any
neighboring model-sign region: they either remain in the model with the same sign in all
neighboring polyhedra or they never enter the model. Safe screening rules are not exact
but provide sufficient conditions for screening; we combine them with exact rules to improve
computational efficiency. Our safe rules resemble prior work on variable elimination for the
LASSO [67, 163], but are fundamentally different as they rely on properties of BS°. It is
worth mentioning that the safe rules are LASSO-specific; the exact rules work for general
selection strategies with a polyhedral characterization.

We use B(M,s) to denote the set of model-sign pairs whose corresponding polyhedra
neighbor, i.e. share a face with, P(M, s).

Exact screening rules. Exact screening rules proceed by checking for each variable i €
[d] if it can change its inclusion/exclusion status when going from the current model-sign
polyhedron P(M, s) to any neighboring polyhedron. In other words, for each variable i € M,
they check if there exists a pair (M’,s") € B(M,s) such that i ¢ M’; similarly, for each
i € M¢, they check if there exists a pair (M',s") € B(M,s) such that i € M’, and they
additionally identify the corresponding sign of variable ¢ if such a pair exists.

The core idea of exact screening rules is to find the minimal representation of P(M, s) N
B, That is, the goal is to prune all redundant constraints coming from P(M,s); the
inequalities that remain are “active” and indicate that the variables corresponding to those
constraints can enter or leave the model in one of the neighboring polyhedra. In Algorithm
9 we use a standard solution to finding a minimal polyhedral representation, which relies on
solving one linear program for each constraint whose redundancy is being checked.

Safe screening rules. Safe rules serve to speed up the search for a minimal representation
of a polyhedron corresponding to a model-sign pair.

For all 4/ € P(M, s), the LASSO optimality conditions imply that the LASSO solution
is locally linear, namely

~

BW) = Burs () == (X Xar) 7 (Xyy' — As).

Note that, while S (y') is equal to the LASSO solution for y' € P(M,s), it can be
computed for y' ¢ P(M,s). We use this characterization to design the safe screening rules.
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Algorithm 7 Locally simultaneous inference for the LASSO
input: design matrix X, outcome vector y, penalty A, error level «, parameter v € (0, «)

output: set of plausible models M\j

Compute width of By®: s, = 2¢"({X;}}_))

Compute LASSO solution: 3 = argming 5 ||y — X 3|13 + A8

Let M = supp(B), §= sign(BM)

Initialize Pyodo < {(M, 8)}, P 0

while Pioq, # ) do
Take any pair (M, s) € Piodo
Update (M, s) as visited: Piodo < Prodo \ {(M, 5)}, Py < P U{(M,s)}
Tate(M, s) < SafeScreening(X,y, (M,s)) (Alg. 8)
B(M,s) < ExactScreening(X, vy, (M, s), Zawe (M, s))  (Alg. 9)
Ptodo < Ptodo U (B<M7 S) \ P;)

end while

Return M} = {M : Js s.t. (M,s) € P}

Lemma 4.4.2 (Safe exclusion). Fiz a model-sign pair (M, s). Let

7 safe

(M,s):={jeM: |XJT(?J — XuBuors )| <A —s, (1+ ||X;XM(X]—\F/[XM)_1||1)} :

Then, for any j € I, (M,s), variable j cannot enter the model in any of the neighboring

polyhedra:
V(M',s') e B(M,s), j& M.

Lemma 4.4.3 (Safe inclusion). Fiz a model-sign pair (M, s). Let
Is—;fe(Ma S) = {.7 eEM: |/BJ(M7S)(y)| > Sy He;r(M,s)(XJ\—l;[XM)_lnl} :

Then, for any j € I (M,s), variable j cannot exit the model in any of the neighboring
polyhedra:
V(M' ") e B(M,s), j€ M.

Lemma 4.4.2 and Lemma 4.4.3 show that the safe screening subroutine is valid. Putting
everything together, we formalize the guarantees of Algorithm 7 in Theorem 4.4.5.

Theorem 4.4.5. Algorithm 7 returns exactly the set of plausible models, i.e.
My = {ar) IXTy = Xl <20 (X1}

Putting together Theorem 4.4.5 and Corollary 4.4.1, we conclude that it suffices to take
a simultaneous correction in the sense of Berk et al. [12] at error level oo — v, only over the
local model set M, to get a valid confidence region for 6.
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To state the subroutines of Algorithm 7 for safe and exact screening, we introduce the nec-
essary notation. We denote by Al (M, s) the row in Af (M, s) corresponding to the variable
Jj € M¢. We adopt analogous deﬁnltlons for A;? (M, s) and Al(M, s) (where in the latter case
we consider j € M). For j € M°, we will use P\{+J}(M, s) (resp. PM=7}(M, 5)) to denote the
polyhedron P(M, s) with constraint (A7 (M, s), bt (M, s)) (resp. (Ay” (M, s),by” (M, s))) re-
moved. We similarly use P\ (M, s) for j € M. We use (M, s)™7 to denote the model-sign
pair obtained by removing variable 7 € M and the corresponding sign. Similarly, we use
(M, 5)*+1) to denote the model-sign pair obtained by adding variable j € M€ to M with a
positive sign. We use (M, 5)+(j’_1) analogously, only the corresponding sign is negative.

Algorithm 8 SafeScreening

input: design matrix X, outcome vector y, current model-sign pair (M, s)
output: safely screened variables

Isafe(M, 8)

Compute extrapolated solution at y, B M3 (y) = (X3, X)) Y Xjy — As)

Towe(M,5) <= {j € M« [Biar) ()| > sulle]. g (XnXar)"Hln}

Toare(M. 8) < {j € M°: | X[ (y — XntBar,s) ( NI <A = s, (14 |1 X Xor (X X))}
Return Zgs. (M, s) « I (M s)UZ (M, s)

safe

Algorithm 9 ExactScreening

input: design matrix X, outcome vector y, current model-sign pair (M, s), (optionally)
safely screened variables Zgp (M, s)
output: neighboring model-sign pairs B(M, s)
Initialize B(M,s) + 0
Vj € M€\ Toe(M, s), compute constraint (A7 (M, s),bs? (M, s)), (Ay” (M, s),by” (M, s))
Vj € M\ Zue(M, s), compute constraint (AJ (M, s), bl (M, s)
for j € [d] \ Zsate(M, s) do
if j € M then
Solve LP: Val = max, 2 A(M, s) s.t. z € PMUY (M, s)
If Val > b)(M, s), add (M, s)~7 to B(M, s)
else if j € M° then
Solve LP: Val = max, z' AT/ (M, s) s.t. z € P\HH(M, s)
If Val > b}’ (M, s), add (M, s)*U* to B(M, s)
Solve LP: Val = max, 2" 4,7 (M, s) s.t. z € PMTIH(M, s)
If Val > by” (M, s), add (M, s)*0=1 to B(M, s)
end if
end for
Return B(M, s)
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Figure 4.10: Mean outcome g for different problem parameters 6, at scale level C' = 10.

4.4.4 Numerical evaluation

We compare locally simultaneous inference to standard simultaneous inference, the condi-
tional method due to Lee et al. [106], and the hybrid refinement of conditional inference due
to Andrews et al. [2]. Throughout we apply the version of locally simultaneous inference
from Theorem 4.4.1 with v = 0.1a. In all figures comparing interval widths we plot the
median width over 100 trials, together with the 5% and 95% quantile, plotted as error bars
around the median. The target error level is @ = 0.1 throughout.

Inference on the winner

We begin by studying the problem of inference on the winner from Section 4.4.2. We generate
the mean outcome p as a smooth curve; this simulates a setting where nearby entries of p are
similar, such as when the data is a time series or when neighboring entries of u correspond to
outcomes in neighboring subgroups (e.g., neighboring age groups). We vary the shape of the
mean outcome vector i, thereby making inference more or less challenging for the different
methods. We let p; o< —|i — 0.5(m + 1)|? for i € [m], where § > 0 varies the sharpness
of p. Small 0 corresponds to the case where the winner stands out, while large # makes
the mean outcome flat, implying that many observations have a plausible chance of being
selected as the winner. The other tuning parameter is C' > 0: we rescale the mean p so that
the difference between the minimum and maximum entry of u is equal to C. When C' is
large, u gets “stretched out” and, as a result, there are fewer candidates that can plausibly
be selected. In Figure 4.10 we plot the shape of u for different values of 6, at C' = 10.

Parametric case. In the first setting, we generate the vector of observations as y = u+¢&,
where £ ~ N(0,1,,). In Figure 4.11, we plot the interval width resulting from locally
simultaneous, simultaneous, conditional, and hybrid inference for varying 6 € {0.5,1,2,4},
C € {10,30,50,70}, and m € {10,10%,10%,10*}. The mean x has range C at m = 10 and for
higher m it is not renormalized to range C'; the purpose of increasing m is to demonstrate the
behavior of the different methods when the number of irrelevant observations (i.e., those far
from the winning observation) increases. We observe that conditional inference exhibits high
variability for all problem parameters, and as 6 grows—meaning i becomes flat—the median
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Figure 4.11: Interval width achieved by locally simultaneous, fully simultaneous, conditional,
and hybrid inference in the problem of inference on the winner. The dashed line corresponds
to nominal interval widths.

intervals become large. Simultaneous inference is by construction only sensitive to changes
in m, and its intervals grow with m despite the fact that only the number of irrelevant
observations grows. Locally simultaneous inference is most sensitive to changes in C': as p is
stretched over a larger range, the method finds fewer plausible candidates and thus leads to
smaller intervals. Moreover, it is virtually insensitive to increasing m. The hybrid approach
exhibits high variability like the conditional approach (albeit to a more moderate extent)
and its intervals grow with m because, as m — oo, the hybrid method reduces to standard
conditional inference.

Nonparametric case. We emphasized that locally simultaneous inference is rigorously
applicable in nonparametric settings, while conditional approaches are not. Still, it might
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Figure 4.12: Coverage of locally simultaneous, fully simultaneous, conditional, and hybrid
inference when the noise is sampled from Beta(a, b). The conditional and hybrid approaches
use a normal approximation; the locally simultaneous and fully simultaneous approaches
use nonparametric, finite-sample-valid confidence intervals due to Waudby-Smith and Ram-
das [177]. The target coverage is 0.9, indicated by the dashed line.

seem like a reasonable heuristic to apply conditional inference after a normal approximation
based on the CLT. We test this heuristic empirically, comparing to a nonparametric appli-
cation of locally and fully simultaneous inference. We observe that the heuristic application
of conditional methods can severely undercover the target.

We fix C' = 20, m = 100, and vary 6 to obtain the mean vector p. Given u, we generate
n iid. samples yM, ... y™ where 3 = p + ¢U) and ¢U) has iid. entries sampled
from Beta(a,b). To apply the locally and fully simultaneous methods, we use the betting-
based confidence intervals by Waudby-Smith and Ramdas [177] (Theorem 3), together with
a Bonferroni correction. To form the acceptance region of the locally simultaneous method,
we use the Bentkus concentration inequality [11]. In Figure 4.12 we plot the coverage of
all four approaches for varying a,b, and sample size n. We observe that, as 6 grows, the
conditional methods have diminishing coverage. This confirms the need for a more robust,
nonparametrically applicable correction. In contrast, the two simultaneous methods have
valid coverage and typically overcover, which is to be expected given the use of nonparametric
concentration inequalities. In Figure 4.13 we plot the interval width implied by the four
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Figure 4.13: Interval width achieved by locally simultaneous, fully simultaneous, conditional,
and hybrid inference when the noise is sampled from Beta(a,b). The conditional and hybrid
approaches use a normal approximation; the locally simultaneous and fully simultaneous

approaches use nonparametric, finite-sample-valid confidence intervals due to Waudby-Smith
and Ramdas [177].

methods. The conditional methods yield much smaller intervals, but this comes at the
cost of invalid coverage, as shown in Figure 4.12. The locally simultaneous intervals are
consistently smaller than the fully simultaneous intervals, with the improvement being more
pronounced when there are few plausible candidates, that is, when 6 is small. Moreover, as
n grows, the locally simultaneous intervals gradually approach the conditional intervals; this
makes sense seeing that the coverage of the conditional methods improves with n.

File-drawer problem

The next problem we consider is the file-drawer problem from Section 4.4.2. As alluded to
earlier, the conditional and hybrid approaches provide inference for one real-valued parameter
at a time and it is unclear how to generalize them to multi-dimensional problems without
resorting to a Bonferroni correction. In contrast, locally simultaneous inference is able to
adapt to the dependencies in the data.

To demonstrate this, we consider y = u + &, where £ ~ N(0,X) is a Gaussian noise
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Figure 4.14: Interval width achieved by locally simultaneous, fully simultaneous, and hybrid
inference in the file-drawer problem. Conditional inference achieves much wider intervals and
is thus not included in the plots. The dashed line corresponds to nominal interval widths.

process with the RBF kernel, ¥;; = exp <— |i;j2|2>; ¢ is the key parameter that we vary. As
¢ gets larger, the errors become more dependent. We generate p as in the first problem
setting, again varying 6 and C'.

First, we observe that the conditional approach is exceptionally fragile in this problem
setting: its intervals are consistently much larger than the intervals of the other competi-
tors, often even of a different order of magnitude. For this reason, we omit the conditional
approach from the comparison. In Figure 4.14 we plot the interval widths of locally simul-
taneous, simultaneous, and hybrid inference. We set 7" = —1 and vary the kernel scale ¢,
as well as # and C, which control the shape of . We combine the hybrid method with a
Bonferroni correction over the selected set. We observe that the simultaneous and locally
simultaneous methods are indeed able to adapt to the kernel scale. Moreover, as in the
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previous problem setting, increasing ¢ makes the problem more challenging for the hybrid
method, and as C increases the problem becomes easier for locally simultaneous inference.

Inference after selection via the LASSO

Next, we look at the problem of inference after model selection via the LASSO.

Already when the dimension d is greater than 20, the number of models admissible
for selection exceeds 10°, making the fully simultaneous PoSI method of Berk et al. [12]
prohibitively computationally expensive. Here we show that the set of plausible models M\j
can be much smaller than the set of all subsets of [d] when the true data-generating model is
sparse, making locally simultaneous inference both powerful and computationally tractable.

In Figure 4.15, we consider the following data-generating process. We generate the design
matrix to have i.i.d. standard normal entries and normalize the columns to have norm 1.
We let y = X + &, where £ ~ N(0,1,,) and /3 has [s - d] nonzero entries, where we vary
the sparsity parameter s. Of the [s - d] nonzero entries, we take half of them to be “weak”,
specifically equal to A, and half of them to be “strong”, specifically equal to 2X. We let A have
the usual scaling of ~ \/2log(e - d). In particular, we fix A = 6,/2log(e - d) and n = 1000.
In this parameter regime, we observe that the plausible models are typically those models
that always include the strong variables, never include the irrelevant variables, and contain
an arbitrary subset of the weak variables. We only compare locally simultaneous inference to
conditional inference, seeing that fully simultaneous inference is computationally challenging
for the values of d we consider. As before, we observe that the conditional approach exhibits
high variability. Moreover, the median interval width implied by the locally simultaneous
approach is noticeably smaller.

That being said, the locally simultaneous solution for the LASSO has computational
disadvantages. Its complexity scales with the number of plausible model-sign pairs and
there can be up to 3% such corresponding pairs, which means that in the worst case the
search for all plausible models can be fairly slow. A reasonable remedy is to introduce a
parameter Pp., such that, if the size of Piyq, in Algorithm 7 exceeds P,.., the search for
new model-sign pairs stops and the procedure simply runs the PoSI method of Berk et al. at
error level o — v. We implement this strategy in Figure 4.16. Specifically, we let d = 10 and
generate X and y as before, only now ; = ¢ fori € {1,...,5} and 3; = 0 for i € {6,...,10}.
We set A = A\gy/2log(e - d) and vary A\g and €/Xg. When £/)\; = 1, the non-nulls of 8 are
approximately at the threshold of being selected, and as £/ grows the true model becomes
more obvious. To speed up locally simultaneous inference, we set P, = 2000. As in the
experiments on inference on the winner, we observe that locally simultaneous inference is
preferred when the data is near the selection boundary, which happens when A or £/ is
small. As the selection becomes more obvious, conditional inference becomes more powerful.
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Figure 4.15: Interval width achieved by locally simultaneous and conditional inference in

the problem of inference after selection via the LASSO, when the true underlying signal is
s-sparse.

eA=1 e/A=1.5

gA=2
10 9 I(?cally simultaneous locally simultaneous
S 5 ] SImu!téneous < 7.04 = simultaneous
© 8 Ts conditional % conditional
s . = s 6.5
© ©7 T 6.0
2 c 2
8 locally simultaneous 8 6 8 55
£ 2] — simultaneous £ c 5.0
conditional 5 '
0
1.0 1.5 2.0 25 3.0 35 40 45 50 1.0 1.5 2.0 25 3.0 35 4.0 45 50 1.0 15 20 25 3.0 35 40 45 5.0
Ao Ao Ao

Figure 4.16: Interval width achieved by locally simultaneous, fully simultaneous, and condi-

tional inference in the problem of inference after selection via the LASSO, when we vary to
ratio of signal strength to regularization.

Experiments on real climate data

Finally, we conduct experiments on a real climate dataset [143]. The dataset contains hourly
measurements of temperature from 1999 to 2018 across a discrete grid of locations on Earth.
The grid is obtained by pairing 32 latitude coordinates with 64 longitude coordinates. We
model the measurements from the 20 years as i.i.d. draws from an underlying distribution.
We again compare locally simultaneous, fully simultaneous, conditional, and hybrid infer-
ence. To be able to apply the conditional and hybrid approaches, we model the draws as
i.i.d. multivariate Gaussians. We use older data, from 1979 to 1998, to estimate the Gaussian
covariance. We study two types of selection: based on time and based on location.

In the first set of experiments we compute the average temperature on Earth (averaged
over all locations on the grid) and look at the resulting time series. For each year we take
one measurement per day, evaluated at noon, resulting in a series of 365 entries. We ask
for inference on the warmest day, coldest day, and all days with temperature above 8. In
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Figure 4.17: Intervals for the mean temperature constructed via locally simultaneous, fully
simultaneous, conditional, and hybrid inference, for selections based on time.
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Figure 4.18: Intervals for the mean temperature constructed via locally simultaneous, fully
simultaneous, conditional, and hybrid inference, for selections based on location.

the second set of experiments we compute the average annual temperature and look at its
distribution over the different recorded locations on Earth. Similarly to the first set of
experiments, we ask for inference on the warmest location, coldest location, and all locations
with temperature above 28. We plot the resulting intervals in Figure 4.17 and Figure 4.18,
respectively. For the two file-drawer problems, for interpretability we only visualize three
intervals, corresponding to the first three days/locations where the temperature exceeds the
critical threshold. In the first set of experiments, we observe that conditional inference
leads to significantly wider intervals than any of the three alternatives; in contrast, in the
first two problems of the second set of experiments the winner stands out and hence the
conditional method outperforms the other approaches. The locally simultaneous approach
gives narrower intervals than the fully simultaneous approach, as expected. The hybrid
approach leads to smaller intervals than the locally simultaneous approach in some settings
and wider in others. Critically, however, the hybrid approach is only applicable because
we imposed an assumption of Gaussianity, while locally simultaneous inference would be
applicable even nonparametrically.



CHAPTER 4. SELECTIVE INFERENCE 169

4.5 Deferred proofs

4.5.1 Auxiliary lemmas

Lemma 4.5.1 (Composition theorem [23, 56]). Let A*) be the adaptively composed algorithm
after k rounds (Alg. 4). Fiz two vectors y,y € R™ and suppose that Ai(aq,...,ai—1,y) =y,
Ai(ay, ..., a_1,Y"), for every fixed sequence ay, ... ,a;_1, and all t € [k]. Then,

(a) A(k) (y) Rkn,kt A(k) (y/)7

(b) A®(y) R Lk 4\ [ ToB (/D) mikr-+6 AW (y), for all § € (0,1).

4.5.2 Proof of Lemma 4.3.1

Denote by I'y the oracle from Definition 4.3.2 and let E = {w € R" : [(w) ~ nr [y} Fix an
event O C R" x S, and let O, = {T' € S : (w,I') € O}. Notice that 1{(y,I'(y)) € O} =
1{I'(y) € O,}, and hence E[1{(y,T'(y)) € O}|y] = E[1{T'(y) € Oy}|y].

With this, we can write:

P{(y,I'(y) € O,y € B} = E[E[1{[(y) € O, }|y]1{y € E}]

E[P{I'(y) € O,ly}1{y € E}]
E[(e"P{ly € Oyly} +7)1{y € E}]
E[(e"1{ly € O,} + 7)1{y € E}]
"P{(y,Ty) € O,y € B} +7.

N

N

Since P{y € E} > 1 — v, we can conclude:

P{(y.['(y)) € O} = P{(y,[(v)) € O,y € E} + P{(y,['(y)) € O,y & E}
(y))EO,yeE}—H/

0) €0, ye EY+17+v

To) € O} +7+v.

4.5.3 Proof of Theorem 4.3.1
By Lemma 4.3.1, we know that

P{bp ¢ CX"} < e"P{b;, €& C‘fe‘”} + T4
:enE[ {950 gC(Se Ui

[
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where C’{Z‘fﬁ are confidence intervals computed on y and I'y is an oracle selection independent
0

of y. By the construction of ng_n, we know P {Hfo -4 Cl‘iz_" f‘o} < de7", and therefore

P{o; ¢ 01267"} Lele"5+17+v=0+7+v.

4.5.4 Proof of Proposition 4.3.1

Denote by M the set of all models of size at most s and fix any 7 € (0,1). Let ¢/ ~ P, be
an i.i.d. copy of y. Define the set of bad models to be

M* = {M e M, : Jw*e supp(Py) such that P{]\Z[(w*) _ M} § 2221 (Z) }
P{M(y) = M} ;

By definition, we see
P{M(y)e M} < Y P{M(y) =M} <,
MeM*

which follows by taking a union bound over all >";_, (z) possible models. Consequently, for
any event O C R"™ x My such that {M : Jw s.t. (w, M) € O} C M*, we have

P{(y. M(y)) € O} < P{M(y) € M} = P{M(y) GM*}

Now denote O, = {M € M, : (w, M) € O}, and notice that {(y, M(y)) € O} {M(y) €
O,}. Then, for all O C R" x M, such that {M : Jw s.t. (w, M) € O} N M* = (), we know

P{(y, M(y)) € O} = P{I(y) € O,} =E [P{M(y) € O |y}]

E [P{I(y) € O,ly}] = ==L
Finally, take an arbitrary O C R"™ x M, and partition it as follows.
Obad = {(M,M) e0O:Me M*}, Ogood = {(W,M) cO: M &/M*}

Putting everything together, we have shown

P{(yaM(y)) € O} = P{(ya A ( )) € Obad} +P{(y7 M(y)) € Ogood}
+ 2 W pygy ity € 0,

In other words, we can conclude that (y, M(y)) ~nr o (Y, M(y)), with n =
log (M) = O(slog(d/s)) + log(1/7), as desired.

Applying the same steps as in Theorem 4.3.1 allows us to conclude that Cj, (K A sen) =
(é]M + KM756_,,6].M), where 1 = O(slog(d/s)) + log(1/7), are valid confidence intervals at

level § + 7.
A related argument is given in Theorem 6 of Dwork et al. [53].
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4.5.5 Proof of Proposition 4.3.2 (LASSO stability)

For the sake of readability, we denote the squared loss, rescaled by &, by L(5; X, y) := 7 Lly—
XB||3; hence, VL(8; X,y) = 2XT(y — XB). Also, we denote by S¢, := Cy - {£e;}L; the
set of 2d extreme points of the ¢;-ball in R?, scaled by the LASSO constraint C;. Slmllarly,
we let S& = C1 - {e;}{_, denote half of the points in S, that correspond to the extreme
points with non-negative coordinates.

Let y ~ N (u,0%I). Fix t € [k] and 8 such that [|3]|; < C;. For all ¢ € S¢,, we have

6T (VL(3: X,0) — VL5 X, ) = 67 (2K (= X8) - ZXT(u-x9))
= %JXT(Z/ — 1)

Notice that || X ¢l < C1||X||2,00 = C1 max;e|q || X;||2 for all ¢ € S¢,. By a union bound,
we can write:

P{i max [6TX T (y — )] > }—P{imax r¢TxT<y—u>r>s}

no ¢€Sc,

Since —quTX T(y — p) follows a rescaled t-distribution with r degrees of freedom and there

are d terms in the sum on the right-hand side, for s = s* = 2o 6/<2d>ClllX l2.00 , the probability
above is at most 6. Denote E = {w : maxycse, | ¢TXT(w p)| < s *}: we have thus shown
Plye B} >1—0.

We now show that, whenever y € F, stable LASSO with input y is indistinguishable from
stable LASSO with input p. From here on, we fix y € E and only consider the randomness
of the algorithm.

The output of Algorithm 5 can be written as a function of (fi,..., Bk+1), and hence
proving that (f,...,fk+1) is indistinguishable when computed on y and p is sufficient to
argue that BL asso 18 indistinguishable on the two inputs, by the post-processing property.

For all t < k, we can write 8,11 = g;(5;, y) for some randomized function g;; in Algorithm
10 we express ¢; as an algorithm. If we show ¢,(5,vy) ~,0 g:(83, i) for every fixed 5 such that
|18ll1 < C4, then we can apply Lemma 4.5.1 to conclude indistinguishability of the whole

sequence (1, ..., Bri1)-
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Algorithm 10 The g, subroutine of the stable LASSO algorithm

input: S,y
output: [

Vo e Cy - {iei}gzp sample &, iid. Lap (4tr,1—5/(2d)01”X”2,oo>

n
Vo € Cp - {Fe; ¥4, let ay = _%quXT(y — XB) 4+ &o
Set ¢, = arg min¢€5€1 Qg

Set Bri1 = (1 — A) By + Asgy, where Ay = t%l

Return Bt-i-l

Let ¢; and ¢} denote the minimizers of o, when the input is y and g, respectively, and

fix an arbitrary point ¢* € Sg,. Let {£t7¢}¢6501 be independent samples from Lap (2%)
Denote

£ = afgénaXVL(ﬁ;X, V) 0" +ES VLB X, y) ' d + o, Vo € Sey \ {67}

Conditional on & 4, ¢ € S¢, \ {¢"}, we get ¢, = ¢* if and only if & 4 < &*.
By the definition of F, we have:

(¢") " VL(B; X, p1) — s* + & < (¢")'VL(B:; X, y) + &
< ¢TVL<57 X: y) + gt,qﬁ g ¢TVL(ﬁ1 Xa M) + S* + gt,(ba

for all ¢ € S¢, \{¢*}. As aresult, conditional on & 4, ¢ € So, \{¢*}, the event & 4« < £*—2s*
implies ¢; = ¢*. Thus, we get:

P{¢i = ¢0"[€s, 0 € Scy \ {9} 2 Pl&gr <& — 25", 0 € Scy \ {07}
e_np{ft,zi)* < §*|£t,¢7 ¢ € SC1 \{¢*}}

= e_”P{qzﬁt = ¢*|£t,¢7 ¢ € SCI \ {¢*}}

Applying an expectation to both sides yields

Py = ¢"} < e"P{¢) = ¢"},

and this is true for all ¢* € S¢,. Therefore, for all y € E, ¢; =, ¢/. By post-processing,
this also implies g.(5,y) ~n0 9:(5, 1), for all .

By Lemma 4.5.1, we finally conclude that, for all y € E, the output of the stable LASSO
algorithm when applied to y is (%lm2 + +/2klog(1/6)n, §)-indistinguishable from the output
implied by the oracle input pu, for all 6 € (0,1), or alternatively it is (kn, 0)-indistinguishable.
Since this holds with 1 —§ probability over the choice of y, we see that Algorithm 5 is stable
with the desired parameters.

VoWV
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4.5.6 Proof of Proposition 4.3.3 (LASSO utility)

As in the proof of Proposition 4.3.2, we denote the rescaled squared loss by L(8; X,y) =
Ly — X3, and by S¢, := Cy - {£e;}%; we denote the set of 2d extreme points of the
¢;-ball in R?, scaled by the constraint C;.

We begin by stating a convergence result for the Frank-Wolfe algorithm due to Jaggi [89],
which forms the core of our analysis.

Lemma 4.5.2 ([89]). Fiz s >0 and $; € D CRY. Let (¢1,...,¢r) be a sequence of vectors
from D and let B = (1 — A)By + Aydy, for arbitrary Ay € [0,1]. Define the curvature
constant of L as

Cy = sup 2 (L(Bs) — L(By) — (Bs — B)TVL(BL)).

B1,B26D,v€[0,1],83=(1—7)B1+vB2 Y

Suppose that for all t € [k], it holds that: ¢/ VL(B;) < Milgee, fie}d ¢TVL(B,) + 2iCL.
Then, -

L(Bun) — min L) < 2t

1+ s).
B:11B811<Ch k -+ 2< )

Denote by b 1= —r1=4/ (2‘201“)(”2’% the parameter of the Laplace noise in Algorithm 5. Fix

s > 0. Denoting by C}, the curvature constant of L, as defined in Lemma 4.5.2, and by
applying subexponential concentration of the Laplace distribution, we know:

P {at c[k]: ¢/ VL(B:; X, y) > ¢Iél§n ¢ VLB X, y) +

sA OL
<p{are ) max lgl > 2]

SAkCL
<P >
{te[gﬁgg%l [t.0] 1 }

SAkCL>

SAtCL
2

< k|Se, | exp (— 4b

where the last step follows by a union bound. Setting s = A:‘ZL log(k|Sc,|/¢) controls this
probability to be at most (.

We use a standard fact from convex geometry: for any set Sp such that its convex hull is
equal to D, it holds that mingep ¢"VL(B; X, y) = minges, ¢' VL(B:; X,y). In our setting,
D ={5:||B]ls < Ci}, and it can be obtained as the convex hull of S¢;,.

With this, we can apply Lemma 4.5.2, as well as the fact that |Sg,| = 2d, to get that
with probability 1 — ¢ over the Laplace noise variables:

_ 2Cp | 8Cyblog(2kd/()
L X, y) — L(B; X,y) <
(Brt1; X, v) B:Hgﬁg@ (B: X.y) k42 (k+2)AcCL
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By the curvature characterization for quadratics due to Clarkson [39], we can bound the
curvature constant as

CL<—~ max  |X(B-B)E<

né 8,88l <Cr|8h<C: eillelh <20,

—_
S

max [ X3 < || X[5.CT.

A

Q

Therefore, we can conclude

8| X3.CT

L(Bry1; X,y) — min  L(B; X,y) < L+ 4blog(2kd /().

B:|1Bll1<Cx o(k+2)

Further, notice that for all 3, 5" such that max{||8||1, ||5'||:} < Ci, by Holder’s inequality we
have:

1
2= —lly - X513
no

2
S §||X||oo(||X||ooC'1 + [yl 18" = Bll1 == L1[|8" = Bll1 < 2L1Ch,

where by L; we denote the /;- Lipschitz constant of the squared loss restricted to the LASSO
domain. Now we pick ( = for some constant v > 0, which gives:

ZCL
) 8| X13,C7
E[L(Byir; X, )|y, 6] — min  L(B; X g P oo™l gplog(4kdCh L
[L(Br+15 X, y)y, 0] sy (8; X, y) <7 st D) g(4kdC1L1/7)
BIX2.C2 | 1665150 CallX 1200 log(4kdC: Ly /)
=7+ — ;
(k+2) nn

nIIXllgoCm-‘
Y

where in the last step we use the noise level from Algorithm 5. Now we set k = { X

and get the following utility upper bound:

E[L(Br+1; X, y)|y, 6] — sy L(5; X,y)

4 801||X||2,oo + 16t7‘,175/(2d)01 ||X||2,oo 10g(4]€d01L1/’7)
nm nm '

Note that the above inequality is true for all v > 0. After optimizing over ~, the right-hand
side reduces to

8C1 || X 2,00 . 16¢1-6/(2a)C1[| X [|2,00 (1 4 log(kdLinn/(4t,1-s/ca)|| X ||2,00)))
nn nmn

X

Using k < % and the value of L, we finally get

. . 8C1 ]| X||2,00
E|L 0 X, ,0l— min L(B; X,y < —————+
LG Xop)lys 6] = | min L5 X,y) < "0

161520 C1 | X [l200 (1 +log (dOm%?HXuzo(HXHoool + ||yuoo>))
n 2tr1-5/ )| X 13,5007
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Focusing on the relevant parameters, this bound can be simplified as

1 1 ~ [ C1]| X||2,00 log(d)tr1-5/(20)0
—Ellly — X 2 — min —|ly—XBI2=0 ( : : .
LElly— Xeald [y —in Ty - X6 2

Note that similar guarantees follow without conditioning on y, by taking iterated expec-
tations, applying Jensen’s inequality, and using subgaussianity to bound E[||y/||c]-

4.5.7 Proof of Proposition 4.3.4 (marginal screening stability)
Let y ~ N (p,0°I) and define ¢ := =X w for all w € R". Let E = {w : [[¢¥ — || <
W} First we prove that P{y € E} > 1 —¢:

tri—s/ca) || X200
n

trr s o || X oo
P“@—Mu> JWWNH&}

1
}:P{H@:—A\ij—xjm)
no n

Xy —
—p {Hz : ‘M‘ > tr,lé/(2d)||X||2,OO}

Now we appeal to a similar composition argument as in Proposition 4.3.2. From here on,
fix y € E. We will show that the output of stable marginal screening, when applied to vy, is
indistinguishable from the output of stable marginal screening given the oracle input .

The selected model M can be written as the output of a composition of k functions
gi(i1, ... ,is1,y), t € [k]. In particular, the feature “peeled off” at time ¢, i;, is equal to
Ge(i1, .. %—1,y). We show that g,(i1,...,%-1,y) ~no G:(i1,...,%_1, 1) holds true for all
fixed 41,...,4;—1. By Lemma 4.5.1, that will imply that the overall selected model under
input y and under input g is indistinguishable as well.

Fix a round t € [k], as well as an index i € res;. Suppose that we add independent draws

2%, X|2,00 .
& i~ Lap [ == s@ollXlzee ) 4 each value c;, where j € res;. Define
t,] nn l

£ =argmine] +& > [cf + & |, & =argmax —¢] — &> [c]f + &4, V) # .
&—cY / E<—c!

i

Then, g;(i1,...,9-1,y) = ¢ if and only if §&; > & or &; < £ . Moreover, since y € E, we
have

r1-5/2d) || X ||2,00
n b

tr1—s/(2d) || X 2,00
n

t
T+ = > Gyl =+ &yl -

ri—s/2d)|| X
n

tr1— X|l2.00 t
1 5/(2d)“ H2 - cf &> —cf o> |c§’ +§t7j| > |c§‘ +ft,j| _

2,00

n
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Rearranging the terms, we get

2,1 2ty 1-5/2a) | X |2,
- T L 2 Gl TS g 2 | 6y
. 2%, 1_ X200 2, X200 .
Thus, if &, > £ + 1 5/(27;1)” ll2 or &, < & — A= 6/(2d)” ll2, ,then i = g,(i1,. .., ir_1, 1)

if the noise levels are (§:.1,..., &y -, &, ) Finally, for fixed Yy e E, we have

P {gt(ila s 77:t*17 lu’) = Z|{€t»]}.77él}
. 215001 X 2,00
P {&,i > &+ A n) ‘{é},j}#i

* 2tr, —d/(2d X| ,00
P{ft,igé_— ! /(2)H ’2 ’{ft,j}#i

n
> e P {&; > & {&tjet e P& <E & tin)
= 6_77P {gt(i17 LR Jit—:l? y) = Z‘{gtﬂ}]7£1} .

Multiplying by e”7 and applying the law of iterated expectations completes the proof that
(1, 01, Y) o 9e(t, - .01, 1) for all y € E.

Finally, by Lemma 4.5.1 we conclude that for all fixed y € FE, the output of stable
marginal screening under input y and under the oracle input p is (3kn* + \/2k log(1/6)n, 6)-
indistinguishable for all § € (0, 1), or alternatively (kn, 0)-indistinguishable. Since this holds
with 1 — § probability over the choice of y, we see that stable marginal screening satisfies
stability with the desired parameters.

4.5.8 Proof of Proposition 4.3.5 (marginal screening utility)

Fix s > 0. Taking a union bound, we get:

k
P {?é?k}]{‘cmjl - ‘C% = ‘ } ZP {|ij |Cw| =z S‘y}

At the time when ¢; is chosen, exactly j — 1 items have been selected; therefore, at least
one of my, ..., m; has still not been selected. The event that |c,,;| — |c;;| > s implies that i;
“beat” one of my,...,m;, which further implies that max;c(4 [£;;| > 5. By a union bound,
this happens with probability at most dexp(—snn/(4t,1-s/2a)|| X ||2,00)). Putting everything
together, we get

k
Z {|ch |ci;| > S‘y} < kdexp (— Gl ) .

Atr1-5/2d)[| X 2,00

4t 15/ (2a) log(dk/d") [ X |l2,00
nmn

Plugging in s = completes the proof.
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4.5.9 Proof of Theorem 4.4.3

The proof essentially follows by applying Theorem 4.4.2. The bulk of the proof applies to
both the problem of inference on the winner and the file-drawer problem. Towards the end
we specialize the analysis to the individual problems.

We let

Ay(p) ={y : lly — plloe < g"([ml)}-
The validity of this set follows directly by the definition of ¢ ([m]):

i€[m] i€[m]

2 {ml =l < () | = o fomas 2 < () } 21
Using the above choice of A, (u) we can write

T (1) = Uy ly—plloo <g (tm) T (%),

and thus

~

T} = Upifly—ploo < () D (1)

~

= Uptlly—plloo<a (i) Yy ly'—plloo<a (m) T (¥)
= Uy lly—yllo<2¢* () L ()

In words, the set fj is the set of all selections obtained by perturbing the entries in y by
at most 2¢”([m]) in fs-norm.

Now we specialize the analysis to the two selection problems.

In the problem of inference on the winner, the selected inferential target is indexed by
T(y) = {4(y)}. The most favorable perturbation 3’ for an index j € [m] to be selected
is obtained by taking y; = y; + 2¢"([m]) and y;, = yx — 2¢"([m]) for k # j; therefore,
If={yem: Yy = y5 —4¢”([m])} is the set of plausible selections.

In the file-drawer problem, the selected targets are I'(y) = {y € [m] : yy = T}. The
indices that could fall in this set given a 2¢([m]) perturbation around y are '} = {y € [m] :
yy 2T —2q¢"([m])}. R

Therefore, in both cases we have identified I'}. The final statement follows by applying
Theorem 4.4.2.

4.5.10 Proof of Theorem 4.4.4

By following virtually the same argument as in Theorem 4.4.3, we can conclude that ffj is
the set of all plausible selections, for both the problem of inference on the winner and the
file-drawer problem. The final statement follows by applying Theorem 4.4.1, together with
a Bonferroni correction over I'}.



CHAPTER 4. SELECTIVE INFERENCE 178

4.5.11 Proof of Corollary 4.4.1

We argue that ]7;“ is the set of plausible targets fj when the acceptance region is chosen as

Ay() = {y 1X Ty = X Tl < " ({X5}20) )

After this is established, the result follows directly from Theorem 4.4.1.
First, the validity of A,(u) follows by the definition of ¢*:

PAIXTy — X Tplleo > ¢ ({X5 )} = Py {%%qxjm > Q”({Xj}?:l)} < v,

where Z ~ Py. Therefore, P,{y € A, (1)} > 1 —v.
We can write

Lo (i) = Uyxmy-x o< (3L (),
and thus

~

+
L = Uxmyx Tl <or (132 D (1)
_ N~y
= Ul X Ty X T plloo <o (1£X514y) Yyl X Ty =X T o< (1534 L (W)

[
= Uy X Ty X Tyl (1514 T (4)-

Since ['(y) = {(j, M(y)):je M(y)}, we finally have

~

L = Uy X Ty X Ty o2 (1X5)_,) {(j’ M(y)):j € M(y,)}
_ {(j,M) e MM eﬂj}.

Therefore, by Theorem 4.4.1 it suffices to take a simultaneous correction over fj The set

V is the set of contrasts that ensures simultancously valid inference for {0500} ey (see,
e.g., Theorem 4.1 in [12]).

4.5.12 Proof of Lemma 4.4.2

First, we argue that the condition | X (y—XaBus) (y))| < A—s, (141X, X (X3, Xar) 7 |1)
is equivalent to

max |XJ~T(y/ — XuBuas)(y))| < A
y'eBy

This follows because
T / _ /
Jnax X (' — XnBaws) (y))]

= max ‘X]T(y - XMB(M,s)(?J)) + X]T (y/ — Y- XMB(M,S)(ZUI) + XMB(M,S) (y))|

y' B

= max | X] (y — XuBows () + X; (I — Xar(Xy Xar) ' X)) (v — v)]-

y'eB



CHAPTER 4. SELECTIVE INFERENCE 179

Now notice that by the definition of B;° we have

max X (I — Xy (X3, Xar) " X0y — y) =

m
y' B |25 1<sus |20 oo <50

= su + 8| X} X (X3, Xar) 7|1

2 — X X (X3 X)) 2

which follows by the duality between the ¢;- and ¢,,-norms. Similarly we have

min X (I — X (X3, X0) " Xa) () = y) = —su — sl X X (X3 X)) 71

y'eBr
Thus, we see that

max [ X (y = XaBars (1) + X (1 = X (X[ Xan) " X0~ )]

= | X (y = XneBarsy )] + 50 (141X, Xar(X3, Xor) 7 1)

Putting everything together, we have shown that

max | X (v — XuBans(¥))] < A (4.11)

We argue that the condition in Eq. (4.11) implies that there cannot exist a pair (M’ s") €
B(M, s) such that M = M U {j}. Indeed, if this were true, then there must exist a point
y' € B on the boundary between the two corresponding polyhedra. Given the polyhedral
characterization of Lee et al. [106], this point must satisfy

X7 (= Xar (X3 X0 XTIy = A1 = X[ (X])*s).
By rearranging, we see that this equality is equivalent to
X (v — X (X X)Xy — As)) = A (4.12)

The left-hand side is equal to X, (y' — Xa B (y')); therefore, condition (4.12) contra-
dicts condition (4.11), and thus we can conclude that M U {j} cannot be the model of any
neighboring model-sign pair (M’,s") € B(M, s).

4.5.13 Proof of Lemma 4.4.3

The proof proceeds similarly to the proof of Lemma 4.4.2. Fix j € M. First, we argue that
the condition |B;.(ar,s)(y)| > sy||ejT(M 9 (X X)) is equivalent to

win [5.q0.9(4')] > 0. (4.13)

y'eBge
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This follows by writing

min B0 ()] = min 18501, () + Bi.oars)(Y') = Biars) ()]
) GBV y GBV

By the definition of B°, we can write

max ejT.(Ms) (X3 Xa) ' Xy (y —y) = max ejT.(M s)(X]\DXM)ilZM = SuHejT.(M s)(X]\DXM)il”h
yIEBSO ’ HZM||OO<SV ’ ’
and similarly min,cpe ejT.(Mys) (X0, X)Xy —y) = —Su”@jT.(M,S) (X, X))y, Putting

everything together, we see that minycp= |3;.(a,5)(%')| > 0 implies SVHGJ.T,(M’S) (X3, X)) Y <
|Bj.(m,5)(y)|, and vice versa.

Now we argue that condition (4.13) implies that variable j cannot exit the model in any
of the neighboring polyhedra within B°. If it can, then the Lee et al. [106] characterization
implies that there exists a point ' € BS° on the boundary between the respective polyhedra
such that e, o (X3 Xa) 7y = Aej o (X3 X))~ 's. By rearranging, we can rewrite this
equality as ejT( .55 (M,) (y') = 0, which contradicts condition (4.13).
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Chapter 5

Prediction-Powered Inference

Machine-learning algorithms are increasingly employed as black-box systems that supply pre-
dictions to augment or supplant costly experimental measurements. Such machine-learning
systems, generally trained on experimental data, can be used to generate predictions for
large numbers of entities that were not studied experimentally. For example, predictions
of three-dimensional structure can be made for the entire catalog of known proteins via
AlphaFold [92]. Such predictions hold out the promise of increasing the pace and scope of
scientific inquiry, particularly in domains where large numbers of entities need to be screened,
such as in assessment of molecular activity, tumor prognoses, or micro-climatic modeling.
Moreover, there is a cumulative effect—chains of predictions can feed further predictions.
As prediction-based scientific inquiry becomes increasingly common, an urgent agenda item
is to assess its support in terms of basic principles of statistical inference.

In this chapter we ask whether it is possible to get the best of both worlds—to exploit
predictions from a machine-learning system while still providing guarantees of statistical
validity. We study this question in a general setting with n data points accompanied by
gold-standard labels and N unlabeled data points whose labels are predicted by a machine-
learning model. We assume that N is much larger than n. We take the prediction model
as pre-existing, as in cases like AlphaFold, where a model was trained offline perhaps at
great expense and with massive amounts of data. We consider a scientist who wishes to use
predictions from the model to perform inference. The scientist’s goal is not to replace the
experimental data with predictions, but rather to leverage the immense number of predictions
to improve their confidence in a scientific conclusion.

We present prediction-powered inference, a framework that provides an affirmative answer
to the question of whether predictions can improve inferential quality without sacrificing
rigorous validity guarantees. Rather than using predictions as raw data, prediction-powered
inference uses the small gold-standard data set of paired features and labels to estimate
a mathematical object that we refer to as the rectifier. The rectifier makes it possible to
transform parameter estimates based on predictions into a statistically valid confidence set.

The material in this chapter is based on a work co-authored with Anastasios Angelopou-
los, Stephen Bates, Clara Fannjiang, and Michael I. Jordan [3].
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5.1 General principle

We now overview prediction-powered inference. The goal is to estimate a quantity 6%, such as
the mean or median value of a random outcome. Towards this goal, we have access to a small
gold-standard data set of paired features and outcomes, (X,Y) = ((Xl, Y1), .., (X, Yn)),

as well as the features from a large unlabeled data set, ()~(, 37) = (()?1, }71), - ()?N,?N)),

where we do not observe the true outcomes 371, ..., YNn. We care about the case where
N > n. For both data sets, we have predictions of the outcome made by a machine-learning
algorithm f, denoted f(X) = (f(X), .., f(X,)) and f(X) = (F(X)), ... f(Xx)).

Prediction-powered inference builds conﬁdence intervals that are guaranteed to contain
0*. Imagine we have an estimator 6 of 6*. One feasible but naive way to estimate 6*, which
we call the imputation approach, is to treat the predictions as gold-standard outcomes and
compute 6/ = §(X, f(X)). If the predictions are accurate, meaning f(X;) &~ Y;, then 67 is
close to 6*. However, 8/ will generally be biased due to errors in the predictions. Instead,
our key idea is to use the gold-standard data set to quantify how the prediction errors affect
the imputed estimate, and then construct a confidence set for 6* by adjusting for this effect.

More systematically, the first step is to introduce a problem-specific measure of prediction
error called the rectifier, denoted as A7. The rectifier captures how errors in the predictions
lead to bias in 6. Intuitively, A recovers 0* by “rectifying” /. The appropriate rectifier
depends on the estimand of interest 6*, and we show how to derive it for a broad class
of estimands. Next, we use the gold-standard data to construct a confidence set for the
rectifier, R. Finally, we form a confidence set for 6* by taking 6/ and rectifying it with each
possible value in the set R. The collection of these rectified values is the prediction-powered
confidence set, C'T, which is guaranteed to contain §* with high probability.

Prediction-powered inference leads to powerful and provably valid confidence intervals
and p-values for a broad class of statistical problems, enabling researchers to reliably incor-
porate machine learning into their analyses. We provide practical algorithms for construct-
ing prediction-powered confidence intervals for means, quantiles, modes, linear and logistic
regression coefficients, as well as other inferential targets. For conciseness, our technical
statements and algorithms will focus on constructing confidence intervals; however, note
that through the duality between confidence intervals and hypothesis tests, our intervals
directly imply valid prediction-powered p-values and hypothesis tests as well.

5.1.1 Further preliminaries

We use (X,Y) € (X x V)" to denote the labeled data set, where X = (Xi,...,X,,) and
Y = (Y1,...,Y,). We use the terms “labeled” and “gold-standard” interchangeably. We
use analogous notation for the unlabeled data set, ()Z' , 37) € (X x V)N, where the outcomes
Y are not observed. For now we assume that (X,Y) and (X,Y) are independently and
identically distributed samples from a common distribution, P. We generalize our results to
settings with distribution shift later on. By 6* we denote the estimand of interest, which
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Prediction-Powered Inference

3. Prediction-powered

1. Define rectifier 2. Rectifier confidence
confidence set

set

Define the rectifier,  wigh labeled data, create Construct confidence set, C'Y, by

will typically be an underlying property of P, such as the mean outcome.

Next, we have a prediction rule, f : X — ), that is independent of the observed data.
For example, it may have been trained on other data independent from both the labeled
and the unlabeled data. We let f; = f(X;) denote the predictions for the labeled data and
fi=7f ()Z'Z) denote the predictions for the unlabeled data. Slightly abusing notation, we let
f=(f1,..., fa) and f= (fl, ce fN) We will treat X,Y, X,Y, f, f as vectors and matrices
where appropriate.

Our key conceptual innovation is the rectifier Af—a measure of the prediction rule’s
accuracy. We formally define the rectifier in Section 5.2. We use A/ to denote an estimate
of the rectifier based on labeled data, which we call the empirical rectifier.

5.1.2 Warmup: Mean estimation

Before presenting our main results, we use the example of mean estimation to build intuition.
Our goal is to give a valid confidence interval for the average outcome, ¢* = E[Y;]. The
classical estimate of 6* is the sample average of the outcomes on the labeled data set, gelass —
% >, Y;. We construct a prediction-powered estimate, éPP, and show that it leads to tighter
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confidence intervals than 6<% if the prediction rule is accurate. Consider

N n
A 1 ~ 1
QPP:NZfi_EZ(fi_Y;)' (5.1)
i=1 i—1
—_————
6f AF

The key idea is that if the predictions are accurate, we have AJ ~ 0 and PP ~ % ZZJ\; 1 }N/,L-,
which has a much lower variance than 6<% since N > n.

Notice 67 is unbiased for #* and it is a sum of two independent terms. Thus, we can
construct 95% confidence intervals for 6* as

>

A~ 2 =
HPP O-J%*Y / Nclass 0-)2/
6P +£1.96 L o s 1196/ T (5.2)
n N n
A ~~ >y -~
prediction-powered interval classical interval

where 6%, 6]%4/, and 62 are the estimated variances of the Y;, f; — Y;, and fi, respectively.
The prediction-powered confidence interval is better than the classical interval when the
model is good. Because N > n, the width of the prediction-powered interval is primarily
determined by the term 6]2@_),. Furthermore, when the model has small errors, we have
&J%_Y < 6%. Thus, the width of the prediction-powered interval will be smaller than the
width of the classical interval. This estimator is known in the literature as the difference
estimator, closely related to generalized regression estimators [29]. This variance reduction
is why prediction-powered confidence intervals are smaller than their classical counterparts

in a broad range of settings beyond mean estimation.

5.2 Main theory: Convex estimation

Our main contribution is a technique for inference on estimands that can be expressed as the
solution to a convex optimization problem. In addition to means, this includes medians, other
quantiles, linear and logistic regression coefficients, and many other quantities. Formally, we
consider estimands of the form

0" = argmin E [(y(X1,Y))], (5.3)

fcRP

for a loss function £y : X x Y — R that is convex in 6 € RP, for some p € N. Throughout,
we take the existence of 6* as given. If the minimizer is not unique, our method will return
a confidence set guaranteed to contain all minimizers. Under mild conditions, convexity
ensures that 8* can also be expressed as the value solving

E [go-(X1,Y1)] = 0, (5.4)

where gy : X x) — RP is a subgradient of ¢y with respect to #. We will call convex estimation
problems where 6* satisfies (5.4) nondegenerate, and we will later discuss mild conditions
that ensure this regularity.
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Defining the rectifier. Following the outline in Section 5.1, the first step in prediction-
powered inference is to define a rectifier. As in the mean estimation case, the rectifier
captures a notion of prediction error. In the general setting of convex estimation problems,
the relevant notion of error is the bias of the subgradient gy computed using the predictions:

A (0) = E [go(X1, Y1) — go( X1, £1)] - (5.5)

Rectifier confidence set. The second step is to create a confidence set for the rectifier,
Rs(0), satisfying
P (A1(9) € Rs(0)) >1—6. (5.6)

Because the rectifier is an expectation for each 6, Rs(6) can be constructed using standard,
off-the-shelf confidence intervals for the mean.

Prediction-powered confidence set. The final step is to form a confidence set for 6*.
We do so by combining Rs(#) with a term that accounts for finite-sample fluctuations due
to having N samples. In particular, for every 6, we want a confidence set 7,_s(0) for

E[go(X1, f1)], satisfying
P (Elgo(X1, f1)] € Ta—s(0)) = 1 — (a —0).

Again, since E[gg(X1, f1)] is a mean, constructing 7,_5(f) is easy and can be done with
off-the-shelf tools.
We put all the steps together in Theorem 5.2.1.

Theorem 5.2.1 (Convex estimation). Suppose that the convex estimation problem is non-
degenerate as in (5.4). Fiz o € (0,1) and 6§ € (0,«). Suppose that, for any 0 € RP, we can
construct Rs(0) and To—s(0) satisfying

P(AY(0) € Rs(0)) = 1—-6; P (Elge(X1, f1)] € Tas(0)) = 1 — (o = 9).
T

Let CPY = {0 : 0 € Rs(0) + Ta_s(0)}, where + denotes the Minkowski sum.* Then,

PH*cC’P)>1-a. (5.7)

This result means that we can construct a valid confidence set for 6*, without assump-
tions about the data distribution or the machine-learning model, for any nondegenerate
convex estimation problem. We also present an asymptotic counterpart of Theorem 5.2.1 in
Section 5.6.2.

Most practical problems are nondegenerate (5.4). For example, if the loss is differentiable
for all # € RP, then the problem is immediately nondegenerate. Furthermore, if the data
distribution does not have point masses and, for every 6, {4(z,y) is nondifferentiable only
for a measure-zero set of (z,y) pairs, then the problem is again nondegenerate.

!The Minkowski sum of two sets A and B is equal to {a +b:a € A,b € B}.
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We have focused on convex estimation problems, since this is a broad class of estimands
addressed by prediction-powered inference. Nonetheless, we highlight that the general prin-
ciples for prediction-powered inference from Section 5.1 are applicable more broadly, and
lead to additional results and algorithms for other estimands and some forms of distribution
shift; see Section 5.4 for such extensions.

5.2.1 Algorithms

In this section we present prediction-powered algorithms for several canonical inference prob-
lems. The algorithms rely on confidence intervals derived from the central limit theorem.
We implicitly assume the standard, mild regularity conditions required for the asymptotic
validity of such intervals. In the algorithms we use z;_s to denote the 1 — § quantile of the
standard normal distribution, for § € (0,1).

Mean estimation. We begin by returning to the problem of mean estimation:
0* = E[Y1]. (5.8)

The mean can alternatively be expressed as the solution to a convex optimization problem
by writing it as the minimizer of the average squared loss:

0" = argmin E[(p(Y7)] = argmin E F(Yl — «9)2] :
feR feR 2
The squared loss fy(y) is differentiable, with gradient equal to gg(y) = 0 — y. Applying this
in the definition of the rectifier (5.5), we get A/(0) = A/ = E[f; — Y31]. Note that this
rectifier has no dependence on 6. We provide an explicit algorithm for prediction-powered
mean estimation and its guarantee in Algorithm 11 and Proposition 5.2.1, respectively.

Proposition 5.2.1 (Mean estimation). Let 6* be the mean outcome (5.8).  Then,
the prediction-powered confidence interval in Algorithm 11 has walid coverage:
liminf, ny—yeo P (9* € C};P) >1—a.

Quantile estimation. We now turn to quantile estimation. For a pre-specified level ¢ €
(0,1), we wish to estimate the ¢g-quantile of the outcome distribution:

0" =min{0: P(Y1 <0) > q}. (5.9)

To simplify the exposition, we assume that the distribution of ¥; does not have point masses;
this ensures that the problem is nondegenerate (5.4), though it is possible to generalize
beyond this setting with a standard construction. It is well known [101] that the ¢-quantile
can be expressed in variational form as

0" = ar%GIIgin E [¢p(Y1)] = ar%GIR?in Elg(Y1 —0)1{Y1 >0} + (1 —q)(6 — Y1)1{Y1 < 0}],
(5.10)
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where (y is called the quantile loss (or “pinball” loss). The quantile loss has subgradient
90(y) = —q1{y > 0} + (1 - q)1{y < 0} = —¢+1{y < 0}. Plugging the expression for gy(y)
into the definition (5.5), we get the relevant rectifier: A7(0) = P(Y; < 6) — P(f; < 0) =
E[1{Y; <0} —1{f1 <0}]. In Algorithm 12 we state an algorithm for prediction-powered
quantile estimation; see Proposition 5.2.2 for a statement of validity.

Proposition 5.2.2 (Quantile estimation). Let 6* be the gq-quantile (5.9).
Then, the prediction-powered confidence set in Algorithm 12 has walid coverage:
liminf, y_eo P (9* € Cgp) >1—aq.

Logistic regression. In logistic regression, the target of inference is defined by

0" = argmin E[ly(X;,Y7)] = argminE [—Y;07 X, + log(1 + exp(6' X1))] (5.11)

OcRd fcRd

where Y] € {0,1}. The logistic loss is differentiable and hence the optimality condition (5.4)
is ensured. Its gradient is equal to go(z,y) = —zy+zue(z), where pg(z) = 1/(1+exp(—z"0))
is the predicted mean for point x € X based on parameter vector #. Other generalized linear
models (GLMs) have the same gradient form, and thus also optimality condition (5.4), but
for a different mean predictor pg(z) (see Chapter 3 of Efron [58]). For example, Poisson
regression uses jip(x) = exp(z'6). In view of our general solution for convex estimation, the
rectifier is constant for all § and equal to A/ (0) = A/ = E[X,(f1 — ¥1)]. In Algorithm 13 we
state a method for prediction-powered logistic regression and in Proposition 5.2.3 we provide
its guarantee. We use X ; to denote the j-th coordinate of point X;. Poisson regression is
handled in essentially the same way: concretely, in Algorithm 13 we simply change the choice
of pe(z) defined in line 5.

Proposition 5.2.3 (Logistic regression). Let 6* be the logistic regression solution
(5.11). Then, the prediction-powered confidence set in Algorithm 13 has valid coverage:
liminf, y_oo P (9* € CEP) >1—a.

Linear regression. Finally, we consider inference for linear regression:

0* = argmin E[lp(X,,Y;)] = argmin E[(Y; — X 6)?]. (5.12)
HeRrR? feRd
While it is possible to obtain an algorithm for linear regression based on Theorem 5.2.1, one
can derive a more powerful solution by using the fact that the natural estimator for problem
(5.12) is linear in Y. We exploit these further properties in Algorithm 14 and Proposition
5.2.4, where we state a method for prediction-powered linear regression and establish its
validity, respectively.

Proposition 5.2.4 (Linear regression). Let 0* be the linear regression solution (5.12) and
fix j* € [d]. Then, the prediction-powered confidence interval in Algorithm 14 has valid
coverage: liminf,, y_yoo P (8} € CEP) > 1— «a.
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Algorithm 11 Prediction-powered mean estimation

Require: labeled data (X Y) unlabeled features X, predictor f, error level a € (0,1)
O 0T = AT = 5 fim L ML (i YY)
2: U” = sz 1(fz - (gf)
3: aJ% y eI (fi - Yi— AT

2

+ f
5: Output: predlctlon powered confidence set C*¥ = (QPP + wa>

4: Wy < 21— a/2

Algorithm 12 Prediction-powered quantile estimation

Require: labeled data (X,Y), unlabeled features X, predictor f, quantile g € (0,1), error
level a € (0,1)
1: Construct fine grid Ogq between min;en f; and max;e(n] f;
2: for 0 € G)grid do

3 AJ(0) « T3 (L{Yi <0} - 1{f; <0})
v RO« yxh{fi<o}
1

N 2
v A0 YL (1< - 1{ <0} - AT(0))
~ N 2
S ORSES (1 fige}—F(9)>
7. we(0) 21-a/2 6%1(0) + UJ;\(,H)

8: end for ) A
9: Output: prediction-powered confidence set CLY = {«9 LR (0) + AT(0) — q| < wa(Q)}

Algorithm 13 Prediction-powered logistic regression

Require: labeled data (X,Y), unlabeled features X, predictor f, error level a € (0,1)
1: Construct fine grid Ogiq C R? of possible coefﬁ(nents

2: ] TILZz:IX’lJ(fl_ i)v .] € [d]
3 0%, ¢ L (X - ) - Af), jeld

4: for 6 € Ogiq do

5: g]f(e) — % Zf\il X:z j ( 0(§1> - .ﬁ) , JE [d]7 where Me(x) = 1+exp(1—zT9)
2

6 62,00) « x5, (Xig(uo(X) — f) - 9]0)) ", jeld

6% . G2 (0 .
T Wa,i(0) < z1-a/ea)\ 5+ %(), j € [d]
8: end for R
9: Output: prediction-powered confidence set CEF = {0 : \gj(e) + A{\ < w,,;(0),V5 € [d]}
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Algorithm 14 Prediction-powered linear regression

Require: labeled data (X,Y), unlabeled features X, predictor f, coefficient j* € [d], error
level o € (0,1)

L PP B — AT = S - XT(f - V)

2 N LXTX, M« L5V (fi — X, 072X, X[

3: Ve Nty A

4: 3+ %XTX, M + %Z?:l(fz —Y; - XJAN2X X

5 VY tMyt _

6: Wo < Z1-a/2 Vj;j* + %

7: Output: prediction-powered confidence set CX¥ = (éﬁp + wa>

5.3 Applications

In this section we demonstrate prediction-powered inference on real tasks. In each of the
following applications, we compute the prediction-powered confidence interval for an esti-
mand of interest and compare it to two alternatives: the classical interval, which uses only
the gold-standard data (X,Y’), and the imputed interval, which uses only the imputed data
()~( , f ) by treating it as gold-standard data. In all cases, we show that the imputed interval,
which does not account for the prediction errors, does not contain the true value of the
estimand. For the two intervals that are guaranteed to be valid—prediction-powered and
classical—we compare their widths as a function of n, the amount of labeled data used.

5.3.1 Auditing electronic voting

We studied audits of electronic voting in an election with two candidates. Specifically,
we aimed to construct a confidence interval for the proportion of people voting for each
candidate using a small number of hand-counted ballots and a large number of ballots read
with an optical scanner. On Election Day in the United States, most voters use electronic
or optical-scan ballots [46], neither of which are perfectly accurate. Our data were taken
from a special election in San Francisco for the Assembly District 17 seat on April 19, 2022.
The candidates were David Campos and Matt Haney. We constructed a prediction-powered
confidence interval using an optical ballot labeling system and a small number of ballots
which we labeled ourselves. This is an example of a risk-limiting audit—a statistically valid
way to check the results of an election by inspecting subsets of ballots [see, e.g., 112].
Formally, we have N = 78150 images of paper ballots, )ZZ € X, i € [N], taken using an
optical ballot scanner. Each ballot has an associated ground-truth binary vote, }7; € {0,1},
i € [N], where a “1” indicates a vote for Matt Haney and a “0” indicates a vote for David
Campos. The target of inference is the fraction of votes for Matt Haney, 0* = E[V;]. To
compute the intervals, we hand-annotated n = 1024 randomly sampled ballots and imputed
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Figure 5.1: Examples of ballots correctly and incorrectly classified. The raw ballot is black
and white, the voter’s marking is automatically identified by a computer vision algorithm
with a green annotation, and markings below the red line annotation will be considered votes
for Matt Haney (and vice versa). The instructional portion of the ballots was cropped out.
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<
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n fraction of votes for Matt Haney

Figure 5.2: Election results produced by prediction-powered inference and the classical
and imputed baselines at level 95%. Left: width of intervals as a function of n. Right:
confidence intervals with n = 1024.

labels using a computer vision algorithm f : X — {0,1}, representing an optical-ballot
scanner. The accuracy of f is 99%, and it is biased towards Matt Haney due to printing
errors in the ballots; see Figure 5.1 for examples. We used Algorithm 11 to construct the
prediction-powered confidence interval, and binomial confidence intervals for the imputed
and classical baselines. The prediction-powered interval has roughly 1/4 the width of its
classical counterpart, and the interval based on imputation is invalid—it does not cover the
ground truth. See Figure 5.2.

5.3.2 Relating protein structure and post-translational
modifications

We demonstrate how prediction-powered confidence intervals for the mean can be used to
construct confidence intervals for more elaborate estimands, such as the odds ratio, which is
commonly used to quantify associations between binary random variables.

The goal in this section is to characterize the structural context of post-translational
modifications (PTMs), which are biochemical modifications of specific positions of a protein
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Figure 5.3: AlphaFold-based prediction of disorder. Left: predicted disorder for one
example protein (UniProt S5FZ81), colored by predicted probability of disorder per position.
Middle: ROC curve of disorder prediction based on AlphaFold structure. Right: confidence
interval for the odds ratio between disorder and phosphorylation (type of PTM) produced by
prediction-powered inference and the classical and imputed baselines, when n = 571. Unlike
the classical interval, the prediction-powered interval excludes the value of one and thus the
direction of the association is unambiguous.

sequence that play important regulatory roles. One question of interest is whether PTMs
occur more frequently in particular contexts within a protein’s three-dimensional structure,
such as intrinsically disordered regions (IDRs), segments of a protein that do not abide in
a fixed three-dimensional structure. Recently, Bludau et al. [16] studied this relationship
on an unprecedented proteome-wide scale by using AlphaFold-predicted structures [92] to
predict IDRs, in contrast to previous work which considered far fewer experimentally derived
structures.

We will refer to a position of a protein sequence being/not being in an IDR as “dis-
ordered” /“ordered,” and having/not having a PTM as “modified” /“unmodified.” Let
Y; € {1,0} denote the gold-standard label of whether or not a position is disordered, and
let Z; € {1,0} denote whether or not a position is modified. Following Bludau et al. [16],
we obtain a prediction for Y;, denoted f; € {1,0}, based on the protein structure predicted
by AlphaFold. To quantify the association between PTMs and IDRs, the authors computed
the odds ratio between f; and Z; on a data set of hundreds of thousands of protein sequence
positions. Though some of the data points also contained a gold-standard label, Y;, Bludau
et al. [16] did not use these labels in their analyses to avoid dealing with conflicts between
labels and predictions. Here, we show how to use both labels and predictions to give con-
fidence intervals for the odds ratio that are valid, in contrast to intervals based only on f;,
and smaller than intervals obtained only using Y;.



CHAPTER 5. PREDICTION-POWERED INFERENCE 192

odds ratio n = 365
0.2 9
—_ prediction-powered

- -== U 6 classical
5 0.1
= 3

0.0 0

0.2 15 0 2 4 6 8 10
c 1.0
5 0.1
s 0.5

0.0 0.0

0.4 0.0 0.3 0.6 0.9 1.2 1.5
s 4
T 0.2
s 2

0.0 0

200 400 800 1.5k 3k 200 400 800 1.5k 3k 0 1 2 3 4 5 6
n n width (odds ratio)

Figure 5.4: Odds ratio for three different PTMs, phosphorylation (top row), ubiqui-
tination (middle row), and acetylation (bottom row). Left: widths of prediction-powered
and classical confidence intervals for p; (solid line) and pg (dashed line). Middle: widths of
prediction-powered and classical confidence intervals for the odds ratio. Right: distribution
of interval widths for the odds ratio when n = 365.

The odds ratio between Y; and Z; can be written as a function of two means:

0* — pa/ (1 — i)
to/ (1 — o)’

where 1y = P(Y =1 | Z =1) and uo = P(Y = 1| Z = 0). We therefore proceed
by constructing 1 — «/2 prediction-powered confidence intervals for py and g, denoted
CEP = [lp, up) and CT¥ = [ly,uq], respectively. We then propagate Ct¥ and CI'* through the
odds-ratio formula (5.13) to get the following confidence interval:

1-— 1-— 1-1
CPP:{ a CO:COEC§P701€Cfp}:< Iy up Uy : 0>' (5.14)
0

]_—Cl Co ]_—ll Uo ’]_—Ul

(5.13)

By a union bound, CF" contains §* with probability at least 1 — a. We set ov = 0.1.
We have 10803 data points from [16], from which we simulated labeled and unlabeled
data sets as follows. For each of 1000 trials, we randomly sampled n points to serve as
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the labeled data set and used the remaining N = 10803 — n points as the unlabeled data
set, where we do not observe the labels. For all values of n and all three different types
of PTMs that we examined, the prediction-powered confidence intervals are smaller than
classical intervals; see Figure 5.4. Often, the classical intervals are large enough that they
contain the odds ratio value of one, as demonstrated in Figure 5.3, which means the direction
of the association cannot be determined from the confidence interval. On the other hand,
the imputed confidence interval is far too small and significantly overestimates the true odds
ratio; see Figure 5.3.

5.3.3 Relationship between age, sex, and income

We next used census data to investigate the quantitative effects of age and sex on income by
constructing confidence intervals for the linear regression coefficients relating age (1-99) and
sex (M/F) to income. As can be seen in Figure 5.5, which plots the distribution of income
across sex and different age ranges, income generally increases with age, and men earn more
than women in every age category.

¥ 200000 | =0 male
[} [ female
€ 100000

. 0

20-30 30-40 40-50

INnco

Figure 5.5: Distribution of income stratified by age and sex in the census year 2019.

Concretely, we used the Folktables interface [48] to download census data from California
in the year 2018 (377575 people), including yearly income ($), and ten covariates including
age and sex. On this data, we trained an XGBoost model [36] to predict yearly income from
the covariates. Then, in the year 2019 (N = 378817 people), we observed all the covari-
ates but only a small number n = 100 of yearly incomes. Using the model, we imputed
the remaining yearly incomes from the covariates, and then regressed age and sex to the
imputed yearly incomes using ordinary least squares. We then formed a prediction-powered
confidence interval for the regression parameters using Algorithm 14. The classical and im-
puted baselines used standard least-squares confidence intervals. See Figure 5.6 for results.
Note that income is difficult to predict, as evidenced by the width of the boxplots in Fig-
ure 5.5, so the prediction-powered interval provides only a moderate improvement over the
classical interval. Critically, however, it yields this improvement without succumbing to the
overconfidence exhibited by the imputed interval.
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Figure 5.6: Confidence intervals at the 95% level are smaller using prediction-powered
inference. Top: confidence intervals with n = 100. Middle: density of interval width with
n = 100. Bottom: average width as a function of n.

5.3.4 Relationship between income and private health insurance

Again using census data, we studied the effect of income on the procurement of private
health insurance. In particular, we fit a logistic regression relating an individual’s income to
the probability they have private health insurance. Generally, the higher a person’s income,
the more likely they are to have private health insurance.

The setup is essentially the same as in Section 5.3.3: we used the Folktables interface
to download California census data on income, a binary indicator of private health insur-
ance, and other predictive covariates. We used XGBoost to impute the predictions, and
Algorithm 13 to construct the intervals; see Figure 5.7 for results.

5.3.5 Distribution of gene expression levels

In this section, we demonstrate the construction of prediction-powered confidence intervals
on quantiles for studying the effects of regulatory DNA on gene expression. In particular,
we aim to characterize the distribution of gene expression levels induced by a population
of promoters—regulatory DNA sequences that control how frequently a gene is transcribed.
Recently, Vaishnav et al. [166] trained a state-of-the-art transformer model on tens of millions
of random promoter sequences with the goal of predicting the expression level of a partic-
ular gene induced by a promoter sequence (see Figure 5.8). They then used the model’s
predictions to study the effects of promoters—for example, by assessing how quantiles of
predicted expression levels differ between different populations of promoters, and verifying
those observations by experimentally measuring the expression levels of the promoters of
interest.
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Figure 5.7: Confidence intervals for the logistic regression coefficient relating income
and private health insurance coverage at the 95% level. Left: distribution of interval widths
with n = 200. Middle: mean width as a function of n. Right: intervals with n = 200.

Let X; be an 80-base-pair promoter sequence for a particular gene, and let Y; € [0, 20]
denote a measurement of the expression level it causes for the gene. Furthermore, let f; €
[0, 20] denote the corresponding expression level predicted by the transformer model in [166].
We focus on estimating the 0.25-, 0.5-, and 0.75-quantiles of expression levels induced by
native yeast promoters—promoter sequences that are naturally found in the genomes of S.
cerevisiae.

We have 61150 labeled native yeast promoter sequences from [166], from which we sim-
ulated labeled and unlabeled data sets as follows. For each of 1000 trials, we randomly

X Y

prediction-powered

=20
IS classical
>
(CTCAG...CAGTC, ) 85 mputed
o true median
(AGTCT..CGTAC, @) 7,
(TGTAG..ATCGC,@) 7§
2
G © 0
0 expression level 20 S 10 15 4 5 6 7 8 9
(ordered bins) prediction (expression level) expression level

Figure 5.8: Predicting gene expression levels from a promoter sequence [166]. Left:
each data point consists of a promoter sequence, X;, and an expression level, Y;. Middle:
predictive performance of the transformer model on the native yeast promoters used in our
experiments (RMSE 2.18, Pearson 0.963, Spearman 0.946). Right: confidence intervals for
the median native yeast promoter expression level with n = 75 and a = 0.1.
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sampled n points to serve as the labeled data set and used the remaining N = 61150 — n
points as the unlabeled data set. We then used Algorithm 12 to construct prediction-powered
intervals with o = 0.1. The prediction-powered confidence intervals for all three quantiles
are much smaller than the classical intervals for all values of n; see Figure 5.9.
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Figure 5.9: Widths of confidence intervals around the median using the trans-
former model of expression level developed by Vaishnav et al. [166]. Left: average width
of prediction-powered and classical confidence intervals for the 0.25-quantile (dashed lines),
0.5-quantile (solid lines), and 0.75-quantile (dotted lines). Right: distribution of confidence
interval widths for the median using n = 75.

5.3.6 Counting plankton

We counted the number of plankton observed by the Imaging FlowCytobot [131, 132], an
automated, submersible flow cytometry system, at Woods Hole Oceanographic Institution in
the year 2014. We also had access to data from previous years, which we treated as labeled,
and the 2014 data were fully imputed. The resulting confidence interval does not assume
that the 2014 data are identically distributed to the data from previous years; we explicitly
adjust for the fact that the probability of observing a plankton may change using the label
shift technique from Section 5.4.2.

__ More formally, our inputs X; are images taken by the flow cytometry system and the labels
Y; are one of {detritus, plankton}, where detritus represents unspecified organic matter; see
Figure 5.10 for examples. We are interested in the number of plankton in the year 2014. For
the machine-learning algorithm, we fine-tune an ImageNet pretrained ResNet-152 [77] on
labeled data from the years 2006-2012 (2812527 data points). The labeled data set consists
of n = 421238 image-label pairs from 2013 that the model was not trained on. Finally, we
received N = 329832 unlabeled images X; from the new year that has undergone a label
shift. Given these three ingredients, we used the technique in Section 5.4.2 to construct
the prediction-powered confidence interval on the frequency of observed plankton, while
accounting for the distribution shift. We then propagated the confidence interval into a
count. See Figure 5.11 for results. Note that assuming the data is i.i.d. and applying
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Figure 5.10: Examples of plankton and detritus, respectively.
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Figure 5.11: Confidence intervals on the number of plankton observed in 2014 at the
95% level. Left: mean width as a function of n. Right: confidence intervals with n = 421238.

Algorithm 11 for mean estimation results in biased inferences, as does the imputed baseline
using a classical binomial confidence interval.

5.4 Extensions

We demonstrate that the framework of prediction-powered inference is applicable beyond
the setting of i.i.d. convex estimation studied in Section 5.2. First, we provide a strategy for
prediction-powered inference when 6* can be expressed as the optimum of any optimization
problem, not necessarily a convex one. Then, we discuss prediction-powered inference under
certain forms of distribution shift.

5.4.1 Beyond convex estimation

The tools developed in Section 5.2 were tailored to unconstrained convex optimization prob-
lems. In general, however, inferential targets can be defined in terms of nonconvex losses
or they may have (possibly even nonconvex) constraints. For such general optimization
problems, we cannot expect the condition (5.4) to hold. In this section we generalize our
approach to a broad class of risk minimizers:

0" = argmin E[¢p( X1, Y1)], (5.15)
6€6
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where ¢y : X x Y — R is a possibly nonconvex loss function and © is an arbitrary set of
admissible parameters. As before, if #* is not a unique minimizer, our method will return a
set that contains all minimizers.

The problem (5.15) subsumes all previously studied settings. Indeed, when the loss ¢y
is convex and subdifferentiable and © = R? for some p—which is the case for all problems
previously studied—6* can be equivalently characterized via the condition (5.4). In this
section we provide a solution that can handle problems of the form (5.15) in full generality.
We note, however, that the solution does not reduce to the one in Section 5.2 for convex
estimation problems, and we expect the method from Section 5.2 to be more powerful for
convex estimation problems with low-dimensional rectifiers.

To correct the imputation approach, we rely on the following rectifier:

Af(e) =E [ge(XhYl) - gG(Xlafl)] . (5'16)

Notice that the rectifier (5.16) is always one-dimensional, while the rectifier (5.5) was p-
dimensional.

One key difference relative to the approach of Section 5.2 is that we have an additional
step of data splitting. We need the additional step because, unlike in convex estimation where
we know E[gp« (X1, Y1)] = 0, for general problems we do not know the value of E[ly- (X1, Y7)].
To circumvent this issue, we estimate E[¢p«(X7,Y])] by approximating 6* with an imputed
estimate on the first N/2 unlabeled data points (for simplicity, take N to be even). To state
the main result, we define

9 N/2 9 N
éf = argmin— ZEG(XH fl)a Ef(e) =% Z 69()217];1)
bco N i=1 N i=N/2+1

Theorem 5.4.1 (General risk minimization). Fiz o € (0,1) and 6 € (0,«). Suppose that,
for any 0 € ©, we can construct (Rg/z(Q),Rg/Q(O)) and (T%(G), %(9)) such that

P(AT(0) < R§p(0)) =1-06/2; P (AN(0) = Rj)(0) > 1-6/2;

P(f’,f(e) —E[lg(X1, f1)] < #(9)) > 1 ;5;
a—20
5

1 —

P (L(0) = Elty(X:, 1)) > TLs(6))

\%

Let
it = {9 €0: LI(0) <L/(#) - 7?}5/2(9) + Rg/Q(éf) + T# (0) - 7-% (éf)} :

Then, we have

PereC”) >1—a.
For example, if the loss ¢y(z,y) takes values in [0, B] for all z,y, then we can set T,_s(0) =
B/ w. The validity of this choice follows by Hoeffding’s inequality.
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Mode estimation. A commonplace inference task that does not fall under convex es-
timation is the problem of estimating the mode of the outcome distribution. When the
outcome takes values in a discrete set ©, this can be done by using the loss function
lo(y) = 1{y #0},0 € ©. A generalization of this approach to continuous outcome dis-
tributions is obtained by defining the loss ¢y(y) = 1 {|y — 0| > n}, for some width parameter
1 > 0. The target of inference is thus the point # € R that has the most probability mass in
its n-neighborhood, §* = arg ming g P (|Y7 — 6| > n). Theorem 5.4.1 applies directly in both
the discrete and continuous cases.

Tukey’s biweight robust mean. The Tukey biweight loss function is a commonly used
loss in robust statistics that results in an outlier-robust mean estimate. It behaves approxi-
mately like a quadratic near the origin and is constant far away from the origin. Formally,
Tukey’s biweight loss function is given by

3
(1_<1_(yc_29)2) >, |y_6‘<ca

, otherwise,

where c is a user-specified tuning parameter. It is not hard to see that the function f(y) is
nonconvex and hence not amenable to the analysis in Section 5.2; however, Theorem 5.4.1
applies.

Model selection. Nonconvex risk minimization problems are ubiquitous in model selec-
tion. For example, a common model selection strategy is best subset selection, which opti-
mizes the squared loss, fg(z,y) = (y —2"0)?%, subject to the constraint © = {§ € R¢: ||0||y <
k}. Here, © is the space of all k-sparse vectors for a user-chosen parameter k. Even though
the loss function is convex, © is a nonconvex constraint set and hence we cannot rely on the
condition (5.4) to find the minimizer. However, Theorem 5.4.1 still applies.

5.4.2 Inference under distribution shift

In Section 5.2 we focused on forming prediction-powered confidence intervals when the la-
beled and unlabeled data come from the same distribution. Herein, we extend our tools to
the case where the labeled data (X,Y") comes from IP and the unlabeled data (X,Y )—which
defines the target of inference 8*—comes from Q, and these are related by either a label
shift or a covariate shift. For covariate shift, we handle all estimation problems previously
studied; for label shift, we handle certain types of linear problems.

We will write Eq, Ep, etc to indicate which distribution the data inside the expectation
is sampled from.
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Covariate shift

First, we assume that Q is a known covariate shift of P. That is, if we denote by Q =
Qx -Qy|x and P = Px - Py|x the relevant marginal and conditional distributions, we assume
that Qy|x = Py|x. As in previous sections, we consider estimands of the form
0" = argmin E[(y( X1, Y1)]. (5.17)
gco  Q
Estimands of the form (5.17) can be related to risk minimizers on P using the Radon-
Nikodym derivative. In particular, suppose that Qx is dominated by Py and assume that
the Radon-Nikodym derivative w(z) = %):(m) is known. Then, we can rewrite (5.17) as
0* = argmin E[¢y (X1, Y1),
gco P
where 0§ (x,y) = w(z)ly(x,y). In words, risk minimizers on Q can simply be written as risk
minimizers on P, but with a reweighted loss function. This permits inference on the rectifier

to be based on data sampled from P as before. For concreteness, we explain the approach
in detail for convex risk minimizers. Let

Al (9) = E (g5 (X0, Y1) — g5’ (X, fo)], (5.18)
where gy (z,y) = go(z,y) - w(x) and gy is a subgradient of ¢y as before. A confidence set for

the above rectifier suffices for prediction-powered inference on 6*.

Corollary 5.4.1 (Covariate shift). Suppose that the problem (5.17) is a nondegenerate con-
vex estimation problem. Fiz o € (0,1) and § € (0,«). Suppose that, for any 6 € RP, we can
construct Rs(0) and To—s(0) satisfying

P (A7(9) € Ro0)) 21— 8 P(Elgy (X1, 1)) € Tacs(®)) > 1~ (a —0)
Let CPY = {0 : 0 € Rs(0) + Ta_s(0)}, where + denotes the Minkowski sum. Then,
PO*eCP)Y>1—a. (5.19)
The same reweighting principle can be used to handle nonconvex risk minimizers as in
Section 5.4.1.
Label shift

Next, we analyze classification problems where the proportions of the classes in the labeled
data is different from those in the unlabeled data. This problem has been studied before in
the literature on domain adaptation, e.g. by Lipton et al. [113], but our treatment focuses
on the formation of confidence intervals. Formally, let ) = {1, ..., K} be the label space and
assume that Qxy = Px|y. We consider estimands of the form

o = E[v(¥))
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where v : ) — R is a fixed function. For example, choosing v(y) = 1{y = k} for some
k € [K] asks for inference on the proportion of instances that belong to class k.
Using an analogous decomposition to the one for mean estimation, we can write

=B+ (EPO)] - EWA) = o' + A,

where Q; denotes the distribution of f(X),X ~ Qx. The quantity 6/ can be estimated
using the unlabeled data from Q and the model. Estimating the quantity A/ using samples
from P will require leveraging the structure of the distribution shift. Central to our analysis
will be the confusion matrix

Ki=Q(f(X)=j | Y =1), jie K] (5.20)

The label-shift assumption implies that K;; = P (f(X) = j | Y =[), which can be estimated
from labeled data sampled from P. In particular, we estimate I from the labeled data as

R 1 n . n
/cj,lzmi;ufi:j,y;:n, where n(l) :;1{1@:5}. (5.21)

Similarly, we can estimate Qy(k),k € [K] as

@f<k>=%i1{ﬁ:k}.

Treating Q; and Qy as vectors, notice that we can write Q; = KQy, and hence Qy = K~'Qy.

This leads to a natural estimate of Qy, @y = E‘l@f. Below, we use these quantities to
construct a prediction-powered confidence interval for 0* = Eq, [v(Y)].

Theorem 5.4.2 (Label shift). Fiz « € (0,1) and 6 € (0,«). Let

. 1 2
P Ep(Y)]+ Kig — —1
Ca (@YM )] z?ﬁ%ﬁ?&ﬁ’ =Pl oy los ——= | |

where

-~ _ ) _ )
Cir = {P : ”(k?)lcl,k € |:FBi1110m(n(k)7p) (ﬁ) ’FBiiom(n(k),p) (1 - @) ]}

and Fginom(n(k),p) denotes the Binomial CDF. Then,
PO*eCP)Y>1—a.

Naturally, the confidence interval becomes more conservative as the number of classes grows.
Also, the power of the bound depends on the smallest number of instances observed for a
particular class.
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5.5 Related work

Our technical results generalize tools from the model-assisted survey sampling literature [e.g.,
148], which provides methods to improve inference from surveys in the presence of auxiliary
information. In particular, the mean estimator in Section 5.1.2 is the difference estimator,
closely related to generalized regression estimators [29]. It has long been recognized that
model predictions can be leveraged as auxiliary data [186], and much work has gone into
producing asymptotically valid confidence intervals when the predictive model is fit on the
same data that is used for inference—see [18] for a recent overview. Our work is also
related to the statistical literature on missing data and multiple imputation [e.g., 114]. In
particular, Robins et al. [146], Robins and Rotnitzky [145], Chen and Breslow [33], Yu and
Nan [187] study regression with missing data. Likewise, our setting is related to measurement
error [e.g., 28], particularly to Chen et al. [37], who study the estimation of parameters defined
as solutions to many estimating equations, as we will in this work.

Recently, a body of work on estimation with many labeled data points and few unlabeled
data points has been developed [4, 35, 136, 176], focusing on efficiency in semiparametric or
high-dimensional regimes. In particular, Chakrabortty and Cai [30] study efficient estimation
of linear regression parameters, Chakrabortty et al. [31] study efficient quantile estimation,
Zhang and Bradic [188] study mean estimation in a high-dimensional setting, and Hou et
al. [83] study an imputation approach to improving generalized linear models. Our work
continues in this vein but focuses on the setting where we have access to a good predictive
model fit on separate data. This allows us to tackle a much wider range of estimands (e.g.,
minimizers of any convex objective) and give finite-sample inferences without assumptions
about the machine-learning model. Secondly, we go beyond random sampling and consider
certain forms of distribution shift in this work.

More distantly, our setting, in which we have access to some labeled data alongside un-
labeled data, also appears in semisupervised learning [e.g., 190, 191]—that literature studies
the question of how to improve prediction accuracy with unlabeled data. We also refer the
reader to the related literature about surrogates in causal inference [e.g., 94]. Thematically,
our work is most similar to the work of Wang et al. [175], who also introduce a method to
correct machine-learning predictions for the purpose of subsequent inference. However, our
work provides confidence intervals that are provably valid under minimal assumptions about
the data-generating distribution, whereas Wang et al. require certain parametric assumptions
about the relationship between the prediction model and the true response.
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5.6 Deferred proofs

5.6.1 Proof of Theorem 5.2.1

We show that 6* € CEP with probability at least 1 — «; that is, with probability at least
1 — « it holds that
0e R(;(@*) + 7;_5(9*).

Consider the event E = {Af(6*) € Rs(0") YN {E[go- (X1, f1)] € Ta—s(6*)}. By a union bound,
P(E) > 1— a. On the event E, we have that

E[go- (X1, Y1)] = Elge- (X1, Y1)] — E[ge- (X1, f1)] + E[ge- (X1, f1)] (5.22)
= A (0") + E[go- (X1, f1)] € Rs(0%) + Tas(67). (5.23)

The theorem finally follows by invoking the nondegeneracy condition, which ensures
E[ge- (X1, Y1)] = 0, so we have shown 0 € Rs(6*) + To—s(6%).

5.6.2 Asymptotic counterpart of Theorem 5.2.1

The following is an asymptotic counterpart of Theorem 5.2.1 that uses the central limit
theorem in the confidence set construction. We note the error budget splitting used in
Theorem 5.2.1 is in fact not necessary, but we believe that it facilitates exposition when
presenting nonasymptotic guarantees. The asymptotic result below is stated without the
splitting of the error budget.

Theorem 5.6.1 (Convex estimation: asymptotic version). Suppose that the convex esti-

mation problem is nondegenerate as in (5.4) and that & — p, for some p € (0,1). Fiz
a € (0,1). For all 0 € RP, define

AN = -3 (X0 ¥) 00X 1) 970) = D (K )

i=1 i=1
Further, denoting by gy j(x,y) the j-th coordinate of go(x,y), let

n N
5350) = 3 (050X ) — 00X )~ ALO)) s 62,00 = D (0K )~ 3]6))
i=1 i=1

g

. 62 (0 52 (6
for all j € [p]. Let w, ;(0) = Zl_a/(2p)\/ 550 g,]]V( ) und

n

ct” = {0 1AL(0) + 5 (0)] < wa(6), Vi € o]}

Then,
liminf P(0* € CXF) > 1 — a. (5.24)

n,N—00
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Proof. We show that 6* ¢ C'Y with probability at most « in the limit; that is,

R 6.2 (9* 6.2 ) 6*
oy 2 |80+ 0] > 1 B A0

n,N—o00

, Vielp] | <a

For each j € [p], the central limit theorem implies that
V(AL (67) = E[AL(67)]) = N(0,03;(6);  VN(g!(67) — E[g] (67)]) = N(0, 07 ;(67)),

’ 795
where 03 ;(6%) is the variance of gg- ;(X1,Y1) — go+;(X1, f1) and o7 ;(6*) is the variance of
9o~ j(X1, f1). Therefore, by Slutsky’s theorem, we get

VN(AJ(07) + g](67) — E[AL(67) + g/ (6")])
A S (n* A S p* N ~f 1 n* ~frnx
= Va(Al(6) ~ E[A](0 m/% +VN(3](6%) — Ela! (6"))
L o 2 [
=N (O, I;UAJ(Q )+ o, i(0 )) :
This in turn implies

limsup P ([AL(07)+ 3] (0") — E|AL07) + 3] (0")|| > 210 —)éﬁ, 5.25
TN o0 (‘ 307+ 95 (8°) [ i (07) +3;( >” 1o/ (20) 7 (5.25)

where 67 is a consistent estimate of the variance Lo ;(0%) + o} ;(0). We take 67 =
6% ;(0%)X + 62 .(0%); this estimate is consistent since the two terms are individually con-

sistent estimates of the respective variances. Now notice that

E[AT(07) +37(07)] =B g0 (X0,71) = go- (X1, 12) + g0 (X, )| = Bl (X1, Y2)] = 0,
(5.26)
where the last step follows by the nondegeneracy condition. Putting together (5.25), (5.26),
and the choice of 6; derived above, and applying a union bound, we get

03,(07) 63,067

limsup P [ Jj € [p]: ‘AI(Q*) +§§C(‘9*)’ > Zla/(2p)\/

n,N—o00

< limsup P | |A7(6°) 1 g/ (6" 95507 93,0")

< ; ;T]l\llilg) 7 (0%) + G5 (07)| > 21-a/(2p) n + N
p

= limsup P (’Agf(e*) +4/(6") —E [A;’(e*) + gjf(e*)} ‘ > zl_a/@p)&j)
=1 mN—

p
(6]
< -
<>

= Q.
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5.6.3 Proof of Proposition 5.2.1

We show that the prediction-powered confidence set constructed in Algorithm 11 is a special
case of the prediction-powered confidence set constructed in Theorem 5.6.1. The proof then
follows directly by the guarantee of Theorem 5.6.1.

Since go(y) = 0 — y, we have

~ BV E o B 1 .
AlOy=A =3 (fi-Y) §O)=0-5D f

i=1 =1

Therefore, the set CL¥ from Theorem 5.6.1 can be written as
n

C§P={ 9——Zfz Zl K)ém(@}z(%Zﬁ— Z iwa(H)).

=1
This is exactly the set constructed in Algorithm 11, which completes the proof.

§|*—‘

5.6.4 Proof of Proposition 5.2.2

Like in the proof of Proposition 5.2.1, we proceed by showing that the prediction-powered
confidence set constructed in Algorithm 12 is a special case of the prediction-powered confi-
dence set constructed in Theorem 5.6.1. Then, we simply invoke Theorem 5.6.1.

Since go(y) = —g + 1{y < 6}, we have

A= 23 O<0 1<) §0) = —a+ )

where F(0) = £ 57 1 {ﬁ < 9}. Therefore, the set CXF from Theorem 5.6.1 can be written

< wa(e)}

This is exactly the set constructed in Algorithm 12. Therefore, the guarantee of Proposition
5.2.2 follows by the guarantee of Theorem 5.6.1.

crP { ‘ii (1{Y; <O —1{f; <O} —q+ E(0)

i=1

{0 )F(@) + A (9) - q‘ <wa(0)}.
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5.6.5 Proof of Proposition 5.2.3

The proof follows a similar pattern as the previous two propositions, by arguing that the
prediction-powered confidence set constructed in Algorithm 13 is a special case of the
prediction-powered confidence set constructed in Theorem 5.6.1.

Since gg(x,y) = x(ug(x) — y), we have

~ ~

A0 = AT = DS XY 510 = 3 D KK~ )

These quantities are explicitly computed in Algorithm 13. Moreover, the set CXF constructed
in Algorithm 13 exactly follows the recipe of Theorem 5.6.1, so the proof immediately follows.

5.6.6 Proof of Proposition 5.2.4

For linear regression, we can derive more powerful prediction-powered confidence intervals
than those implied by Theorem 5.2.1 by exploiting the linearity of the least-squares estimator.
Recall that Theorem 5.6.1 assumes that §; — p, for some fraction p € (0, 1).
Theorem 3 of White [180] implies that

V(AT — AT = N0, W): VN(@ —67) = N0, W),

for appropriately defined coviariance matrices W and W', where 6/ = (E[X; X|']) ' E[X, fi]
and A/ = (E[X, X)) 'E[X,(fi — Y1)]. With this, we can write the target estimand as
0" = (E[X, X[ ]) 'E[XiV)] = 0/ — AJ.

Combining Theorem 3 of White with Slutsky’s theorem, we get

n

VN —0*) = VN —6)) — /(AT — AY) Now (O,W% + W’> .

White also shows that V and V, as defined in Algorithm 14, are consistent estimates of W
and W', respectively. Therefore, 0FF is asymptotically normal and consistent, and we have
a consistent estimate of its covariance. In particular,

N - 1

This means that we can construct asymptotically valid confidence intervals via a normal

approximation by choosing width zl,a/g\/‘/j*j*% + f/j*j*\/% = Z1-a/2\/ Vj;j* + V]TJ7 and

this is precisely what Algorithm 14 accomplishes.
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5.6.7 Proof of Theorem 5.4.1

Define
L(0) = E[tg(X1,Y1)], L' (0) = E[lg(X1, f1)].

By the definition of *, we have
LI67) = (L(67) — L(67)) + (L(6") — L(6)) + (L(6") — LY () + LI (6)
< (LF(07) = L(67)) + (L(67) — LY (7)) + LT (67).

By applying the validity of the confidence bounds, a union bound implies that with proba-
bility 1 — o we have

LI() < (L7(67) = L(0")) + (L(O7) = LI (07)) + LIOT) + Tits (67) — Tos (07)
= —AL(07) + AT(OF) + LI(07) + Tols (07) — Tes (07)
< —Rip(07) + R(0) + LT (0F) + Tols (0°) — Tas (67).

Therefore, with probability 1 — o we have that 0* € CEF, as desired.

5.6.8 Proof of Theorem 5.4.2

Notice that we can write Eq, [v(Y)] = v Qy, where on the right-hand side we are treating
v=(v(l),...,v(K)) and Qy = (Qy(1),...,Qy(K)) as vectors of length K. We can write
similar expressions for Qy, Qy, etc. Using this notation, by triangle inequality we have

6* —vTQy| = [vTQy — v Qy| <

v Q- @f)) + ‘VT’C_I@f —vTK7'Qy|. (5.27)
We bound the first term using Holder’s inequality,
TR @ - Q)| < IR IQs — Q. (5.28)
For the second term, we write
‘mc%@f - y%*l@f] - ‘ﬂl%*l(ﬁ - /C)lcfl@f\ . (5.29)

In the above equation, the factor on the right, K~'Qy, is exactly equal to Qy, and thus lives
on the simplex, which we denote by A. Using this fact and Holder’s inequality,

VKUK - IC)IClef‘ <sup v K HK - IC)q‘ < HVTE*1

geA

sup H(E — IC)qHOO . (5.30)

1 gen
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Next, we have
sup 1K = K)lloo = max 1Kk — Kokl oo, (5.31)

where K indexes the k-th column of . This yields the expression

Putting everything together and going back to (5.27), we have

Sup H lC)qHOO = HVTIG_ H max || Kr, — K| o- (5.32)

1 gen 1 k€[K]

T Qy — v Qv| < v K7 (1Qf — Qflfoo + max [|Kr, — Killoo ) - (5.33)
ke[K)

Since ||1/TIC 1 can be evaluated empirically, it remains to bound the distributional distances

1Qs — Qoo and maxyeqr [[Ki — Killoo-
For the first term, we can simply apply the DKWM inequality [52, 119], which gives

~ 2 2
1Qr — Qyl g —

(5.34)

with probability 1 — (o — 0). See [27] for details.
For the second term, maxe(x) |Cx — Kk|| 0o, since we only have n samples for estimation,

we use a more adaptive concentration result. In particular, for each [,k € [K], n(k;)lel,k
(conditional on the k-th column) follows a binomial distribution with n(k) samples and
success probability K. Therefore, if we let

~ ) _ 0
Cl,k = {p : n(k)lclvk € (FBlilom(n( k),p) (m) ’FBiilom(n(k),p) (1 - W)) } )

where Fginom(n(k),p) denotes the Binomial CDF, then by a union bound:

P (max 1K — Killo > max max ]IClk —p[) J. (5.35)

ke(K] 1,ke[K] peC

Combining equations (5.33), (5.34) and (5.35) yields the final result.
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