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Abstract
Implicit Learning in Deep Models: Enhancing Extrapolation Power and Sparsity
by
Alicia Tsai
Doctor of Philosophy in Computer Science
University of California, Berkeley

Professor Laurent El Ghaoui, Chair

This thesis investigates the transformative potential of implicit models in deep learning, with
a focus on their capabilities to tackle challenges in extrapolation, sparsity, and robustness.
Unlike traditional neural networks that rely on predefined, layer-by-layer architectures, implicit
models define outputs through equilibrium equations, enabling dynamic adaptability and
compact representations. We present a comprehensive framework for understanding implicit
models, encompassing theoretical foundations of well-posedness, algorithms for constrained
sparsification, and robustness analyses. The versatility and effectiveness of implicit models are
demonstrated across diverse tasks, including mathematical operations, temporal forecasting,
and geographical extrapolation, where they consistently outperform non-implicit baselines,
particularly under distribution shifts. Key contributions include the introduction of the
sensitivity matrix and error bounds, which provide interpretable robustness measurements
and facilitate the generation of adversarial attacks. We also highlight depth adaptability
and closed-loop feedback as fundamental mechanisms driving the superior extrapolation
performance of implicit models. This work establishes implicit models as a robust, scalable,
and interpretable alternative paradigm for neural network design, with significant implications
for addressing real-world challenges involving noisy, sparse, and out-of-distribution data.
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Chapter 1

Introduction

Artificial Neural Networks (ANNs) have revolutionized machine learning by providing a
framework for approximating complex, non-linear functions. Inspired by the structure of
biological neurons, ANNs consist of layers of interconnected nodes that process input data
and extract meaningful representations. While shallow networks are effective for some
problems, their ability to model complex data is limited. The introduction of Deep Learning,
characterized by networks with many layers, has dramatically expanded the capability of
neural networks across domains like computer vision, natural language processing, and
time-series analysis.

Deep learning leverages hierarchical feature extraction, where lower layers capture simple
patterns while deeper layers extract abstract representations. This capability has enabled
breakthroughs in areas like image classification, speech recognition, and autonomous systems.
However, despite their widespread success, traditional feed-forward deep neural networks
(DNNs) face challenges, including their reliance on fixed architectures, difficulty in extrapo-
lating to out-of-distribution (OOD) data, and sensitivity to adversarial perturbations.

Implicit models represent a fundamental shift in neural network design. Unlike traditional
deep neural networks (DNNs), which process data through a predefined sequence of layers,
implicit models determine outputs by solving equilibrium equations that define the relation-
ships between inputs and internal states. This approach allows for dynamic adaptation to
the complexity of tasks, as the model’s depth is not fixed but emerges from the equilibrium
computation.

Examples of implicit models span a diverse range of applications and designs. Physics-
Informed Neural Networks (PINNs) integrate physical laws directly into the learning process,
ensuring that predictions adhere to known scientific principles. By embedding partial
differential equations into their architecture, PINNs solve complex physical problems while
maintaining fidelity to established theories [76]. While PINNs incorporate physical constraints
via embedded equations, the implicit models in this thesis generalize this approach by defining
their behavior through equilibrium equations, enabling them to represent a wide variety



CHAPTER 1. INTRODUCTION 2

of systems beyond physical laws. Boltzmann Machines, introduced by Geoffrey Hinton
[47], consist of symmetrically connected, neuron-like units that make stochastic decisions
about their states. This symmetric connectivity allows them to model complex probability
distributions and perform associative memory tasks. In contrast, the implicit models explored
in this thesis leverage asymmetric weight matrices, providing a more dynamic framework for
learning and adaptation. This asymmetry facilitates improved generalization and robustness
under distribution shifts.

Deep Equilibrium Models (DEQs) closely align with the equilibrium-based approach of
the implicit models studied here. DEQs define the output of the network as the fixed point
of a single-layer transformation, effectively simulating infinite-depth networks without the
computational burden of stacking layers. This characteristic makes DEQs particularly efficient
for capturing long-range dependencies [8]. Similarly, Neural Ordinary Differential Equations
(ODEs) extend the equilibrium framework to continuous-time dynamics by parameterizing
the derivative of the hidden state using neural networks. This approach offers a principled
method for modeling time-series data and dynamic systems with continuous-time behavior,
bridging the gap between traditional deep learning and differential equations [16].

The implicit models discussed above share foundational principles with those explored
in this thesis, particularly in their reliance on equilibrium-based formulations and their
adaptability across diverse tasks. Together, these examples highlight the versatility of implicit
models as a unifying paradigm. They demonstrate how equilibrium-driven frameworks provide
a robust foundation for solving complex, real-world problems and offer insights into the
development of scalable, interpretable, and adaptable neural networks.

This thesis discusses the theoretical properties and practical applications of implicit
models, contrasting them with traditional deep learning architectures and investigating their
potential to overcome the limitations of standard neural networks. The remainder of this
thesis is organized as follows:

Chapter 2: Implicit Learning in Deep Models This chapter introduces implicit
prediction rules and explores the theoretical underpinnings of implicit models, including
system well-posedness and composition. We highlight how implicit models extend and
generalize traditional neural network architectures, laying the groundwork for their application
in deep learning.

Chapter 3: Constrained Implicit Learning Here, we develop a constrained implicit
learning framework designed to sparsify neural networks by imposing constraints on their
structure. An efficient algorithm for network sparsification is presented, along with numerical
experiments that demonstrate the effectiveness of the method in maintaining model accuracy
while reducing complexity.
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Chapter 4: Robustness Analysis via Implicit Representation This chapter discusses
the robustness of implicit models against adversarial attacks. We introduce the sensitivity
matrix, a novel tool for evaluating input-output robustness. The chapter also explores how
this matrix can be leveraged for generating adversarial samples and improving model defenses.

Chapter 5: The Extrapolation Power of Implicit Models The focus shifts to the
extrapolation capabilities of implicit models, essential for generalizing beyond training data.
Through a series of mathematical and real-world tasks, including time-series forecasting and
earthquake location prediction, we demonstrate the adaptability and superior performance of
implicit models in out-of-distribution scenarios.

By investigating the theoretical and practical advantages of implicit models, this thesis
aims to contribute to the growing body of work that seeks to make neural networks more
robust, efficient, and generalizable.



Chapter 2

Implicit Learning in Deep Models

2.1 Introduction

Deep learning has revolutionized artificial intelligence by achieving remarkable success across
diverse domains, including computer vision, natural language processing, and scientific
computing [59, 32]. At the heart of traditional deep learning models lies the explicit layer-
by-layer architecture, where computations flow sequentially from input to output through a
fixed-depth network [43]. While effective, this rigid structure can struggle to generalize to
complex, dynamic, or out-of-distribution data, limiting its adaptability and robustness [78].

Implicit learning introduces a paradigm shift in how deep models are designed and
optimized. Instead of relying on predefined, feedforward architectures, implicit models define
their behavior through equilibrium equations, where the outputs of intermediate layers are
solutions to implicit functions [7, 25]. These models, often referred to as equilibrium or
implicit models, represent a departure from traditional architectures by focusing on the
steady-state behavior of the network rather than its depth-dependent structure [2].

This equilibrium formulation offers several key advantages. First, implicit models adapt
their effective depth to the complexity of the task, solving the equilibrium equation iteratively
until convergence [42]. This flexibility allows them to model more intricate dependencies
compared to their explicit counterparts. Second, implicit models inherently incorporate
feedback mechanisms within their computations, enabling recurrent information flow during
forward passes. Such feedback loops mirror biological neural systems and improve robustness
and stability under challenging conditions, such as adversarial attacks or distribution shifts
[61, 79]. By reframing neural networks as implicit systems, this approach unlocks new
opportunities for designing models that are both robust and efficient, paving the way for
further exploration into their theoretical foundations and practical applications in real-world
scenarios [22, 50].

The relationship between implicit models and physics-based formulations has been explored
in the context of differential equations. Physics-inspired models like Neural ODEs [17] and
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Hamiltonian Neural Networks [39] leverage continuous-time dynamics to encode conservation
laws and stability directly into their learning processes. These models share common ground
with implicit methods in their ability to model long-term dependencies and provide robust
solutions, particularly for applications in dynamical systems and scientific computing [50].

Boltzmann machines, a class of stochastic recurrent neural networks, have historically
been designed with symmetric weight matrices to ensure convergence. Recent works have
explored the use of asymmetric weight matrices to allow for richer representational power
while maintaining stability [1, 46]. The equilibrium nature of these models aligns closely
with the fixed-point solutions of implicit models, offering a promising avenue for further
exploration in combining stochasticity and implicit dynamics.

Recent development of Deep equilibrium models, introduced by Bai et al. [7], are a pio-
neering class of implicit models that solve for a fixed-point equilibrium instead of propagating
through explicit layers. These models allow for infinite depth at a fixed computational cost
and demonstrate state-of-the-art performance in tasks such as sequence modeling and image
recognition. DEQs have also been extended to incorporate memory efficiency and more robust
solvers, enhancing their practical usability [25].

By integrating insights from these related fields, this work advances the understanding of
implicit learning frameworks. Specifically, we investigate the unique properties of implicit
models, including their adaptability to complex data distributions, their ability to incorporate
feedback loops, and their robustness under adversarial or noisy conditions. These attributes
position implicit models as a versatile and efficient framework for addressing the limitations
of traditional deep neural networks, particularly in safety-critical and dynamically evolving
environments [61, 42].

2.2 Implicit prediction rules

This thesis explores a novel class of deep learning models that utilize implicit prediction
rules. Unlike traditional neural networks, which are based on a recursive, layer-by-layer
computation, implicit models predict outcomes by solving a fixed-point equation involving a
single “state” vector x € R™. The prediction process is defined as follows: for a given input
vector u, the predicted output g(u) is computed as:

y(u) = Cx + Du (Prediction Equation) (2.1a)
r = ¢(Azx + Bu) (Equilibrium Equation) (2.1b)

Here, ¢ : R™ — R" represents a nonlinear activation function, and the matrices A, B, C, D
contain the model parameters.

In this framework, the vector x € R" serves as a “state” that encodes n latent features
extracted from the input u through the equilibrium equation (2.1b). Unlike explicit models,
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which compute this state via forward propagation through a fixed number of layers, implicit
models only provide x implicitly by solving the equilibrium equation. This flexibility enables
implicit models to adaptively adjust their effective depth based on the input data, an
important distinction highlighted in prior works such as [7] and [2].

However, solving the equilibrium equation is not always straightforward. The equation
may lack a solution or fail to be unique, raising critical concerns about well-posedness. For
simplicity, the formulation above excludes bias terms. These can be easily incorporated by
increasing the input vector to (u, 1), thereby increasing the column dimension of B by one.
This minor adjustment maintains the generality of the framework.

Interestingly, implicit models encompass most current neural network architectures as
special cases. For instance, recurrent neural networks (RNNs) and certain residual networks
can be reformulated as implicit models under specific constraints [17]. Implicit models,
however, represent a significantly broader class. They offer higher representational capacity,
as measured by the number of trainable parameters for a given hidden feature dimension.
Additionally, implicit models naturally accommodate feedback loops and cyclic dependencies
within the network, which are typically disallowed in conventional deep learning paradigms
[9, 17]. This implicit approach to learning introduces a fundamentally different perspective
on model design, enabling more efficient, robust, and scalable solutions for tasks involving
dynamic or complex data distributions.

Notation. Throughout this thesis, we adopt the following notation for matrices, vectors,
and associated operations. For a matrix U, |U| denotes the matrix obtained by taking the
absolute value of each entry of U, while U, represents the matrix formed by retaining only
the positive part of each entry. For a vector v, diag(v) refers to the diagonal matrix with
the entries of v along its diagonal. Conversely, for a square matrix V', diag(V’) denotes the
vector formed by the diagonal entries of V.

The vector 1 represents a vector of ones, with its size inferred from context. The Hadamard
(elementwise) product of two n-vectors x and y is denoted by = ® y. To represent the sum of
the largest k entries of a vector z, we use the notation si(2).

For a matrix A and integers p,q > 1, the induced matrix norm is defined as:

14]lp~q = max[Ag]l; ~subject to i¢]l, < 1.

In particular, when p = ¢ = 0o, this reduces to the [, -induced norm of A, also referred to as
the maz-row-sum norm, expressed as:

4]l = max 3|4y
J

We compactly represent the set {1,..., L} as [L]. For an n-vector z partitioned into L
blocks, where z = (z1,...,21) with z, € R™ for [ € [L] and ny + ...+ ny = n, the L-vector
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of norms is defined as:
77(2) = (||Zl||p1""7”ZLHPL)T‘ (2'2)

Finally, for any square, non-negative matrix M, there exists a real eigenvalue that is
larger than or equal to the modulus of all other eigenvalues. This eigenvalue, known as the
Perron-Frobenius eigenvalue [66], is denoted by App(M).

2.3 System Well-posedness

Blockwise Lipschitz (BLIP) Continuity Condition

In this section, we focus on activation maps ¢ that satisfy the Blockwise Lipschitz (BLIP)
continuity condition, a property commonly held by popular activation functions.

Definition 1 (Blockwise Lipschitz (BLIP) Condition). An activation map ¢ satisfies the
BLIP condition if it adheres to the following two properties:

1. Blockwise Property: The map ¢ operates in a blockwise fashion. Specifically, there
exists a partition of n as n =ny + ...+ ng, such that for any vector z partitioned into
corresponding blocks z = (z1,...,21), where z; € R™ for | € [L], the map ¢ can be
written as:

¢(Z) = (¢1(Z1>7 s 7¢L<ZL))7
where ¢ : R™ — R™ are block-specific maps for 1 € [L].

2. Lipschitz Continuity: Fach block-specific map ¢; is Lipschitz-continuous with a
constant vy, > 0, with respect to the 1, -norm for some integer p; > 1:

Vu,v € R™, |gy(u) — ¢1(v)|lp, < villu—v|lp,.

A special case of interest is the Componentwise Non-Ezpansive (CONE) maps, character-
ized by ny =1 and v, = 1 for all [ € [L].

Definition 2 (Componentwise Non-Expansive (CONE) Map). An activation map ¢ is said
to be a CONE map if it satisfies the following condition:

Vu,v € R", |p(u) — ¢(v)] < Ju—f, (2.3)
where the inequality and absolute values are taken componentwise.

Examples of CONE maps include: ReLU (¢(z) = max(0, z)), Leaky ReLU and its variants,
Hyperbolic tangent (tanh), Sigmoid function, all applied componentwise to vector inputs.
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Our framework also accommodates maps that are not strictly componentwise, such as the
softmax function. The softmax operation acts on an n-vector z as:

Zj €%

The softmax function is 1-Lipschitz-continuous with respect to the /;-norm [26], making it
compatible with the proposed framework despite its non-componentwise nature.

SoftMax(2) ::( ¢ ) . (2.4)
i€[n]

Well-posed Systems

We analyze the prediction rule (2.1a), which maps an input u € R? to a predicted output
g(u) € R The equilibrium equation (2.1b), which governs the hidden state z, does not
always guarantee a well-defined or unique solution. For example, Figure 2.1 illustrates a
scalar case where multiple solutions can arise.

To ensure that the state x has a unique solution, we impose a well-posedness condition
on the n x n matrix A, formalized as follows:

Definition 3 (Well-posedness Property). A matriz A € R™ " is said to be well-posed for
the activation map ¢ (denoted A € WP()) if, for any n-vector b, the equation:

r = ¢(Ax +b) (2.5)
admits a unique solution r € R".
x x
x = max(0, z) r = max(0, z)
% z=Ax+b b>0
b>0 \\
—— ] z z
} ) \ z=Ar+b

Figure 2.1: Left: equation x = ¢(Ax + b) has two or no solutions, depending on the sign of b.
Right: solution is unique for every b.

There are several classes of matrices that satisfy the well-posedness property. One
notable example is the class of strictly upper-triangular matrices, which are well-posed for
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any activation map that acts component-wise. This class naturally arises when modeling
feedforward neural networks within the framework of implicit models, as the strictly upper-
triangular structure ensures the absence of feedback loops, simplifying the solution of the
equilibrium equation.

Tractable Sufficient Conditions for Well-posedness

Our goal is to identify numerically tractable constraints on A that ensure it satisfies the
well-posedness property.

Assume that ¢ is a BLIP map as defined in (1). Partition the matrix A according to the
tuple (ng,...,nr) into blocks A;; € R™*™ for 1 <1i,7 < L. Using this partition, define an
L x L matrix of induced norms N(A,v) € RY** where the elements are given for i, j € [L]
by:

(N(A,7))ij = Yill Aijllp;—pe = i mex | A&

p:  subject to [|]],, < 1. (2.6)

In the case of CONE maps as defined in (2), the vector v is the all-ones vector, and the
matrix N(A,~) simplifies to |A|, the matrix of element-wise absolute values.

The sufficient condition for well-posedness, stated next, relies on the contraction mapping
theorem [82, p.83].

Theorem 1 (Perron-Frobenius (PF) Sufficient Condition for Well-posedness for BLIP
Activation). Assume that ¢ satisfies the BLIP condition (1). Then, the matriz A is well-

posed with respect to ¢ if:
Ap(N(4,7)) < 1, (2.7)

where N(A,~) is the matriz of induced norms defined in (2.6). Under this condition, for any
n-vector b, the solution to the equation (2.5) can be computed using the fized-point iteration:

z(0) =0, z({t+1)=¢(Az(t)+0b), t=0,1,2,.... (2.8)
Moreover, if ¢ is a CONE map as defined in (2), the PF condition (2.7) simplifies to:
)\pF(lAD < 1.

Proof of Theorem (1). Let b € R". We aim to show that for the Picard iteration (2.8), the
following holds for every ¢ > 1:

(et +1) —z(t) < N(A,)n(z(t) —2(t = 1)),
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where 7 is the vector of norms defined in (2.2). For every [ € [L] and ¢ > 0, we have:

(x(t +1) —2(O)l = |au([Ax(t) + L) — di([Ax(t = 1) + byl (from (2.8))
< llfA(t) = 2t = 1)l

= Z Ain(z(t) =zt = 1))n

he[L] »
<Y Amlppospllzn(t) = zn(t = 1),
he[L]

= [N(A, y)n(z(t) — x(t = 1)L,
which establishes the desired bound, where M := N(A,~).

Now, assume that Apr(M) < 1, as posited in Theorem 1. By the Perron-Frobenius theo-
rem, [ —M is non-singular, and all other eigenvalues A of N (A, ~) satisfy |A| < App(N(A,7)) <
1.

To prove the existence of a solution to the equilibrium equation, we show that the sequence
of Picard iterates is Cauchy. For every ¢,7 > 0, we have:

(et +7) —a(t) <Y My(e(l) —2(0) < M"Y My(a(1) - 2(0)).
k=t k=0

Since M" converges to 0 as t — +o0o, the sequence of Picard iterates is Cauchy. Define
w € RY as:

wi= 3" Mhy(e(1) - 2(0)) = (I - M) "n(a(1) - 2(0)).

It follows that n(z(t +7) — x(t)) — 0 as t — 400, which implies that {z(¢)} converges to
x € R", satisfying x = ¢(Ax + b). This proves the existence of a solution.

To prove uniqueness, suppose z', 22 € R™ are two solutions to the equilibrium equation.
By the theorem’s hypothesis:

n(zt — 2% < My(z' — 2?) < M*n(z* —2%), Vk>1.
As M* — 0 as k — +o0, it follows that 2! = 22, establishing uniqueness. O
We now discuss several important observations and implications of the well-posedness
conditions and the PF sufficient condition.

Remark 1. The fized-point iteration (2.8) exhibits linear convergence. Each iteration involves
a matriz-vector product, making the computational complexity of solving the equilibrium
equation comparable to a forward pass through a network of similar size. This computational
efficiency highlights the practical feasibility of using implicit models in real-world scenarios.
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Remark 2. The Perron-Frobenius (PF) condition App(N(A,v)) < 1 provides a strong
guarantee of well-posedness but is not convezr in A. To address this limitation, the convex
condition || N(A,7)||e <1 can serve as a sufficient alternative. This sufficiency follows from
the inequality:

[M|loo > Apr(IM]),

which holds for any square matriz M. The convex condition offers a more tractable approach
for practical verification of well-posedness.

Remark 3. The PF condition in Theorem 1 can be conservative in certain cases. For
instance, consider triangular matrices, which often arise in feedforward architectures. A
triangular matriz A is well-posed with respect to the ReLU activation function if and only if
diag(A) < 1, as established in (2). For such matrices, the equilibrium equation can be solved
explicitly via the backward recursion:

(bn)+ 1 .
T A, YT1-A, bi+ Y Ayx;| . di=n-1,..,1
+

J>t

Notably, such matrices may violate the PF condition A\pp(|A|) < 1. For example, if Ay; < —1,
we have App(|A]) > 1, demonstrating that the PF condition can be overly restrictive.

Remark 4. The well-posedness property and the PF sufficient condition exhibit invariance
under row and column permutations, provided ¢ acts componentwise. Specifically, if A is well-
posed with respect to a componentwise CONE map ¢, then for any permutation matrix P, the
matriz PAP" is also well-posed with respect to ¢. Similarly, the condition A\pp(N(A, 7)) < 1
remains invariant under such permutations. This invariance extends naturally to the more
general BLIP case, emphasizing the flexibility of the framework in modeling complex systems.

In summary, the well-posedness property provides a crucial foundation for the implicit
modeling framework, ensuring the existence and uniqueness of solutions to equilibrium
equations. The PF sufficient condition App(IN(A, 7)) < 1, while conservative in some cases,
offers a practical and numerically efficient approach to verifying well-posedness, particularly
when paired with convex relaxations such as ||[N(A,7)||o < 1. Furthermore, the invariance of
well-posedness under row and column permutations highlights the flexibility of the framework
in accommodating different structural representations. These results not only establish a
robust theoretical foundation but also highlight the practical feasibility of implicit models.

2.4 Composition of Implicit Models

Implicit models can be naturally composed using matrix algebra, allowing for flexible and
modular designs, as illustrated in Figure 2.2. In certain cases, the structure of the composition
ensures that well-posedness is preserved, as shown in the following result.
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Figure 2.2: Cascade connection of two implicit models to be read from right to left, consistent with
matrix-vector multiplication rules.

Theorem 2 (Well-posedness of Block-Triangular Matrices with Componentwise Activation).
Assume that the activation map ¢ acts componentwise. Consider the upper block-triangular

matrix: y y
L 11 12
Am ( : A22> |

where Ay € R" ™ fori=1,2. The matrix A is well-posed with respect to ¢ if and only if
the diagonal blocks Ay, and Ass are well-posed with respect to ¢.

This result highlights an important structural property: the well-posedness of a block-
triangular matrix depends solely on the well-posedness of its diagonal blocks. This property
simplifies the analysis and design of complex implicit models by enabling modular verification
of well-posedness. For example, when building a large implicit model, each subsystem
(corresponding to a diagonal block) can be analyzed independently, ensuring the entire system
remains well-posed.

Proof of Theorem 2. We express the equilibrium equation z = ¢(Ax + b) in block form:
1 = ¢(Anz1 + Apxa + b1), T2 = @(Axnxs + by),

where b = (by,b3), © = (x1,25), with b; € R™, z; € R™, for i = 1,2. Since ¢ acts
componentwise, we use the same notation ¢ for both equations.

Sufficiency. Assume that A;; and Ass are well-posed with respect to ¢. - From the second
equation xo = ¢(Agxy + by), the well-posedness of Agy ensures a unique solution z} for any
by. - Substituting xo = x3 into the first equation, it becomes:

1 = ¢(An1z1 + Al + by).

The well-posedness of A;; ensures that this equation has a unique solution z; for any b;.
Thus, the entire system has a unique solution = = (x1, ), proving that A is well-posed.
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Necessity Assume that A is well-posed with respect to ¢. - Consider the second equation
9 = ¢(Agaxy + by). The well-posedness of A implies that this equation must have a unique
solution z for any bs. Hence, Ay, is well-posed with respect to ¢. - To prove that A;; is
well-posed, set b, = 0 and let b; be arbitrary. The system becomes:

r1 = ¢(Anzy + Apxs + b1), 29 = ¢(Axs).

Since Aso is well-posed, the second equation has a unique solution z%. Substituting xo = 2}
into the first equation, it reduces to:

T = qb(AHSCl + bl —+ AmiEE).

For the well-posedness of A, this equation must have a unique solution x; for any by, which
implies that Aj; is well-posed with respect to ¢. Thus, the necessity of the condition is
established.

Combining sufficiency and necessity, we conclude that A is well-posed with respect to ¢ if
and only if A;; and Ay are well-posed with respect to ¢. O

This result confirms the earlier claim that when ¢ is the ReLLU activation function, an
upper-triangular matrix A € WP(¢) if and only if diag(A) < 1. A similar result holds for
lower block-triangular matrices of the form:

All 0
A=
<A21 A22) ’

The framework can be extended to activation maps ¢ that satisfy the Blockwise Lipschitz
(BLIP) condition. In this case, we assume that the partition of A into blocks is consistent with
the block structure of ¢. This scenario naturally arises when implicit models are composed
from well-posed blocks, as we will see later. The following theorem formalizes this result.

where Ay € R™2*™ ig arbitrary.

Theorem 3 (Well-posedness of Block-Triangular Matrices with Blockwise Activation).
Assume that the matriz A can be written as:

(A A
A._< ! A)

where Ay € R for ¢ = 1,2, and that the activation map ¢ acts blockwise. Specifically,
there exist two maps ¢, and ¢o such that:

d((21,22)) = (P1(21), P2(22)), Vz € R™ i=1,2.

Then A is well-posed with respect to ¢ if and only if for i = 1,2, the matrices A;1 and Asy
are well-posed with respect to ¢y and ¢s, respectively.
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This theorem extends the well-posedness property from componentwise activation functions
(as in Theorem 2) to blockwise activation functions that satisfy the BLIP condition. It
highlights the modularity of implicit models, where well-posedness of the system can be
analyzed in terms of its constituent blocks. This result is especially useful when designing
and composing complex models from simpler, well-posed components.

Using the results established above, we can preserve the well-posedness of implicit
models through composition. For instance, consider two models with matrix parameters
(A;, B;, C;, D;) and activation functions ¢;, i = 1,2. We define a cascaded prediction rule as
follows:

gg = OQCCQ + DQUQ, where U = ?)1 = Clxl + Dlul, €T; = ¢Z(AZI1 -+ Bzul), 1= ]_, 2.

This cascaded rule can be expressed in the standard form of (P), where:

= (12,71), ¢((22,21)) = (d2(22), P1(21)),

and the overall system matrices are given by:

A2 BQCl Bng
(215)- (&
Cy D201‘D2D1

By Theorem 3, the cascaded prediction rule is well-posed for the blockwise activation map
d((22,21)) = (¢2(22), P1(21)) if and only if each individual prediction rule is well-posed. In
other words, the modular well-posedness of each component ensures the well-posedness of the
cascaded system. This result highlights the compositional nature of implicit models, enabling
the design of complex, multi-layer systems while maintaining the foundational property
of well-posedness. Such modularity is particularly advantageous in applications requiring
scalable and interpretable models, as well-posedness can be verified independently for each
subsystem.

In both cascade and parallel connections, the triangular structure of the matrix A in
the composed system ensures that the Perron-Frobenius (PF) sufficient condition for well-
posedness is satisfied for the composed system if and only if it holds for each sub-system.
This property highlights the modularity of implicit models, allowing for scalable composition
while preserving well-posedness.

However, multiplicative connections present additional challenges, as they are not generally
Lipschitz-continuous unless the inputs are bounded. Specifically, consider two activation
maps ¢;, ¢ = 1,2, that are Lipschitz-continuous with constants +; and bounded such that
|¢i(v)] < ¢; for all v. In this case, the multiplicative map:

(u1, uz) € R? = ¢(u) = ¢ (ur)d2(us),
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is Lipschitz-continuous with respect to the [;-norm, with constant:
v := max{co71, 172}

Such multiplicative connections frequently arise in the context of attention mechanisms
in neural networks, which employ bounded activation functions like tanh. The boundedness
of these activations ensures the Lipschitz property for multiplicative connections, enabling
their integration into well-posed implicit models.

2.5 Implicit Models of Deep Neural Networks

A wide variety of deep neural networks can be represented as implicit models, including
convolutional networks, recurrent networks, attention mechanisms, residual connections, and
more. This unified perspective offers a powerful framework for analyzing and designing neural
network architectures.

By leveraging the composition rules outlined in §2.4, we can focus on modeling individual
layers, as a deep neural network is essentially a cascade of such layers. Each layer can be
expressed as an implicit model, and when layers are composed in a cascade fashion, the
overall model inherits a block-Lipschitz structure in its activation map. Moreover, the strictly
triangular structure of the matrix A naturally emerges from this composition.

This structure has significant implications for well-posedness. Specifically, the triangular
nature of A ensures that the implicit models derived from such neural networks are well-posed.
In particular, the corresponding Perron-Frobenius eigenvalue of the matrix N (A, ), defined
in (2.6), is zero because N(A,~) is strictly triangular. This guarantees that the equilibrium
equation of the implicit model has a unique solution.

We can always ensure that the resulting implicit model satisfies the stronger norm
condition for well-posedness mentioned in (2). Specifically, for a CONE map ¢, the stronger
condition ||Al| < 1 can always be achieved by appropriately scaling the weight matrices of
the network’s layers and using a scaled version of the state vector x. This scaling preserves
the model’s functionality while ensuring compliance with the sufficient condition for well-
posedness, thereby improving the stability and robustness of the implicit model.

Dense Feedforward Networks

To illustrate the construction of an implicit model, we consider a fully dense feedforward
network. The prediction rule for a feedforward network with L > 1 fully connected layers is

given as follows:
g(u) =Wrzr, 1z =g(Wim), x0=u, (2.9)

where:
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o W, € R™+1X™ are weight matrices,
o ¢ : R™M+1 — R™+1 are activation maps,

o [ =1 L.

g ey

We can represent this feedforward network as an implicit model in the form of (2.1a),

where the state vector is © = (xp,..., ;) and the system matrices are:
0 Wry ... 010
0 IR :
Al B
(C D)Z w0 , (2.10)
0 [ Wy
Wy 0 ... 010
The activation function ¢ is defined blockwise and operates on an n-vector z = (2, ..., 1)
as:

¢(z) = (¢r(2L), - - -, P1(21)).

The system is well-posed due to the strictly upper triangular structure of A, regardless of
the specific values of A. The equilibrium equation:

r = ¢(Ax + Bu),

is efficiently solved via backward block substitution, which corresponds to a standard forward
pass through the network.

If the state vector x lists the hidden variables in their natural order (rather than in
reverse), the matrix A becomes strictly lower triangular. This alternative representation also
preserves well-posedness but modifies the structure of the system.

Convolutional Layers and Max-Pooling
A single convolutional layer can be represented as a linear map:
y = Du,

where u is the input, and D is a matrix that represents the (linear) convolution operator.
This operator exhibits a “constant-along-diagonals,” Toeplitz-like structure, which encodes
the convolution process efficiently.
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Example of 2D Convolution. Consider a 3 x 3 input matrix U and a 2 x 2 kernel K.
The convolution operation produces a 2 x 2 output matrix Y. Specifically:

Uy U2 Ug
U= Ug U5 Ug R K= <k1 k2)

ks k4
Uz ug Ug

The convolution can be represented as y = Du, where y and u are vectors obtained by
stacking the rows of Y and U, respectively. The matrix D, which encodes the convolution
operation, is given by:

ki ks O ks k4 0 0 0 O
Ho |0 Kk ke 0k ke 0 0 0
0 0 0 ki hky O ks ky O
0 0 0 0 ki ke 0 ks ky

Here, each row of D corresponds to a specific position of the sliding window in the convolution
operation, and the Toeplitz-like structure ensures that the weights from K are consistently
applied across different regions of U.

Max-Pooling. In practice, a convolutional layer is often combined with a max-pooling
operation. Max-pooling downsamples the input by extracting the largest value from specific
sub-areas of the original image, reducing the spatial dimensions while retaining the most
prominent features.

The max-pooling operation can be represented as:

yj = max (Bju)i, 7€ [ql,

where:

e p is the number of elements in the input vector u,
e 1 is the size of the pooling window,
e ¢ is the number of pooling regions (p = ¢h),

e B; € R"P selects the sub-area corresponding to the j-th pooling window.

Here, each B; extracts a specific sub-area of the input, and the max operation selects the
largest value from that sub-area to form the output y;.

In the example of Figure 2.3, the number of pixels selected in each area is h = 4, the
output dimension is ¢ = 4, and the input dimension is p = ¢h = 16. Vectorizing images row
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12 20 30 0 2% 92

Max-
8 12 2 0 Pool 20 30
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112 | 100 25 12

Figure 2.3: A max-pooling operation: the smaller image contains the maximal pixel values of each
colored area. cite source

by row, we have:

B ILb 0 0 O
By T 16x16 ._ 0 0 I, 0 8x38
B, = diag(M, M) € R M= L 0 0 SN
B, 0 0 0 Iy

where [5 is the 2 x 2 identity matrix.

Define the mapping ¢ : R™ — R", where n = p, as follows. For a p-vector z decomposed
into ¢ blocks (21, ..., 2,), we set:

d(z1, ..., 2g) = (max(z1),...,max(z,),0,...,0).

(The padded zeroes are necessary to ensure that the input and output dimensions of ¢ are
the same.) Using this mapping, we obtain the implicit model:

y=C¢(Bu) = Cx, where z:= ¢(Bu).

Here, C' is used to select the top ¢ elements at the output of ¢:
C=(, 0 ... 00, B:=(B ... B]).
The Lipschitz constant of the max-pooling activation map ¢, with respect to the l,-norm,
is 1.

Convolutional layers and max-pooling operations can be seamlessly incorporated into the
implicit model framework. The Toeplitz-like structure of the convolution operator D and the
pooling matrices B; ensure efficient computation while enabling a mathematically rigorous
representation of these common operations in convolutional neural networks (CNNs).

Residual Networks

Residual networks (ResNets) are constructed using a building block as illustrated in Figure 2.4.
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Figure 2.4: Building block of residual networks.

Mathematically, a residual block combines two linear transformations with non-linearities
applied in the middle and at the end, while adding the input to the output of these transfor-
mations:

y = ¢a2(u + Wads (Wiu)).
This formulation is a special case of the implicit model in (2.1). Defining the blockwise
activation map:

¢(21722) = (¢1(2’1)7¢2(22)),

the residual block can be expressed in matrix form as:

I . 0 0 T W1 o
()=o) () + (7)) vmme
Figure 2.5 shows the model matrix A for a 20-layer residual network. Convolutional layers
in the network correspond to matrix blocks with Toeplitz-like (constant along diagonals)
structure. The residual connections are represented by the straight lines on top of these

blocks. Throughout the network, the ReLLU activation function is used, except in the final
layer.

2.6 Conclusion

In this chapter, we explored the foundational aspects of implicit models, which define outputs
through equilibrium equations rather than explicit sequential computations. This approach
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Figure 2.5: The model matrix A for a 20-layer residual network.

provides greater flexibility and efficiency in deep learning architectures. We examined the
conditions ensuring well-posedness, guaranteeing the existence and uniqueness of solutions to
these equilibrium equations, and discussed how implicit models can be composed to construct
complex systems from simpler components.

Building upon this theoretical framework, Chapter 3 focuses on the practical application
of implicit models, specifically constrained implicit learning for neural network sparsifica-
tion. Sparsification seeks to reduce the number of parameters in a neural network without
significantly compromising performance, thereby improving computational efficiency and in-
terpretability. By leveraging the principles of implicit modeling, we reformulate sparsification
as a constrained optimization problem, introducing a novel approach to parameter reduction
in neural networks. This methodology streamlines the network while preserving, and in some
cases enhancing, its robustness and generalization capabilities.
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Chapter 3

Constrained Implicit Learning

3.1 Introduction

Implicit neural networks [8, 16, 41] offer a significant advantage over traditional neural
networks: their model parameters are represented as simple data matrices. This structural
simplicity allows for efficient model sparsification post-training by employing least-squares-
based feature selection methods. In contrast, traditional neural networks typically necessitate
retraining from scratch with varying regularization parameters to achieve sparsification.

The architecture of implicit neural networks, as proposed by [23] and [7], has garnered
increasing attention due to its simplicity and versatility in integrating various traditional
neural network architectures. Consequently, theories and applications initially developed for
conventional neural networks are progressively being extended to implicit networks [72, 27,
30, 41].

Deep neural networks are often characterized by substantial redundancy, with a small
subset of network coefficients retaining the majority of inference power [5, 20]. This observation
has spurred research dedicated to sparsifying neural network coefficients without compromising
inference efficiency. Common methods for network sparsification include:

1. Incorporating sparsity-inducing regularization terms into the training objective [63, 83].
2. Modifying the neural network architecture [96].
3. Applying post-training sparsification procedures that balance accuracy and sparsity

88, 63, 28, 5].

While existing sparsification methods yield satisfactory results on established networks,
they present several limitations. Firstly, these techniques are often architecture-dependent,
necessitating distinct sparsification strategies for different network architectures. Additionally,
they must navigate the complex interplay between the training objective and sparsity,
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often resulting in challenging optimization problems. Consequently, devising a universal
sparsification scheme for traditional neural networks remains a formidable challenge. In light of
this, our paper explores the emerging branch of implicit deep learning networks. As elaborated
in the following section, sparsifying an implicit neural network can be conceptualized as a
straightforward least-squares problem with sparsity penalties or constraints, irrespective of
the underlying network architecture.

3.2 Constrained Implicit Learning Framework

Given a dataset with input U € RP*™ and output Y € R?*™, where each column represents
an input or output vector, an implicit model is defined by the equilibrium equation and the
prediction equation:

X = ¢(AX + BU) (E)
Y (U)=CX + DU (P)

Here:

o ¢: R™™ — R"™™ ig a strictly increasing nonlinear activation function, such as ReLLU,
tanh, or sigmoid.

e AcR"™ BeR"™, (' eR™ and D € R?P are model parameters.

In equation (E), the input feature matrix U undergoes a linear transformation via B, and
the internal state matrix X is obtained as the fixed-point solution. The output prediction ¥
is then derived using the prediction equation (P). This structure is illustrated in Figure 3.1,
where the “pre-activation” state matrix Z and “post-activation” state matrix X are depicted;
each column corresponds to a single data point.

| 1 ¢ I
Z =AX + BU X =¢(Z)

I_[AB]_I

Y=CX+DU — |C D

Figure 3.1: A diagram view of an implicit model, where Z is the pre-activation state “before” passing
through the activation function ¢ and X is the post-activation state “after” passing through ¢.
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We provide a simple example of constructing X and Z from a 3-layer fully connected
network of the form:

?Q(U) = Woxy, x9= ¢(W1$1), T = ¢(WO$0), To = U,

where u is a single vector input. For notational simplicity, we exclude bias terms, which
can be easily accounted for by considering the vector (u, 1) instead of u. Each column of Z
and X corresponds to the state from a single input. The column z is formed by stacking all
the intermediate layers before applying ¢, and the column z is formed by stacking all the
intermediate layers after applying ¢:

z= (%ﬁ;) . r=¢(2) = (if) .

In this example, we can verify that its equivalent implicit form is:

0 Wil 0
Al B
= 0 0 Wo
C|D
Wy 00
For more complex networks, determining an equivalent implicit form can be a non-trivial
task.

Constrained Implicit Model

The constrained implicit learning framework trains an implicit model with a key constraint: it
must match both the state X and output Y of a given “baseline” (implicit or layered) model
when the same inputs U are applied. This framework provides flexibility to incorporate any
baseline deep neural network without directly addressing its architecture. Instead, we extract
the pre-activation and post-activation state matrices.

For a given baseline model:

e If the baseline is implicit, the state matrix X can be obtained through fixed-point
iterations.

e [f the baseline is a standard layered network, X can be obtained via a simple forward
pass.

In both cases, we extract the pre-activation state matrix Z, ensuring X = ¢(Z), where ¢
is the activation function. Each column of Z and X corresponds to a single data point. For
layered networks, these matrices are constructed by stacking all intermediate layers into a
single column vector, with the first intermediate layer at the bottom and the last layer at the
top.



CHAPTER 3. CONSTRAINED IMPLICIT LEARNING 24

The implicit models are characterized by the conditions:
Z =AX+BU, Y =CX+ DU,

which ensure that the implicit model matches both the state and outputs of the baseline
model. To find another well-posed model that satisfies these conditions, we solve the following
convex problem:

A%%D (A, B,C,D) (3.2a)
subject to Z = AX + BU, (3.2b)
Y = CX + DU, (3.2¢)

[Alloo < &, (3.2d)

where:

e / is a user-defined loss function,

e x < 1is a hyper-parameter ensuring well-posedness (defined in Definition 3).

Equality Constraints Relaxation

The equality constraints (3.2b) and (3.2¢), which enforce an exact match for the internal state
and output, can be relaxed to allow for approximate matching. This relaxation introduces
flexibility into the model by incorporating penalty terms into the objective function. The
relaxed optimization problem becomes:

: _ 2 Y 2
pon  UAB.CD)+ M| Z = (AX + BUE + XY = (CX + DU [F, (3:3)

where:

?: A user-defined loss function.

e C: A user-defined constraint set for the model parameters.

A1 and Ay: Hyper-parameters that control the degree of matching for the state and
output, respectively.

| - ||7: Frobenius norm, ensuring quadratic penalties for deviations from the constraints.

This relaxation allows for greater flexibility in optimization while still ensuring that the
learned model parameters align closely with the internal states and outputs of the baseline
model. By adjusting A\; and Ay, the user can control the trade-off between exact matching
and other objectives in the training process.
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The training problem (3.3) can be decomposed into a series of parallel, smaller problems,
each involving a single row, or a block of rows, if ¢ is decomposable. This decomposition is
feasible for most objective functions commonly used in neural network training.

For a single row (a',b") of (A, B), and with z' being the corresponding row in Z, the
problem reduces to:

min  f(a,b) + N\

a,b

xmu) (9] 3.4

c=(xnuT) (3) | (3.4)
subject to ||al|; < &,

where ||lal|; < K represents the well-posedness condition, as ||A|| is separable in terms of

rOwWSs.

The optimization problem for C| D is independent of that for A, B and has a similar form
to problem (3.4), but without the well-posedness constraint:

min (e, d) + ol — (XT,UT) (CCZ) H2 (3.5)

c,d

When ¢ = 0, problem (3.4) reduces to the basis pursuit problem introduced in [18], for
which efficient optimization algorithms have been developed over the years [91, 73]. These
algorithms enable effective solutions for sparsity-driven tasks in various settings.

In the next section, we introduce tailored algorithms designed specifically for implicit
model sparsification to solve problem (3.4) effectively.

3.3 Algorithm for Constrained Implicit Model
Sparsification

In this section, we discuss algorithms for model sparsification in implicit models. The optimiza-
tion problem (3.4) is a least-squares problem, which can be efficiently solved using stochastic
gradient descent (SGD) or its numerous variants [29]. These methods are computationally
effective and well-suited for modern machine learning workflows.

However, the optimization problem (3.4) presents a greater challenge due to the ¢,
constraint. This problem is equivalent to the LASSO in its constrained form [90]. While
projected gradient descent and its variants can be applied directly to (3.4), each iteration
requires a projection onto the ¢;-norm ball [58]. This operation becomes computationally
expensive and less practical as the dimension of (a, b) grows.

Furthermore, state-of-the-art preprocessing techniques, such as safe screening rules and
active set methods [98, 31], cannot be directly applied to the constrained formulation of (3.4).
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This limitation highlights the need for tailored algorithms designed specifically to address the
challenges posed by the sparsification of implicit models under these constraints.

In light of the challenges associated with directly solving problem (3.4), we propose an
alternative algorithm that transforms it into a sequence of least-squares problems with ¢;
penalties. This approach leverages state-of-the-art LASSO techniques, facilitating more
efficient optimization.

Our algorithm employs a bisection method along the LASSO regularization path to
identify an approximate regularization parameter that satisfies the original constraint. By
iteratively adjusting the regularization parameter and solving the corresponding LASSO
problem, we converge to a solution that approximates the desired sparsity level while adhering
to the constraints of the original problem. This method capitalizes on the efficiency of existing
LASSO solvers and the structured exploration of the regularization path, offering a practical
solution to the computational difficulties inherent in high-dimensional settings.

Algorithm Design

For brevity of exposition, we overload notation and define:
M:=(X",U"), a:=(a,b).
Using this notation, we formulate the following constrained LASSO problem:
P(r) = rnain %HM& —z||* subject to |lall; < &,

where |lal|; < k simultaneously enforces sparsity and the well-posedness constraint. We
assume that the constraint is not trivially satisfied:

A1: Non-trivial solution: 0 < x < [[(MTM)*M7z||;.
To simplify the formulation, we define:
1 2
(@) = 51 Ma 2|,

and use h(a) and ||Ma — z||* interchangeably.

Before proceeding further, we introduce the unconstrained LASSO problem, which will
serve as a critical subroutine in our analysis:

Q(N\) :==min h(a) + A|a|l; (Unconstrained LASSO).
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P(x) and Root Finding

Our method is based on the following function:
9(A) = llageyll, (3.6)
oy = argmin{h(a) + Ala]},

where we apply a bisection method to find A such that g(\) = k. Before establishing our
algorithm, we provide the intuition behind our approach by analyzing the fundamental
properties of g(\).

Lemma 1. The function g(\) satisfies the following properties:

e g(A\) is continuous and piecewise linear [68].

(
o g(A1) —g(Xo) <0 if Ay > Ao That is, g(\) is monotonically decreasing.
e g(0

(

) = [(MTM)" M2l < L [M Tz
e g0 = 0ifA> | M2
Proof. Proof of Lemma 1

We start by proving the monotonicity of g(A). Assume A; > Xo. By the optimality
condition, we have:

1 * * 1 * *
§HMGQ()\1) —z|* + Mllagoplh < §HM‘1Q(,\2) —z|? + Mllagog s

1 * * 1 * *
§HMCLQ()\2) - ZH2 + )\2H@Q(A2)”1 < §HMaQ(>\1) - ZH2 + >‘2”CLQ(A1)H1'

Summing these two inequalities and rearranging terms yields:

(A1 = A2)(g(M) — 9(A2)) = (A1 — A2) (llaga It — e,y M) < 0.
Dividing both sides by A\; — Ay > 0 confirms that g()) is monotonically decreasing.
For the second condition, note that ag, = (MTM)™*MT 2z, and thus:

. _ _ 1
lagollh = M TM)TM 2]l < [I(MTM)7H] - [|M 2] < —[|M 2.
Finally, consider the case where A > ||[M " z||». In this scenario, we have:
1 1
el = S1Ma — = — Mal
1 1
= iHMa —2||* = (Ma, Ma — z) + §HMaH2
1
= 2lMa — 2| + {Ma, 2

1
< SlMa—z7 + M 2wl
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When A > ||M7z||., the penalty dominates the optimization, forcing g(\) = 0. This
completes the proof. O

Lemma 2. Given 0 < k < |[[(MTM) M7 z||,, there exists a \. > 0 such that Wpey = Aiy(r,)-
Proof. Proof of Lemma 2

By Lemma 1, we know there exists A, such that g(\.) = & € (0,[[(MTM)"*M"z]|,).
Next, we verify that for any ay), | = arg min {3lIMa — 2| + Aillall: },

1
ar = arg min < —||Ma — z||*}.
n = min {lara <11

To do so, recall the optimality condition of Q(\,), which states:
0 € aa a* {éHMCL — ZH2 + )\HHCLHl} = MT(MCL*Q()\N) — Z) + )\,{a(HCLZ?(/\N)Hl)

Q(Ax)

Now, we plug a’gg( ) and ), into the optimality conditions of P(x) and verify:

H%(A@Hl < K,
x>0,
Aw(k = [lag, ) =0,
amﬁw{—mm—zW+Arwh—m}
These conditions are satisfied, which completes the proof. O

Lemma 1 establishes that by identifying the correct A, the solutions to Q(\) and P(k)
are equivalent. Furthermore, Lemma 2 demonstrates that g(\) is monotonic and that finding
Aw such that g(A.) = « suffices to recover ap,.

This equivalence naturally suggests employing a bisection method to identify A.. By
iteratively narrowing the search interval for A\, we can efficiently locate the value along the
LASSO regularization path that satisfies the sparsity constraint.

Algorithm (1) summarizes the bisection algorithm to search for the matching A, over the
LASSO regularization path.

Analysis of the Bisection Method

Having established the intuition behind the bisection method, we now analyze its computa-
tional efficiency and convergence properties. Recall that A, € (0, || M z||«), as established
earlier. The bisection method terminates after at most

T = O(log(1/¢))
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Algorithm 1 Bisection algorithm on LASSO regularization path

input k, M,z ¢
initialize u = |[Mz||,l =0
while u -1 > ¢
set A= 1(u+1)
solve ay) ) = argmin,{h(a) + Allall1}
if flagul = #
[+ A
else
U< A
end
output A\, a*Q(/\)

iterations, where ¢ is the desired precision. This logarithmic dependence on € ensures a fast
convergence rate for identifying A,.

In addition to the outer bisection iterations, the proximal gradient method is employed to
solve the subproblem Q(\) at each step. The complexity of these internal iterations can be
analyzed using the following standard result:

Lemma 3 ([53]). If the proximal gradient method is applied to Q(N), then:

h(a*) — h(a*) < exp (—%K) {(h(a®) — h(a*)},

where:

e L is the largest eigenvalue of MM,
e 1 is the Polyak-Lojasiewicz constant of the problem,
e a¥ is the output of the k-th proximal gradient iteration,

e a* is the unique optimal solution to Q(N).

This result guarantees an exponential convergence rate for the proximal gradient method
under the Polyak-Lojasiewicz condition. Combining this with the logarithmic convergence of
the bisection method yields an efficient overall procedure for solving P(k).

Intuitively, the bisection method achieves linear convergence in both the outer loop
(bisection iterations) and the inner loop (proximal gradient iterations). This results in a
worst-case iteration complexity of:

K = O(T -log(1/¢)) = O(log?(1/e)),
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where T is the number of bisection iterations and ¢ is the desired precision for each step.

In the following subsection, we demonstrate how the convergence rate can be further
improved by employing warm-starting techniques for solving consecutive bisection subprob-
lems. By initializing each new subproblem using the solution from the previous iteration, we
effectively reduce the number of required proximal gradient iterations, leading to a faster
overall convergence.

Effect of Warm-Starting

Lemma 4 (Effect of Warm-Starting). Given A1, Ay, the following holds:

h(age) + Mllagog llr = [Alage,)) + Aellageo,)lli] < v [d = de| - 4,

where A = sup, ||agy)lloo-

Proof. The proof leverages the Lipschitz continuity of the objective function with respect
to A and the boundedness of the solution az?(/\). For any pair A1, Ay, the difference in the
objectives can be bounded as follows:

| (P(a50)) + Mllago)lh) = (hlagug) + Aallagog )]

is proportional to |A; — As| scaled by the maximum /,.-norm of the solutions across A, which
is A = sup, [|ag, llsc. Without loss of generality, assume that A; > Ay. Then:

h(agoy) + Allagon i < hlagp,)) + Aillagoy
= h(ag(ny)) + A2llagog

+ (A1 = A)llagy
< h(ag(,)) + A2llagoy

+ VA = A4, (3.8)
where A = sup, [laglleo- The factor /n accounts for the dimensionality of the solution
space. Exchanging the position of i, Ay, this completes the proof. O

Implications of Lemma 4. Given Lemma 4, we are guaranteed that if A\;, Ay are sufficiently
close, warm-starting Q(\;) with the optimal solution to Q(\2) results in a small initial
optimality gap, bounded by y/n|A; — A\z|A. This bound ensures that as \; approaches A,
the computational cost of solving each subproblem decreases significantly.

This result highlights the benefit of warm-starting: when the change in A between
consecutive iterations is small, the change in the corresponding optimal solution is also
bounded. This bounded change enables efficient reuse of the solution from the previous
iteration as the initialization for the next, thereby accelerating convergence across the bisection
path.
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Theorem 4. If each Q()\) is warm-started using the optimal solution from the previous
iteration, the overall worst-case iteration complexity becomes:

K = O(log*(1/¢)).

Proof. Proof of Theorem 4

Let I(v,¢e) denote the number of iterations required for the proximal gradient method to
converge, given an initial optimality gap v and tolerance €. From Lemma 2, we know:

I(y,e) = p~'Llog(v/e),

where 4 is the Polyak-Lojasiewicz constant, and L is the largest eigenvalue of M " M.
Define A = |[(MTM)™*M7z||; - A, where A is the maximum /,-norm of the solutions
along the regularization path. For the ¢-th iteration, the initial optimality gap 7, satisfies:

Yt S 2_t\/ﬁA + Et—1,

where £, 1 is the tolerance used in the (¢t — 1)-th iteration.

Thus, the number of iterations for the proximal gradient method at step t is:

N 27 /nA 4 &4
I(%,et)éulLlog< \/—ET t1>,

where e = ¢, the desired global tolerance, and T' = log,(1/¢) is the total number of bisection

steps.

Summing over all iterations, the total number of proximal gradient iterations is:

T
K= I(we)
t=1
<MILZIOg< 2” —|—1>

_ nA
S 1LZlog <\2/;T +1)

t=1

— O(log?(1/2)).

Thus, the worst-case iteration complexity of the warm-started bisection algorithm is
O(log*(1/¢)).
m
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Theorem 4 establishes that employing a warm-start strategy for initializing each Q(\)
ensures that the computational complexity K grows at a rate no faster than the square of
the logarithm of the inverse of the desired precision €. This result highlights the efficiency of
the warm-start approach, as it significantly reduces the computational burden by effectively
narrowing the initial optimality gap in successive iterations. Consequently, warm-starting
leads to notable performance enhancements across all solver iterations.

The complete algorithm, integrating the bisection method with warm-starting, is presented
in Algorithm 2.

Algorithm 2 Constrained Implicit Model Sparsification

input Data matrix U; A trained standard (layered) neural network N : R x R — R x R;
Hyper-parameter k < 1 and ¢.
initialize Run a single forward pass on A" with U to obtain outputs Y, i.e., ¥ = N(U).
Collect all intermediate layers before and after passing through the activation ¢. Construct
Z and X by stacking all intermediate layers.
set M = (XTUT),W:=(A,B)=0
for each row z; of Z

warm start Q()\;) with the optimal solution to Q(\;_1)

solve Q()\;) with Algorithm 1

update row ¢ of W « a9

end
output W

3.4 Numerical Experiments

To evaluate the effectiveness of the proposed implicit model sparsification framework, we
conduct experiments on two benchmark datasets: CIFAR-100 [56] and 20NewsGroup'. The
experiments leverage ResNet-20 [21] and DistilBERT? [81] as baseline architectures. The
baseline test accuracy for these models is 92.1% on CIFAR-100 and 92.8% on 20NewsGroup.

In our experiments, we fix the tolerance parameter at ¢ = 0.01. Optimization problems
are solved using the MOSEK [4] optimization solver, ensuring robust and efficient convergence.
To measure the efficiency of our sparsification algorithm, we report the total number of
iterations required to traverse all rows of the weight matrix.

The following sections present detailed results on the accuracy, sparsity, and computational
efficiency achieved using the proposed sparsification method, demonstrating its capability to
maintain performance while significantly reducing model complexity.

Thttp://qwone.com/~jason/20Newsgroups/
Zhttps://huggingface.co/docs/transformers/model_doc/distilbert
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Table 3.1: Sparsity levels and accuracy on the CIFAR-100 and 20NewsGroup data.

CIFAR-100 20NewsGroup
K Accuracy (%) Sparsity (%) Accuracy (%) Sparsity (%)
0.005 76.7 98.1 60.9 97.8
0.01 79.1 96.4 74.2 95.9
0.05 84.2 95.2 80.2 95.3
0.1 87.1 93.8 87.2 93.3
0.5 89.0 93.3 88.8 90.7
0.99 91.0 90.1 90.6 87.4
Dense 92.1 0 92.8 0

Table 3.1 illustrates the trade-off between sparsity and test performance for the CIFAR-
100 and 20NewsGroup datasets, employing warm-starting as outlined in Algorithm 2. The
hyper-parameter x serves as a direct control for the sparsity level of the model, where higher
 values correspond to lower sparsity levels.

Our results demonstrate the algorithm’s capability to compute highly sparse networks,
achieving significant reductions in the number of parameters with only a 2% reduction in
test accuracy on both datasets compared to the original dense networks. As the number of
non-zero elements increases (i.e., sparsity decreases), a gradual improvement in test accuracy
is observed, illustrating the inherent trade-off between model sparsity and performance.

Even with approximately 10% of the model weights retained, the models maintain
competitive performance levels, exhibiting only a marginal decrease in accuracy. This
resilience highlights the robustness of the proposed method, particularly in scenarios requiring
aggressive pruning while preserving predictive performance. Such results validate the efficacy
of our sparsification approach in balancing model complexity and task performance.

In our evaluation, we compare the proposed method with several state-of-the-art optimization-
based parameter reduction techniques: SSS [51], SPR [11], and MLA [49]. SSS and SPR
formulate parameter reduction as a sparse regularized optimization problem. SSS employs
an f;-relaxation approach, while SPR utilizes perspective relaxation to enhance sparsity
and stability. MLA, on the other hand, focuses on aligning semantic information between
intermediate outputs and overall model performance by incorporating feature and semantic
correlation losses alongside a classification loss. This approach is conceptually similar to our
state- and outputs-matching conditions.

For experiments on CIFAR-100, we follow the original papers’ settings by using ResNet-20
for SSS and SPR, and ResNet-18 for ML A, ensuring a fair comparison. The hyper-parameters
are kept consistent with those reported in the original papers. As shown in Table 3.2, our
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Table 3.2: Comparison between sparsity levels and accuracy on the CIFAR-100 and 20NewsGroup
data with exisiting benchmark.

CIFAR-100 20NewsGroup
Method Accuracy (%) Sparsity (%) Accuracy (%) Sparsity (%)
SSS 88.4 44.4 89.5 48.7
SPR 89.8 45.9 90.6 50.5
MLA 89.1 50.0 90.3 51.8
Ours 91.0 90.1 90.6 87.4
Dense 92.1 0 92.8 0
CIFAR-100
100 , :
80| -
S ]
E
5 a0} ]
e v a0 ] e Dense
—— k=5-10"3
— k=1-1072
20 55102
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— k=5-10"1
— k=110
% 500 1000 1500 2000 2500 3000

Iteration

Figure 3.2: Performance of different x at each iteration on CIFAR-100.

method consistently outperforms all baselines, achieving superior test performance while
obtaining a significantly larger reduction in the number of parameters. This demonstrates the
efficacy of the proposed sparsification framework, which not only achieves better trade-offs
between sparsity and performance but also offers a scalable and robust solution for parameter
reduction.

Figures 3.2 and 3.3 illustrate the performance of the algorithm for various values of k,
showcasing the corresponding test accuracy at each iteration. To enhance computational
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Figure 3.3: Performance of different x at each iteration on 20NewsGroup.

efficiency, we employ warm-starting within the bisection inner loop. This involves initializing
the solution with the optimal parameters obtained from the preceding iteration, thereby
accelerating the exploration of the solution space.

A comparative analysis of the algorithm’s performance with and without warm-starting is
presented in Figures 3.4 and 3.5, for k = 1, kK = 0.1, and k = 0.5. The results demonstrate that
warm-starting yields an average speedup of 1.8x in convergence time and significantly reduces
computational overhead. These findings highlight the efficiency gains achieved by leveraging
warm-starting, particularly in scenarios involving extensive parameter sparsification.

In solving the problem (3.4), the input matrix U € RP*™ does not need to encompass
the entire training dataset. To explore the minimum sample size required for effectively
training a sparse implicit model, we conducted experiments varying the number of samples.
Figures 3.6 and 3.7 illustrate the performance of different x values trained with subsets of
the training data. As the percentage of total training samples increases, corresponding to
higher m in the input matrix U, the dimension of M also increases. The results indicate that
test performance improves initially with increasing training data, but eventually plateaus.
Specifically, for CIFAR-100 (Figure 3.6), the performance stabilizes at approximately 20% of
the total training data, while for 20NewsGroup (Figure 3.7), stabilization occurs around 30%.

For very small values of k, the model may become excessively sparse, which hinders
effective learning. Conversely, for sufficiently large x, training can be efficiently conducted
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of different x at each iteration with warm starting on 20NewsGroup.
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using only a fraction of the dataset. These findings highlight the state matrix X as a
high-quality representation, capable of capturing significant underlying information, thereby
enabling model training with substantially fewer samples.

Additionally, Table 3.3 summarizes the computational speed-ups achieved by leveraging
partial datasets. The results underscore the practical implications of utilizing reduced datasets,
demonstrating significant efficiency gains in terms of computational scalability and resource
utilization.
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=
S
<
240t 4
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—%— k=1-10"}
—%— k=5-10""
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Figure 3.6: Performance of different x trained with partial data on CIFAR-100.

Table 3.3: Training computational speed up by using warm-start and partial data matrix U.

CIFAR-100 20NewsGroup
K Warm Start 20% Data Warm Start 30% Data
0.1 2.2x 9.1x 1.5x 8.7x
0.5 2.0x 7.8x 1.6x 8.4x

0.99 1.7x 7.5x 1.7x 7.4x
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Figure 3.7: Performance of different x trained with partial data on 20NewsGroup.

3.5 Conclusion

In conclusion, this work introduces a novel paradigm in neural network sparsification—Implicit
Model Sparsification. Unlike conventional techniques that often depend on intricate network
structures or specialized loss functions, our approach adopts a streamlined methodology.
Implicit Model Sparsification is formulated as a straightforward least-squares problem, aug-
mented with sparsity-inducing constraints or penalties. This simplicity significantly broadens
the applicability of the method to a diverse range of neural network architectures.

To address computational challenges and enhance the scalability of our approach, we
have developed a parallel algorithm. This algorithm effectively handles the complexities of
transforming traditional neural networks into implicit models while maintaining computa-
tional efficiency and model performance. Our experimental results on the CIFAR-100 and
20NewsGroup datasets demonstrate the efficacy of the proposed method, particularly its
robustness under high pruning rates. The models exhibit minimal loss in test accuracy even
when trained with significantly reduced parameters, showcasing the resilience of our approach.

Additionally, our investigation into the optimal sample size required for training sparse
implicit models provides valuable insights. The experiments reveal that a moderate subset of
the training data suffices to achieve competitive performance, emphasizing the information-
rich representation captured by the state matrix. This finding highlights the practicality of
training with limited data while retaining robust performance.
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In summary, Implicit Model Sparsification offers a versatile and innovative framework for
neural network compression. With its simplicity, scalability, and demonstrated effectiveness,
this paradigm holds significant promise for real-world applications where efficiency and
resource optimization are paramount.

While the sparsification framework introduced in this chapter offers significant advances
in model efficiency, neural networks deployed in real-world scenarios must also contend with
challenges posed by input perturbations, adversarial attacks, and out-of-distribution data. To
address these critical concerns, the next chapter discusses Robustness Analysis via Implicit
Representation. By leveraging the unique structure of implicit models, we develop methods
to quantify and enhance the resilience of neural networks against such adversities.
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Chapter 4

Robustness Analysis via Implicit
Representation

4.1 Introduction

Despite the remarkable success of deep neural networks (DNNs) across various domains, their
vulnerability to adversarial perturbations remains a critical challenge. Since the seminal work
by Szegedy et al., a plethora of research has revealed the susceptibility of state-of-the-art
DNNs to adversarial samples—inputs that are imperceptibly modified to mislead the model
[33, 57, 70]. Although adversarial samples only slightly deviate from the original data
distribution, their impact on classification accuracy highlights the fragility of current DNN
architectures.

This vulnerability has spurred significant interest in designing robust models capable of
withstanding adversarial attacks [65, 69, 75, 35]. However, many defense mechanisms have
proven ineffective against adaptive attacks [6, 12], underscoring fundamental gaps in our
understanding of DNN robustness. These challenges have fueled efforts to develop robustness
evaluations [13, 105], interpretability techniques, and visualization methods that aim to
bridge these gaps [34, 86, 104]. Yet, critical questions surrounding the root causes of DNN
vulnerabilities remain unanswered.

In this work, we introduce implicit models as a powerful framework for robustness analysis.
Implicit models, defined by fixed-point equations rather than layer-wise mappings, provide a
unifying perspective that encompasses many existing DNN architectures. Their scalability
and well-posedness make them particularly suited for robustness evaluations. By leveraging
the mathematical structure of implicit models, we establish a comprehensive framework that
extends theoretical robustness guarantees to a wide range of DNN models. This approach
not only strengthens our understanding of DNN behavior under adversarial conditions but
also lays the foundation for designing inherently robust architectures.
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4.2 Robustness bound

In this section, we analyze the robustness properties of implicit models defined by the
prediction rule (2.1b). Specifically, we aim to derive bounds on the state, output, and loss
function under the presence of input uncertainties. Such robustness analysis is valuable for
multiple purposes, including diagnosing model vulnerabilities, generating adversarial attacks,
and guiding the design of penalties or constraints during training. To ensure a well-posed
framework, we assume that the activation map satisfies the Blockwise Lipschitz (BLIP)
condition, and the matrix A of the implicit model adheres to the sufficient well-posedness
conditions established in Theorem (3).

Input Uncertainty Models

We consider scenarios where the input vector is uncertain and is only known to belong to
a given set U C RP. Our results are applicable to a broad class of input uncertainty sets;
however, we focus on the following two representative cases:

The first case corresponds to a boz-bounded uncertainty set, where the input vector is
constrained to lie within a specified range around a nominal value:

U ={ueR : [u—u’|<a,}. (4.1)

Here, the p-vector o, > 0 defines the componentwise uncertainty bounds for each dimension
of the input, and u° € R represents the vector of “nominal” inputs.

The second case introduces a cardinality-limited uncertainty set, which not only bounds
the magnitude of deviations in the input but also restricts the number of components allowed
to change:

U ={uerR’ : lu—u’| <o, Card(u-—u’)<k}. (4.2)

In this formulation, Card(-) denotes the cardinality (i.e., the number of non-zero components)
of its argument, and k£ < p specifies the maximum allowable number of perturbed components.
This constraint captures scenarios where a limited number of features can deviate from their
nominal values, offering a more structured representation of input uncertainty.

These uncertainty models provide flexibility in characterizing diverse input perturbation
scenarios. The following subsections explore how such input uncertainties propagate through
the implicit model, affecting the state and output predictions.

Box Bounds on the State Vector

Assume that ¢ is a CONFE map, and the input vector u is known to belong to the box-bounded
uncertainty set U defined in (4.1). Our goal is to derive componentwise bounds on the
state vector x, expressed as |x — 2°| < o,, where x and z° are the unique solutions to
€ = ¢(AE + Bu) and & = ¢(AE + BuP), respectively, and o, > 0 represents the bound.
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Using the definition of z and z°, we can write:

| — 2" = |¢(Az + Bu) — ¢(Az" + Bu)|
< |Allz — 2" +|B(u — "),

where the inequality follows from the Lipschitz property of the CONE map ¢.
This leads to the following upper bound:

lz = 2o < [ Allcllz = 2%llo0 + 1 B — u”) |-

Under the assumption that ||Al|. < 1, we have:

[1Bloulloo
1—[|Afle

lz — 2%l <

(4.3)

where o, is the componentwise uncertainty bound for the input vector.

For the cardinality-constrained uncertainty set ¢ defined in (4.2), the bound becomes:

J

0
xr—x < —
| I < 1—[[Allo’

(4.4)

where
0:= B|"e;
max sy(0u ©|B| e:),
with e; representing the i-th unit vector in R”, and s denoting the sum of the top k entries
in a vector. This formulation accounts for the sparsity constraint in the input perturbations,
effectively limiting the number of perturbed components to k.

We can refine the analysis above by deriving a “box” (componentwise) bound for cases
where ¢ is a block-Lipschitz (BLIP) map. The result involves the matrix of norms N (A, ~)
defined in (2.6), as well as a corresponding matrix of norms for the input matrix B.

To formalize this, we decompose B into blocks B = (Bj;)ic[r),ic[p, Where each Bj; € R™
represents the interaction between the [-th block of the state vector and the i-th component
of the input vector. Using this blockwise structure, we define an L x p matrix of norms,
denoted as N(B,~), given by:

N(B,7) = (/VZ||Bli||pz)le[L]7ie[p]' (4.5)

Here, 7, is the Lipschitz constant of the [-th block of the activation map ¢, and || By||,,
represents the norm of the block Bj; with respect to the [, -norm. This matrix captures the
influence of input uncertainty on each block of the state vector, allowing for a more nuanced
characterization of the state bounds in the presence of blockwise structure.
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Theorem 5 (Box bound on the vector norms of the state, BLIP map). Assume that ¢ is
BLIP, and the corresponding sufficient well-posedness condition of (1) is satisfied. Then,
I — N(A,~) is invertible, and

n(z —a°) < (I = N(A,7))"'N(B, 7)o, (4.6)
where the vector of norms function n(-) is defined in (2.2).

Proof. Proof of Theorem (5)

For every [ € [L], we proceed as follows:

(= 2 < u([A(z — 2°) + Blu — u")]i)lly,

<% Z Ap(z =2 +m Z Byi(u — u°);

helL] » i€(p] »

<D N Amllp-spm(@ = 2%+ 71D 1 Buillp|u — s
he([L] i€[p]

< [N(A, y)n(@ = 2) + [N (B, 7)|u — «"l;,

which establishes the desired bound. Since I — N(A,~) is invertible under the well-posedness
condition, we conclude:

n(z —a°%) < (I —N(A,7)'N(B, 7)o
O

Note that the box bound can be computed via fixed-point iterations. For instance, when
¢ is a CONE map, we solve the equation:

(I = |A])os = |Blo,
as the limit point of the fixed-point iteration:
0.(0) =0, o.,(t+1)=|A|o.(t)+ |Blow, t=0,1,2,...,

which converges since App(|A|) < 1. This iterative procedure ensures efficient computation
of the box bounds for the state vector.

Bounds on the Output

The previous analysis enables us to quantify the effect of input noise on the output vector y.
Let us assume that the activation function ¢ satisfies the Componentwise Non-Ezpansiveness
(CONE) condition of (2.3). Additionally, we assume the stricter well-posedness condition
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| Alloo < 1 is satisfied. This condition can always be enforced by appropriately rescaling the
model, provided App(|A|) < 1.

For the implicit prediction rule (2.1), the following bound holds:

_1BlslCle

+ [ Dlloo-
1= [[Aflo

Vu,u’ |5 (u) = §u’)le < pllu— v, p:

This inequality shows that the prediction rule is Lipschitz-continuous, with a Lipschitz
constant bounded above by p. The parameter p characterizes the sensitivity of the output
predictions to perturbations in the input, providing a meaningful measure of the model’s
robustness to noise.

The above result motivates incorporating the || - ||» norm into the training objective, as a
penalty on model parameters A, B, C, D. Specifically, a convex penalty can be designed to
bound the Lipschitz constant p as follows:

1Bl +IC3

p<

+ || D||oo- (4.7)

By constraining p, we can ensure a trade-off between robustness and model complexity,
improving the stability of the model under perturbations.

We can refine this analysis with the following theorem, applicable to cases where ¢ satisfies
the Block Lipschitz (BLIP) condition. Decomposing C' into column blocks C' = (C4,...,C}),
where C; € R?”*™ for [ € [L], we define the matrix of (dual) norms as:

N(C) = (ICa

o} ielL], ielq)

1

where the dual norm pj is defined as p; := = for I € [L].

Additionally, recall the corresponding matrix of norms for A defined in (2.6) and for B
in (4.5). These matrices provide a structured representation of how different blocks of the
parameter matrices A, B, and C interact with the BLIP properties of ¢.

The refined analysis extends the robustness bounds to models with BLIP activation
functions, allowing for a more granular characterization of sensitivity to input noise. By
leveraging the norm matrices N(A,v), N(B,~), and N(C), we can compute tighter bounds on
the Lipschitz constant and output sensitivity. This generalization ensures broader applicability
across architectures with blockwise operations, such as convolutional or attention-based
networks.

Theorem 6 (Box bound on the output, BLIP map). Assume that ¢ is a BLIP map and that
the sufficient condition for well-posedness Apr(N(A,7)) < 1 is satisfied. Then, I — N(A,~)

18 1nvertible, and
Vau,u  |j(u) — g(u®)] < Slu— |, (4.8)
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where the (non-negative) q X p matrix
S = N(C)(I = N(A,7))"'N(B,7) +|D|

is a “sensitivity matriz” of the implicit model with a BLIP map. In the special case where ¢
1s a CONE map, the sensitivity matriz simplifies to:

= C|(I = [A)[B| +|D|.

Proof. Proof of Theorem (4.8)

For a given i € [g], consider the componentwise bound for the output difference:

[9(u) — Zczlx—a? H—ZDWU—U

le[L] JEP]

Using the triangle inequality, we have:

|9(w) |<Z’Czll'—37 H—Z]Dwu—u

JE[p]

For the first term, applying the dual norm relationship:
|Cia(z — 2°)i] < [[Callyy (& — &)l

Thus:

[9(u)

" (x —x z+g |Dij(u — u®);

le[L JEP]

Substituting the box bound on n(zx — %) from (4.6), we get:
n(x—a°) < (I = N(A,7) "' N(B )| —u’l.
Finally, substituting this into the output bound:
[9(u) = 9(u’)] < (N(C)(I = N(A,7)) " N(B,7) + D) Ju —’],

proving the result. [l

4.3 Sensitivity Matrix

The sensitivity matrix can be computed via fixed-point iterations, which are guaranteed to
converge due to the well-posedness assumption stated in the theorem. For the case of CONE
maps, these iterations are described as follows:
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Figure 4.1: Sensitivity matrix for a 3-layer neural network with ¢ = 10 outputs and n = 1094 states.
The matrix has dimension ¢ x n (10 x 1094 in this example)

X(t+1)=|AX({#)+|B|, t=0,1,2,...,

where the sequence X (t) converges to a limit point X, provided App(]A|) < 1. Once
X is determined, the sensitivity matrix S can be computed as:

= |C| X« +|D|.

* Jal ]

120

B8 BB .,

b(zx;'sm=

Figure 4.2: Sensitivity matrix for a 3-layer neural network with ¢ = 10 outputs and n = 1094 states.

The implicit model formulation enables the analysis and bounding of distortions in the
state vector x and the output ¢y caused by unknown-but-bounded input noise. This provides
valuable insights into the behavior of deep neural networks (DNNs) under uncertainty, a
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condition inherent in most real-world applications. The sensitivity matrix, a key analytical
tool, offers a means to visualize the input-output relationships of a given DNN model.

Figure 4.2 illustrates the sensitivity matrix for a neural network used in a classification
task with ¢ = 10 classes. Notably, certain classes exhibit higher sensitivity values, indicating
greater susceptibility to input noise. This insight can guide resource allocation, as classes
with higher sensitivity may require significantly more training data to achieve comparable
classification accuracy.

Moreover, the sensitivity matrix serves as a powerful tool for adversarial analysis. By
identifying the input features with the highest sensitivity, it informs adversaries on which
features to perturb to significantly distort the model’s output. This enables the generation of
small, imperceptible, or sparse perturbations targeted at the most sensitive input features.
Section 4.4 presents examples of adversarial images generated using this approach.

Our analysis also informs the design of adversarial defenses. We show that the prediction
rule is Lipschitz-continuous, bounded above by &, as defined in (4.9) in Section 4.2. This
observation motivates the use of || - || as a regularization technique to promote robustness
during training. Specifically, a convex penalty can be applied to bound the Lipschitz constant
from above:

B3 + IC]15
1 —[|Al|s

1
k< P(A,B,C,D) := 3 + || D] oo, (4.9)

where P is the penalty function.

This regularization penalty can be further refined using the component-wise bound, making
15|, the norm of the sensitivity matrix, a natural choice for enhancing robustness during
training. By integrating these insights, the approach not only strengthens model resilience
against adversarial perturbations but also improves the interpretability and manageability of
DNN behaviors under uncertain inputs.

Worst-case Loss Function

In this section, we analyze the worst-case behavior of the loss function under bounded input
noise, assuming the activation map ¢ satisfies the CONE property in Section 2.3. Using the
box bounds derived for the state and output vectors in Section 4.2, we compute bounds on
the loss function evaluated between a given “target” y € RP and the prediction .

For the squared Euclidean loss function, defined as:
the worst-case loss can be computed using the box bound (4.8) as:

Loy, 3°) = max L(y,9) = llly — 3" + oy,

|@_g0|§5y

where §° represents the nominal prediction.
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For the cross-entropy loss function, defined as:

q
L(y,§) = log (Z 6%’) —y',
=1

where y > 0 and 1Ty = 1 (representing the target class probabilities), we consider a simplified
scenario with D = 0, leading to the nominal output 7° := Cz°. Using the norm bound (4.3),
we have ||z — 2°||» < p for a suitable p > 0. The worst-case loss is then:

Loy, 1°) := Ly 0+ C6
(v,9") o X (y, 9" + Cox),

which can be expressed as:

q
max log (Z e@?“ﬁ“”) —y' (9" + Cox),
=1

5z : |0zl co <p

where ¢/ is the i-th row of C.

Direct computation of this expression may be challenging, but we can derive an upper
bound by separately evaluating the two terms:

q
. 0 lles .
Lye(y, ") < log <Z el el 1”1> —y' 3"+ p|C Tyl

i=1

Given y > 0 and 17y = 1, we have ||CTy|; < ||C||, yielding:

L(y,9°) < Luc(y,5°) < L(y,5°) +20]Cll .

Using the refined box bounds (4.8), we can further tighten this result:

q

Lue(y,9°) < log (Z e +"*”") —y""+y o,

=1

These bounds highlight the impact of the sensitivity matrix on worst-case loss behavior,
providing insights into robustness optimization during training.

Linear Programming (LP) Relaxation for CONE Maps

The previously discussed bounds do not provide a direct method to generate adversarial
attacks, i.e., feasible points u € U that maximize the impact on the state vector. In certain
cases, however, it is possible to refine these box bounds using an LP relaxation, which has
the added advantage of suggesting a specific adversarial attack. Here, we focus on the ReLU
activation function ¢(z) = max(z,0) = z,, which satisfies the CONE map property.
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We consider the optimization problem:

p* = max Z fi(x;) : v =2y, 2= Av+ Bu, |vr—21° <oy, (4.10)

where f; are arbitrary functions. For example:

e Setting f;(&) = (£ — 2¥)?, i € [n], corresponds to finding the largest discrepancy
(measured in fy-norm) between x and x°.

e Setting f;(§) = —¢, i € [n], corresponds to minimizing the ¢;-norm of the state vector
x.

By construction, this formulation improves on the previous state bound, ensuring;:

To generalize our result for arbitrary sets U, we use the support function oy, which is
defined for any b € RP as:

o T
ou(b) := Iileazj(b u. (4.11)

Note that the support function depends only on the convex hull of the set U.

For specific cases, we have closed-form expressions for the support function:

e For the box set U defined in (4.1), the support function is:
Oyox (b) = bTu’ + o] |b),
where 4° is the nominal input, and o, represents the component-wise uncertainty.

e For the cardinality-constrained set 2 defined in (4.2), the support function is:
Oyenra(b) = b u® + sp,(0, © |b]),

where s;, is the sum of the top k entries of its vector argument, a convex function.

This LP relaxation provides a means to refine state bounds and identify specific input
perturbations that maximize the impact on the state vector.

The only coupling constraint in (4.10) is the affine equation, which motivates the following
relaxation.
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Theorem 7 (LP Bound on the State). An upper bound on the objective of problem (4.10) is
given by:
p* <P :=min oy (B'\) + Z gi(Mi, (ATN)),

A
i€[n]
where oy is the support function defined in 4.11, and g;, i € [n], are the convex functions
defined as:

gi ¢ (a,8) € R® = g;(a, B) := max fi(¢y) —a¢ + B¢y, i€ [n]

¢: |C+ 72?|§0'z,i

If the functions g;, 1 € [n|, are closed, we have the bidual expression:

D= (A Bu);, z;
pi= max - ;}92 x + Bu);, z;),

where g¥ is the conjugate of g;, i € [n].
Proof. Proof of Theorem 7

We begin by rewriting the original optimization problem:

<p:= (z;) + A (Az + Bu — ' = — 1% < o,
pt<p:= m/\mgaeﬁ ;}fl(:cl)—i-)\ (Ax 4+ Bu — z) subject to z = 24, |z —2°| < 0,

Expanding the terms, we get:

p = min max A Bu + ey ;} (i) + (ATA)izt — \izi) -

Defining 1 = A"\, we rewrite the above expression:

— . T (). .
D= min <r£1€a&< A BU) + Z gz()\w :ul)v

— AT
A p=ATA i€[n]
which establishes the first part of the theorem.
Next, assume that the functions g;, i € [n], are closed. By strong duality, we have:

\'B (AT — (A
p= rgl/fl g&ggl u+ta’ Iz +§[:]gz is i)

Rearranging the terms, we arrive at the dual formulation:

po max =3 gi(~(Ar+ Buya),

z, ueCo(U
i€[n]

where ¢F is the conjugate of g;, for i € [n]. This completes the proof. O
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Bounds on the state x
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Figure 4.3: Visualization of bounds on the state vector x for different methods. The plots depict
the implicit box bounds (blue), interval propagation bounds (red), and implicit LP bounds (green)
for selected dimensions of the state vector.

In the case when f;(§) = ¢, @ € [n], where ¢ € R™ is given, it turns out that our
relaxation, when expressed in bidual form, has a natural look:

p* <P=max c¢'z subjectto x> Ax+ Bu, x>0, |z — 2°| < o,

x, uc

When the cardinality of changes in the input is constrained to the set 24°*"¢, the bound
takes the form:

. - . x> Ax+ Bu, v>0, |z—2° <oy,
p" <p=max ¢ = subject to . 1 0 0
| diag(ou) " (u—u)ly <k, Ju—u| < o,

Figure 4.3 compares three types of bounds on the state vector x across two random
dimensions: interval bound propagation (IBP) [36], implicit box bounds, and implicit LP
bounds. Interval bound propagation refers to a method for propagating input uncertainty
through a neural network layer by layer, using interval arithmetic to bound the range of
possible values at each layer. While IBP is computationally efficient and widely used for
robustness certification, it tends to produce conservative estimates of the uncertainty region.
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This conservatism, illustrated by the red bounds in the figure, often leads to significant
overestimation of the true uncertainty region, resulting in inefficiencies in robustness analysis
or adversarial attack generation.

In contrast, the implicit box bounds (blue) provide a significantly tighter estimation of the
feasible region by leveraging the structural properties of the implicit model and the sufficient
well-posedness conditions. These bounds are more informative, capturing the constraints
imposed by the model’s architecture and activation functions.

The implicit LP bounds (green), derived using a Lagrange relaxation, are the tightest
among the three methods. These bounds exploit both the linear structure of the system and
the precise input uncertainty constraints to characterize the state space with high accuracy.
The tightness of these bounds not only improves interpretability but also provides actionable
insights for generating adversarial attacks. By identifying specific input perturbations that
maximize the impact on the state or output, implicit LP bounds enable more targeted and
effective adversarial analysis. Together, these results highlight the advantages of implicit
bounds over interval propagation methods for applications requiring robust and precise
estimates of state distortions.

4.4 Adversarial Attacks via Implicit Representation

Attack via the Sensitivity Matrix

The preceding analysis highlights the utility of the sensitivity matriz as a critical tool for
evaluating robustness. In this section, we demonstrate how the sensitivity matrix can be
leveraged to craft effective adversarial attacks on two widely used public datasets: MNIST
and CIFAR-10.

We evaluate the performance of sensitivity-matrix-based attacks in comparison to com-
monly used gradient-based adversarial attack methods, including the Fast Gradient Sign
Method (FGSM) [33] and the Jacobian-based Saliency Map Attack (JSMA) [70]. The experi-

ments are conducted on the following two neural network architectures:

e Feed-forward Neural Network (FFNN): A three-layer fully connected feed-forward
network trained on the MNIST dataset, achieving 98% clean accuracy. The model
utilizes ReLLU activations and is optimized using cross-entropy loss.

e ResNet-20: A 20-layer deep residual network [44] trained on the CIFAR-10 dataset,
achieving 92% clean accuracy. The model incorporates batch normalization and ReLU
activations for stable and efficient training.

Through these experiments, we highlight the effectiveness of sensitivity-based attacks
in reducing model accuracy while adhering to a fixed perturbation budget. These results
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underscore the utility of the sensitivity matrix for targeted adversarial attack generation, as
well as its potential to inform robust model design.

We compare our method against commonly used gradient-based adversarial attacks.
Specifically, for a given prediction function F' learned by a deep neural network, a benign
input sample u € RP, and its corresponding target y, we compute the gradient of ' with
respect to u, denoted as V, F'(u,y). The absolute value of the gradient, |V, F(u,y)|, serves
as an indication of which input features an adversary should perturb. This approach aligns
with saliency map techniques such as those proposed in [86, 70].

The sensitivity matrix, however, offers a key distinction. Unlike the gradient, which
depends on the specific input sample u, the sensitivity matrix provides a global measurement
of robustness that is independent of the input data. As a result, it serves as a more general-
purpose tool for evaluating a model’s susceptibility to adversarial perturbations. By leveraging
the sensitivity matrix, our method demonstrates its capability to generate attacks that are
both effective and computationally efficient, while providing insights into the model’s inherent

vulnerabilities.
s

o

Figure 4.4: Left: Sensitivity values for a feed-forward network trained on MNIST, visualized for
the class “digit 0.” Darker regions indicate higher sensitivity to input perturbations, showing which
pixels significantly influence the network’s predictions. Right: Sensitivity values for a ResNet-20
model trained on CIFAR-10, visualized for the class “airplane.” Color intensity highlights the areas
most sensitive to perturbations, with high sensitivity values concentrated on key image regions
associated with the class.

Figure 4.4 presents visualizations of the sensitivity matrix for two distinct models and
datasets. On the left, the sensitivity values for a feed-forward network trained on MNIST
are shown for the class “digit 0.” The visualization highlights regions in the input space
where small perturbations can have the most significant impact on the model’s predictions.
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Darker areas represent higher sensitivity, indicating that these pixels play a critical role in
classification. On the right, the sensitivity matrix for a ResNet-20 model trained on CIFAR-10
is visualized for the class “airplane.” The color intensity emphasizes regions of high sensitivity,
which are often concentrated in areas containing features strongly associated with the target
class, such as edges or structural details of the object. These sensitivity visualizations not
only reveal the model’s reliance on specific features for prediction but also provide insights
into potential vulnerabilities. Adversaries can exploit these high-sensitivity regions to craft
effective and targeted attacks, while developers can leverage this information to enhance
model robustness by focusing on these critical areas during training.

Table 4.1: Experimental results of attack success rate against percentage of perturbed inputs on
MNIST and CIFAR-10 (10000 samples from test set).

Sensitivity matrix attack Gradient-based attack

% of perturbed inputs MNIST CIFAR-10 MNIST CIFAR-10
0.1% 1.01% 3.04% 2.42% 1.75%
1% 13.41% 10.16% 26.92% 6.66%
10% 70.67% 36.21% 74.90% 33.18%
20% 89.82% 57.01% 87.10% 52.57%
30% 90.22% 67.45% 89.82% 66.59%

Table 4.1 presents the experimental results of adversarial attacks using the sensitivity
matrix and the absolute value of the gradient on MNIST and CIFAR-10 datasets. For the
sensitivity matrix attack, we start by perturbing the input features with the highest values
according to the sensitivity matrix. Similarly, for the gradient-based attack, we perturb the
features with the highest absolute gradient values. In both cases, the input features are
perturbed into small random values.

Our experiments demonstrate that the sensitivity matrix attack is as effective as the
gradient-based attack while being significantly simpler to implement. This highlights the
practical advantage of the sensitivity matrix for adversarial attack generation. Interestingly,
the sensitivity matrix attack does not require specific input samples, unlike gradient-based
methods. An adversary with access to the model parameters can easily craft adversarial
samples using the sensitivity matrix. In cases where the model parameters are unavailable,
an adversary can leverage the principle of transferability [62], training a surrogate model to
approximate the sensitivity matrix.

Figure 4.5 demonstrates the effectiveness of adversarial attacks using both dense and sparse
perturbation strategies on MNIST (top) and CIFAR-10 (bottom) datasets. For MNIST,
the left panel showcases dense attacks where small perturbations are applied uniformly
across the image, causing the classifier to misidentify the digits while maintaining the visual
appearance. The right panel highlights sparse attacks where only a few strategically chosen
pixels, marked in red, are perturbed to achieve the same mis-classification. These sparse
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perturbed Images Perturbed Images (Changed Pixels Marked in Red)

n

correct label: 6, wrong label: 5, # pixels changed: 5

correct label: 0, wrong label: 1, # pixels changed: 4

Figure 4.5: Top: adversarial samples from MNIST. On the left are dense attacks with small
perturbations and on the right are sparse attacks with random perturbations (perturbed pixels are
marked as red). Bottom: example sparse attack on CIFAR-10. The left ones are cleaned images,
the middle ones are perturbed images, and the right ones mark the perturbed pixels in red for
higher visibility.

attacks are particularly significant as they alter the classification (e.g., “6” to “5” or “0” to
“1”) with minimal modifications, emphasizing the potency of targeted perturbations.

For CIFAR-10, the first column displays clean images, the middle column shows sparsely
perturbed adversarial examples, and the rightmost column marks the perturbed pixels in
red for visibility. These sparse perturbations subtly manipulate the classifier’s predictions
(e.g., changing the label from “airplane” to another class) without noticeably affecting the
visual quality of the images. This highlights the vulnerability of deep learning models to
small, imperceptible changes, and the effectiveness of sparse attacks in generating adversarial
samples with minimal input modification.

Attack with LP Relaxation for CONE Maps

Although the sensitivity matrix can be used to generate effective adversarial examples, a more
sophisticated attack may be desirable by exploiting the specific weaknesses of an individual
data point. This can be achieved using the LP relaxation outlined in Theorem (7), which
has the advantage of producing a targeted adversarial example for a given input. The
experiment in this section is conducted on MNIST and CIFAR-10 datasets. Specifically, the
optimization problem outlined in (4.10) is solved using the LP relaxation, with the function
fi(&) = (£ —x2)2. This formulation identifies perturbed images that maximize the discrepancy
between the perturbed state x and the nominal state z°.

Figure 4.6 presents five examples of perturbed images generated through the LP relaxation.
Despite appearing visually similar to the original images, the perturbed images effectively
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cause the model to misclassify instances that it otherwise predicts correctly. These results
demonstrate the potency of adversarial examples generated by LP relaxation, offering a
refined method for targeted attacks that leverage the inherent vulnerabilities of specific data
points.

Our framework also supports sparse adversarial attacks by incorporating a cardinality
constraint. Figure 4.7 illustrates three examples of perturbed images under both non-
sparse and sparse attack scenarios. The images on the left represent the outcomes of
non-sparse attacks, while those on the right depict sparse attacks. In both cases, the model
fails to correctly predict the labels of the perturbed images. These results demonstrate
the effectiveness of implicit prediction rules in generating powerful adversarial attacks.
Furthermore, this capability is highly valuable for adversarial training, as it enables the
generation of a large number of adversarial examples that can be added back to the training
dataset, thereby enhancing the robustness of the model against such attacks.
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Figure 4.7: Example attack on MNIST dataset. Left: non-sparse attack. Right: sparse attack.
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4.5 Conclusion

In this chapter, we presented a comprehensive robustness analysis for implicit models,
emphasizing their theoretical properties and practical applications. By building on the
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concept of well-posedness, we established a rigorous framework for studying the behavior of
implicit models under input perturbations. We derived key results, including box bounds on
the state and output vectors, as well as the sensitivity matriz, which serves as a valuable tool
for quantifying and visualizing model robustness.

The sensitivity matrix emerged as a central theme in our analysis, offering an intuitive and
effective measure for identifying input features most susceptible to adversarial perturbations.
We demonstrated its practical utility through experiments on MNIST and CIFAR-10 datasets,
where it facilitated the generation of targeted adversarial attacks comparable in effectiveness
to gradient-based methods, but with greater interpretability and flexibility. The matrix also
provided insights into the inherent robustness of different classes and model components,
highlighting its potential for guiding robust model design and adversarial training.

Additionally, we extended our analysis to include more sophisticated adversarial attacks
using LP relaxations, showcasing their ability to exploit individual data point weaknesses.
These attacks, which can be tailored to generate both sparse and non-sparse perturbations,
further underscore the versatility and power of implicit model representations in understanding
and addressing adversarial vulnerabilities.

Our findings also offer actionable insights for improving model robustness during training.
Specifically, the bounds and penalties derived in this chapter, such as those involving the
sensitivity matrix or output bounds, point to natural regularization strategies that could be
integrated into future training pipelines. These techniques provide a pathway for not only
diagnosing but also mitigating vulnerabilities in neural networks.

In conclusion, this chapter demonstrates the strength of the implicit model framework
in formalizing and addressing robustness challenges in modern neural networks. Building
on this foundation of robustness, the next chapter explores a complementary strength of
implicit models: their extrapolation power. While robustness focuses on how models handle
perturbations within their training domain, extrapolation examines their ability to generalize
effectively to out-of-distribution data and unseen scenarios. This property is crucial for
understanding how implicit models adapt to novel environments and diverse tasks, making
them a versatile tool for real-world applications. In the following chapter, we discuss the
extrapolation capabilities of implicit models, investigating their unique potential to outperform
traditional architectures in challenging settings.
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Chapter 5

The Extrapolation Power of Implicit
Models

5.1 Introduction

Learning to extrapolate—estimating unknown values beyond the scope of observed data-is a
cornerstone of human intelligence and a critical step towards advancing machine learning
systems capable of generalization. Despite their widespread success across diverse domains,
modern neural networks often fail to extrapolate effectively when faced with data outside
their training distribution. This limitation presents a fundamental challenge in deploying
these models in dynamic and unpredictable environments.

In this chapter, we explore the extrapolation power of a general class of implicit deep
learning models [8, 16, 17, 24], which generalize traditional layered neural networks. Implicit
deep learning models determine their representations via fixed-point equations, allowing
information to propagate both forwardly and backwardly through closed-form feedback
loops. This distinctive architecture enables implicit models to overcome many limitations
of traditional feed-forward networks and provides a promising framework for learning data
representations in complex and unstructured domains.

Several formulations of implicit models include deep equilibrium models (DEQs) [8],
Neural ODEs [17], and general implicit models discussed in this thesis. Unlike classical neural
networks that compute outputs in a strictly layered, feed-forward manner, implicit models
define their state vectors through an equilibrium equation. Outputs are implicitly determined
by solving this equilibrium equation. This unique computational paradigm allows for the
design of more flexible and expressive models, which recent studies have shown to excel in
both practical applications and theoretical generalization [10, 40, 93].

From a neuroscience perspective, the equilibrium state in implicit models has been
interpreted as a closed-loop feedback system, mimicking how the brain processes information
through recurrent and feedback loops [64]. This feedback mechanism allows inputs to revisit
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and reverse directions within the computational graph, distinguishing implicit models from
traditional feed-forward architectures.

In the following sections, we explore how implicit models leverage their unique structure
to extrapolate effectively in out-of-distribution scenarios. By investigating the theoretical
and empirical properties of implicit models, we aim to demonstrate their potential to
surpass traditional architectures in tasks requiring robust extrapolation capabilities. In this
chapter, we investigate whether implicit deep learning models exhibit superior extrapolation
capabilities—a fundamental aspect of human intelligence—compared to similarly sized non-
implicit neural network models. Our contributions are summarized as follows:

e Demonstrating Extrapolation Power: We showcase the extrapolation capabilities
of implicit deep learning models across three diverse domains: (1) well-defined mathe-
matical arithmetic, (2) real-world earthquake location data, and (3) volatile time series
forecasting. These experiments highlight the adaptability and robustness of implicit
models in handling out-of-distribution data.

e Analyses and Ablation Studies: We perform detailed analyses and ablation studies
focusing on two critical factors of implicit models: depth adaptability and closed-
loop feedback. Our results reveal that features learned by implicit models are more
generalizable than those of non-implicit models, underscoring their capacity for effective
learning and extrapolation.

Mathematical tasks. Previous research has primarily focused on developing specialized
neural network models capable of learning algorithms [37, 38, 52, 60, 85]. For instance,
Neural Arithmetic Logic Units (NALUs) were specifically designed to represent mathematical
relationships within their architecture, aiming to improve arithmetic extrapolation [92].
However, these models were later found to exhibit significant instability during training [84].
Neural Arithmetic Expression Calculators (NAECs) utilize reinforcement learning to solve
mathematical expressions involving addition, subtraction, multiplication, and division [15].
Unlike NALU, NAECs require the mathematical operation as an additional input to the
network. Studies by Nogueira, Jiang, and Lin demonstrated that Transformers performed
effectively for addition and subtraction tasks, achieving high accuracy in interpolation
experiments. However, challenges arose with other Transformer-based architectures like
BART [97] and large language models (LLMs) [100], which struggled to accurately reproduce
functions for wide distribution ranges. On the contrary, Charton showed that Transformers
could provide “roughly correct” solutions for matrix inversion and eigenvalue decomposition
tasks, even for out-of-distribution (OOD) inputs, indicating a notable level of mathematical
understanding.

Out-of-distribution generalization. Only a handful of studies have explored out-of-
distribution (OOD) generalization for implicit deep learning models [60, 74, 54]. These
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works highlight the capabilities of implicit deep learning models on tasks like Blurry MNIST,
sequential tasks [60], matrix inversion, and graph regression [3]. Researchers such as Liang
et al. and Anil et al. emphasize a unique property of deep equilibrium models (DEQs)
known as path independence, where the models converge to similar fixed points regardless of
initialization. This property suggests that DEQs could gather more information on OOD
inputs by iterating longer before converging, potentially outperforming other models. [77]
theorized that this property is most beneficial when testing DEQs on data more complex
than the training distribution. They also demonstrated that increasing the number of inner
iterations could lead to overfitting on interpolation tasks. Our work provides further evidence
supporting these hypotheses by examining well-defined functions and real-world datasets
with OOD characteristics.

Function extrapolation. Xu et al. studied the extrapolation behavior of ReLU-based
multi-layer perceptrons (MLPs) and graph neural networks on quadratic, cosine, and linear
functions. They identified specific architectural choices that enhance extrapolation, such as
encoding task-specific non-linearities into model features. Similarly, in the vision domain,
Webb et al. introduced context normalization to obtain more generalized features. Additionally,
Wu et al. demonstrated the benefits of neural networks with Hadamard products (NNs-Hp)
and polynomial networks (PNNs) for arithmetic extrapolation. In this paper, we hypothesize
that implicit models inherently “adapt” to distribution changes, eliminating the need for
task-specific feature transformations to achieve effective extrapolation.

5.2 Problem Setup

We explore two types of implicit models: standard implicit models as defined in (2.1b), and
a variant referred to as implicitRNN.

ImplicitRNN. The implicitRNN functions similarly to a vanilla RNN, processing sequential
inputs one step at a time. For each time step ¢, where s; € R? represents the i-th element in
a sequence (si,Sa,- -+ ,5;), the model input u for the implicitRNN is a concatenation of s;
and the previous hidden state h;_ ;. This setup is analogous to a vanilla RNN. The implicit
prediction rule for implicitRNN is defined as follows:

Si
h() = 07 Ty = 0, U; = (hll)

x = ¢(Azx + Bu;) (equilibrium equation)
Ui(u;) = Cx + Du; (prediction equation)

In this setup, the recurrent layer is replaced by an implicit structure consisting of the
equilibrium and prediction equations, as illustrated in Figure 5.1. The implicitRNN model
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is introduced to compare implicit models with explicit sequential models, while both retain
representations of data step-by-step.

000

— Az + B o z = ¢(Azx + Bu)
z xr u O
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U @
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Figure 5.1: An implicit block. We replace the linear cell in a vanilla RNN with an implicit block
not distinguishing between the output and the recurrent hidden state.

Extrapolate on Mathematical Tasks

We explore three categories of functions, ranging from simple to complex:

1. Identity function: A basic mapping task where the output is expected to match the
input exactly.

2. Arithmetic operations: Tasks involving addition and subtraction with additional data
transformation.

3. Rolling functions over sequential data: Tasks such as computing averages and identifying
the index of the maximum value (argmax) in a rolling sequence.

To evaluate the extrapolation performance of implicit models, we generate two datasets:

e Training data: wgaim ~ P(u;0)
e Testing data: uiest ~ P+ K;0 + k)
Here, P represents a known probability distribution, p and o are the mean and standard

deviation, respectively, and k is a hyper-parameter introducing a distributional shift to test
the model’s extrapolation capabilities.
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Identity function. Recent research has highlighted the challenges neural networks face
in learning the identity mapping f(u) = u, where the output should exactly replicate the
input [45, 92]. Despite its simplicity, this task remains a benchmark for evaluating a model’s
ability to preserve input fidelity.

Arithmetic operations. We consider two arithmetic tasks: addition and subtraction,
involving transformed data. Following the framework proposed by Trask et al., we randomly
select indices i, j, k, [ from the range [1, 50], ensuring ¢ < j and k < [. For each input vector
W= {uy,ug, -+ ,us0), we compute:

J
D ST
a=1
The outputs are defined as:

y=a+0b (addition task), y=a—b (subtraction task).

Rolling function over sequential data. We investigate two rolling tasks over sequences:
average and argmaz.

e Rolling average: For each timestep j, the model predicts the average of the sequence

up to j, given by:
1J
- ;.

e Rolling argmaz: The model predicts the index of the maximum value observed so far
in the sequence up to timestep j. This task is cast as a classification problem where
the output is a one-hot encoded vector of length L = 10, representing the index of the
maximum input observed. The evaluation focuses on predictions for the final element
of the sequence.

These tasks provide a diverse set of challenges for assessing the extrapolation power of implicit
models across structured and sequential data scenarios.

We compare implicit models against neural networks specifically designed to excel on
each task:

e VML Ps for simple functions such as the identity mapping.
e LSTMs for tasks involving sequential data [48].
e NALUs for out-of-distribution (OOD) arithmetic tasks [92].
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e Transformer-based models for more complex mathematical tasks [95].

The details of each task including the architectures of the compared models, are provided
in Table 5.5. All models are optimized using grid search and 5-fold cross-validation on
in-distribution inputs to ensure consistency and reliability in performance evaluation.

To ensure a fair comparison, the number of parameters in the implicit models is matched to
their non-implicit counterparts. This allows us to directly assess the extrapolation capabilities
of the implicit models without confounding factors such as model size or capacity. These
rigorous evaluation setups provide a strong foundation for analyzing the relative strengths
and weaknesses of implicit models in various extrapolation scenarios.

Extrapolate on Noisy Real-world Data

Beyond mathematical extrapolation, where data is generated from a known underlying
function, we explore extrapolation on real-world problems characterized by noisy data and
the absence of explicit data generation functions. These tasks require robust generalization to
predict unseen events, making them ideal benchmarks for evaluating extrapolation capabilities.

We focus on two challenging real-world applications:

e Oscillating Time Series Forecasting: Predicting future states of oscillatory systems,
such as weather patterns or stock market indices, which exhibit non-linear and periodic
behaviors.

e Earthquake Location Prediction: Estimating the location of earthquakes from
seismic readings, where data often contains noise and limited coverage, making it
inherently difficult to generalize beyond observed events.

These applications test the ability of models to extrapolate from incomplete and noisy
training data to unobserved regions, providing insights into their robustness and adaptability
under real-world conditions.

Oscillating Time Series Forecasting

Spiky Synthetic Data. We first examine a synthetic benchmark, spiky time series forecast-
ing, where spikes are randomly inserted into a periodic time series derived from a combination
of sine functions. This controlled setting tests the extrapolation capabilities of models on
periodic and non-linear sequences.

The dataset consists of 7,000 training data points and 3,000 testing data points. The
training set includes 20 spiky regions, each containing 100 data points, with a proportionate
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number of spiky regions in the test set. Data points in the spiky regions are sampled from
the function

y =5 X (sin(2z) + sin(23x) + sin(78x) + sin(100z)),
where the frequencies in the range [0, 100] are chosen arbitrarily to generate a sufficiently
spiky pattern. The magnitude of the spiky regions is capped at 20 to simulate high-intensity
fluctuations.

Outside the spiky regions, data points are sampled from a simpler function,
= sin(z) + ¢,

where € ~ N(0,0.25) represents added Gaussian noise. This setup ensures a clear distinction
between spiky and non-spiky regimes, allowing for a robust evaluation of extrapolation
performance. Both LSTM and implicit models are evaluated under these conditions to
compare their ability to generalize beyond the training distribution.

Volatility vs Date

— log(21-day volatility)
2 validation cutoff

-1

2016 2017 2018 2019 2020 2021 2022
date

Figure 5.2: Time series of a 21-day rolling average of AMC stock volatility plotted on a log scale,
highlights a drastic volatility increase at the beginning of our validation cutoff.

AMC Stock Volatility. We further investigate real-world financial data by forecasting
AMC stock volatility, particularly focusing on the significant increase in average volatility
observed in early 2021, as illustrated in Figure 5.2. Volatility, defined as the variance of
volume-weighted average prices (VWAP), serves as a measure of the risk or uncertainty
associated with the price fluctuations of a security. The task involves predicting AMC’s
volatility over the next 10 minutes, using the VWAP for each of the past 60 minutes as input.

To highlight distributional shifts, we deviate from the conventional approach of calculating
volatility as the standard deviation of returns. Instead, we compute the variance of raw
prices, amplifying the difference between the training and test datasets.
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The training dataset covers the period from February 1, 2015, to December 31, 2020,
while the validation set spans January 1, 2021, to December 31, 2021. To further challenge
the models, we refrain from stationarizing the data via differencing or return calculations,
emphasizing the importance of adaptability to evolving price distributions. We compare
the performance of implicit models against several baseline approaches, including simple
linear regression and non-implicit neural networks. Details of the baseline architectures are
summarized in Table 5.5.

Earthquake Location Prediction

anchor station
(X, Y2, 2, P, 0,)

(X,,¥1,2,p,=00,)

*
source
(XY, ZT)

(Xs, s, Z5, P3.05)
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Subnet

Figure 5.3: Geometric visualization of one set of training features (x;, v;, zi, pi, 6;) and its

corresponding labels (X, Y, Z, T'). The triangles correspond to stations and the star corresponds
to a source.

The earthquake location prediction problem is a well-established challenge in seismology
(87, 80]. The task involves predicting the location (X, Y, and Z coordinates) and the seismic
wave travel time (7') of an earthquake based on data recorded from nearby seismometers.
Accurate solutions to this problem hold significant humanitarian importance, as they could
enable early warnings before the arrival of potentially destructive secondary waves of an
earthquake. Despite its importance, the problem remains challenging due to the sparsity of
seismic event observations [19].

For this experiment, we compare the performance of general-purpose implicit models
against EikoNet [87], a recently developed deep learning model specifically designed for
earthquake location prediction. Notably, our results demonstrate that implicit models,
despite their generality, can outperform EikoNet when tasked with out-of-distribution (OOD)
location predictions. This highlights the potential of implicit models to generalize beyond
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the constraints of domain-specific architectures, providing a robust alternative for seismic
event analysis.

Mapjdaia ©2023
© Scribble Maps&

Figure 5.4: The map shows the training set region colored in blue, roughly corresponding to the
Pacific Ring of Fire. The two red areas are the testing set regions for k = 3.

We follow the methodology outlined by Chuang et al., generating synthetic seismograph
samples recorded by five stations, with one designated as the anchor station to serve as the
reference for all seismic wave arrival times. As illustrated in Figure 5.3, the input features
include a station’s coordinates (z,y, z), event-station back-azimuths (), and relative wave
travel times (p) with respect to the anchor station.

The training data is synthetically generated within a range of 90°E to —90°E, approxi-
mately corresponding to the Pacific Ring of Fire, as shown in Figure 5.4. Testing is conducted
on regions shifted from 10°E to 90°E beyond this Ring of Fire.

For comparison, we use EikoNet, a deep learning model introduced by Smith, Azizzade-
nesheli, and Ross specifically designed for earthquake location prediction. While earthquakes
primarily occur along active tectonic boundaries, an extrapolated earthquake location predic-
tion system has broader applications, including detecting earthquakes in new areas, whether
natural or human-induced (e.g., mining, oil, and gas activities). Such systems are also
valuable for explosion monitoring, providing a universal mapping capability across diverse
seismic events.
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5.3 Numerical Experiments

Mathematical Extrapolation

Identity Function. The test mean squared error (MSE) for the identity function task is
illustrated in Figure 5.5. The implicit model consistently achieves the lowest test MSE (below
5) for test data exhibiting a distribution shift from 0 to 25. Even under substantial distribution
shifts of up to 200, where U € R ~ U(—205,205), the implicit model outperforms the
Transformer encoder model by a factor of 10° and the MLP by a factor of 10°.

For the identity function and arithmetic operation taks, we experimented with 15 different
activation functions on our MLP: hardtanh, sigmoid, reLU6, tanh, tanhshrink, hardshrink,
leakyrelu, softshrink, softsign, reLLU, preLU, multipreLLU, softplus, eLU and seLLU. We tried
to understand whether specific activations helped the MLP extrapolate as well as our implicit
model. Table 5.1 summarizes the results of 5 of these activation functions on our identity
function task as compared to the implicit deep learning model.

Table 5.1: Testing loss of our implicit model and five MLP models with specific activations on
the identity function task. We observe the implicit model outperforms the MLP across activation
functions. Description of the activation functions in the appendix.

Train MSE Test MSE
Activation MLP Implicit MLP Implicit
ReLU 2.14 x 1073 124 x107'  21.6 2.16
Leaky ReLU 3.28 x 1073 - 22.3 -
Softplus 1.57 x 1072 - 17.1 -
Softsign 3.01 x 107! - 47.5 -
Log sigmoid ~ 1.71 x 1072 - 17.1 -

This significant performance gap underscores the robustness of implicit models in han-
dling distribution shifts, contrasting sharply with non-implicit models such as MLPs and
Transformers, which tend to overfit to the training distribution and exhibit dramatically
increased errors under larger distribution shifts. The identity function task highlights the
spurious features often learned by these non-implicit models.

Moreover, our implicit model achieves equilibrium after only 4 training iterations, demon-
strating its efficiency. By contrast, similarly sized MLPs and Transformer encoders face
challenges with overfitting, which emphasizes the implicit model’s ability to mitigate overfit-
ting through rapid convergence, particularly for simpler tasks like identity mapping.

Arithmetic Operations. The results for the addition and subtraction arithmetic tasks
are presented in Figure 5.6. The implicit model not only outperforms various Transformer
encoders but also surpasses NALU, a model specifically designed for mathematical operations.
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Figure 5.5: Test MSE for the identity function task. MSE for MLP and Transformers model
increases as the distribution shift hyper-parameter k increases.
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Figure 5.6: Test Log(MSE) for the arithmetic operations. The implicit model strongly outperforms
all other models on OOD data.
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As demonstrated by Wei et al., Transformer models typically require significantly larger
model sizes (e.g., 10%® parameters) to perform arithmetic tasks effectively. In contrast, the
implicit model, with only 7,650 parameters, successfully learns these operations, achieving a
testing loss of less than 1 for distribution shifts smaller than 100.

Table 5.2 compares the test MSE for our MLP with ReLLU activation, the best MLP
across all 15 activations and our implicit model. We have ., € R ~ U(1,2) and
Tiest € R ~ U(2,5). For both operations, the implicit model greatly outperforms the MLP
regardless of the activation function.

Table 5.2: Test MSE table of two MLPs and our implicit model on arithmetic operations. The best
MLP for both tasks was with ReLLU6 activation.

Operation ReLU MLP Best MLP Implicit

Addition 6.95 x103! 8.50 x10° 16.07
Subtraction  3.69 x109 1.87x10*  3.40 x102

Throughout the experiments, implicit models consistently outperformed non-implicit
models in extrapolation tasks, particularly when training samples were limited. Surprisingly,
the specialized NALU model exhibited the worst performance, with testing losses exceeding
1019 for an extrapolation shift of merely 10, as depicted in Figure 5.6. Across all experiments,
the NALU model failed to produce robust out-of-distribution predictions, highlighting the
limitations of its specialized architecture compared to the general-purpose implicit model.

Rolling Functions. Figures 5.7 and 5.8 illustrate the performance of implicit models
compared to LSTMs and Transformers on two sequence modeling tasks. In the rolling average
task (Figure 5.7), the LSTM and Transformers exhibit similar behaviors, with loss increasing
as the test distribution shifts further from the training data. By contrast, the implicit model
maintains a nearly constant loss, demonstrating superior robustness to distributional changes.

For the rolling argmax task (Figure 5.8), we employ a Transformer encoder-decoder
architecture where the target sequence consists of right-shifted argmax labels. This setup
inherently favors Transformers, as simply outputting the final element in the target sequence
approximates the argmax of the input sequence up to (but not including) the current element.
Given the uniform distribution of argmax labels, this approach implies an expected accuracy
of 90% or 1 — 1/L, where L = 10 is the sequence length. Surprisingly, both the standard
implicit model and implicitRNN outperform LSTMs and Transformers in this task. Moreover,
the implicitRNN achieves higher accuracy than the standard implicit model, highlighting the
potential benefits of a rolling latent representation for tasks requiring positional awareness
within sequences.

A comparison of Transformer variants reveals that small Transformers may overfit to their
positional encodings (PE) on simpler tasks. Notably, the Transformer without positional
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Figure 5.7: Training loss (MSE) for rolling average task. Implicit models maintain close to constant
loss (}) across shifts.

encodings, which lacks the ability to differentiate between sequence positions, performs better
than its counterparts. This architecture consistently achieves accuracy close to the 90%
benchmark, suggesting it effectively learns to always output the final value in the target
sequence.

Overall, these results demonstrate the competitive performance of both the standard
implicit model and implicitRNN, especially in scenarios requiring an understanding of relative
positions within a sequence. The implicitRNN structure, which mirrors that of a vanilla RNN
but replaces the recurrent cell with an implicit layer, demonstrates substantial performance
improvements over LSTMs. This indicates the potential of the implicit layer to learn
effective memory-gating mechanisms. Further experimentation with longer sequence lengths
is necessary to confirm this conjecture. For additional model architectural details, refer to

Table 5.5.

Oscillating Time Series Forecasting

In our prior experiments, we evaluated the performance of implicit models on well-defined
mathematical tasks. Here, we transition to real-world noisy data, where the underlying
functions are unknown. This shift allows us to investigate whether the extrapolation benefits
of implicit models extend to more complex, real-world scenarios.

For the spiky time series forecasting task, the objective is to accurately capture sudden
and short-lived distribution changes in the data. Such extreme events, commonly observed in
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Figure 5.8: Test accuracy for rolling argmax task. ImplicitRNN and regular implicit model achieve
the best results across shifts.

stock prices, sales volumes, or resource capacity predictions, challenge traditional forecasting
models that struggle to extrapolate to unprecedented patterns. The ability to adapt effectively
to these synthetic spikes has significant real-life implications.

Table 5.3 shows that the implicitRNN achieves a threefold reduction in test MSE compared
to non-implicit models in the spiky time series task. Figure 5.9 further highlights the implicit
model’s ability to accurately predict the locations and magnitudes of these spikes. In contrast,
both the transformer decoder and LSTM models frequently revert to predicting the average of
the time series. This tendency to output mean values underscores the limitations of standard
models in handling sharp fluctuations and complex time-series patterns.

Encouraged by these results, we applied implicit models to predict the sharp rise in
AMC stock volatility observed in 2021. Volatility forecasting is particularly challenging
due to abrupt changes in price behavior. We report the Mean Absolute Percentage Error
(MAPE)! in Table 5.3. The implicit model demonstrates superior performance, outperforming
other baselines by a factor of 1.67, further solidifying its ability to extrapolate effectively in
real-world noisy data scenarios.
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Figure 5.9: The implicitRNN most accurately models spike magnitudes.

Table 5.3: Train and test metrics (}) in forecasting time series with sudden changes for synthetic
(spiky time series) and real-world data (AMC stock volatility). Our architectures vary between
tasks (see Table 5.5) but the implicit model outperforms all fine-tuned models.

Spiky Data (MSE) AMC Stock (MAPE)

Model Train  Test Train Test
Transformer 0.061 0.012 12.2  6.51
ImplicitRNN 0.015 0.004 2.61 1.71
LSTM 0.011 0.011 10.5 5.46
MLP - - 5.51  2.87
Linear regression - - 719  3.94

Earthquake Location Prediction

To generate samples of seismic waves between specific longitudes, based on the methods
presented by Chuang et al., we used a 1D velocity model called Ak135 from the Python
library obspy.taup. Obspy is a Python framework used to process seismological data. Kennett,

!The Mean Absolute Percentage Error (MAPE) metric evaluates a model’s capability to predict changes
in magnitudes relative to their sizes. While the Root Mean Square Error (RMSE) is higher for the implicit
model on validation data (train RMSE = 0.001784, validation RMSE = 0.266366), the validation MAPE is
lower because the average volatility in the validation set is orders of magnitude larger.
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Figure 5.10: Extrapolation comparison between EikoNet and implicit model on the location
prediction task as the extrapolation factor increases. The implicit model has the general edge in
terms of MSE loss.
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Figure 5.11: Breaking down the prediction values, we observe that the implicit model only outper-
forms EikoNet in longitude and latitude predictions.
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Engdahl, and Buland demonstrate the accuracy of this model compared to real-world data
(see specifically Figure 6). A 1D velocity model assumes the P-wave travel time (the duration
the P-wave takes to travel from point A to point B) only depends on two attributes: the
distance between the source and the receiver station and the depth of the source. We use this
model to create a travel time lookup table based on these two attributes. We then generate
source locations from a mesh that spans the entire globe while adding perturbation to each
latitude and longitude pair. We generate station locations using the source-station distances
we have from the lookup table and place the stations in random orientations (azimuths) from
the source.

In the earthquake location prediction task, our implicit model demonstrates an improve-
ment of 0.25e—3 in the in-distribution test loss compared to EikoNet, a model specifically
designed for seismic data. As shown in Figure 5.10, the performance of the implicit model
progressively improves in terms of extrapolated test MSE as k increases. By the time k
reaches 2, the implicit model surpasses EikoNet, and at £ = 9, the implicit model’s test
loss is 1.59e—2 lower than that of EikoNet. This improvement corresponds to an average
enhancement of 11° in longitude and 2° in latitude.

Further refinement may be achieved by limiting the source latitude along with longi-
tude during training, potentially leading to greater improvements in latitude extrapolation.
However, as depicted in Figure 5.11, the implicit model faces greater difficulty in predicting
time and depth, with performance deteriorating as k increases. Specifically, at k = 9, the
implicit model’s average error worsens by 9.2 seconds for time prediction and 409 km for
depth prediction.

Future research should investigate whether training an implicit model exclusively on time
and depth labels could enhance its performance in these aspects. This two-pass approach
would parallel traditional location prediction methods, such as HYPOINVERSE (USGS),
where constraints on depth and time present particularly challenging problems.

5.4 Depth Adaptability & Feedback Loop

In our analysis, we identify two key properties that contribute to the effective extrapolation
capabilities of implicit models, even with limited datasets. The first property, depth adapt-
ability, allows these models to dynamically adjust their effective depth rather than being
constrained to a fixed number of layers. The second property, closed-loop feedback, enables
inputs to revisit the same nodes during a single pass, enhancing learning and adaptability.

Depth adaptability. Figures 5.12 and 5.13 illustrate the concept of depth adaptability in
implicit models, showcasing their dynamic ability to adjust the number of iterations required
for convergence based on the complexity of the input data.

Figure 5.12 highlights the relationship between training accuracy and the number of
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Correlation between Iterations & Accuracy (Rolling Argmax)
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Figure 5.12: Relationship between model performance during training and the number of iterations.
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Figure 5.13: Growth of implicit models as the input complexity increases in the arithmetic tasks
and rolling argmax.

iterations for the rolling argmax task. As training progresses, both metrics improve, demon-
strating how implicit models refine their representations through iterative transformations.
This behavior underscores the inherent adaptability of implicit models during the training
process, where higher iterations correspond to better accuracy, particularly for complex tasks.

Figure 5.13 expands on this concept by showing how the number of iterations grows with
the complexity of input data for arithmetic operations (left) and the rolling argmax task
(right). For arithmetic tasks like addition and subtraction, the iteration count increases as the
distribution shift factor grows, reflecting the model’s need for more transformations to handle
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out-of-distribution (OOD) inputs. Similarly, in the rolling argmax task, the distribution
shift factor correlates with the required iterations, emphasizing the model’s ability to adapt
dynamically when encountering increasingly complex data.

During a forward pass, an implicit model concludes either by converging to a fixed point
x* or reaching a predefined iteration limit. The required number of iterations serves as an
indicator of the model’s perceived task complexity. On average, implicit models required
approximately 15 iterations for addition, 30 for subtraction, and 175 for the rolling argmax
task. For in-distribution inputs, iterations stabilized as the model familiarized itself with the
parameter matrices. However, as inputs deviated further from the training distribution, the
number of iterations increased, suggesting that the input U underwent more transformations
via the model parameters.

This behavior aligns with the findings of Liang et al., highlighting how implicit models
dynamically “grow” in depth to adapt their feature space to OOD inputs. This adaptability
offers dual benefits: for in-distribution data, low depth minimizes overfitting, while for OOD
data, higher depth reduces underfitting. The figures demonstrate the implicit model’s capacity
to balance these challenges effectively, leveraging its dynamic depth adaptability to achieve
robust extrapolation.

Closed-loop feedback. Introduced by Wiener, the concept of closed-loop feedback refers
to a system’s ability to self-correct by using its outputs as part of the input for subsequent
steps. As elaborated by Patten and Odum, this mechanism involves returning a portion of
the output to influence the input at the next step. In neural networks, feedback is typically
encoded through the backward pass during training. However, implicit models, as depicted
in Figure 5.14, inherently incorporate feedback within a single iteration via the feedback
connections in the parameter matrix A (specifically, its lower-triangular part).

Unlike standard feed-forward neural networks, where inputs move strictly forward layer
by layer, implicit models allow inputs to revisit the same nodes or even move backward
within a single iteration. This mechanism enables the model to correct itself iteratively from
one layer to the next, enhancing its ability to refine intermediate states dynamically. In
contrast, non-implicit models only correct themselves after completing a full pass through all
layers. Ma, Tsao, and Shum emphasized the importance of closed-loop feedback in implicit
models, drawing parallels to human neural networks where feedback loops are fundamental.
To assess the role of closed-loop feedback in extrapolation, we conducted ablation studies on
the lower-triangular part of the A matrix. Specifically, we considered a simplified implicit
model with a strictly upper-triangular A matrix, effectively removing feedback. At time
t + 1, the iteration equation for such a model becomes z'*! = ¢(Az’ + Bu). Ignoring the
activation ¢ and Bu terms, this formulation highlights how 2! directly carries outputs from
the previous iteration without any feedback correction. By contrasting this setup with the
typical behavior of implicit models, we illustrate the critical role of closed-loop feedback in
improving extrapolation capabilities.
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Figure 5.14: A matrix and node diagram representation of one iteration through the implicit model:
Az 4+ Bu. In red, we have the weights that induce feedback in A, and in yellow, the non-feedback
weights.
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Closed-loop feedback corresponds to 2t being used to generate ™!, Equation 5.1 illustrates
how the * weights encode this feedback mechanism. Specifically, the i-th state at time step
t + 1, denoted as xf“, depends not only on its past output z! directly through weights on
the diagonal but also indirectly through weights in the lower triangular part of the matrix.
For example, 25" depends not only on z! but also on z! due to the lower triangular *
weights. Furthermore, both 2} and % depend on x5!, highlighting the chain of dependencies

facilitated by the feedback mechanism.

We compared a standard implicit model (with feedback loops) against an ablated implicit
model (without feedback loops), where the upper-triangularity of A was enforced during
training. The standard implicit models correspond to those used in our experiments, as
described in Section 5.2. The results of the mathematical tasks for implicit models with and
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without feedback are presented in Table 5.4. It is evident that feedback loops play a crucial
role in helping the models achieve significantly lower testing loss, particularly on inputs with
distribution shifts.

Figure 5.15 presents the ablation results for both models across distribution shifts in
arithmetic and rolling sequential tasks. Ablating feedback harms model performance for
subtraction but not for addition. The regular model, with its feedback loops, has twice as
many weights, which could potentially lead to overfitting on simpler tasks. Feedback loops
appear to enhance stability under distribution shifts for rolling average tasks, whereas they
only provide better performance in calculating the rolling argmax of a sequence.

Moreover, besides superior overall performance, the presence of closed-loop feedback
makes the model more resistant to distribution shifts. Notably, its loss increases more
gradually in the subtraction and rolling average experiments. Our analysis demonstrates that
implicit models possess the capability to adapt their architecture dynamically by learning
the necessary depth, node connections, and self-corrections based on past predictions within
a single training iteration, thanks to their closed-loop feedback mechanism.

Task Feedback No feedback

Add. 3.06 4.07
Sub. 0.953 1.80
R. Max. 93.7% 91.8%
R. Avg. le—4 le—3

Table 5.4: Testing metrics (MSE | for the arithmetic operations and rolling average, accuracy 1
for rolling argmax) for a distribution shift of 100 comparing an implicit model trained with and
without closed-loop feedback.

5.5 Conclusion

This chapter explored the remarkable extrapolation capabilities of implicit models, showcasing
their potential as robust alternatives to standard neural networks for out-of-distribution
tasks. Through extensive experiments on mathematical operations, noisy real-world datasets,
and sequential forecasting, we demonstrated the superiority of implicit models in handling
temporal, geographical, and distributional shifts.

Two key properties—depth adaptability and closed-loop feedback—emerged as the primary
drivers of this performance. Depth adaptability allows implicit models to dynamically adjust
their depth to suit the complexity of inputs, while closed-loop feedback enables self-correction
within a single iteration, enhancing their ability to refine intermediate representations. These
characteristics help implicit models outperform non-implicit baselines across various tasks,
including arithmetic operations, rolling functions, and earthquake location prediction.
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Figure 5.15: Implicit models benefit from closed-loop feedback specifically in harder extrapolation
tasks.

Additionally, the flexibility of implicit models reduces reliance on task-specific architectural
engineering, allowing them to generalize effectively with minimal data and training. Their
capacity to integrate feedback loops further enhances their robustness, particularly in scenarios
where data exhibits significant shifts or non-stationarity.

The findings in this chapter highlight the transformative potential of implicit models for
tasks requiring generalization and robust extrapolation. This work lays the foundation for
further research into their applications in other domains and motivates the development of
training strategies that fully exploit their inherent strengths.
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Task

Baseline model

Implicit models

Identity Function

MLP: 10 x 9 x 9 x 10

Regular:
A c R4><4 Bec R4X10 C e R10X4 Dc RlOXlO

Arithmetic Operations

MLP: 50 x 10 x 10 x 1
NALU: 50 x 10 x 10 x 1

Regular: A € R?0%20 B ¢ R20X50 O ¢
RleO De RIXSO

Rolling Average

LSTM: 1x18x18x1

Regular: A € R32%32 B ¢ R32X10 (' ¢
RlOXSQ De R10><10

Rolling Argmax

LSTM: 1x21x21x10

Regular: A € R36x36 B ¢ R36x10 O ¢
RIOXSG D c Rl()xl()
ImplicitRNN: A € R?1x21 B ¢ R21%X23 C ¢
R22X217D c R22><23

Spiky Time Series

LSTM: 1x20x20x1

ImplicitRNN: A € R?0x20 B ¢ R20%21 O ¢
R20%20 D ¢ R20X21 with a 20x 1 linear layer

Volatility Prediction

LSTM: 1 x 38 x38 x 1
SGD Linear Regression
MLP:

60 x 50 x 27 x 27T x 27 x 10 x 1

Regular: A € R?3%53 B € R%3*60 ¢ ¢
RIX53 D ¢ R1x60

RNN: A € R¥7%37 B e R34 C ¢

R40%X37 D ¢ R4*41 with a 40x1 linear layer

Earthquake Prediction

EikoNet:
270x32x128x128%x128x32x4

Regular: A € R190X190 B ¢ R190x270 & ¢
R4X190,D c R4X270

Task

Transformers

Identity Function

Encoder-decoder: 10 x 10 x 5, 5 attention heads

Arithmetic Operations

Sequential encoder: 1 layer, 10 attention heads, feedforward dim 50 -
processes each array as a single sequence.

Depth-wise encoder: 1 layer, 1 attention head, feedforward dim 500, max PE
length 50 - processes each element in a given array as a single sequence.

Rolling Average

Encoder-decoder: 10 x 10 x 5 x 10, 5 attention heads

Rolling Argmax

80

Masked encoder-decoder: 1 encoder layer, 1 decoder layer, 2 attention heads,
feedforward dim 10, max PE length 10

Unmasked encoder-decoder: 1 encoder layer, 1 decoder layer, 2 attention
heads, feedforward dim 10, max PE length 10

Unmasked encoder-decoder without PE: 1 encoder layer, 1 decoder layer,
2 attention heads, feedforward dim 10

Spiky Time Series

Masked decoder: 1x10 linear layer (expansion) — masked decoder (1 layer, 2
attention heads, feedforward dim 2048, max PE length 10) — 10x1 linear layer
(contraction)

Volatility Prediction

Sequential encoder: 1 layer, 1 attention head, feedforward dim 2048, max PE
length 60 — 60x1 linear layer

Earthquake Prediction

N/A

Table 5.5: Details of the explicit and implicit network architectures used in the experiments.
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