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Abstract

Lightly Supervised Machine Learning for Wireless Signals

by

Joshua Sanz

Doctor of Philosophy in Engineering in Electrical Engineering and Computer Science

University of California, Berkeley

Professor Anant Sahai, Chair

Modern wireless communication systems face unprecedented challenges in managing finite
spectrum resources while meeting growing demands for data and connectivity. This disser-
tation explores how machine learning techniques with reduced supervision requirements can
address these challenges through three complementary approaches. First, I demonstrate that
two radio agents with minimal shared assumptions can learn compatible modulation schemes
through cooperative interaction, enabling communication without explicit protocol design.
Careful experimentation, including simulation and implementation on software-defined ra-
dios, shows that while reduced supervision increases learning time, agents can still achieve
near-optimal performance. Second, I develop techniques for automatic calibration and meta-
data generation in distributed spectrum sensing networks using signals of opportunity as a
form of environmental supervision. These techniques enable verification of sensor charac-
teristics like field of view and location without manual intervention, facilitating trustworthy
large-scale deployments. Finally, I propose using generative models to allow the sharing
of wireless datasets while preserving privacy, addressing a key barrier to advancing wire-
less machine learning research. The unifying theme is the development of techniques that
minimize required human supervision while maintaining robust performance, enabling more
autonomous and scalable wireless systems. This research is a step toward cognitive radio
networks that can adaptively and cooperatively manage spectrum resources with reduced
human oversight.



i

To my advisor, Professor Anant Sahai,

Thank you for your invaluable guidance and support throughout my time at Berkeley. I am
humbled by your unfailing positivity and incisive comments and questions. I hope to
emulate your example throughout my career. Thank you also to my wife, family, and

friends who were essential to keeping me happy, healthy, and sane through the ups and
downs of a Ph.D.



ii

Contents

Contents ii

List of Figures iv

List of Tables vii

1 Introduction 1
1.1 Why ML for Wireless Communication? . . . . . . . . . . . . . . . . . . . . . 2
1.2 Employing Machine Learning for Wireless PHY . . . . . . . . . . . . . . . . 4
1.3 Beyond Protocols: Exploiting the Physical World . . . . . . . . . . . . . . . 7
1.4 Bringing Wireless Comms into the Age of Big Data . . . . . . . . . . . . . . 10

2 Interactive Supervision for Learning Wireless PHY 12
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4 Levels of Information Sharing . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.5 Alienness of Agents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.6 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.7 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.8 Implementation in Software-Defined Radios . . . . . . . . . . . . . . . . . . 40
2.9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3 Environmental Supervision for Automatic Sensing and Calibration 51
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.3 Signal Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.4 Automatic Sensor Evaluation and Calibration . . . . . . . . . . . . . . . . . 68
3.5 Automatic Metadata Generation . . . . . . . . . . . . . . . . . . . . . . . . 79
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4 Towards Synthetic Datasets for Data-Scarce Domains 92
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92



iii

4.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5 Concluding Thoughts 111

Bibliography 113

A Code for Echo Protocol 150

B Detailed Agent Descriptions 151
B.1 Classic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
B.2 Neural . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
B.3 Polynomial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

C Additional Results 156
C.1 Effect of Modulation Order and Training Signal to Noise Ratio . . . . . . . . 156
C.2 Polynomial Agent Experiments . . . . . . . . . . . . . . . . . . . . . . . . . 158

D Unsuccessful Constellation Centering Methods 165

E Classic Modulation Schemes 167

F Simulation Settings 168

G Simulation Training Hyperparameters 169
G.1 GP Training Hyperparameters . . . . . . . . . . . . . . . . . . . . . . . . . . 170
G.2 LP, ESP, and EPP Neural Training Hyperparameters . . . . . . . . . . . . . 171
G.3 LP, ESP, and EPP Polynomial Training Hyperparameters . . . . . . . . . . 174

H GNU Radio Training Hyperparameters 176

I Common EEG Channels 177

J Spectrogram Model Hyperparameters 179



iv

List of Figures

1.1 A timeline of the development of wireless communications. . . . . . . . . . . . . 1
1.2 Block diagram of a typical PHY processing chain. Matching colors represent

complementary operations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2.1 Visualization of the Echo protocol. . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 Echo with Private Preamble: Round-Trip. . . . . . . . . . . . . . . . . . . . . . 22
2.3 An example modulation scheme learned by agents using the EPP protocol to

demonstrate ambiguity of communication after a half-trip, but coherence after a
round-trip exchange. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.4 Echo with Shared Preamble: Round-Trip. . . . . . . . . . . . . . . . . . . . . . 25
2.5 Loss Passing: Half-Trip. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.6 Gradient Passing: Half-Trip. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.7 Example dB-off-optimal calculation. . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.8 Effect of Information Sharing, Neural-fast-and-Neural-fast. . . . . . . . . . . . . 35
2.9 Learning to communicate with a fixed agent, Neural-fast-and-Classic. . . . . . . 37
2.10 Learning with clones (Neural-fast-and-Neural-fast, Neural-slow-and-Neural-slow)

compared to learning with self-alien (Neural-fast-and-Neural-slow) using the EPP
protocol. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.11 Learning with clones (Neural-slow-and-Neural-slow, Poly-fast-and-Poly-fast) com-
pared to learning with an alien (Neural-slow-and-Poly-fast) using the EPP protocol. 39

2.12 Learning with clones (Neural-fast-and-Neural-fast, Poly-slow-and-Poly-slow) com-
pared to learning with an alien (Neural-fast-and-Poly-slow) using the EPP protocol. 40

2.13 USRP radio connections. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.14 Round-trip median bit error curves for Neural-and-Clone python simulation and

GNU Radio agents learning QPSK under the ESP protocol at training SNRs
corresponding to 1% BER. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.15 Convergence of 50 simulation and 20 GNU Radio trials to be within 3 dB-off-
optimal (at testing SNR corresponding to 1% BER) of the corresponding baseline
for ESP trials of neural agent and clone at training SNR corresponding to 1%
BER for QPSK modulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

2.16 Round-trip median bit error curves for Neural-and-Clone python simulation and
GNU Radio agents learning QPSK under the EPP protocol at training SNRs
corresponding to 1% BER. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46



v

2.17 Convergence of 50 simulation and 20 GNU Radio trials to be within 3 dB-off-
optimal (at testing SNR corresponding to 1% BER) of the corresponding baseline
for EPP trials of Neural agent vs clone at training SNR corresponding to 1% BER
for QPSK modulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.1 ADS-B performance for measuring directionality. . . . . . . . . . . . . . . . . . 59
3.2 The number of flights and sectors covered around points in North America at

their busiest time during one day. . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.3 Six orbits of the NOAA 19 weather satellite. The red area shows the footprint of

the satellite at a given location. . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.4 Transmitter frequency deviation of NOAA satellites. . . . . . . . . . . . . . . . 63
3.5 Changes of the Doppler shift during a satellite pass. . . . . . . . . . . . . . . . . 64
3.6 NOAA satellite signal in the frequency domain. . . . . . . . . . . . . . . . . . . 65
3.7 Theoretical versus observed Doppler shift error, and the time period when the

Doppler offset is tracked. This is the same pass as Figure 3.5. . . . . . . . . . . 66
3.8 Mobile network experiment testbed. . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.9 Measurement locations for frequency sensitivity experiments. . . . . . . . . . . . 68
3.10 Cellular reception for nearby towers, ordered by increasing carrier frequency. . . 69
3.11 Broadcast TV reception: different frequency bands . . . . . . . . . . . . . . . . 70
3.12 Experiment hardware setup. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.13 Example processing steps from aircraft detections to final probability of detection

estimate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.14 ADS-B probability of detection by elevation. At higher elevations, the horizon

and other obstacles have reduced impact on the field of view. . . . . . . . . . . . 73
3.15 ADS-B FoV estimates for the experiment location. . . . . . . . . . . . . . . . . 73
3.16 ADS-B FoV estimates with increasing number of time samples. As the number

of samples increases, the size and accuracy of the estimated FoV increases. . . . 74
3.17 Satellite FoV estimate using only angle measurements. . . . . . . . . . . . . . . 75
3.18 Merged FoV estimate using ADS-B and satellite detection data. Accuracy im-

proves at long range. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.19 Simulated antenna pattern based on experimental data. The antenna pattern

estimates range dependence in the FoV of the experiment data then applies it
isotropically in angle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

3.20 ADS-B FoV accuracy for 24 time samples at 20 km with “best” sampling, aver-
aged across 100 locations in the U.S. . . . . . . . . . . . . . . . . . . . . . . . . 78

3.21 ADS-B FoV accuracy for one time sample at 20 km with “best” sampling, aver-
aged across 100 locations in the U.S. . . . . . . . . . . . . . . . . . . . . . . . . 79

3.22 The difference in RSSI behavior when the receiver is indoor and outdoor. . . . . 80
3.23 The impact of antenna diversity on RSSI. . . . . . . . . . . . . . . . . . . . . . 81
3.24 The size of cluster in each window as a metric to quantify RSSI variations. . . . 83
3.25 ROC curves for bi-level classifier. . . . . . . . . . . . . . . . . . . . . . . . . . . 87



vi

3.26 Verifying the location of a sensor by comparing measured and expected Doppler
shift. The colors represent the MSE. . . . . . . . . . . . . . . . . . . . . . . . . 88

3.27 Localization error versus number of satellite passes used as input to the localiza-
tion algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.1 PSDs of example FM radio and EEG recordings demonstrating the difference in
bandwidth occupied. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

4.2 A spectrogram of an audio clip that sounds like a dog barking and looks like a
corgi [376]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

4.3 Plots of data snippets from the chosen datasets, showing the first 10 seconds of
a random subject and the first 20 channels in the original ordering. . . . . . . . 100

4.4 An example spectrogram after preprocessing. . . . . . . . . . . . . . . . . . . . . 102
4.5 Original and VAE reconstructed versions of an EEG spectrogram, using the orig-

inal SDv1 VAE. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.6 Original and VAE reconstructed versions of an EEG spectrogram, using the up-

dated SDXL VAE. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.7 MMD metrics using CLIP and DINOv2 features for synthetic and reconstructed

datasets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.8 Classification accuracy for last-iteration and EMA models on trained on real or

synthetic datasets, and tested on all. . . . . . . . . . . . . . . . . . . . . . . . . 107

C.1 Neural agents learning with a clone using the EPP protocol for different modu-
lation orders. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

C.2 Neural agents learning with a clone using EPP for different training signal to
noise ratios. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

C.3 Effect of Information Sharing while learning to communicate with a clone, Poly-
fast-and-Poly-fast. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

C.4 Learning to communicate with a fixed agent, Poly-fast-and-Classic. . . . . . . . 162
C.5 Learning with clones (Poly-fast-and-Poly-fast, Poly-slow-and-Poly-slow) compared

to learning with self-alien (Poly-fast-and-Poly-slow) under the EPP protocol. . . 163
C.6 Learning under ESP protocol. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

D.1 An example of a pseudo-BPSK constellation reached during one training run
with the GNU Radio EPP implementation. Two pairs of constellation points
exist antipodally, just like a BPSK constellation. There is not enough separation
between constellation points within the pairs to reliably demodulate the correct
bit sequences. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

E.1 Figures (a) through (c) show the fixed, optimal modulation used for Classic mod-
els; (d) through (f) show the corresponding demodulation boundaries. . . . . . . 167



vii

List of Tables

0.1 List of Acronyms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

2.1 SNRs corresponding to round-trip BER values. . . . . . . . . . . . . . . . . . . 30
2.2 Number of symbols exchanged before ≥ 90% of trials reached 3 dB-off-optimal

BER, GP and LP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.3 Number of symbols exchanged before ≥ 90% of trials reached 3 dB-off-optimal

BER, ESP and EPP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.4 Average execution times for Neural agent training update and GNU Radio wrap-

per processing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.1 Experimental FoV Estimation Error. . . . . . . . . . . . . . . . . . . . . . . . . 76
3.2 Simulated FoV Estimation Error (◦). . . . . . . . . . . . . . . . . . . . . . . . . 77
3.3 ADS-B measurement locations and environments. . . . . . . . . . . . . . . . . . 82
3.4 The expected cluster mean distance to center, or inertia, for different variation

ranges and number of clusters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.5 Outdoor/indoor prediction for model-based method versus ground truth. . . . . 85
3.6 Outdoor/indoor prediction for model-based method per-sector versus ground truth. 85
3.7 Results for the bi-level classifier. Accuracy is the maximum accuracy achievable

by adjusting the classification threshold. . . . . . . . . . . . . . . . . . . . . . . 86
3.8 Fractions of sectors labeled and predicted as being outdoor for experiments with

the sensor located indoors and outdoors. . . . . . . . . . . . . . . . . . . . . . . 87

4.1 Datasets found on RFDataFactory and OpenRANGym containing IQ data. . . . 93
4.2 Gender classification CNN model architecture. . . . . . . . . . . . . . . . . . . . 104
4.3 Accuracy scores for gender classifiers trained and tested on the real and synthetic

datasets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

C.1 Number of symbols exchanged before ≥ 90% of trials reached 3 dB off of optimal
BER for the ESP and EPP protocols with Neural agents and varying bits per
symbol (BPS) and SNR. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

F.1 Experiment settings for the different protocols and modulation orders. (* Because
Neural-fast-and-Neural-fast converged so fast, we only trained for 500 iterations
to adequately sample the convergence curve.) . . . . . . . . . . . . . . . . . . . 168



viii

G.1 Descriptions of hyperparameters used in experiments. . . . . . . . . . . . . . . . 169
G.2 Neural hyperparameters used for GP QPSK Simulation experiments. There are

no exploration-related parameters because GP does not use a Gaussian policy. . 170
G.3 Poly hyperparameters used for GP QPSK Simulation experiments. There are

no exploration-related parameters because GP does not use a Gaussian policy.
(* Due to the fact that inputs to modulators are bits, a unique max degree
polynomial can be used.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

G.4 Neural-fast hyperparameters used for LP, ESP, and EPP QPSK Simulation
experiments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

G.5 Neural-slow hyperparameters used for ESP and EPP QPSK Simulation exper-
iments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

G.6 Neural hyperparameters used for ESP and EPP 8PSK Simulation experiments . 172
G.7 Neural hyperparameters used for ESP and EPP 16QAM Simulation experiments 173
G.8 Neural hyperparameters used for EPP QPSK Training SNR Simulation experi-

ments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
G.9 Poly-fast hyperparameters used for LP, ESP, and EPP QPSK Simulation ex-

periments. (* Due to the fact that inputs to modulators are bits, a unique max
degree polynomial can be used.) . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

G.10 Poly-slow hyperparameters used for EPP QPSK Alien Simulation experiments.
(* Due to the fact that inputs to modulators are bits, a unique max degree
polynomial can be used.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

H.1 Neural hyperparameters used for GNU Radio experiments . . . . . . . . . . . . 176

I.1 Common channels and original indexes from datasets. . . . . . . . . . . . . . . . 178

J.1 Training hyperparameters for the SDv1 diffusion model. . . . . . . . . . . . . . 179
J.2 Training hyperparameters for the DiS diffusion model. . . . . . . . . . . . . . . 180
J.3 Training hyperparameters for the gender classification model. . . . . . . . . . . 180



ix

Table 0.1: List of Acronyms

Acronym Definition

ADS-B Automatic Dependent Surveillance-Broadcast
AI Artificial Intelligence
AMC Automatic Modulation Classification
AMR Automatic Modulation Recognition
AWGN Additive White Gaussian Noise
BER Bit Error Rate
BPS Bits Per Symbol
BS Base Station
CBRS Citizens Broadband Radio Service
CFO Carrier Frequency Offset
CNN Convolutional Neural Network
CSI Channel State Information
DFE Decision Feedback Equalizer
DFT Discrete Fourier Transform
DL Deep Learning
DNN Deep Neural Network
DPM Diffusion Probabilistic Model
DSP Digital Signal Processing
EEG Electroencephalogram
EMA Exponential Moving Average
EPP Echo with Private Preamble (Protocol)
ESP Echo with Shared Preamble (Protocol)
FEC Forward Error Correction
FFT Fast Fourier Transform
FID Frechet Inception Distance
FIR Finite Impulse Response
FLOP Floating Point Operation
FM Frequency Modulation
FoV Field of View
GAI Generative Artificial Intelligence
GAN Generative Adversarial Network
GP Gradient Passing (Protocol)
HSI Hyperspectral Imaging
IIR Infinite Impulse Response
IoT Internet of Things
KID Kernel Inception Distance
KNN K-Nearest Neighbors



x

LEO Low Earth Orbit
LLM Large Language Model
LMS Least Mean Squares
LNA Low Noise Amplifier
LOS Line of Sight
LP Loss Passing (Protocol)
MAE Mean Absolute Error
MIMO Multiple-Input Multiple-Output
ML Machine Learning
MLP Multi-Layer Perceptron
MMD Maximum Mean Discrepancy
NF Normalizing Flow
NRDZ National Radio Dynamic Zone
OpenRAN Open Radio Access Network
PD Probability of Detection
PHI Protected Health Information
PHY Physical Layer
PSD Power Spectral Density
RF Radio Frequency
RL Reinforcement Learning
RNN Recurrent Neural Network
RSRP Reference Signal Received Power
RSSI Received Signal Strength Indication
SDR Software-Defined Radio
SER Symbol Error Rate
SGD Stochastic Gradient Descent
SNR Signal to Noise Ratio
SoOp Signal of Opportunity
SOTA State of the Art
SWAP Space Weight and Power
UE User Equipment
VAE Variational AutoEncoder



xi

Acknowledgments

The work contained herein was funded by the UC Berkeley ML4Wireless center member
companies, the DARPA Spectrum Collaboration Challenge, NSF grants AST-144078 and
ECCS-1343398, and SpectrumX, the Spectrum Innovation Center, NSF Award 2132700. I
also wish to thank my co-authors and members of the BLISS lab for their helpful discussions
and ideas.



1

Chapter 1

Introduction

Figure 1.1: A timeline of the development of wireless communications.

The field of wireless communication has seen multiple epochs of change, introducing new
capabilities and efficiencies that, in turn, serve as a foundation for services that we have
come to depend on, invisibly shaping the world in which we exist. From the early days of
radio broadcasts to the groundbreaking work of Claude Shannon on information theory in
the 1940s, to modern wireless standards and the always-connected information age we live
in now, these advancements shape how we communicate and connect. Figure 1.1 illustrates
the history of wireless communications and the increasingly rapid progress leading into now
and the future. Looking toward the future, the integration of machine learning (ML) in
wireless communication presents an exciting prospect for adaptive and intelligent systems
that will continue to shape how we interact with the world around us. These new systems
will be able to, and must, operate in more crowded, more complex, and more constrained
environments than ever before. This dissertation will explore some of the technologies and
techniques enabling new capabilities, focusing particularly on adaptation and exploitation
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of the physical, or PHY layer of the larger wireless communication stack (see Figure 1.2)
through ML techniques and what I dub “light supervision”.

Source
Data

Source
Encode

Channel
Encode

Symbol
Modulate

RF
Modulate

Wireless
Channel

RF
Demodulate

Timing
Sync

Channel
Equalization

Symbol
Detect

Channel
Decode

Source
Decode

Source
Data

Figure 1.2: Block diagram of a typical PHY processing chain. Matching colors represent
complementary operations.

Light supervision here refers to techniques that, rather than full and near-perfect knowl-
edge of the world or a dataset provided by a human for optimization, use a limited subset
of data or data obtained by observing or interacting with the environment to improve or
adapt with the minimum amount of human involvement possible. Reducing the requirement
for human input is crucial to move towards autonomously adapting systems that can be
deployed in the real world and function without requiring the continual intervention of a do-
main expert. In the following chapters, I will expand on different views of “supervision” in
each segment of the wireless communication ecosystem I explore and the enabling techniques
for light supervision.

1.1 Why ML for Wireless Communication?

Before diving into the technical details, I will explain why ML should be the tool of choice for
building the next epoch of wireless communications. After all, for most of the last 100-plus
years, wireless communication engineers and researchers have built and improved systems,
with a few exceptions such as Least Mean Squares (LMS) channel equalization [1], without
relying explicitly on ML techniques, particularly in the PHY layer. This has been possible
for several reasons. First, simple models such as additive white Gaussian noise and binary
symmetric channels, which lend themselves to simple yet powerful analysis, have been good
facsimiles for the conditions experienced by communication networks in the wild [2]. Second,
wireless communication systems have historically been designed as independently operating
layers, only interacting when data is directly passed between them. This design allowed
optimizations and design changes to each layer without impacting those above or below.
Under some assumptions, this separation of blocks is even optimal [3]–[5]. One justification
for independent layers, even at the cost of performance, is simply to allow humans to design
systems without an explosion of special corner cases.

Most operations in each block are also linear operations like a Discrete Fourier Trans-
form (DFT) or finite impulse response (FIR) filter. Again, this design choice makes analysis
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and implementation more straightforward and often optimal under the modeled conditions.
However, the continually increasing demand for wireless data, in quantity and availability,
requires system designers to eke out every bit of performance available within the current
protocols, adapt to changing conditions, and operate in new conditions where old assump-
tions no longer hold. Each of these cases represents an opportunity for ML to supplement
the techniques and models that underpin modern communication systems.

One way to meet increasing demand is to increase the performance of systems using
existing resource allocations, primarily power, spectrum, and time. Under the non-linear
and non-stationary conditions of the real world, the assumption of independence between
blocks of the PHY processing chain (see Figure 1.2) no longer holds and linear operations may
no longer be optimal. This results in a loss of performance, but also an opportunity to regain
performance by optimizing across layers and introducing non-linear operations. An example
of both cross-layer and non-linear processing without introducing ML is Decision Feedback
Equalization (DFE) [6]. In DFE, the output of the channel demapper (see Figure 1.2) is fed
back to the equalizer to update the channel correction taps. This breaks the barrier between
processing blocks, violating independence, and results in a non-linear feedback control loop.
Despite the increased difficulty of analysis and implementation, DFE is widely employed
because it produces real gains in system performance and because designers have the tools
from control theory to understand DFE’s behavior and limits - and herein lies one of the key
differences between traditional wireless communication systems design and ML.

Designers, especially of safety-critical or mission-critical systems, want guarantees of sys-
tem performance and behavior. Most ML techniques, particularly modern deep learning
models, operate mostly as block boxes with unknown behavioral boundaries and failure
modes [7]–[10]. Establishing and enforcing boundaries on the output of a model and under-
standing failure modes is an ongoing topic for state-of-the-art research, particularly in the
context of reinforcement learning (RL) models for controlling robots and vehicles [11], [12].
Even the behavior of the most basic Multi-Layer Perceptron (MLP) networks is still being
explored, for example, with differentially noisy overparametrized data [13]–[15]. Along with
these difficulties, however, ML provides opportunities to eke out better performance from
wireless communication systems.

Historically, space, weight, and power (SWAP) limited computing required PHY layer
algorithms to be implemented directly in dedicated hardware, or at least digital signal pro-
cessing (DSP) accelerators, to meet latency and power requirements. Fortunately, the ever-
decreasing cost of computing power has enabled the creation of so-called software-defined
radios (SDRs). Beginning from efforts at Raytheon in the 1980s and first commercially avail-
able as Ettus USRPs in 2004, it is now possible to program (and reprogram) radios without
designing an entirely new hardware package each time. The open-source community has
even implemented a functional WiFi station from hardware to firmware to software [16].
The advent of reconfigurable SDRs opens up the possibility of bringing ML algorithms to
the PHY layer.

This ability to adapt is a key enabler for the concept of cognitive radio [17]. Cognitive
radios adapt their bands, interfaces, protocols, and spatial and temporal usage patterns
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to better utilize the finite RF spectrum resource. To accomplish this, they must sense
their environment, coordinate with other users, and adapt their behavior autonomously,
repeatedly solving a high dimensional optimization and reasoning about their own and others’
behaviors. Machine learning is realistically the only way to solve this problem, particularly
in the face of changing usage demands and patterns.

1.2 Employing Machine Learning for Wireless PHY

One of the earliest places ML techniques found purchase is resource allocation for cellular sys-
tems, initially in power and user allocation [18]–[20], then continuing onto more fine-grained
channel usage [21], [22]. ML techniques have several advantages in this area that led to
their early adoption. System behavior was not already standardized, meaning designers did
not have to force models to fit within arbitrary constraints. This kind of high-dimensional
optimization problem maps well to already understood ML and optimization problems. In
the same way that designers could take tools from control theory to fit DFE into the PHY
processing chain, tools from (mixed) integer optimization and RL lent themselves to the
cellular resource allocation problem. Finally, cellular base stations have guaranteed con-
nectivity and large SWAP budgets, meaning they can spend more compute and energy on
solvers and centralize optimizations.

As computation becomes cheaper, it has become possible to introduce ML algorithms to
lower layers of the stack. Work on replacing PHY layer components with ML algorithms
kicked off with work that replaces the entire PHY layer for two radios with an autoencoder
that compresses data bits to channel symbols on one end and decompresses them back
to data bits on the other [23], [24]. This end-to-end autoencoder style training has been
expanded upon with [25] and without [26]–[31] channel models. Active research continues
with improving generalization and fast adaptation [32], online adaptation [33], and resource
reduction for Internet of Things (IoT) devices [34]. Other recent work includes [35]–[44].
Besides replacing the entire PHY layer with an ML algorithm, other work focuses on replacing
specific blocks or sets of blocks from the processing chain in Figure 1.2.

There has been interest in applying ML techniques to equalization since the 1990s [45],
[46]. Equalization lends itself naturally to ML techniques since it is a supervised (or semi-
supervised in the case of DFE) regression problem, a well-studied task in ML literature, and
has many overlapping aspects. The LMS algorithm is precisely a special case of Stochastic
Gradient Descent (SGD), a fundamental optimization algorithm for modern deep learning.
FIR and IIR (infinite impulse response) filters map directly to convolutional (CNN) and
recurrent neural networks (RNNs), respectively. Recent efforts to apply ML to equalization
include more modern deep learning architectures such as CNNs and RNNs [47] and techniques
such as meta-learning [48]–[50] and Bayesian techniques for uncertainty estimation [49], [50],
generating information useful higher up the processing chain. The equalization block is
often combined with the symbol demapper [51], [52]. Another advantage of equalization
with ML techniques is that protocols specify the pilot symbols that a transmitter must send
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for equalization, but not how the receiver processes them, letting designers drop in whatever
algorithm they prefer. Other equalization via ML work, particularly on blind equalization
among other special cases, includes [53]–[64]. The Dual Path Network architecture in [64]
is an interesting special case, where the ML components only perform feature extraction to
feed parameters such as frequency offset or channel taps into traditional signal processing
algorithms that actually modify the received signal.

Along with equalization, symbol mapping/demapping can greatly benefit from taking
advantage of non-linearities in real-world systems. Systems with access to a side channel,
which allows for feedback from receiver to transmitter, can learn a symbol constellation
that deviates from the optimal regular pattern in an AWGN channel. This can be used to
compensate for non-linearities in the transmitter’s amplifier [65] or in long-haul fiber op-
tics which face primarily multiplicative noise rather than additive [66]. Other work which
does not require feedback to the transmitter includes ViterbiNet [67] which embeds a neural
network inside the Viterbi algorithm to estimate symbol log-likelihoods in place of a con-
ventional soft-demapping block. This allows the system to function in complex, unknown,
or varying channels where a conventional demapper would break down. This approach can
be extended to BCJR decoding for turbo codes [68] or trained with meta-learning to adapt
rapidly to non-stationary channel conditions [48]. Symbol demapping is often combined with
equalization as in ViterbiNet or [49], [54], [57], [58], [69]–[71]. This is useful since intersymbol
interference means the demapping decision for one symbol may impact the decision for the
next. Non-linear neural networks can take advantage of non-linear relations between sym-
bols which linear equalization followed by demapping may destroy. Similarly, demapping
and decoding are often merged into a single operation to take advantage of intersymbol re-
lations [56], [72]. Another line of work seeks to shape a symbol constellation independently,
compensating for channel or system nonlinearities [66], [73]–[75].

A key insight to the approach in [67] and [68], which will come up again when discussing
forward error correction (FEC), is the idea of embedding ML models within a conventional
algorithm designed to take advantage of inherent characteristics of a system to reduce com-
putational complexity. This embedding is, in a sense, the inverse of deep unfolding [76],
where the sequential stages of an iterative algorithm are ‘unfolded’ into successive layers
of a single deep neural network (DNN). Embedding a DNN, rather than unfolding an iter-
ative algorithm, minimizes the number of potentially expensive non-linear operations and
the number of trainable parameters, reducing the computation cost and the amount of data
required to train the model. The structure of the original algorithm, often carefully de-
signed to take advantage of underlying structure in the data, is also preserved. [64] employs
a related design technique, only using neural nets to inform traditional algorithms which
operate on the data. Some of the most significant advances in deep learning have come from
taking advantage of structure hidden in data. CNNs make use of spatial locality and trans-
lational invariance in images to reduce parameter count and speed computation [77], [78],
and attention in transformers makes use of the fact that most words in a sentence are only
closely related, or attend, to a few others to achieve success in language modeling [79], [80].
It follows that introducing ML models to wireless communication will be most successful by
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similarly taking advantage of structure inherent to the problem.
Design of good codes, particularly decoding algorithms, is a space especially open to

improvement with ML techniques. Optimal decoding generally depends on knowledge of
channel characteristics [81], but traditional decoders must rely on equalization to remove
intersymbol dependencies and ignore fading effects. The adaptivity of ML models enables
channel-specific decoding for complex or poorly modeled channels [82]–[84] and new coding
architectures like feedback codes [85]. Short block length codes especially underperform
compared to theoretical limits as, until Polar codes [86], all codes guaranteed performance
only as a limit with infinite block length. Some recent work focuses on short block-length
codes [83], [87]–[90] using various code types and decoding architectures. Several papers take
advantage of the common trait of ML models providing fast, approximately correct results
compared to iterative solvers to decode polar-coded blocks faster than list decoding or belief
propagation, with minimal performance lost [87], [91]–[94]. [83] designs low-latency codes
with RNNs for encoding and decoding. KO codes [88] employ the technique of embedding
NNs inside a traditional algorithm to great effect, generalizing linear Reed-Solomon codes to
include non-linear encoding and decoding and outperforming linear codes even on AWGN
channels with similar computational complexity. [85], [95] explore the possibilities of adaptive
coding with feedback. Other recent work includes [72], [96]–[107].

The inherently high dimensional nature of coding poses a significant challenge to tra-
ditional ML methods since seeing every possible 128-bit codeword just once would require
2128 samples, something completely infeasible to train even for state-of-the-art cloud-based
compute clusters. Instead, any successful ML model must be able to extract structure from
the training data and learn to generalize correctly to unseen samples. It is thus no surprise
that many of the most promising approaches to ML-assisted coding employ structured ar-
chitectures and algorithms like RNNs and tree-structured decoding. At the same time, the
near-limitless data, especially once noise is added, means that any model can be eventually
trained to completion. The trick is then to figure out how to train a model rapidly, reli-
ably, and robustly, whether through careful hyperparameter selection or techniques such as
meta-learning [84], [108]. These features mean that even as ML provides a toolbox for tack-
ling problems in the wireless communication domain, those same problems provide a lens
for examining phenomena like robustness, generalization, and online adaptation of general
interest to ML practitioners in a setting where there are comparisons like existing techniques
and information-theoretic bounds to know how well a model should work and how well it
possibly could work.

Massive MIMO (multiple-input multiple-output) is a topic that has recently grown in
importance with multiplying antenna counts in 5g and beyond technologies. As the size of
the problem of channel state estimation and antenna selection grows rapidly with the number
of antennas, it quickly becomes infeasible to solve analytically in real-time. ML models can
be employed to provide fast, approximate answers in place of expensive operations like matrix
inverses for channel estimation and correction [65]. Alternatively, work like [109] replaces
explicit channel estimation with direct extraction of symbols from IQ data, relying on the
model to implicitly account for channel effects. Another common technique in literature is
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to use the compression ability of autoencoders [110] or predictive models [111] to reduce
overhead for channel state information (CSI) feedback from user equipment (UE) to base
stations. Unlike much other work, [111] was able to leverage training on high-quality (i.e.,
uncompressed) CSI data and careful selection of model architecture and prediction target
to produce a model capable of being run in real-time on a 5G testbed system. Some recent
work employs more modern ML techniques such as graph neural networks [112], transfer and
meta-learning [113], and attention [114]. Other work on CSI estimation, antenna selection,
and beamforming includes [70], [115]–[121].

One feature that all of the previously mentioned work shares in common is that the
algorithms and techniques are predetermined and co-designed. Pilot symbols are known
and fixed, prearranged side channels provide feedback for training autoencoders, the types
of coding schemes are preset, interfaces for sharing CSI information are clearly defined, et
cetera. In Chapter 2, I explore the effects of viewing co-design between learning agents (radios
with ML algorithms) as a form of inherent supervision and how reducing supervision, or ‘light
supervision,’ affects the performance of learning algorithms. To narrow the problem scope,
I focus on the task of learning a mutually understood symbol modulation constellation. The
Echo Protocol, introduced in [73], provides a minimal set of behaviors the two agents must
obey as a baseline level of co-design (supervision). Adding additional shared information
to the protocol acts as a tunable level of supervision with which to explore the problem
space. Throughout the chapter, I show that two agents with even the minimum amount
of co-design are able to learn a shared modulation scheme and that increasing supervision
through co-design enables faster and more robust convergence to a final constellation, with
minimal performance loss compared to an optimal constellation. Additionally, the results
are verified on a testbed with two USRPs, experiencing all of the challenges faced by real-
world systems, such as clock mismatch, channel effects, and quantization error. Overall,
my results suggest that careful choice of a basic set of system behaviors can allow cognitive
radios to bootstrap from nothing after being dropped in an unknown environment to a
functional communication network. At the same time, having greater co-design provides a
better guarantee of successful connection and better performance. The chapter will further
discuss how this co-design might manifest in future systems.

1.3 Beyond Protocols: Exploiting the Physical World

Section 1.2 focuses on applying ML directly to the process of communication between two
radios. However, a cognitive radio must do more than communicate with a partner, it must
also sense and understand the world around it to make decisions about power, band selection,
routing, and more. Some of this knowledge can come from communicating with partners,
like CSI feedback or tables of visible nodes for routing. Other information can come from
simply listening to other users of the same band, like received signal strength indication
(RSSI) values to understand what other users are ‘close’ or ‘far’. Sensing band occupancy is
arguably one of the most important problems to solve for cognitive radio, and smart selection
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of bands for communication accounting for other users is a key part of addressing increasing
spectrum congestion [122].

As an important capability for modern and cognitive radios, band occupancy sensing has
been well studied. [123] surveys the primary methods of occupancy detection using signal
processing techniques and the a-priori information required to employ them:

• energy detection, requiring no knowledge of other users,

• waveform detection, searching for known preambles, pilot sequences, or other repeated
signals,

• cyclostationary feature detection, which can find digital communication signals using
periodicities inherent to the signal,

• matched filtering, which optimally detects any known signal,

• and others that can be tailored to specific use cases.

Since the instantaneous bandwidth of a single radio is typically much less than the amount
of spectrum that it wants to sense, sensors can cooperatively combine measurements to
produce a more accurate picture [124] or employ federated learning to achieve the same
effect while maintaining privacy [125]. Even once a signal has been detected, it can be useful
to further identify what type of signal it is, since different users have different usage patterns.
A radar will likely repeat a signal at regular intervals while a WiFi station might transmit
in short, dense bursts to save power. [126] surveys traditional and deep learning (DL)-based
techniques for automatic modulation classification (AMC), a common step in identifying
usage types.

Awareness of other users of shared spectrum is now a part of the regulatory environ-
ment for several bands. Regulatory efforts began with rules allowing unlicensed reuse of TV
whitespace [127] and evolved into tiered licensing and dynamic access as part of the Citi-
zens Broadband Radio Service (CBRS) [128] and WiFi 6E [129]. Non-incumbent (generally
meaning non-radar) users of these bands must be aware and avoid interfering with higher
priority users, either through coordinating with a central authority that performs its own
spectrum sensing (CBRS) or listening themselves for other users (WiFi 6E). These users
must also know their own location and indoor/outdoor status to avoid interfering. Other
experimental efforts on spectrum cohabitation, such as the National Radio Dynamic Zones
(NRDZ) [130], involve even finer spectrum occupancy sensing and coordination.

The ability to sense other signals in the environment provides more information than
just who else is nearby. The proliferation of wireless devices, from WiFi and mobile phones
to IoT devices and satellites provides a wealth of signals which can be exploited to learn
more about a device and its surroundings. Sensor localization, especially indoors, is an
important problem as wireless sensor networks grow in size meaning humans can’t provide
precise location information for each node, and GPS localization is not always feasible due
to cost, power, or signal availability. [131] provides an excellent overview of various ML
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techniques applied in this domain using information from other nodes in the network, and
[132] discusses signal processing approaches. However, there are often many signals from
outside its network ‘visible’ to a radio. A question that remains relatively unexplored is,
“What we can learn about a sensor and its environment from ambient signals?”

Ambient signals in the environment that a sensor node can exploit uncooperatively for
some purpose, dubbed “Signals of Opportunity” (SoOps), are surprisingly powerful sources
of knowledge. The first application was bistatic radar using AM broadcasts [133], LTE [134],
WiFi [135] and other signals. [136] used SoOps to measure soil moisture, snow sensing, and
sea surface height. Hobbyists exploit cell and TV signals to measure PPM offsets of cheap
SDRs [137], [138]. SoOps are particularly useful for localization. Automatic Dependent
Surveillance-Broadcast (ADS-B) signals are broadcast from all commercial aircraft with high
power (250-500 W) and contain location information [139], [140]. They are also intentionally
easy to receive and decode. Several works employ ADS-B for indoor localization where GPS
signals cannot reach [141], [142]. Doppler shift measurements from orbiting satellites have
been used since the 1960s for navigation [143], and have seen a resurgence in interest in
the modern era of spoofed and jammed GPS signals [144]–[148]. None of these applications
provide unique information that something like a calibrated test device or careful installation
by a human could not. Instead, they provide a kind of supervision for otherwise unsupervised
measurements, like oscillator frequency or indoor location.

Chapter 3 explores potential uses for several signals of opportunity, primarily ADS-B
and transmissions from NOAA weather satellites, as a form of “automatic calibration” for
system parameters, backed up by real measurements with SDRs. I claim that SoOps act as
‘light supervision’ in the sense that we have no control over which signals are present ahead
of time or even when and where in the case of moving emitters like aircraft. They are also
uncooperative, so we must extract information through careful consideration of the physical
properties and publicly visible information in each signal. ‘Full supervision’ would consist
of a calibrated measurement device or a trusted human user providing each value directly.
Despite their limitations, SoOps can even be used to create new insights into a system, such
as field of view (FoV) measurements based on moving emitters sweeping across a sensor’s
vicinity.

Viewing measurements from SoOps as calibration tools leads to a novel perspective as
supervision for the human user. Location estimates can verify that a human installer did
not fat finger the latitude of a node on their Nth install of the day or make it harder
to maliciously claim an incorrect location to avoid quiet zones or exploit crowd-sensing
reward systems. Measurements from SoOps can also provide ongoing insights into system
performance and debugging tools that would be too expensive to have humans provide. For
example, comparisons to known SoOps could diagnose the difference between a damaged RF
sensor and a long-term change in characteristics of the primary sensing target.

Overall, the goal of the automatic calibration work in Chapter 3 is to explore a pathway
toward autonomous cognitive radios. In the past, systems have been viewed as individually
autonomous, relying on their own measurements of the world to act and react. Adding
SoOps is a step towards a collective view of autonomy in which the collective produces and
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shares information to enable productive individual behaviors, such as the location embedded
in ADS-B messages. As systems can obtain and share more information they are freed more
and more from human supervision - but they are still supervising each other.

1.4 Bringing Wireless Comms into the Age of Big

Data

The rise of very large-scale datasets combined with progress in AI/ML learning algorithms
and training hardware has led to the rise of generative model ‘killer apps’ in ChatGPT [149]
for language generation, and DALL-E and StableDiffusion [150] for image generation. Gen-
erative artificial intelligence (GAI) research has shown that generative models excel at dis-
covering and reproducing complex data distributions across multiple areas beyond language
and images such as motion planning and protein design [151]–[153]. Despite their power,
the computational cost of both training and inference and complex or unstable training pro-
cesses of many generative techniques limit how suitable they may be for typical physical layer
applications [154]–[156]. In some cases where existing techniques are generally inadequate
or very limited, such as underwater wireless optical communication, the additional cost of
generative modeling may be worth paying [157]. Generative models also show promise for
blind equalization of a communication signal with unknown pilot signals [53], [158], [159].
In this case, the probability distribution constraints imposed on generative models may act
as a form of light supervision, forcing the models to learn to separate probabilistic noise and
channel effects from signal content.

Generative models truly shine as aids for wireless communication when they are used
‘on-label’ to somehow augment available data. A common pitfall of DL approaches to phys-
ical layer problems is that they require large datasets and long training to obtain good
performance [160], [161], and may overfit to one particular instance of a channel or fail to
adapt as channel conditions change [162], [163]. Unaided DL methods often break down in
non-gaussian and time-varying channels [164], just where they are needed most. In [163],
a generative adversarial network (GAN) learns to reproduce channel effects and serves as a
synthetic “bridge,” allowing gradients to flow from the decoder through an unknown chan-
nel back to the encoder of an autoencoder. Other work uses the distributions learned by
generative models more explicitly. In [162], a GAN generates synthetic variants of training
data to augment the dataset and prevent overfitting. In [165], a variational autoencoder
(VAE) translates the complex channel output to a simpler latent distribution for which a
posterior probability can be more easily calculated and used for signal detection. [166] and
[167] also employ VAEs to avoid calculating intractable posterior probabilities. To overcome
a lack of diverse channel models for simulation of complex millimeter wave and urban envi-
ronments, [168] and [169] generate plausible channel models based on a limited set of known
models for use in further simulations. Non-generative approaches to dataset synthesis or
augmentation generally start with purely synthetic data [170] or high-quality captures of
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radio transmissions, potentially with impairments applied for diversity [171].
In Chapter 4, I tackle a problem that, to my knowledge, has not been directly addressed

via generative modeling in the wireless communication literature so far: overcoming barriers
to releasing large recorded datasets due to privacy concerns. Some repositories of over-the-
air IQ recordings exist, such as may be found in the RFDataFactory [172]. However, most
of these datasets were recorded in research testbeds rather than in the wild and may not be
representative of common or all channel environments a system in the wild will face. This
is not solely due to the cost of taking measurements in the field - researchers fear liability
for privacy breaches caused by sharing recorded data publicly, even if they never process the
contents of their data themselves [173], [174]. One approach to sharing data while maintain-
ing privacy is federated learning [125], [175], [176], but this requires coordination between
participants who wish to use the data, complicating any open data or model releases. In-
stead, I propose training a conditional generative model on the real dataset, then releasing
a synthetic dataset conditioned to replace any real private contents with a harmless replace-
ment. The generative model learns to preserve and replicate distributional features of the
real dataset while removing sensitive data. Some major hurdles to eventual deployment of
this approach include challenges inherent to generative modeling like memorization [177],
and a lack of provable privacy guarantees like differential privacy [178], [179]. The goal of
this work is to enable researchers to eventually apply a “best effort” anonymization pass to
sensitive wireless (or other) datasets and be able to release them without fear of liability.
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Chapter 2

Interactive Supervision for Learning
Wireless PHY

2.1 Introduction

Communication is a fundamentally cooperative action between two (or more) agents that
exhibit behaviors designed to facilitate the exchange of information between them. Usually,
these behaviors are solely to effect the passage of information from one user to another.
However, in some cases such as feedback codes [85], [90], [95], these cooperative behaviors
are instead intended to help a partner improve itself to communicate better. This chapter
takes the concept of feedback enabling agents to better communicate and uses it as a lens to
explore how varying levels of supervision impact learning and communication performance.
Starting from a minimal feedback behavior of each agent ‘echoing’ what it hears from its
partner blindly, successive levels of shared information, implying greater co-design, allow
better supervision during the learning process and eventually build to completely supervised
learning. This spectrum of supervision provides insights into how unrelated, or non-co-
designed, agents can learn cooperatively and into how supervision affects the difficulty of
some learning tasks. The work in this chapter was originally published in [74].

As communication is necessarily a cooperative activity, communication itself can be
viewed as both a special case of cooperation and a building block that can be leveraged
to permit more effective cooperation. The fundamental limits to learning how to cooperate
with a stranger have been studied in an abstract theoretical setting in [180]–[184]. By asking
how two intelligent agents might understand and help each other without a common lan-
guage, a basic theory of goal-oriented communication was developed in these papers. The
principal claim is that for two agents to robustly succeed in the task of learning to collab-
orate, the goal must be explicit, verifiable, and forgiving. However, the approach in these
works took a fundamentally semantic perspective on cooperation. As Shannon pointed out
in [185], the arguably simpler cooperative problem of communicating messages can be under-
stood in a way that is decoupled from the issue of what the messages mean. To see whether
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existing machine learning paradigms can be adapted to achieve cooperation with strangers,
this chapter considers the concrete problem where two agents learn to communicate in the
presence of a noisy channel. Each agent consists of a modulator and demodulator and must
learn compatible modulation schemes to communicate with each other.

This problem of learned communication has been tackled using learning techniques under
different assumptions on the information that the agents are allowed to share and how tightly
coordinated their interaction is. Early work in this area [23], [186], where gradients are shared
among agents, demonstrated the success of training a channel autoencoder using supervised
learning when a stochastic model of the channel is known. Subsequent works relax the
assumption on the known channel model by learning a stochastic channel model by using
GANs as in [187]–[189] or by approximating gradients across the channel and using that
for training. However, these approaches cannot be said to represent communication with
strangers, and instead represent a way of having co-designed systems learn to communicate.
If instead of sharing gradients, agents can only share scalar loss values, then with access to
a shared preamble, reinforcement learning can be used to train the system as demonstrated
in [73] and [190] without having access to a stochastic channel model.

Moving closer to minimal co-design, if we further restrict ourselves to the case where
the two agents only have access to a shared preamble, the “Echo” protocol, where an agent
hears, understands, and repeats (echoes) back the message received from the other agent,
as specified in [73] has been shown to work. By comparing the original message with the
received echo, a learning agent can obtain feedback about how well the two agents understand
each other1. The work in [73] considered a neural network-based modulator that was trained
using reinforcement learning via policy gradients [191], but the demodulator was nearest
neighbors based and required no training — it used small-sample-based supervised learning.
The work in this chapter builds on this foundation and studies the truly “blind” case where
agents do not have access to a shared preamble.

We dub this “blind interactive learning” to acknowledge the motivational connection with
the well-known and traditional problems of blind equalization and blind system identification
— where systems have to deal with a channel and implicitly learn a model for it without
knowing the actual input to the channel. (See, for example, the book [192] for a survey of
well-understood approaches.) Such blind approaches are fundamentally motivated by the
desire for universality and the resulting robust modularity. Traditional blind approaches in
signal processing are intellectually akin to what are called unsupervised learning approaches
in machine learning. Reinforcement learning has always occupied a middle ground between

1Round-trip stability is not by itself a sufficient condition to guarantee mutual comprehension. After all,
one agent might only be doing simple mimicry — repeating back the raw analog signal value received with
no attempt to actually demodulate. However, in [73], the key insight was that intelligent agents, though
strangers, are believed to be cooperative and so wish to understand and communicate with each other. They
do not need to coordinate with another designer to realize that sheer mimicry would not necessarily advance
their goal of cooperation. Consequently, the Echo protocol can rely on good intentions to eliminate the
possibility of agents just mirroring what has been heard instead of trying to understand what was sent and
repeating it back.
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supervised and unsupervised learning, because in a sense, it is self-supervised and carried
out via interaction with an environment. For the purposes of this chapter, “blind interactive
learning” involves agents interacting blindly via an environment — where the individual
agents might be self-supervised but there is no explicit joint self-supervision. They are blind
in the traditional sense of not really knowing what exactly went into the channel whose
output they are observing, and in particular, not sharing a known training sequence.

It is important to differentiate here between this work on blind interactive modulation
learning, and automatic modulation recognition (AMR) as in [193]. AMR seeks to take an
unknown signal present in the environment and classify it as one of a set of known modu-
lation schemes for subsequent demodulation. No interaction with the signal source occurs
— indeed, for surveillance applications, interaction might destroy all value! In contrast, this
work requires interaction to learn how to demodulate any possible signal, even ones never
before seen or imagined, and further to learn to modulate in a similarly arbitrary way under-
standable by an agent on the other side of a communication channel. This interaction takes
the form of round-trip training so that both the modulation and demodulation functions can
be updated. Although AMR-based techniques could play a role in the demodulation half of
this process by speeding up learning for known signals, they are insufficient on their own to
complete the circle. This work introduces a new problem, blindly learning an entire mod-
ulation and demodulation scheme, rather than introducing a new technique for classifying
existing modulation schemes.

This chapter also introduces the concept of “alienness” among agents. After all, if our
goal is to understand learning of communication between strangers, we need to be able to
test with strangers. A natural question is what it means for two agents to be alien. This
work in this chapter considers agents to be alien if they differ in their learning architecture
or their hyperparameters. This work examines modulators and demodulators represented
using different types of function approximators such as neural networks and polynomials.

Our main contribution is to investigate whether the Echo protocol is universal,
i.e. does it allow two agents to learn to communicate irrespective of their inner workings, and
what level of information sharing, or supervision through co-design, is necessary
for successful learning. Although we do not have a formal proof of universality yet,
we provide some empirical evidence by pairing agents with different levels of “alienness”
based on the hyperparameters, architectures, and techniques used in their modulators and
demodulators. By doing so, we wish to separate the effects of the agents’ implementations,
such as those owed to specific function approximators, from the meta protocols (specifically
the Echo protocol) used to do the interactive learning. To both connect to the literature and
explore the spectrum between complete co-design and cooperative learning among strangers,
we look at different levels of information sharing: shared gradients, shared loss information,
shared preamble, and finally, the case where only the overall protocol is shared.

Machine learning scholarship is notorious for producing results that are not easily repro-
ducible and failure to identify the source of and explain the reasoning behind performance
gains [194]. Keeping this in mind, to evaluate the ease, speed, and robustness of the learning
task under various levels of alienness and information sharing, we conduct repeated trials
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for each setting using different random seeds and multiple sets of hyperparameters. We re-
port the fraction of trials that succeeded as a function of the number of symbols exchanged,
as well as aggregate statistics about the bit error rate achieved at different signal-to-noise
ratios (SNRs) by the learned modulation schemes. We compare experimental bit error rates
to those achieved by optimal modulation schemes for AWGN channels to provide a base-
line for comparison. The code used to generate the results is available in [195]. From our
experiments, we observe and conclude that the Echo protocol does enable two agents to
learn a modulation scheme even under minimal shared information and that as the amount
of shared information decreases, the learning task becomes harder, i.e., a lower fraction of
trials succeed, and the agents take longer to learn.

It appears that learning to communicate with “alien” agents is not necessarily more
difficult than learning to communicate with agents of the same type. However, it is signifi-
cantly easier to learn to communicate if one of the agents already uses a good modulation
scheme, for example a hand-designed scheme like QPSK. Finally, as the modulation order
for communication increases, the learning task becomes harder, especially in settings with
little information sharing.

Although a majority of the results reported in this chapter were performed purely in
simulation, we replicate the main results using USRP radios and observe similar results —
two agents can learn to communicate in a decentralized fashion even using real hardware.

2.2 Related Work

Deep learning has shown great success in tasks that historically relied on multi-stage pro-
cessing using a series of well-designed, hand-crafted features such as computer vision, natural
language processing, and more recently robotics. Wireless communication is another area
that historically uses hand-crafted schemes for various processing stages such as modulation,
equalization, demodulation, and encoding and decoding using error correcting codes. Thus,
as alluded to in [196] and [197], one might believe that bringing deep learning into wireless
communication is a worthwhile endeavor. In fact, learning and deep learning have been
present in the sub-field of AMR since at least the 1980s. AMR has undergone a similar
transition from hand-crafted features, such as phase difference and amplitude histograms as
detailed in [193], to modern deep learning techniques [198]–[201].

Beyond modulation recognition, the pioneering work in [23], [186] demonstrated the
promise of the channel auto-encoder model by using supervised learning techniques to learn
an end-to-end communication scheme, including both transmission and reception. This
approach assumes the knowledge of an analytical (differentiable) model of a channel and the
ability to share gradient information between the receiver and transmitter. This approach
was a natural first step given the known connection between auto-encoders and compression
(see e.g. [202]) as well as the well-known duality between source-coding (compression) and
channel-coding (communication) [185].
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Building on this foundation, other works deal with the case where the channel model
is unknown, as is the case when performing end-to-end training over the air. In [190], a
stochastic model that allows backpropagation of gradients to approximate the channel is
used with a two phase training strategy. Phase one involves auto-encoder-style training
using a stochastic channel model, whereas phase two involves supervised fine-tuning of the
receiver part of auto-encoder based on the labels of messages sent by transmitter and the IQ-
samples recorded at the receiver. This approach relies on starting out with a good stochastic
channel model. Use of Generative Adversarial Networks to learn such models is explored
in [187]–[189]. In [203], instead of estimating the channel model, stochastic approximation
techniques are used to calculate the approximate gradients across the channel. The idea of
approximating gradients at the transmitter has also been used in [31] to successfully perform
end-to-end training.

In the absence of a known channel model, reinforcement learning can also be used to
train the transmitter as demonstrated in [73] and [190]. In [73], the Echo protocol, a learn-
ing protocol where an agent hears, understands, and repeats (echoes) back the message
received from the other agent was used to obtain a scalar loss that was used to train the
neural-network based transmitter using policy gradients. Here the receiver used a lightweight
nearest-neighbor based scheme that was trained afresh in each communication round. This
work assumed that the agents have access to a shared preamble so I dub it Echo with Shared
Preamble (ESP). In [190] both the transmitter and receiver were neural-network based. The
receiver was trained using supervised-learning whereas the transmitter was trained using
policy gradients by passing scalar loss values obtained at the receiver back to the transmit-
ter. Reinforcement learning techniques have the added advantage of being implementable
in software-defined radios to perform end-to-end learning over the air. To do this one must
tackle the issue of time synchronization between the transmitted and received symbols as
done in [204] and [205]. In [206], the general problem of synchronization in wireless networks
is addressed via the use of attention models.

Other parts of the communication pipeline such as channel equalization and error correct-
ing code encoding and decoding have also been studied using machine learning techniques.
The use of neural networks for equalization is studied in [207] and [208]. Construction and
decoding of error correcting codes is considered in [83], [84], [196], [209]. Joint source channel
coding is an area where performance gains are possible through co-design as demonstrated
in [210] for wireless communication, and in the application of wireless image transmission in
[211]. End-to-end auto-encoder style training continues to be an area of interest in wireless
communication. There has been recent work demonstrating the success of convolutional neu-
ral network based architectures and block based schemes in this setting in [212]–[215]. This
approach has also been used successfully in OFDM systems [216] to learn the symbols trans-
mitted over the sub-carriers. Deep learning techniques and auto-encoder style training have
been used in the fields of fiber-optic [217], [218] and molecular communication [219], [220] to
model the channel and to leverage the channel model to learn communication schemes that
achieve low error rates.

A theoretical analysis of the general learning to cooperate problem is done in the works
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[180]–[184]. This body of work investigates the possibility for two intelligent beings to
cooperate when a shared context is absent or limited. In particular, this work also does not
presume a pre-existing communication protocol. In asking how two intelligent agents might
understand each other without a common language, a theory of goal-oriented communication
is developed. The principal claim is that for two agents to robustly succeed in the cooperative
task, the goal must be explicit, verifiable, and forgiving. Agents should have feedback about
whether the goal is achieved or not, and it should be possible for the agents to achieve the
goal from any state that is reached after a finite set of actions. The works [221]–[224] bring
about these ideas in a limited setting.

From a psychological perspective, developmental psychology [225] provides a rich account
of how human infants learn to communicate. How do babies come to understand sounds,
words, and meaning? It begins in the development of ‘categorical perception of sound’ which
creates discrete categories of sound perception, not unlike the task of demodulation. Later
on, other tasks emerge such as word segmentation, attributed to statistical learning, where in
the child grows increasingly aware of sounds and words that belong together. Soon after, the
child engages in babbling as an exploration of language production, investigating rhythm,
sound, intonation, and meaning, a task similar to modulation. Important to all the above
processes, is social interaction and exchange, most often between child and caretaker, which
provides the rich information required for learning to be successful.

2.3 Overview

Problem Formulation

Consider the setting where two agents communicate in the presence of a discrete-time addi-
tive white Gaussian noise (AWGN) channel. Each agent comprises an encoder (modulator)
and a decoder (demodulator). We treat the modulator as an abstract (black-box) object
that converts bit symbols to complex numbers, i.e., a mapping M : B → C where B refers
to the set of bit symbols and C refers to the set of complex numbers. Similarly, we treat
the demodulator as an abstract object that converts complex numbers to bit symbols, i.e.,
a mapping D : C→ B. The set of bit symbols B is specified by the modulation order (bits
per symbol). For instance, when bits per symbol is 1, B = {0, 1}, and when bits per symbol
is 2, B = {00, 01, 10, 11}. For the case where bits per symbol is 1, the classic2 BPSK (binary
phase shift keying) modulation scheme is given by:

MBPSK(0) = 1 + 0j, (2.1)

MBPSK(1) = −1 + 0j. (2.2)

2Here, we use classic to refer to a modulation scheme that is fixed and specified identically for all
communicating agents by a certain standard. One example of such a scheme is BPSK signaling, as described
here.
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The corresponding demodulator performs the demodulation as,

DBPSK(c) =

{
0, Re(c) ≥ 0

1, Re(c) < 0
. (2.3)

In addition to agents that use fixed modulation schemes, we also consider ‘learning’ agents.
These agents use function approximators to learn the mappings performed by a modulator
and demodulator, and we denote these as M(·; θ) and D(·;ϕ) where θ and ϕ denote the
parameters of the underlying function approximators and are updated during training. The
specifics of the learning agents and their update methods can be found Appendix B.

The main focus of this work is on learning modulation schemes; thus, to make it easier
to conduct experimental simulations, we make the following simplifying assumptions:

1. There are at most two agents, and they engage in perfect turn-taking.

2. The two agents are separated by a unit gain AWGN channel. There is no carrier
frequency offset, timing offset, or phase offset.

3. Both agents encode and decode data using the same fixed number of bits per symbol
(i.e., the modulation order is preset). Section 2.6 describes the modulation orders and
their reference modulation schemes used in this paper.

4. The environment is stationary and non-adversarial during the learning process.

Motivation and Approach – Echo with Private Preamble Protocol

The main objective of this work is to specify a robust communication-learning protocol that
allows two independent agents to learn a modulation scheme under minimal assumptions
on information sharing beyond shared knowledge of the learning protocol and the ability to
take turns. No other information is shared a priori or via a side channel during training. We
name this protocol Echo with Private Preamble (EPP). Details about the EPP protocol are
provided in Section 2.4. The EPP protocol is a special variant of the Echo protocol described
in Fig. 2.1.

The underlying premise of the Echo protocol is that an echo of the message — originating
from one agent and repeated back to them by another agent — provides sufficient feedback
for an agent to learn expressive modulation schemes. Under the Echo protocol, one agent (the
“speaker”) broadcasts a message and receives back an estimate of this message (preamble),
an echo, from the other agent (the “echoer”). The passage of the original message from the
speaker to the echoer and back to the speaker as an echo is denoted as a round-trip. (A half-
trip goes only from speaker to echoer.) After a round-trip, the speaker compares the original
message to the echo and trains its modulator and demodulator to minimize the difference
(usually measured in bit-errors) between the two messages. The two agents then switch roles
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Figure 2.1: Visualization of the Echo protocol.
(A) Speaker Agent (A1) modulates a bit sequence and (B) sends it across a (AWGN) channel. (C)
Echoer Agent (A2) receives the sequence and demodulates it. (D) A2 then modulates the recovered
sequence, and (E) sends it back over the channel. (F) A1 receives this echoed version of its original
sequence and demodulates it. (G, H) Then A1 uses the received echo to update its modulator and
demodulator. The agents switch roles and repeat until convergence. Details of the protocol are
elaborated in Fig. 2.2 and Sec. 2.4.

and repeat. When the difference between the original message and the demodulated echo is
small, we infer that the agents can communicate with one another.

The ideas here are similar to the approach to solving image-to-image mapping, or style
transfer, popularized by CycleGAN [226]. Both works solve the problem of learning map-
pings between domains with only weak supervision by introducing a round-trip and defining
‘goodness’ as how close the output of the round-trip is to the input. Having round-trip
feedback from either the other radio agent or the other GAN crucially enables performance
measurement and, hence, training.

In the Echo with Shared Preamble protocol from [73], the echo behavior is introduced
only to train the modulator, and knowledge of a shared preamble between the two agents
is assumed to facilitate directly supervised training of the demodulator after a half-trip
exchange. By contrast, in the EPP protocol, the agents do not have access to a shared
preamble and must learn to demodulate blindly without knowing what was actually sent by
the other agent.

We believe the EPP protocol minimizes the information-sharing assumptions for learning
modulation schemes for two reasons. First, some sort of feedback is required for learning
and the echo provides this feedback. Second, the EPP protocol treats the environment
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as a regenerative channel, i.e., a channel that provides helpful feedback without requiring
assumptions about the nature of the other communicating agent. As long as the other agent
is cooperative (in the sense that it echoes back what is heard), the environment behaves like
a regenerative channel.

Next, we argue that the EPP protocol is a plausible mechanism for learning modula-
tion schemes when the channel is regenerative by considering the case of a learning agent
communicating with an agent that uses fixed, classic schemes. In this setting, even random
exploration would eventually find a modulation scheme that successfully interfaces with the
fixed agent. Using feedback to guide exploration, we expect the EPP protocol to perform
much better than random guessing and quickly converge to a suitable modulation scheme.
One can think of such a fixed, friendly regenerative channel as a “game” that the learner
plays where a positive reward is achieved if what the channel echoes back can be decoded as
what the learner encoded and sent in. Reinforcement learning is good at optimizing behav-
iors for simple games like this [227]. One of this work’s main contributions is to show that
the EPP protocol works not only with fixed communication partners but even in the case
where two agents are learning simultaneously.

To verify the universality of the EPP protocol and understand its performance relative
to more structured or complex procedures, we run experiments with:

1. Different learning protocols based on varying amounts of information sharing as de-
scribed in Section 2.4.

2. Different levels of “alienness”3 among agents as described in Section 2.5.

3. Different modulation order and levels of training SNR as described in Section 2.6.

2.4 Levels of Information Sharing

The EPP protocol introduced in Section 2.3 is designed to be minimalist in the sense that
agents share as little information as possible. However, using less information usually comes
at the cost of performing worse. To quantify the value of shared information, this section
describes the following protocols that allow an increasing amount of shared supervisory
information:

1. Echo with Shared Preamble (ESP) protocol: Agents have access to shared preamble
but can only get feedback via a round-trip during training,

2. Loss Passing (LP) protocol: Agents have access to a shared preamble and share scalar
loss values directly (without using the channel) during training, and

3“Alienness” describes how different the models for the agents’ modulators and demodulators are between
the two agents. Factors that determine alienness include whether the agents are fixed or learning, the class
of function approximators used by the learning agents, and the choice of hyperparameters and initializations.
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3. Gradient Passing (GP) protocol: Agents have access to a shared preamble and share
gradients directly (without using the channel) during training.

Note that by sharing gradients or loss information directly across the channel, it is possible
to truncate the learning process at step C in Fig. 2.1 and still update the modulator of the
speaker. Examples of algorithms that stop at this step are shown later in Figs. 2.5 and 2.6.
In fact, traditional autoencoder-style training is like the gradient passing protocol described
above. A reader who is already familiar with this concept may wish to read about the
protocols in reverse order from how they are presented.

Our purpose in studying LP, GP, and ESP protocols is primarily to understand the ef-
fect of shared information, or increasing supervision, on learning since these are not new and
have been studied independently in previous works such as [73], [190], [197]. The LP and
GP protocols are not implementable in real-world systems without a side channel to pass
losses and gradients — i.e., they can be used in simulation at design-time but not really used
at run-time among distributed agents without depending on some existing communication
infrastructure between them. ESP, however, is practical and can be implemented by man-
dating that every agent use a common fixed preamble. The major difference is that ESP
requires agents to establish a shared preamble through some other mechanism before they
can learn to communicate, whereas EPP removes this requirement. Section 2.7 reports the
results of experiments comparing the performance of these protocols and quantifying the
value of shared information.

The following subsections describe the learning protocols for EPP, ESP, LP, and GP in
detail, highlighting the important differences between them.

Echo Protocol With Private Preamble

The EPP protocol is the main contribution of this chapter. It is described in detail in Alg. 1
and Fig. 2.2. The key details when comparing to ESP, LP, and GP are the natures of the
modulator and demodulator updates. For EPP, the demodulator updates use supervised
learning relying on noisy feedback because only p is known, but the demodulator actually
receives p̂. The modulator updates use reinforcement learning based on the round-trip feed-
back. Because the preamble is known only to the speaker, only the speaker’s modulator and
demodulator can be updated during a round-trip. The choice of when to terminate training
is arbitrary, but we choose to halt training after a fixed number of training iterations. Other
implementations might halt training after a BER target is reached.

One important consideration unique to the EPP protocol is that there is no way to ensure
that the bit sequence sent by the modulator is interpreted as the same sequence after being
demodulated. More formally, there is no way to ensure that

p = D2 (M1(p; θ1);ϕ2) . (2.4)

For example, Agent 1 might modulate the sequence 11 as some symbol c1, but Agent 2 might
interpret c1 as 00. After a round-trip, however, any incorrect bit sequence to modulated
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Figure 2.2: Echo with Private Preamble: Round-Trip.
In this diagram, the preamble p is modulated and sent from Agent 1 through a channel to Agent 2 to
be demodulated as p̂. Agent 2 has no information about the message it received, so it cannot update.
It simply modulates and echos back the message it demodulated. Agent 1 then demodulates the
echoed preamble as p̃ and does a policy update of its modulator using a bit loss between the original
preamble that Agent 1 sent, p, and echoed preamble that Agent 1 received, p̃, as well as a supervised
gradient update of its demodulator with cross-entropy loss. Agent 1 and Agent 2 then switch roles
so that now Agent 2 is the speaker and Agent 1 is the echoing agent. All implementations for
the modulator currently use a Gaussian policy with mean and variance estimated by a function
approximator as described in Section 2.6.

symbol mappings will be reversed if the agents have trained properly. We can guarantee
that

p = D1 (M2 (D2 (M1(p; θ1);ϕ2) ; θ2) ;ϕ1) . (2.5)

Fig. 2.3 demonstrates how this might happen. We address how to evaluate agents when
this mapping ambiguity is present in Section 2.6. In general, it would require a protocol
higher up the communication stack to disambiguate symbol mappings without access to
a shared preamble — some way of symmetry breaking is required, presumably requiring
knowing more about the context of the communication.

Echo With Shared Preamble

The ESP protocol is described in Fig. 2.4 and Alg. 2. ESP was first explored in [73] where the
modulator was neural network based and trained using policy gradients but where the demod-
ulator used clustering methods4 trained via supervised learning using the shared preamble.

4If the demodulator is using unsupervised clustering algorithms, acting cooperatively requires the clus-
tering algorithm to be stable. If the label assigned to each cluster changes every iteration, the other agent
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Algorithm 1 Echo Protocol with Private Preamble

procedure EPP(Agent 1, Agent 2)
Speaker ← Agent 1
Echoer ← Agent 2
while training do

p← n random bits ▷ p is known only to Speaker
µ, σ2 ←M(p; θs) ▷ Speaker generates parameters for its Gaussian policy using p
s← N (µ, σ2I) ▷ Speaker modulates by sampling from this distribution
ŝ← f channel(s)
p̂← D(ŝ;ϕe) ▷ Echoer demodulates received symbols
µ, σ2 ←M(p̂; θe) ▷ Echoer generates parameters for its Gaussian policy using p̂
s̃← f channel (N (µ, σ2I)) ▷ Echoer modulates by sampling from this distribution
p̃← D(s̃;ϕs)
θ′s ← θs + ∆θs(s, p̃, p) ▷ Policy gradient update for speaker’s mod
ϕ′
s ← ϕs + ∆ϕs(s̃, p̃, p) ▷ Cross-entropy loss gradient update for speaker’s demod

Speaker ←→ Echoer ▷ Agents switch Speaker and Echoer roles
end while ▷ Only the Speaker updates each round-trip

end procedure

In this work, we use the ESP protocol to train agents whose modulators and demodulators
both use function approximators. (See Appendix B for more information.)

ESP is similar to the EPP protocol, but now both the speaker and echoer know the
preamble p that is transmitted. This allows the echoer to update its demodulator after the
first half-trip since it knows exactly what it was supposed to have received. This demodulator
update is typically of higher quality than the updates in EPP since those updates only have
access to symbols based on the (possibly incorrect) estimate of the original preamble sent
back by the echoer. The speaker agent does not bother to update its demodulator after
the round-trip is complete since it will receive higher-quality feedback on the next training
iteration after the speaker and echoer roles are switched.

Importantly, the speaker’s modulator still requires a full round-trip before it can receive
feedback and be updated. In the next Sections 2.4 and 2.4, this will no longer be the
case. The consequence of round-trip feedback is that the speaker’s modulator is actually
optimizing for the performance of the speaker’s demodulator since that is the only loss it has
access to. Our presumption is that improving the round-trip performance of the speaker’s
demodulator will indirectly improve the half-trip performance of the echoer’s demodulator
since the half-trip BER limits the round-trip BER. The consequences of this indirection are
illustrated in Section 2.7.

will not be able to converge on a modulation scheme.
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(a) Agent 1 modulation scheme
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(b) Agent 2 demodulation scheme
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(c) Agent 2 modulation scheme
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(d) Agent 1 modulation scheme

Figure 2.3: An example modulation scheme learned by agents using the EPP protocol to
demonstrate ambiguity of communication after a half-trip, but coherence after a round-trip
exchange.
In this scheme, Agent 1 maps the bit sequence ‘00’ to the complex number 1− 0.5j, i.e., M1(‘00’)
= 1 − 0.5j. Agent 2 demodulates this as the bit sequence ‘11’, i.e., D2(M1(‘00’)) = ‘11’ ̸= ‘00’.
However, this mismatch is reversed when the round-trip is completed. Agent 2 modulates ‘11’ as
0− 1j, and Agent 1 demodulates this as ‘00’. Thus D1(M2(D2(M1(‘00’))) = ‘00’.

Loss Passing: Half-Trip

Now, we remove the restriction that information can only be shared over the channel during
training and allow the agents to magically pass losses back and forth. The loss passing
protocol, as used in previous work such as [190], is detailed in Fig. 2.5 and Alg. 3. There is
no longer a need for an echo from the second agent since the speaker’s modulator receives a
loss value directly from the second agent’s demodulator. This results in two major changes:
a full training update can be completed after only a half-trip, and the speaker’s modulator
is optimizing for the echoer’s demodulator performance directly.

In the EPP and ESP protocols, the speaker’s modulator has to optimize for the per-
formance of the speaker’s demodulator, only indirectly addressing the performance of the
echoer’s demodulator. The LP protocol allows the speaker’s modulator to directly optimize
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Figure 2.4: Echo with Shared Preamble: Round-Trip.
In the ESP protocol, the preamble p is modulated and sent from Agent 1 across the channel to Agent
2 and is demodulated as p̂. Using the shared preamble, Agent 2 performs a gradient update on its
demodulator and also modulates and sends back an echo, an estimate of the preamble it received,
p̂, through the channel back to Agent 1. Agent 1 then demodulates the echo as p̃ and does a policy
update of its modulator using the bit loss between the original preamble p and estimate of the
echo p̃. Agent 1 and Agent 2 then switch roles and repeat the process. All implementations for
the modulator currently use a Gaussian policy with mean and variance estimated by a function
approximator as described in Section 2.6.

for the performance of the echoer’s demodulator since the speaker has access to the relevant
loss values. Although the speaker’s modulator still has to use reinforcement learning rather
than supervised learning to perform parameter updates, we expect the agents to be able to
train much faster when using loss passing.

Gradient Passing: Half-Trip

If we further allow the agents to share gradients during training, the system can naturally be
treated as an end-to-end autoencoder5 with channel noise introduced between the encoding
and decoding sections. This method was employed successfully in [23]. Our version of such
an autoencoder-based training protocol, which we call the GP protocol, is explained in detail
in Fig. 2.6 and Alg. 4.

As in the LP protocol, the speaker’s modulator can be trained after only a half-trip
because it has access to feedback from the echoer’s demodulator. Instead of using reinforce-
ment learning to train a Gaussian policy, however, the speaker in GP trains its modulator to

5For classic modulators/demodulators, we were able to generate gradient updates by treat-
ing/approximating the modulator or demodulator as a differentiable function.
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Algorithm 2 Echo Protocol with Shared Preamble

procedure ESP(Agent 1, Agent 2)
Speaker ← Agent 1
Echoer ← Agent 2
while training do

p← n random bits ▷ p is known to Speaker and Echoer
µ, σ2 ←M(p; θs) ▷ Speaker generates parameters for its Gaussian policy using p
s← N (µ, σ2I) ▷ Speaker modulates by sampling from this distribution
ŝ← f channel(s)
p̂← D(ŝ;ϕe) ▷ Echoer demodulates received symbols
ϕ′
e ← ϕe + ∆ϕe(ŝ, p̂, p) ▷ Cross-entropy loss gradient update for echoer’s demod

µ, σ2 ←M(p̂; θe) ▷ Echoer generates parameters for its Gaussian policy using p̂
s̃← f channel (N (µ, σ2I)) ▷ Echoer modulates by sampling from this distribution
p̃← D(s̃;ϕs)
θ′s ← θs + ∆θs(s, p̃, p) ▷ Policy gradient update for speaker’s mod
Speaker ←→ Echoer ▷ Agents switch Speaker and Echoer roles

end while ▷ The Echoer’s demodulator updates, not the Speaker’s
end procedure

encode bits directly as complex numbers, and the gradients from the echoer’s demodulator
are used for supervised learning updates.

2.5 Alienness of Agents

How can we determine if the EPP is universal? We need to determine if it allows us to learn
to communicate with strangers. There are, in principle, three kinds of agents (strangers)
that we might encounter with which we might wish to learn to communicate:

1. A fixed agent that knows how to communicate;

2. A learning agent that does not know how to communicate yet but is cooperative and
willing to learn; or

3. An agent that does not know and will not learn how to communicate.

The Classic agent uses a fixed modulation scheme known to be optimal for AWGN
channels for the given modulation order, e.g., QPSK for 2 bits per symbol, 8PSK for 3 bits
per symbol, and 16QAM for 4 bits per symbol [6]. This is an example of an agent of the
first kind. An example agent of the second kind is one that uses a function approximator for
its modulator and demodulator, which can be trained. We consider Neural agents, which
use neural networks as function approximators, and Poly agents, which use polynomials as
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Figure 2.5: Loss Passing: Half-Trip.
In the LP protocol, the preamble p is modulated and sent from Agent 1 across the channel to Agent
2, where it is demodulated as p̂. Using the shared preamble, Agent 2 performs a gradient update
for its demodulator and shares a scalar bit loss value with Agent 1. Agent 1 then uses this bit loss
to perform a policy update of its modulator. Note that the loss is not passed through the channel.
All implementations for the modulator currently use a Gaussian policy with mean and variance
estimated by a function approximator as described in Section 2.6.

Algorithm 3 Loss Passing: Half-Trip

procedure LP(Agent 1, Agent 2)
Speaker ← Agent 1
Echoer ← Agent 2
while training do

p← n random bits ▷ p is known to Speaker and Echoer
µ, σ2 ←M(p; θs) ▷ Speaker generates parameters for its Gaussian policy using p
s← N (µ, σ2I) ▷ Speaker modulates by sampling from this distribution
ŝ← f channel(s)
p̂← D(ŝ;ϕe) ▷ Echoer demodulates received symbols
ϕ′
e ← ϕe + ∆ϕe(ŝ, p̂, p) ▷ Cross-entropy loss gradient update

L← p̂⊕ p
θ′s ← θs + ∆θs(s, L, p) ▷ Policy gradient update
Speaker ←→ Echoer ▷ Agents switch Speaker and Echoer roles

end while ▷ Only a half-trip is required for updates
end procedure

function approximators. We ignore the agents of the third kind since it is impossible to learn
to communicate with such agents.

Note that there are several other examples of agents. A learning agent that has been
pre-trained and frozen behaves like a fixed agent. We can, in principle, have learning agents
with decision tree or nearest neighbor-based function approximators. However, this work
is restricted to Classic, Neural, and Poly agents. Details about these agents, including the
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Figure 2.6: Gradient Passing: Half-Trip.
In the GP protocol, the preamble p is modulated and sent from Agent 1 through the channel to
Agent 2 and is demodulated as p̂. Using the shared preamble, the modulator of Agent 1 and the
demodulator of Agent 2 are updated using the cross entropy loss.

Algorithm 4 Gradient Passing: Half-Trip

procedure GP(Agent 1, Agent 2)
Speaker ← Agent 1
Echoer ← Agent 2
while training do

p← n random bits ▷ p is known to Speaker and Echoer
s←M(p; θs) ▷ Speaker modulates p directly
ŝ← f channel(s)
p̂← D(ŝ;ϕe) ▷ Echoer demodulates received symbols
ϕ′
e ← ϕe + ∆ϕe(ŝ, p̂, p) ▷ Cross-entropy loss gradient update

θ′s ← θs + ∆θs(s, p,∆ϕe) ▷ Gradient update
Speaker ←→ Echoer ▷ Agents switch Speaker and Echoer roles

end while ▷ The Speaker performs a gradient-loss update
end procedure

hyperparameters used and training methods employed, are provided in Appendix B.
WE perform experiments by pairing two agents with different levels of alienness, where

alienness is determined by:

1. Whether they are fixed agents or learning agents (e.g., Neural-and-Classic matchup)

2. The class of function approximators used by the learning agents. We denote such
agents as “Aliens” (e.g. Neural-and-Poly).

3. The random initialization and hyperparameters used by two learning agents using the
same class of function approximators. WE denote agents that use the same class of
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function approximators but different random initialization and hyperparameters as
“Self-Aliens” (e.g. Neural-and-Self-Alien).

4. The random initialization used by two learning agents using the same class of function
approximators and the same hyperparameters. WE denote agents that differ only in
random initialization as “Clones” (e.g. Neural-and-Clone).

Results for these experiments that portray the effect of different levels of alienness on the
performance of the EPP protocol are provided in Section 2.7.

2.6 Experiments

In addition to the effects of different levels of information sharing and alienness, modulation
order, training SNR, and modulator constellation power constraints are other factors that
affect the performance of our learning protocols.

Modulation Order and Training Signal to Noise Ratio

Modulation order, determined by the bits per symbol (bps) used, determines the number of
unique symbols that can be sent and received. A bps of b corresponds to 2b unique symbols.
For instance, for bps = 2, we have 4 unique symbols: ‘00’, ‘01’, ‘10’, and ‘11’. We consider
settings where bits per symbol is either 2, 3, or 4. For Classic agents, bps determines the fixed
scheme, optimal for AWGN channels, used as a baseline. These are provided in Table 2.1 and
visualized in appendices of the published work. For Neural and Poly agents, bps determines
the size of the inputs and outputs of the modulator and demodulator. Details about this are
provided in Appendix B.

Since higher modulation orders have higher bit error rates (BERs) at the same SNR,
we must determine an appropriate SNR to use for training and testing to provide a fair
comparison between different modulation orders. We do this by selecting the SNR based on
the round-trip BER achieved using the baseline (classic) schemes. Most experiments use a
training SNR corresponding to a BER of 1%, and all experiments test on SNRs corresponding
to BERs ranging from 0.001% to 10% as described in Table 2.1. We explore the effect of
modulation order and training SNR on the performance of EPP protocol in Appendix C.1.

Constellation Power Constraints

As described in Section 2.3, the modulator maps symbols (bits) into complex numbers, i.e.,
points on the complex plane. Due to the presence of the AWGN channel, it is optimal to
place these points as far away as possible to minimize the likelihood of an error. Thus, to
get non-degenerate solutions we must impose a constraint on how far these points can be
from the origin. Note that this is similar to a real-world constraint on power used by a radio
system.
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Bits Per
Symbol

# Constell.
Points

SNR Corresponding to Round-trip BER of

0.001% 0.01% 0.1% 1% 10%

QPSK 2 4 13 dB 12 dB 10.4 dB 8.4 dB 4.2 dB
8PSK 3 8 18.2 dB 17 dB 15.4 dB 13.2 dB 8.4 dB
16QAM 4 16 20 dB 18.8 dB 17.2 dB 15.0 dB 10.4 dB

Table 2.1: SNRs corresponding to round-trip BER values.
The SNR-to-BER mappings are used to set test and train SNRs for performance measurements. The
SNR corresponding to 1% BER (shaded column) is the default training SNR for all experiments.

we introduce a hard power constraint by requiring that the modulator outputs have an
average power of less than 1. we experimented with other soft power constraints by including
a penalty term in the loss function based on the power used while training but chose not to
use it in the end. For simulations, we observed that a hard power constraint was sufficient
and, more importantly, did not require tuning the hyperparameter corresponding to the
weight of the power penalty.

Training

For the Neural and Poly learning agents, the demodulator is trained using supervised learning
with cross-entropy loss. In the GP protocol, the modulator output is equal to the output
of the underlying function approximation, and its parameters are updated using supervised
learning. In the EPP, ESP, and LP protocols, the modulator employs a Gaussian policy.
The modulator output is sampled from a Gaussian distribution with mean and variance
determined by the output of the underlying function approximation, whose parameters are
updated using vanilla policy gradients. More details about the update procedure are provided
in Appendix B.

We conduct multiple trials using different random seeds for each experiment to accurately
estimate the performance of the protocols and agents. An experiment fixes the learning
protocol, the agent types, training SNR, and modulation order. Each trial is run for a
maximum number of training iterations that we determine empirically for each experiment.
Easier learning tasks are run for fewer iterations to speed up the simulations.

Note that instead of measuring training iterations, we can also measure the number of
preamble symbols transmitted. These two measurements are related via the preamble length
- the number of symbols in the preamble. For all experiments, we set the preamble length to
256 symbols to allow for a fair comparison. This also reduces the relative cost of overheads
in the implementation on real hardware radios. Certain protocols and modulation orders
require fewer transmitted symbols to achieve good performance. Details about the maximum
iterations (and thus maximum number of preamble symbols transmitted) can be found in
Appendix F, and in the code itself at [195].
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Evaluation

How do we determine the metrics that should be used to measure the performance of a
learning protocol? These metrics should allow for a fair comparison across different protocols
(GP, LP, ESP, and EPP) and must be informative in determining the effect of different
levels of information sharing, alienness, and modulation order on the learning task. We
are primarily interested in quantifying ‘efficiency’, how long the protocol takes to learn a
modulation scheme, and ‘robustness’, how reliably the protocol learns this scheme.

First, we must decide on a metric to determine if the learned modulation scheme is
‘good.’ Bit error rate (BER) is a natural choice in communication settings, but since we
have two agents, we must determine whether to measure cross-agent BER (half-trip BER)
or round-trip BER. In the GP, LP, and ESP protocols, both cross-agent and round-trip
BER are indicative of performance. In the EPP protocol, since the two agents have no
shared preamble, measuring cross-agent BER is not a good indicator of performance since
the two agents may have different bit interpretations of the same modulated symbol, as
described in Section 2.4. However, round-trip BER is a valid measure of performance in this
case. Consequently, we choose the round-trip BER to allow for a fair comparison between
different protocols. Note that when measuring the BER to evaluate performance of agent(s),
instead of sampling from the Gaussian policy, the modulators deterministically use the mean
of the Gaussian policy. This avoids introducing additional errors from “exploration.”

Next, we must determine the SNR that we measure the round-trip BER at and whether
the measured BER is indicative of good performance. As discussed in Section 2.6, we decide
on the test SNRs based on the modulation order depending on the performance of the
baseline.
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Figure 2.7: Example dB-off-optimal calculation.

To determine if the measured BER is indicative of good performance, we measure the
metric ‘dB-off-optimal,’ illustrated in Fig. 2.7. To compute this metric, we first measure
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the test BER achieved by a protocol at the SNR where the corresponding baseline scheme
achieves 1% BER. Then, we compute the difference between this SNR(dB) and the minimum
SNR(dB) required for the baseline scheme to achieve the measured BER. We measure this
at different stages of the learning process corresponding to different numbers of preamble
symbols transmitted.

Using the round-trip BER and dB-off-optimal metrics, we look at the following two
graphs:

1. Round-trip BER vs SNR
Here, we plot order statistics of the round-trip BER achieved by the learning protocol
after it has converged or reached the maximum number of iterations allowed in the
setup alongside that achieved by the baseline. This graph measures the limit of BER
performance of our protocols subject to the maximum number of training iterations
symbols we allow. Fig. 2.10a is a representative example.

2. Fraction of trials that are 3 dB off optimal
Here, we plot the fraction of trials that achieve dB-off-optimal values of less than 3 vs
the number of preamble symbols transmitted. This shows how robustly and how fast
the agents learn the modulation scheme. Fig. 2.10b is a representative example.

Neither of these metrics is novel on its own; however, we are unaware of works that report
both metrics. Our contribution is to combine these metrics to understand the performance
of a learning protocol.

2.7 Results

In our experiments we consider the following agents: Classic, Neural-fast, Neural-slow, Poly-
fast, and Poly-slow. The Neural-fast and Neural-slow agents (similarly Poly-fast and Poly-
slow) are Self-Aliens; they share the same architecture but differ in learning rates and ex-
ploration parameters. They are named with -fast or -slow depending on their relative mod-
ulation scheme learning times using the EPP protocol when paired with a clone. To choose
hyperparameters for the agents, we performed coarse hand-tuning for the EPP protocol in
the Agent-and-Clone setting and used the same hyperparameters for the ESP and LP pro-
tocols. The hyperparameters chosen this way were sufficient to obtain performance close
to the baseline in terms of BER for all of these protocols in the Agent-and-Clone setting.
However, for the GP protocol, we observed that using the same hyperparameters as EPP
led to sub-optimal performance, and thus, we tuned parameters separately for the GP case.
While tuning hyperparameters, we further ensured that Poly-fast-and-Poly-fast had similar
convergence times to Neural-slow-and-Neural-slow. It is known that hyperparameters mat-
ter, and finding good hyperparameters is hard (see, for example, [228]). However, we trust
our conclusions about the relative performance of protocols in these experiments because we
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see order of magnitude differences across many trials. Hyperparameters for each agent are
listed in Appendix G.

We categorize the different pairings based on the different levels of alienness introduced
in Section 2.5 as follows:

1. Agent learning to communicate with its clone (Agent-and-Clone): Neural-fast-and-
Neural-fast, Neural-slow-and-Neural-slow, Poly-fast-and-Poly-fast, Poly-slow-and-Poly-
slow.

2. Agent learning to communicate with its self-alien (Agent-and-Self-Alien): Neural-fast-
and-Neural-slow, Poly-fast-and-Poly-slow.

3. Agent learning to communicate with an alien: Neural-fast-and-Poly-slow, Neural-fast-
and-Poly-fast, Neural-slow-and-Poly-slow, Neural-slow-and-Poly-fast, and any agent
with a Classic.

The experiments in this section use 2 bits per symbol and train at 8.4 dB SNR, corre-
sponding to 1% BER for the QPSK baseline. Tables 2.2 and 2.3 contain numerical results
for the experiments on the effects of information sharing and alienness on the performance of
modulation learning schemes. The following subsections present additional figures and dis-
cuss the meaning of these results. Experiments on the effect of modulation order and training
SNR on the performance of the ESP and EPP protocols can be found in Appendix E.

Neural Mod,
Classic Demod

Poly Mod,
Classic Demod

Neural Mod,
Neural Demod

Poly Mod,
Poly Demod

Gradient Passing 2048 3328 2048 5632
Loss Passing 5888 9984 2816 20736

Table 2.2: Number of symbols exchanged before ≥ 90% of trials reached 3 dB-off-optimal
BER, GP and LP.
Using 8.4 dB test SNR with various combinations of modulator and demodulator type and 2 bits
per symbol. As expected, the results show learning using the GP and LP protocols to be fast
(compared to ESP and EPP in Table 2.3). Furthermore, the GP protocol converges faster than
equivalent experiments using LP. Gradients can carry more supervisory information than scalar
loss values, so it makes sense for GP to be a more effective learning protocol.

Effect of Information Sharing

In this first set of experiments, we explore the effect of information sharing on our learn-
ing protocols. We seek to quantify the value of shared information and understand the
performance trade-off incurred by reducing shared information, or supervision, in the ESP
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Agent 2
Classic Neural-fast Neural-slow Poly-fast Poly-slow

Agent 1

ESP
Neural-fast 19456 25600 - 206336 -
Poly-fast 105472 - - 347648 -

EPP
Neural-fast 18432 115200 528384 404480 528384
Neural-slow 137728 - 528384 768000 690176
Poly-fast 107520 - - 528384 690176
Poly-slow 176640 - - - 690176

Table 2.3: Number of symbols exchanged before ≥ 90% of trials reached 3 dB-off-optimal
BER, ESP and EPP.
Using 8.4 dB test SNR with various agent types and 2 bits per symbol. An order of magnitude
more symbols have to be exchanged before the learning agents converge compared to the GP and
LP protocols in Table 2.2. Learning with a fixed agent (Classic) is much easier than a clone learning
agent, with convergence happening 1.3 − 3.3× faster for ESP and 3.8 − 6× faster for EPP. The
extra shared information in ESP seems to compensate for the increased difficulty of learning with
another learning agent.

protocol. For this, we primarily consider the case of an agent learning to communicate with
its clone. We choose this case because, to succeed at learning to communicate with others,
one must first be able to communicate with (a copy of) oneself.

Figure 2.8 compares the performance of the GP, LP, ESP and EPP protocols for a
Neural agent learning to communicate with its clone. From the round-trip BER curves in
Figure 2.8a, we observe that all protocols achieve similar values for the median BER and
upper and lower percentiles. Furthermore, the median BER is close to the QPSK baseline.
This is one of the main results of this work. EPP can perform as well as ESP, LP
and GP and achieve performance close to an optimal baseline. From Figure 2.8b,
we observe that all protocols are robust, with the fraction of trials that converge going to 1
after sufficient preamble symbols are exchanged. The EPP protocol needs the most preamble
symbols to converge, followed by the ESP protocol, and both these protocols take a much
larger number of preamble symbols to converge than the GP and LP protocols. Thus, we
conclude that with decreasing amounts of information sharing, it takes longer to learn to
communicate, highlighting the value of shared information.

Tables 2.2 and 2.3 tabulate the number of preamble symbols that have to be exchanged
for more than 90% of trials to converge within 3 dB-off-optimal for the different protocols.
From these tables, we see that there is an order of magnitude or more difference in the
number of preamble symbols required between the protocols that use a side channel (GP
and LP) and ones that don’t (ESP and EPP). we performed similar experiments using Poly
agents and observed the same behavior, included in Appendix C.
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Figure 2.8: Effect of Information Sharing, Neural-fast-and-Neural-fast.
The BER plot (a) shows that all protocols achieve BER close to the QPSK baseline. From the
convergence plot (b), we observe that EPP is much slower than ESP, which in turn is an order of
magnitude slower than LP and GP. Protocols with greater information sharing (thus supervision)
lead to faster convergence.

In the rest of the experiments, we determine the effect of alienness on the EPP protocol
to address the universality of the Echo protocol.

Effect of Alienness

We explore the effects of alienness with the following cases:

1. Learning with fixed: An agent learning to communicate with a fixed agent. (Neural-
fast, Neural-slow, Poly-fast, Poly-slow and Classic.)

2. Learning with clone: An agent learning to communicate with its clone. (Neural-fast
and Neural-fast, Neural-slow and Neural-slow, Poly-fast and Poly-fast, Poly-slow and
Poly-slow.)

3. Learning with self-alien: An agent learning to communicate with its self-alien. (Neural-
fast and Neural-slow, Poly-fast and Poly-slow.)

4. Learning with alien. An agent learning to communicate with an alien (Neural-slow
and Poly-fast, Neural-fast and Poly-slow.)
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We are primarily interested in answers to the following questions:

1. Is it possible to learn to communicate with self-aliens and alien agents using the EPP
protocol?

2. Is it intrinsically more difficult to learn to communicate with aliens or self-aliens than
to learn with clones?

3. Can we say something about the performance of the EPP protocol with alien agents
based on the individual performances when trained with clones? (e.g Can we say
something about the performance of Neural-slow-and-Poly-fast by looking at the per-
formances of Neural-slow-and-Neural-slow and Poly-fast-and-Poly-fast?)

Learning with Fixed Agents

we first address the question of whether it is possible for learning agents to learn to commu-
nicate with fixed agents. This is important since we are likely to encounter agents that use
fixed modulation schemes in the real world, and our learning agent must be compatible with
them. To do this, we run experiments with a Neural agent learning to communicate with
a fixed Classic agent, Neural-fast-and-Classic. After confirming that learning agents can
work with fixed Classic agents, we compare this to the case when a Neural agent trains with
another learning agent. In particular, we examine whether learning to communicate with
a clone is harder than learning to communicate with a fixed agent and whether increasing
alienness (self-alien and completely alien) further increases the difficulty of the task.

Figure 2.9 compares the performance of the GP, LP, ESP and EPP protocols for a Neural
agent learning to communicate with a Classic agent. From the round-trip BER curves
in Figure 2.9a, we observe that all protocols achieve round-trip BER close to the QPSK
baseline. Figure 2.9b shows the EPP and ESP protocols have similar convergence behavior
but are an order of magnitude slower than the GP and LP protocols. All protocols lead to
robust convergence. Furthermore, comparing against Figure 2.8b, we see that learning to
communicate with a Classic agent is much easier than learning to communicate with a clone
learning agent. Table 2.3 shows a difference in convergence speed of up to 5.5× between these
two cases when using the EPP and ESP protocols. This matches what we expect intuitively
since when both agents are learning, each agent is trying to improve its own behavior and
simultaneously track the behavior of the other agent. When one agent is fixed, the learning
agent only has to match a static behavior. Graphical results for a Poly agent learning to
communicate with a Classic agent can be found in Appendix C.

Learning with Self-aliens

Figure 2.10 compares learning with clones to learning with a self-alien for Neural agents
using the EPP protocol. Here, we have one “fast” agent and one “slow” agent, defined based
on speed of convergence when paired with a clone. From the BER curves in Figure 2.10a,
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Figure 2.9: Learning to communicate with a fixed agent, Neural-fast-and-Classic.
The BER plot (a) shows that all protocols achieve BER close to the QPSK baseline. From the
convergence plot (b), we observe that EPP and ESP have similar convergence behavior and are an
order of magnitude slower than LP and GP. For the ESP and EPP protocol, convergence is much
faster than when learning with a clone (Figure 2.8).

we see that all cases achieve round-trip accuracy close to the QPSK baseline. From the
convergence plot in Figure 2.10b, we make an interesting observation. The fast agent helps
the slower agent to learn more quickly, resulting in convergence times for the self-alien pairing
in between those of the clone pairings. This is very encouraging since it suggests that not
only is learning with self-aliens possible, it can also be faster than learning with clones for
a slow agent. We repeated this experiment using Poly agents and found similar behavior,
shown in Appendix C.2.

Learning with Aliens

Next, we compare learning with aliens to learning with clones. Figure 2.11 depicts the results
for the case where a Neural and Poly agent that show similar convergence behavior when
learning with a clone are paired with each other. From the BER curve in Figure 2.11a, we
see that the Neural agent when paired with a clone has slightly lower BER than the Poly
agent paired with a clone. More importantly, the BER for the alien pairing is very similar
to the others and close to the QPSK baseline. From the convergence plot in Figure 2.11b,
we see that when the two clone pairings show similar convergence behavior, the alien pairing
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Figure 2.10: Learning with clones (Neural-fast-and-Neural-fast, Neural-slow-and-Neural-
slow) compared to learning with self-alien (Neural-fast-and-Neural-slow) using the EPP pro-
tocol.
The BER plot (a) shows that the round-trip BER for Neural-slow-and-Neural-slow is slightly lower
than the others, but all BERs are close to the QPSK baseline. From the convergence plot (b), we
observe that Neural-fast-and-Neural-fast is much faster than Neural-slow-and-Neural-slow. How-
ever, pairing Neural-fast with Neural-slow helps the latter learn faster, resulting in a convergence
time for Neural-fast-and-Neural-slow between those of the clone pairings.

does not deviate. This is another main result of this work. Learning to communicate
with an alien agent using EPP is not intrinsically more difficult than learning
with a clone.

In the next experiment we investigate whether it is possible for an agent to learn to
communicate with an alien agent when the two agent types have vastly different convergence
behaviors while learning with clones. From the BER curve in Figure 2.12a, we see that the
two clone pairings have round-trip error rates close to the QPSK baseline. Interestingly,
Figure 2.12b shows that the alien pairing always learned a good modulation scheme even
though the Poly-slow-and-clone pairing occasionally failed. The alien pairing convergence
speed lies in between the two clone pairings. These results suggest that a fast, reliable agent
can help a slow agent, alien or not, learn more quickly and more robustly. This phenomenon
is not unique to the EPP protocol, as can be seen from results with the ESP protocol in
Appendix C. Another interesting result from this experiment found in Table 2.3 is that for
ESP the difference between convergence times for Neural-and-Classic and Neural-and-Clone



CHAPTER 2. INTERACTIVE SUPERVISION FOR LEARNING WIRELESS PHY 39

4 6 8 10 12 14
SNR (dB)

10
5

10
4

10
3

10
2

10
1

R
ou

nd
-tr

ip
 B

E
R

Median BER Curves

Neural-slow and Neural-slow
Neural-slow and Poly-fast

Poly-fast and Poly-fast
QPSK Baseline

(a) Round-trip median BER. The error bars re-
flect the 10th to 90th percentiles across 50 trials.
All agents are evaluated at the same SNR, but
error bars have been dithered for readability.

10
3

10
4

10
5

10
6

Number of preamble symbols transmitted

0.0

0.2

0.4

0.6

0.8

1.0

Fr
ac

tio
n 

of
 T

ria
ls

 C
on

ve
rg

ed
 w

ith
in

 3
 d

B

Fraction of Trials within 3 dB

Neural-slow and Neural-slow
Neural-slow and Poly-fast

Poly-fast and Poly-fast

(b) Convergence of 50 trials to be within 3 dB-
off-optimal at testing SNR 8.4 dB.

Figure 2.11: Learning with clones (Neural-slow-and-Neural-slow, Poly-fast-and-Poly-fast)
compared to learning with an alien (Neural-slow-and-Poly-fast) using the EPP protocol.
Here, the Neural-slow and Poly-fast agents have similar convergence behavior when paired with a
clone. The BER plot (a) shows that in all cases, the BER achieved is close to the QPSK baseline.
From the convergence plot (b), we observe that when both clone parings show similar convergence
behavior, the alien pairing also has the same behavior. Learning to communicate with an alien is
not intrinsically more difficult than learning to communicate with a clone.

(and similarly for Poly-and-Classic and Poly-and-Clone) is smaller than for EPP. This could
be partially because the hyperparameters were tuned for the EPP agent-and-clone setting,
but also suggests that as we increase information sharing, the performance gap between
learning with fixed agents and other learning agents shrinks.

We can now provide answers to the questions we raised at the start of this subsection. It is
possible to learn to communicate with self-aliens and aliens using the EPP protocol. In fact,
neither of these tasks is intrinsically more difficult than learning with a clone. Furthermore,
a self-alien/alien pairing shows convergence behavior between the two clone pairings. A
fast agent paired with a slower agent can help the slow agent learn faster. An interesting
experiment would be to map out the conditions where these observations continue to hold.
Can learning become impossible if the difference in convergence behavior of the two agents
is large enough? Can two agents have convergence behaviors that are similar, but differ so
fundamentally in the way they learn that they fail to learn in the alien setting? We leave
this as an area for future research.



CHAPTER 2. INTERACTIVE SUPERVISION FOR LEARNING WIRELESS PHY 40

4 6 8 10 12 14
SNR (dB)

10
5

10
4

10
3

10
2

10
1

R
ou

nd
-tr

ip
 B

E
R

Median BER Curves

Neural-fast and Neural-fast
Neural-fast and Poly-slow

Poly-slow and Poly-slow
QPSK Baseline

(a) Round-trip median BER. The error bars re-
flect the 10th to 90th percentiles across 50 trials.
All agents are evaluated at the same SNR, but
error bars have been dithered for readability.

10
3

10
4

10
5

10
6

Number of preamble symbols transmitted

0.0

0.2

0.4

0.6

0.8

1.0

Fr
ac

tio
n 

of
 T

ria
ls

 C
on

ve
rg

ed
 w

ith
in

 3
 d

B

Fraction of Trials within 3 dB

Neural-fast and Neural-fast
Neural-fast and Poly-slow

Poly-slow and Poly-slow

(b) Convergence of 50 trials to be within 3 dB-
off-optimal at testing SNR 8.4 dB.

Figure 2.12: Learning with clones (Neural-fast-and-Neural-fast, Poly-slow-and-Poly-slow)
compared to learning with an alien (Neural-fast-and-Poly-slow) using the EPP protocol.
Here, the Neural-fast and Poly-slow agents have vastly different convergence behavior when paired
with a clone. The BER plot (a) shows that in all cases, the BER achieved is close to the QPSK
baseline. From the convergence plot (b), we observe that when the clone pairings have vastly
different convergence behavior, the alien pairing shows convergence behavior somewhere in between.
All alien pairings converged to within 3 dB-off-optimal, even though the Poly-slow with clone failed
at least once. The robustness of the Neural-fast learner may have helped the Poly-slow agent
converge more reliably.

2.8 Implementation in Software-Defined Radios

To corroborate our simulation results, we implement the ESP (2.4) and EPP (2.3) protocols
on Ettus USRP software-defined radios (SDRs) using GNU Radio [229]. The goal of this
implementation is not to provide a real-time implementation of the Echo protocol since,
in general, the real-time components of radio communications are implemented in ASICs,
and even software components are run in special real-time operating systems to achieve
deterministic or bounded latencies. The focus of this work is to learn modulation schemes,
so the primary goal of the GNU Radio implementation is to demonstrate that the learning
protocols work not only in simulations but also when trained in real, physical systems with
all the imperfections that implies. Other work such as [204] and [205] has also demonstrated
that end-to-end learning of communication schemes is possible over the air in real radio
systems. Other components of radio communications, such as channel equalization and error
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correction coding, are left for future work. Only after all of these processing components
have been addressed will it be necessary to have real-time hardware implementations of
components such as modulation learning.

Additional Processing

The GNU Radio implementation attempts to abstract away the details of packet transmis-
sion, reception, and non-AWGN channels to provide as close an approximation as possible to
the training environment of the previous sections. The implementation corrects for carrier
frequency offset (CFO), multitap channels, and arbitrary packet arrival times using several
algorithms implemented with NumPy [230]. We detect packets using correlation against
a fixed prefix and constant false alarm rate detection [231]. CFO and channel effects are
corrected using the same prefix. We perform coarse sample timing synchronization by up-
sampling to two samples per symbol for transmission, then downsampling after the start of
the packet has been detected.

The additional processing adds significant overhead to each round-trip training cycle.
The results from a typical run with a 50-unit single hidden layer modulator and demodulator
and 256 symbols per preamble are shown in Table 2.4. As shown in the table, the packet
wrapper comprises more than one-third of the execution time during a run. In addition to
the computation time, the GNU Radio implementation introduces latency by sending data
between packet processing blocks and modulator or demodulator blocks.

Neural
Modulator

Neural
Demodulator

Packet
Processing

Median Processing
Time (ms)

13.4 26.1 20.6

Percent of Execution
Time

22.3 43.3 35.8

Table 2.4: Average execution times for Neural agent training update and GNU Radio wrap-
per processing.
The additional processing required for transmission over USRP radios is about 1/3 of the total
execution time. These times do not account for the additional latency of moving data between
components of the GNU Radio processing chain.

Training Procedure Modifications

Constraints introduced by running on physical radios required several changes to the Neural
agent training procedure before we could successfully train these agents. The constraints
and the modifications necessary to overcome them are detailed in Sections 2.8 and 2.8.
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Maximum Transmit Amplitude

Signals sent through USRP radios cannot exceed a maximum amplitude, and any signals
sent to the radio that exceed this amplitude are silently clipped to the maximum amplitude.
However, the EPP implementation in our simulations only restricts the average energy of a
constellation. This means that any individual constellation point can have almost arbitrarily
large amplitude, and exploration can drive the amplitude of a transmitted symbol even
higher. It turns out that clipping a significant number of transmitted symbols breaks the
training process for neural modulators, and they never converge to a reasonable constellation.
To prevent clipping, we restrict the average power of a constellation during training to
significantly less than the radio’s cap and rely on the vast majority of symbols that are not
clipped to produce good training feedback.

Because we control the environment for the tests, we can ensure that we train and test
at the desired SNRs for any given constellation. However, in the real world, a system may
need to use all of its transmit power to achieve a usable SNR. In such a case, restricting
the average power of a constellation to less than the maximum would prevent learning from
taking place. we hope to address the problem of exploring out to a bounding box, without
exceeding it, while maintaining training performance in future work. Empirically, we have
observed that allowing transmit symbols to exceed the bounding box but applying a penalty
when outside the box results in oscillation about the limit as the penalty ‘strobes’ on and
off.

DC Offset Correction

USRP radios use an adaptive DC offset canceler in the receive chain, which causes the IQ
that the demodulator eventually receives to be centered around the origin, regardless of
the originally transmitted constellation. However, the base Echo implementation does not
place any restriction on the mean of a constellation. The most energy-efficient constellation
possible is always centered at the origin, so the constellations achieved after training are
approximately centered at the origin as well. Unfortunately, the constellation center com-
monly moves far from the origin during the training process before being forced back as the
constellation is optimized. This causes a significant DC offset in the transmitted signal. The
receive chain DC offset corrections change the round-trip feedback that a modulator receives
significantly enough that neural modulators fail to train.

The adaptive DC offset cancellation can be disabled, but this would require a calibration
period at the start of each run, or even after each received packet, to measure the true DC
offset and set the DC offset canceler manually. Instead, we explored methods of forcing the
constellations to be approximately centered while training. We settled on a loss term for the
squared magnitude of the constellation center — this was done individually at each agent
and so did not violate the spirit of the problem. See Appendix D for more details.
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Experiments

The radio experiments were conducted using two Ettus USRP X310 SDRs connected to each
other with SMA cables, as shown in Figure 2.13. 75 dB of attenuation was added between the
radios both to simulate path loss and to be able to achieve desired SNRs with the available
internal transmit and receive gains.

Radio 1 Radio 2

RF A

RF B

RF A

RF B

Echo 
Agent

Echo 
Agent

Figure 2.13: USRP radio connections.

We tuned hyperparameters for the radio experiments separately from the main simula-
tion hyperparameters because of the extra hyperparameter introduced for DC offset correc-
tion. We use these same hyperparameters in simulations when comparing with the radio
experiment results. After coarse hand-tuning, we achieved performance similar to Neural-
slow-and-clone. The hyperparameters are listed in the Appendix H. Each experiment was
run 20 times with random seeds at an SNR, which resulted in 1% round-trip BER for two
classic agents.

Echo with Shared Preamble Comparison

Figures 2.14 and 2.15 compare the performance of the GNU Radio implementation to sim-
ulations for ESP neural-clone training. Figure 2.14 shows that the additional processing
required to handle channel equalization and CFO correction requires 2 dB additional empir-
ical SNR to achieve the same baseline BER performance for classic agents. In Figure 2.14,
the agents trained on SDRs perform slightly worse relative to the baseline than agents trained
in simulation. Figure 2.15 shows that learning agents train at approximately the same rate
on SDRs as in simulation. Although the simulation curve comes from sampling one set of
seeds over time as they train, each data point on the software radio curve comes from a
separate set of seeds trained for a given amount of time. There is some variance in how
many seeds eventually converge, which causes the droop in the curve around 600,000 sym-
bols transmitted. For the ESP case with neural agents, the simulated performance is similar
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to that obtained while using SDRs. This is evidence in support of Echo style protocols being
practically implementable procedures for learning to communicate.
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Figure 2.14: Round-trip median bit error curves for Neural-and-Clone python simulation and
GNU Radio agents learning QPSK under the ESP protocol at training SNRs corresponding
to 1% BER.
Alongside the bit error curves of the learned modulation schemes is the baseline. In all cases,
modulation constellations are constrained as detailed in Section 2.8. Although 2 dB SNR extra
is required to achieve the same baseline performance due to processing losses in the GNU Radio
implementation, the trained agents show only slightly greater loss in performance against the
baseline than the pure simulation agents.

Echo with Private Preamble Comparison

Figures 2.16 and 2.17 compare the performance of the GNU Radio implementation to sim-
ulations for EPP neural-clone training. Apart from the additional SNR required to achieve
the same baseline performance, the trained neural agents show a similar spread in final BER
performance across SNRs. This is another main result of this work: EPP successfully
learns modulation schemes over the wire using SDRs.

Figure 2.16 compares the convergence rate for many trials with training time for the GNU
Radio implementation to simulation. Clearly, it takes longer for the GNU Radio agents to
converge to 3 dB off of optimal BER than the simulation agents, but the final proportion
of successful trials is similar. We speculate that there may be more noise in the feedback
given to agents during the GNU Radio training process than in the simulation training.
One potential source is quantization noise, which we had to address in the experimental
setup by introducing additional channel attenuation, then increasing receive gain. This
could slow down convergence by reducing the consistency of feedback without reducing its
average quality, i.e., some very good feedback mixed with poor feedback. Over time the
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Figure 2.15: Convergence of 50 simulation and 20 GNU Radio trials to be within 3 dB-
off-optimal (at testing SNR corresponding to 1% BER) of the corresponding baseline for
ESP trials of neural agent and clone at training SNR corresponding to 1% BER for QPSK
modulation.
The GNU Radio agents were only trained at 1% BER SNR, equivalent to SNR dB=8 among
the simulation curves. Unlike the simulation curve, which is sampled over time for one batch of
agents, the GNU Radio data points come from separate batches with different seeds. The dip in
performance around 600,000 symbols is a result of variance in how many seeds converge, not agents
losing performance after they have initially reached the performance threshold.

good feedback would prevail, since it will be self-consistent, whereas the poor feedback will
not be consistent and will eventually be averaged away. We will address this discrepancy
further in future work.

2.9 Conclusion

In this work, we studied whether the Echo protocol enables two agents to learn modulation
schemes with minimal information sharing and the impact of increasing supervision through
information sharing via co-design. We proposed a variation of the generic Echo protocol,
denoted EPP (Echo with private preamble), that assumes no shared knowledge apart from
knowledge of the echo protocol and the ability to perform turn-taking. We believe Echo is
the interactive counterpart to self-supervision. Self-supervision is a form of unsupervised
learning where data modalities such as image orientation or sentence content are used to
create labels for a pretext task, like ‘predict the image’s rotation’ or ‘fill in the missing
word’ [232], [233]. In Echo’s case, the task is to recover your own message.

To evaluate the cost of minimal information sharing, we explored a range of protocols
varying in the amount of information shared. We observed that reduced supervision via
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Figure 2.16: Round-trip median bit error curves for Neural-and-Clone python simulation and
GNU Radio agents learning QPSK under the EPP protocol at training SNRs corresponding
to 1% BER.
Alongside the bit error curves of the learned modulation schemes are the baselines. In all cases,
modulation constellations are constrained as detailed in Section 2.8 to constrain the average signal
power. Although 2 dB SNR extra is required to achieve the same baseline performance due to
processing losses in the GNU Radio implementation, the trained agents show similar loss in BER
performance compared to the baseline.

information sharing comes at the cost of slower convergence, meaning more symbols need
to be exchanged before a good modulation scheme is learned. A learning agent paired with
a clone can robustly learn a two bits per symbol modulation scheme in 2 × 103 symbols
if we allow gradient passing and in 3 × 103 symbols if we allow loss passing. Restricting
information sharing further, the number of symbols required to learn a scheme robustly goes
up exponentially. Allowing only sharing of preambles takes 2.5 × 104 symbols while the
case without shared preambles takes 105 symbols. It is important to remember that symbol
transmissions take time. Even if learning occurs instantaneously, at one megasymbol per
second, these values range from two milliseconds to a tenth of a second. Including learning
and inter-packet spacing will inflate these values accordingly. As long as learning times
remain short to human perception, there are many domains where a system can afford to
replace fixed standards with learning components at the cost of an imperceptible one-time
delay6.

Despite the increase in sample complexity, our results show that even with minimal
supervision through basic assumptions, agents can learn to communicate. The EPP protocol
is universal, in that it allows agents of diverse types to learn to communicate with each other,
and also works when one of the agents uses a fixed communication scheme.

6Even though the delay can be made short to human perception, it is large enough that we can not
afford it for every packet, unlike channel sounding preambles.



CHAPTER 2. INTERACTIVE SUPERVISION FOR LEARNING WIRELESS PHY 47

0 500000 1000000 1500000 2000000
Number of preamble symbols transmitted

0.00

0.25

0.50

0.75

1.00
Fr

ac
tio

n 
of

 T
ria

ls
 C

on
ve

rg
ed

 w
ith

in
 3

db
 o

ff

Computer Simulation
Software Radio

Figure 2.17: Convergence of 50 simulation and 20 GNU Radio trials to be within 3 dB-
off-optimal (at testing SNR corresponding to 1% BER) of the corresponding baseline for
EPP trials of Neural agent vs clone at training SNR corresponding to 1% BER for QPSK
modulation.
The GNU Radio agents were only trained at 1% BER SNR, equivalent to SNR dB=8 among the
simulation curves. Note that the GNU Radio agents take longer to converge to within 3 dB of
optimal, but after sufficient time a similar proportion of trials converge.

These results suggest that learning with “alien” agents is not intrinsically more difficult
than learning with agents of the same type. For instance, with the learning agents Neural-
slow and Poly-fast, the clone pairings (Neural-slow and Neural-slow, Poly-fast and Poly-
fast) as well as the alien pairing (Neural-slow and Poly-fast) require a very similar number
of training symbols of around 7 × 105 to robustly learn a modulation scheme. However,
learning to communicate with an agent that uses a fixed modulation scheme is much easier
with Neural-fast and Classic requiring only 104 symbols before a good scheme is learned.

In Appendix C, we investigated the performance of the learning protocols for higher
modulation orders and noticed that the difficulty of the learning task increases substantially
with modulation order. The number of preamble symbols that must be transmitted before a
good scheme is learned increases exponentially. Confirming the results of others ([23], [204]),
we observed that moderate levels of noise have a regularizing effect and facilitate learning
but too much noise can be detrimental to the learning process.

Overall, learned modulation schemes have a high cost in complexity and some cost in loss
of optimality for AWGN channels, relative to a human-designed optimal scheme. For simple
channels, it is possible to design a scheme that is provably optimal and has no cost in time
spent converging to a common method. Future work should extend this learning protocol
to more complex channels for which optimal schemes are not known. If it can achieve near-
optimal performance for a simple channel, there is hope it will also perform well on a harder
channel.



CHAPTER 2. INTERACTIVE SUPERVISION FOR LEARNING WIRELESS PHY 48

This work raises intriguing questions and opens up several exciting new avenues of re-
search. On the universality of the learning process, one might wonder if it is always possible
for two alien agents to learn to communicate with each other when each has the ability
to learn to communicate with a clone. What happens when these two agents have vastly
different convergence behaviors in terms of how fast they learn, measured in terms of the
number of preamble symbols transmitted? Is learning still possible? Or is there something
fundamental to the learning process that determines whether two agents can learn when
paired together and two agents with seemingly similar convergence behavior can fail to learn
to communicate with each other because their inherent learning behavior is different?

Future work will involve relaxing some of the most restrictive assumptions of this work.
Although the EPP protocol aims to share as little information as possible, currently, we
assume a fixed and known number of bits per symbol. Removing this assumption would be
a further step towards a complete learning protocol. In this work, a single pair of agents
take turns in perfect order, but in real-world environments there are likely to be many agents
with imperfect turn-taking. It will be important to explore how the Echo protocol works
with multiple agents, and when agents do not always echo the most recent message or even
echo at all.

Meta-Learning and Foundation Models for Inititalization

Meta-learning techniques have shown promise for decreasing the test-time sample complex-
ity of learning tasks and have enabled few shot learning in several applications [84], [108],
[234]. In PHY applications, meta-learning has been used for equalization [48], [49], de-
modulation [50], predict channel fading [235], adapt FEC codes [84], and learn end-to-end
communication models [32]. Can we apply meta-learning techniques to initialize learning
agents in a favorable state that allows them to learn to communicate with others much
faster than when initialized to a random state? Alternately, foundation models are trained
to be able to reliably perform many tasks when prompted. They are a counterpart to meta-
learning, where most training happens before test time, and prompts induce task-specific
outputs.

Indeed, the possibilities of meta-learning and foundation models open up an entire line of
research related to initialization and collaboration between devices in the modern edge-cloud
paradigm. Imagine a system where devices “booting up” in a new environment can query
the cloud for a good initial model to use with other devices in the local area so they can
vastly reduce the time required to optimize their communication behaviors. Then, the device
can publish its fine-tuned model back to the cloud infrastructure for use in a federated or
distributed learning algorithm to improve the base initialization for that local area. Perhaps
a pool of contributed fine-tuned models is maintained and used with a set of simulated
channels to update a “master” model that works with everyone in the pool instead. Such
a system would require answers to many questions. How do we learn a good initialization?
How specialized does an initialization need to be, i.e., can we use one global version or many
versions specialized for specific environments? What is the fallback if a device loses access
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to the cloud infrastructure? How do we include devices with varying amounts of processing
power and adaptability?

Can other parts of the communication pipeline, such as equalization and error-correcting
codes, be integrated into the learning process? Can all these processing stages be learned
end-to-end, and does that provide a benefit in terms of training time or communication
performance? End-to-end training might allow us to discover new communication strategies
for certain types of channels that beat the current best-known strategies for the channel.
Alternately, are there certain portions of the processing chain that simply work better with
pre-determined standard-based behaviors?

Potential Impact on Future Standards

Historically, communications standards are created by large committees involving players
from the government, industry, and academia. The standards have to specify nearly every
single behavior of a radio and every corner case to ensure interoperability — the true goal
driving the creation of a standard. The few aspects of a communication standard that
are left unspecified are components that, first, do not affect interactions with other agents
and, second, have incentives for anyone implementing the standard to get it right. One
example is equalization algorithms for the receiver. Pilot symbols are completely specified
so everyone knows what to expect, but the exact equalization algorithm (e.g., zero forcing,
MMSE equalization, or something more complicated) is left open to the implementer. As a
device maker, poor equalization translates to poor reception and, thus, worse performance
than a competing product. Thus, every device maker will implement a working equalization
algorithm because they face market incentives to do so.

Now that AI agents are nearly everywhere, assisting in coding, writing, creating images,
and more, a natural question is how AI can be integrated into standards and the standards
creation process. I envision a future of “light standards,” where standards provide only a
framework of behaviors for successful communication, and many of the details are left to
be learned by radios in situ. This would allow for faster updates of standards themselves,
which normally take years per iteration, and potentially faster iterations of devices because
fewer operations would be baked permanently into hardware. As mentioned previously, some
algorithms are left unspecified in standards already. A major direction for future work in
this area is what other algorithms can now be left unspecified for an AI component to learn,
relying on the implicit shared goal of cooperative communication to produce a successful
outcome. How much performance is gained or lost by introducing learning components at
each part of the PHY and higher layers? Is it more effective to have a fully specified base
protocol that bootstraps more powerful learned components, essentially enabling a feedback
path more like LP instead of ESP?

Integrating the cloud into the learning parts of a standard also offers new opportunities for
accelerating learning. Even if each device maker operates their own siloed cloud backend for
their devices, this opens up questions on what kinds of cooperative multi-agent exploration
and learning with centralized components can help versus the fully decentralized model in
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this work. Perhaps cloud-based cooperative learning can become another component of light
AI-enabled standards to let all participants share training data or models for mutual benefit.

Looking ahead, integrating AI-driven learning protocols into communications standards
represents a fundamental paradigm shift in how we approach wireless system design and
implementation. The demonstrated success of the Echo protocol, particularly in its EPP
variant, suggests that future communications systems could effectively balance predeter-
mined frameworks with adaptive learning capabilities, potentially revolutionizing how de-
vices interact and optimize their behavior in diverse operational environments. This evolu-
tion toward “light standards” and learning-enabled protocols may ultimately lead to more
resilient, adaptable, and efficient communication systems that can autonomously optimize
their performance across varying channel conditions and operational scenarios. Combined
with sensing and sharing information about the wireless environment (covered in the next
chapter), this line of work is a significant step towards true cognitive radios [17]. However,
realizing this vision requires careful consideration of the tradeoffs between flexibility and
interoperability, as well as systematic investigation of the optimal balance between fixed pro-
tocols and learned behaviors across different layers of the communication stack. The results
presented here serve as a foundation for this broader research agenda, demonstrating both
the feasibility and challenges of implementing learning-based approaches in next-generation
communication systems.
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Chapter 3

Environmental Supervision for
Automatic Sensing and Calibration

3.1 Introduction

The dynamic nature of modern radio spectrum usage presents unprecedented challenges and
opportunities in wireless networking. At the macro level, spectrum is a limited resource,
and it can be quite costly to relocate a large installed base of existing systems, leading
to increased interest in spectrum sharing [122], [236]. At the micro level, modern wireless
protocols such as 5G New Radio [237] include unprecedented control over frequency and
time allocations per user to meet the growing demands for data and user capacity with
limited infrastructure. The cognitive radio concept [17], involving both communication and
cooperation between radios about usage and non-cooperative sensing of the environment, is
well-positioned to address the challenges and take advantage of the opportunities the modern
spectrum sharing paradigm represents. At a high level, all of the decisions a cognitive radio
or wireless network makes rely on an accurate and precise understanding of the environment
around a node, both physically and with regard to other users and demands for capacity.

The most fundamental limitation to the performance of a radio is the channel through
which the signal is transmitted [185]. With perfect knowledge of the channel, a radio could
make optimal decisions about spectrum usage and modulation, coding, and other algorithm
selections. Alas, we live in an imperfect world and thus must rely on our own observations
of the world around us, feedback from our communication partners such as CSI measure-
ments [110], [120], [121], [237], and higher level measurements of channel usage and condi-
tions from spectrum monitoring networks. A cognitive radio would use each of these data
sources to supervise its decision-making process. The techniques introduced in this chapter
are primarily intended as enablers for practical distributed spectrum monitoring networks
(e.g. [238]–[240]) and radio nodes operating in regulated spectrum sharing bands such as
CBRS and Wi-Fi 6E [128]1.

1This chapter is based on work published in [241]–[243] and additional unpublished efforts.
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The key insight motivating the work in this chapter is that signals of opportunity, despite
being non-cooperative, provide insight into both the environment around a sensor (radio)
node and the performance or characteristics of the node itself. Using signals of opportunity
requires taking a step beyond the initial “spectrum sensing” style of measurement, where
no or very minimal assumptions are made about the signals present in an environment.
This is sufficient to measure characteristics like occupancy [123] but throws away much
information. By taking advantage of information contained in publicly broadcast signals
like ADS-B, we can gain additional information like the transmitter’s location useful for
further processing [244]. Even signals with unknown modulations, proprietary encodings, or
encrypted data will have physical properties common to all communication signals, such as
cyclostationarity or regularly spaced frequency content, that can be used to extract useful
information [146], [147], [243]. I view this as a form of ‘light supervision’ in the sense
that SoOps are not designed or broadcast to help in the purpose we, as opportunists, are
using them for. Thus, they require additional processing to be useful or provide imperfect
assessments of a measurement of interest. SoOps, by nature, may not be present at all times
or locations desired, providing only sparse (read: light) supervisory signals.

Combining information extracted from signal content or properties with outside sources,
such as databases of FM, TV, and cellular transmitter locations and frequencies, allows new
follow-on applications and new perspectives on SoOps and distributed sensing networks. Two
topics of particular interest are automatic sensor evaluation and calibration, and automatic
metadata generation. Automatic sensor evaluation and calibration uses SoOps to provide
reference signals, which can provide information on sensor frequency ranges and sensitivi-
ties, location and pointing, and field of view [241], [245], [246]. These figures are primarily of
interest in distributed spectrum sensing networks, especially crowd-sourced networks where
untrusted participants operate nodes. Automatic metadata generation employs SoOps to
measure and track system metadata which is useful at startup and during operation. Exam-
ples include oscillator frequency offsets [137], [138], presence indoor or outdoor [242], [247],
[248], and location without access to GPS [141], [142], [146], [147], [243], [244]. These values
are more broadly applicable to any network node with a radio receiver. The measurements
provided by automatic sensor evaluation and calibration are also metadata, but they are more
specialized to spectrum sensing applications. The common term between these two topics is
automatic because SoOps are used to replace or supplement human input — another aspect
of light supervision. Replacing human input reduces the cost of deploying sensor networks,
a major factor when an application such as spectrum sensing requires coverage of a large
geographic area. Supplementing human input leads to a novel viewpoint on user-supplied
metadata as just another noisy input that requires supervision, as discussed in Section 1.3.
Both of these topics are explored and validated through the experiments in the rest of this
chapter.
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Automatic Sensor Evaluation and Calibration

“This radio node appears not to be working, but it has power, and the software and net-
working seem to be operational. Is the antenna broken? Has it been moved inside a closet?
Do we have to send a technician to see?” This is a practical problem that any distributed
system involving radios might face, and it only worsens with scale. Fortunately, it turns out
that SoOps are well-positioned to automatically evaluate radios vis-a-vis their relationship
to the external environment. Not only is this capability likely to be practically useful for
many generic distributed wireless systems, it is especially useful in the context of radio nodes
dedicated to spectrum monitoring.

Spectrum monitoring will play a crucial role in tomorrow’s wireless networking land-
scape. By continuously monitoring spectrum, regulatory authorities, service providers, and
businesses can ensure the quality and reliability of their wireless networks. Spectrum mon-
itoring also facilitates the detection of unauthorized or illegal transmissions, aiding in the
enforcement of regulations and the prevention of harmful interference. Some recent examples
are the potential for interference from 5G cellular networks in airplanes’ radio altimeters [249]
and GPS systems [250]. Data on true interference levels provided by spectrum monitoring is
crucial for understanding and resolving such situations. By providing valuable insights into
spectrum usage patterns, spectrum monitoring supports the planning and deployment of fu-
ture wireless networks, enabling the seamless operation of various applications and services
that rely on wireless connectivity, such as telecommunications, IoT, and public safety.

Covering large geographical areas continuously presents significant challenges when per-
forming spectrum monitoring [251], [252]. The sheer scale requires a substantial deployment
of monitoring equipment and resources, which can be costly and time-consuming. As a re-
sult, distributed monitoring has been a long-standing problem in this area. Crowd-sourcing
holds significant potential in spectrum monitoring due to its ability to engage many par-
ticipants to cover large geographical areas [253]. In this approach, participants set up a
spectrum sensor node, such as a Software-Defined Radio (SDR), that captures and trans-
mits spectrum-related information to the cloud. We envision a distributed system in which
node operators offer spectrum sensing as a service, and users pay to rent these services from
operators. Spectrum sensing in this system would not necessarily be limited to band oc-
cupancy. Users could ask for IQ streams from a node to perform their own processing or
temporarily extend reception of their wireless networks.

A key problem hindering the realization of this idea is how users can trust the quality
of data offered by each operator. One important factor that impacts the quality of such
sensors is potential obstruction of the antenna in relation to signal sources. Since random
people around the world set up sensors, no assumptions can be made about the quality of the
setup. Furthermore, since node operators are paid for services, there is a potential incentive
to provide fabricated or incorrect data to receive reimbursement. For instance, a provider
can claim that the sensor antenna has an unobstructed view of the horizon while the antenna
is sitting on a desk indoors or that they can receive frequencies that their antenna does not
cover. Now imagine that a user requires multiple sensors to cover a region. Manually testing
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each individual node quickly becomes impractical, presenting a significant scaling issue.
Section 3.4 details experimental results for automatic frequency sensitivity and FoV eval-

uation, relying only on IQ data captured by a sensor node without any human supervision.
These capabilities provide an automatic mechanism for sensor node operators to verify that
their setup receives signals it should after installation. It can also be used for system health
monitoring during operation. For example, all software may show correct operation, but
if the system suddenly indicates that FoV has reduced to zero, there may be a loose or
damaged cable. System operating health monitoring is also useful for organizations that
provide equipment that is installed by third parties and distributing sensing networks in
general [254], [255]. FoV estimates also provide valuable information for spectrum sensor
networks intended to monitor geographic areas, showing gaps or overlaps in coverage that
may not be obvious from propagation simulations. A motivating use case for this feature
is a government agency that wishes to monitor for illegal transmissions or transmissions
interfering with critical infrastructure.

The key idea behind this automatic evaluation system is processing SoOps received by
a sensing node from mobile sources with known locations in various frequency bands along-
side signals from stationary broadcast emitters with known locations. Mobile signals sweep
across large swathes of the environment around a sensor, while stationary transmitters are
generally higher power and easy to receive but geographically sparse. The mobile signals cur-
rently processed are ADS-B messages transmitted by nearby airplanes and wireless signals
transmitted by LEO satellites.

ADS-B messages inform air traffic controllers about the location, speed, and identity
of aircraft alongside other information. ADS-B operates at a frequency of 1090 MHz and
relies on line-of-sight communication. Consequently, any obstruction significantly degrades
the signal. Since airplanes fly in all directions, we can assess the reception capability of a
stationary sensor node from various angles. LEO satellites are becoming very popular with
large constellations being launched by companies such as StarLink. LEO satellites use a
variety of frequency bands to transmit their data back to the Earth. In this paper, we utilize
satellite transmissions in the 137 MHz band. The precise location of these satellites can be
computed at any point in time; therefore, they are an excellent candidate as a mobile signal
source with a known location. The advantage of satellites over airplanes is that they cover
every point on Earth. To establish trust in the quality of data provided by a sensor node, this
work compares the received signal with ground truth information from various perspectives.
We match the aircraft identifier obtained from ADS-B messages against the ground truth
acquired from a flight tracking website to assess the accuracy of the sensor data. Similarly,
we compare satellite data, such as their location and speed and the theoretically induced
Doppler shift, with empirical results to validate data fidelity.

The primary contributions of this portion of work are:

• Designing and implementing an end-to-end system that utilizes existing wireless sig-
nals to automatically evaluate the quality of data provided by nodes in a network of
spectrum sensors without human supervision.
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• Leveraging ADS-B messages from nearby airplanes and weather image data transmit-
ted by NOAA weather satellites to determine the presence of obstructions around a
sensor node.

• Utilizing signals across various frequency bands to assess the impact of obstructions
on a sensor node’s reception in a frequency-specific manner.

Automatic Metadata Generation

The rapid evolution of wireless communication systems and increasing spectrum conges-
tion have created an urgent need for sophisticated metadata verification mechanisms in
distributed sensing networks. As regulatory authorities, service providers, and businesses
deploy spectrum monitoring solutions to ensure network reliability and prevent harmful
interference, the traditional paradigm of manually verified metadata becomes increasingly
inadequate. Recent incidents involving potential interference between 5G networks and air-
craft radio altimeters [249], as well as GPS systems [250], underscore the critical importance
of accurate, verifiable spectrum monitoring data.

The challenge of metadata verification becomes particularly acute in the context of spec-
trum sharing frameworks, where new applications must coexist with incumbent users while
minimizing harmful interference. Contemporary approaches to spectrum sharing, exem-
plified by the Citizens Broadband Radio Service (CBRS) and Wi-Fi 6E deployments, rely
heavily on centrally managed environment sensing and spectrum allocation and self-reported
parameters to manage transmission power limits and prevent interference. Wi-Fi 6E systems
currently depend on primitive mechanisms such as user self-reporting and physical weather-
ization restrictions, which are likely insufficient for ensuring reliable operation and regulatory
compliance.

We propose a paradigm shift toward automatic metadata generation and verification,
treating human-reported parameters as potentially noisy inputs rather than canonical truth.
This approach leverages SoOps to verify and generate crucial system metadata automatically.
The fundamental concept draws from wireless reciprocity principles, utilizing outdoor signals
as proxies to understand propagation characteristics and environmental conditions, even in
the absence of perfect reciprocity between transmitters and receivers.

This methodology exploits multiple signal sources, including ADS-B transmissions from
aircraft and signals from LEO satellites, to enable comprehensive metadata verification.
ADS-B signals, operating at 1090 MHz, provide particularly valuable information due to
their ubiquity and line-of-sight propagation characteristics. The rich multipath environment
inside buildings creates distinctive temporal patterns in ADS-B signal strength, enabling ac-
curate indoor/outdoor classification with 85% accuracy and an ROC AUC of 0.72. Similarly,
LEO satellite signals, particularly from NOAA weather satellites, exhibit unique Doppler
signatures that enable precise location verification through cross-referencing with claimed
positions. The proof-of-concept Doppler location estimates in this work do not meet the
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±50 meter requirement for verifying regulatory compliance [128], but other work on Doppler
positioning achieves accuracy in the 10s of meters with additional signal processing [146].

The feasibility of this approach has been significantly enhanced by advances in software-
defined radio technology and reduced costs in RF data acquisition and processing. Modern
edge devices and cloud computing infrastructure enable sophisticated signal processing chains
and machine learning techniques that were impractical when many current systems were
designed. This technological evolution allows for the replacement of expensive specialized
hardware, such as GPS receivers and calibrated antennas, with software-defined solutions
that leverage ambient signals for metadata verification.

This research demonstrates that signal strength variations and propagation character-
istics can reveal subtle environmental features that transcend simple binary classifications.
For instance, traditional indoor/outdoor categorizations prove inadequate when considering
scenarios such as window-adjacent installations, where a technically “indoor” device may
still cause significant external interference. This observation suggests the need for more
nuanced classification schemes that consider directional attenuation patterns and complex
propagation environments.

This work represents a fundamental advancement in distributed spectrum sensing sys-
tems, building toward scalable, trustworthy deployments while minimizing human interven-
tion in the verification process. The proposed methodology not only reduces operational
costs but also enhances system reliability by providing continuous, autonomous verification
of critical metadata parameters. As spectrum-sharing frameworks continue to evolve, these
capabilities will become increasingly essential for ensuring efficient spectrum utilization while
maintaining robust interference protection for incumbent users.

The methodology presented here opens new avenues for research in autonomous system
calibration and verification. Future work might explore additional signals of opportunity
across diverse frequency bands, enabling more comprehensive metadata verification and en-
hanced environmental classification capabilities. This approach holds particular promise for
emerging applications in spectrum sharing, regulatory compliance, and distributed sensing
networks, where traditional manual verification methods prove increasingly impractical at
scale.

3.2 Related Work

The evolving landscape of wireless communications has rendered traditional approaches to
system verification and calibration increasingly inadequate. This section examines relevant
prior work across multiple domains that inform our approach to automatic metadata gener-
ation and verification using signals of opportunity.

The emergence of tiered access systems like CBRS [256] and TV whitespace [257] has
heightened the importance of cooperative and distributed spectrum sensing. However, much
existing work. such as [253] and [258]. focuses on detecting or preventing malicious actors
but does not address the limitations of poor siting or equipment setup. Prior work in dis-
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tributed spectrum sensing networks has progressed from early efforts with specialized hard-
ware [238] to contemporary architectures employing software-defined radios and cloud infras-
tructure [259], enabling access to IQ data and true open spectrum monitoring networks [239],
[260]. Notable implementations include Electrosense [240] and RadioHound [261], which
leverage inexpensive SDR front-ends for widespread deployment. However, these systems
lack robust automatic calibration mechanisms, requiring manual verification that proves
impractical at scale.

The concept of signals of opportunity, introduced by Hall [133], has emerged as a pow-
erful paradigm for system characterization and environmental understanding. SoOps have
been successfully employed across diverse applications, including passive bistatic radar il-
lumination [134]–[136], sensor localization [145], [148], [262], phased array calibration [245],
and oscillator error correction [137], [138]. These applications share foundational similarities
with blind calibration techniques [263], where system parameters are derived from spatial or
temporal relationships in a priori unknown signals [264], [265].

Within a decade of the first artificial satellites, the U.S. Navy developed a navigation
system using Doppler measurements to achieve tens of meters accuracy [143]. [266] provides
a historical overview of the development of dedicated satellite navigation systems which
moved away from Doppler measurement toward precise time-based ranging. The advent
of large constellations of LEO communications satellites, such as OneWeb, OrbComm, and
StarLink, along with concerns over denial of GNSS signals, have resulted in renewed interest
in Doppler-based positioning taking advantage of these signals of opportunity [262]. One
challenge in taking advantage of signals of opportunity is accurately measuring their Doppler
shift using only features inherent to the physical transmission, which is addressed in work
such as [144], [145], [147] for digital signals. These demonstrations achieve down to 10 meter
accuracy by compensating for ionospheric and atmospheric effects with precise and relatively
expensive ($1000s) SDRs. This accuracy is well within the position reporting requirement
of ±50 m for CBRS stations [128]. Even more recent work has achieved similar accuracy for
navigation on moving platforms with [262] and without [148] the aid of inertial navigation
system measurements. Our work does not achieve comparable accuracy but is a proof-of-
concept showing that low-cost hardware and simple processing can achieve useful accuracy,
which more advanced signal processing would only improve.

The indoor/outdoor classification problem intersects multiple domains. Computer vision
researchers have developed sophisticated techniques ranging from low-level feature extrac-
tion [267] to deep learning approaches [268], [269], with the resulting classification often used
for downstream tasks [270]. GPS-based classification methods [271]–[273] face limitations
in urban environments due to weak signal strength. [274] presents a case for using co-
located signals found at other frequencies to understand the shadowing environment (what
indoor/outdoor is trying to get at) at a frequency of interest. More recent work on in-
door/outdoor classification using terrestrial signals of opportunity focuses on mobile devices
that need not be co-located. There is a strong motivation for this work in enabling network
operators to increase quality of service through seamless handovers to indoor femtocells [275],
[276]. The ubiquitous nature of LTE, Bluetooth, and Wi-Fi networks, the primary networks
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mobile devices are equipped to sense, also facilitates their use here. [277] used LTE network
performance metrics and ensemble learning methods to classify indoor/outdoor for an urban
area. [248] includes both Wi-Fi and cellular metrics as inputs to tree-based ensemble classi-
fiers. The authors also discuss the difficulty of classifying locations with large windows, as
they can display outdoor signal propagation characteristics despite being technically indoors.

ADS-B signals are particularly valuable for system characterization, with research demon-
strating their utility for indoor localization with accuracies of 20-30 meters [141], [142].
Wi-FLY [278] innovatively uses ADS-B broadcasts as control signals for opportunistic relay
nodes. The mobile nature of aircraft provides diverse spatial sampling that static reference
signals cannot achieve, enabling detailed reception pattern characterization across varied
environments [241].

Wireless sensor networks have traditionally employed techniques relying on shared ob-
servations [279], [280] or opportunistic reference signals [281]. Modern participatory sensor
networks often include trust and reputation mechanisms [282], [283], which could benefit from
our proposed evaluation methodology, particularly in deployments where sensor coverage is
unlikely to overlap.

3.3 Signal Sources

This section describes the SoOps received from airplanes, LEO satellites, and ground in-
frastructure to evaluate a sensor automatically without human supervision. The following
sections describe how these signals are used to produce the measurements and metadata of
interest.

Airplanes as a signal source

ADS-B is widely used everywhere in the world and, in fact, is mandatory in most airspace [284].
ADS-B equipped airplanes broadcast their position and velocity at least two times per second
when airborne [139]. These messages are not encrypted. Therefore, they can be received
and decoded by any receiver within range. We exploit this open architecture to receive
and decode ADS-B messages on the sensor under evaluation. These messages reveal which
directions have an unobstructed view and which directions are occluded.

We use the dump1090 program [285] to decode the signal received on the SDR. The fields
in a packet of particular importance are ICAO aircraft address (ICAO) and Message, contain-
ing location information. The ICAO aircraft address identifies the airplane that transmitted
a given ADS-B message for comparison to ground truth. Receiving ADS-B messages from a
distant airplane strongly indicates that the field of view is open in that direction. However,
not receiving any messages from a direction does not necessarily indicate blockage. It could
be the case that no aircraft were in that direction at the time of measurement. Therefore,
the data received on a node is combined with the data retrieved from another source to see if
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Figure 3.1: ADS-B performance for measuring directionality.
message received for airplane, message was not received. The shaded area depicts the actual

FoV.

there is any airplane in the direction with no received messages. we query the FlightRadar24
website2 through an API to acquire the ground truth when evaluating a node.

Figure 3.1 shows an example ADS-B measurement. Each point on these plots represents
an airplane within 300 km of the sensor. The shaded area depicts the actual field of view.
Blue points represent airplanes the sensor successfully received at least one ADS-B message
from during the 30 second measurement period. Gray points are airplanes that no message
was received from. We know there is an aircraft in a gray location despite not receiving any
message from it based on ground truth data from FlightRadar243. The figure shows a clear
correlation with their respective fields of view. When an aircraft is relatively close, the ADS-
B signal is very strong and might be received even through an indirect path. However, when
a signal is received from a faraway plane, it is a strong indicator of unobstructed direction.
In Section 3.4, this data is used to estimate the sensor’s field of view.

2FlightRadar24.com is a popular flight tracking website that provides real-time information on flight-
related data. It utilizes a crowd-sourced network of ADS-B receivers to gather data from airplanes.

3FlightRadar24 has more data than this single node by aggregating ADS-B messages from multiple
sensors in an area.

https://FlightRadar24.com


CHAPTER 3. ENVIRONMENTAL SUPERVISION FOR AUTOMATIC SENSING AND
CALIBRATION 60

© OpenStreetMap contributors 1

10

100

Flights

(a) Number of flights in a 100 km radius

© OpenStreetMap contributors 0

1

2

3

4

5

6

7

8
Sectors

(b) Number of sectors in a 100 km radius

Figure 3.2: The number of flights and sectors covered around points in North America at
their busiest time during one day.

ADS-B coverage

This section explores the density of flights in different regions for potential in evaluating
sensor nodes. It is based on flight information data obtained from FlightRadar24 with a 10-
minute resolution for a day. Each measurement is instantaneous and resembles a snapshot
of flight traffic at that moment. Starting with a uniform grid covering the entire Earth, with
points separated by 100 km, for every point and in every measurement, we calculate how
many flights are within a radius of 100 km. Additionally, we divide each circle into eight
sectors and measure how many of them contain at least one flight. This is a crucial metric
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for the field of view estimation algorithm in Section 3.4. Figure 3.2 depicts the maximum
number of flights observed around each point on the map and the number of sectors covered
at that time for North America. Note that each point may reach its maximum flight count
at different times of the day. These plots showcase the potential for using ADS-B data in
evaluating sensor nodes. Observe that most points can simultaneously detect several flights
at their busiest times. The areas with a low number of flights generally have low populations;
therefore, it is less likely that a sensor is installed in these regions. Section 3.4 shows that
even if the number of flights is insufficient, a node can solely rely on satellite data to operate.

LEO satellites as a signal source

The next SoOp is signals transmitted by NOAA’s polar-orbiting weather satellites. These
satellites monitor and predict worldwide weather patterns and conditions. Currently, NOAA
15, 18, and 19 are active. These satellites orbit the Earth at a relatively low altitude of 850
km and transmit high-power signals (i.e., 5 Watts) within the 137 MHz band, making them
an excellent reference for evaluation. We demonstrate that a spectrum sensor can receive
signals from NOAA LEO satellites, even when using an antenna not specifically tuned for
137 MHz. In contrast, NOAA GOES satellites orbit at an altitude of 36,000 km, resulting in
signals too weak to be detected by a sensor node equipped with a typical wide-band antenna.

We require a model to predict and track the movement of NOAA satellites to determine
from which direction a signal is received. The Simplified General Perturbations 4 (SGP4)
model [286] tracks satellite movements. SGP4 is implemented in the PyEphem [287] Python
library, allowing precise prediction of satellite orbits.

LEO satellites converge

Figure 3.3 shows a simulation of six consecutive orbits of the NOAA 19 satellite. The blue
lines depict the ground track of these orbits, and the red curve represents the footprint of
the satellite, spanning approximately 6000 km in diameter. NOAA 15, 18, and 19 follow
polar orbits, meaning their path crosses over both the North and South poles. Consequently,
NOAA satellites pass over every point on Earth due to the rotation of Earth around its axis.
It is important to note that the figure illustrates only six passes over a 10-hour period. Each
orbit has a duration of 102 minutes, resulting in approximately 14 orbits completed by a
NOAA satellite each day.

As depicted in Figure 3.3, the radius of the footprint exceeds the distance between two
consecutive orbits, even at the equator where the lines are farthest apart. Therefore, if a
specific location on Earth falls within the footprint of the current pass, the satellite will
become visible again from that location during the next pass (sometimes even during the
next two passes). In the subsequent experiments, each NOAA satellite passed over the region
both in the morning and in the evening, covering at least two orbits each time. Considering
the three active NOAA satellites, this totals up to 12 passes every day.
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Figure 3.3: Six orbits of the NOAA 19 weather satellite. The red area shows the footprint
of the satellite at a given location.

Satellite Signal Processing Methodology

The first and most important question to answer is how to determine if we have successfully
received any signal from a satellite when capturing IQ data. One approach is to decode
the signal to see if it yields any meaningful output. For instance, NOAA APT (Automatic
Picture Transmission) is a data transmission system employed by NOAA weather satellites
to transmit high-resolution images of Earth’s weather conditions. Decoding the APT signal
can help ascertain reception if it generates a meaningful image 4.

However, this methodology is tied to the specific satellite and encoding scheme it uses,
rendering it less applicable to other satellites, especially when proprietary encoding tech-
niques are employed. Furthermore, APT requires a relatively strong signal (i.e., > 20 dB
SNR) for reasonable decoding. In contrast, this application requires a technique capable of
detecting the presence of any satellite signal, even in low SNR scenarios, since sensor nodes
may lack a suitable antenna for the 137 MHz band.

We designed a methodology that measures Doppler shift during a satellite pass to differ-
entiate between satellite signals and noise or interference in the captured IQ data. Low-orbit
satellites typically travel at speeds ranging between 7 and 8 km/s. This speed can induce
a Doppler shift of up to ±3, 000 Hz for a stationary observer on Earth which varies during
the satellite pass. In this signal detection methodology, we compute the expected Doppler
shift during a satellite pass and compare it with the signal captured by the software-defined
radio. If the frequency of the detected signal changes according to the theoretical model, we
recognize it as the signal coming from the intended satellite. This methodology is covered
in detail in the rest of Section 3.3

4APT is an analog decoding scheme, and it consistently produces an image, even when the input is noise.
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Satellite Transmission Frequency Deviation

While processing recorded data, it became clear that the Doppler shift of signals from the
NOAA 18 satellite almost perfectly matched the theoretical model. However, the Doppler
shift had a constant deviation for NOAA 15 and 19. After measuring the frequency of the
satellite signal when each satellite was at its maximum elevation, so its radial relative speed
to the observer is zero and no Doppler shift is expected, NOAA 15 and 19 always had an
almost constant deviation from their center frequency. Initially, we suspected that the error
might be coming from the SDR. We repeated the experiment with a different SDR and
observed that the deviation values were roughly the same. Figure 3.4 shows the frequency
deviation measured for all three NOAA satellites using two different SDRs. Observe that the
deviations are different for each satellite but approximately the same across the two SDRs.
We conclude that NOAA 15 and 19 have a slight deviation, approximately 650 and 200
Hz, from the expected center frequency. Therefore, for the rest of the experiments in this
paper, we update the center frequencies using these values. Note that this satellite-specific
deviation should not be confused with the Doppler shift.
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Figure 3.4: Transmitter frequency deviation of NOAA satellites.

Doppler shift during a satellite pass

When a satellite rises above the horizon, it attains its maximum speed relative to the ground
station. As the satellite reaches its maximum elevation, the relative speed becomes zero.
Note that this point is not necessarily directly overhead. During the first half of the pass,
the received signal’s frequency is higher than that of the transmitted signal, resulting in a
positive Doppler shift. After the satellite passes its maximum elevation point, the Doppler
shift becomes negative and reaches its lowest value when the satellite leaves the observer’s
field of view. Figure 3.5 illustrates this process, showcasing both theoretical and experi-
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mental measurements for a NOAA 15 satellite pass over the experimental sensor node. The
derivation of the empirical curve is detailed in the following section.
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Figure 3.5: Changes of the Doppler shift during a satellite pass.

Doppler shift measurement

To detect the satellite’s signal, we need to calculate both the theoretical and empirical
Doppler shift of the satellite signal. The theoretical Doppler shift is computed using the
SGP4 model. To calculate the empirical Doppler shift, we begin with the raw IQ data
captured by the software-defined radio. The transmission frequencies of NOAA 15, 18, and
19 are 137.62 MHz, 137.9125 MHz, and 137.1 MHz, respectively. The SDR is configured to
a center frequency of 137.5 MHz, which is the midpoint of the 137 MHz band. The sampling
rate is set to 1.2 mega-samples per second to encompass the entire 137 MHz band, with an
additional 100 kHz on each side to ensure we capture signals from all NOAA satellites.

The initial step involves computing the Fast Fourier Transform (FFT) of the IQ data to
convert the data into the frequency domain, using a 5-second window. Given the potential
for satellite signals to experience fading due to the satellite’s speed, a 5-second window is
empirically needed to allow the satellite signal to accumulate enough energy to distinguish it
from interfering signals that may occur during data collection. This 5-second window then
shifts by 1 second, and the process is repeated until all the data is processed. Subsequently,
we apply a 40 kHz band-pass filter centered around the specified NOAA satellite’s center
frequency to eliminate unwanted signals. Figure 3.6 shows the output of the FFT step at
an arbitrary time during a satellite pass. The NOAA APT signal is amplitude modulated
(AM) onto a 2400 Hz carrier with a bandwidth of 4160 Hz. That signal is then frequency
modulated (FM) onto a 137 MHz signal with a 17 kHz deviation. This is why the frequency
domain signal has multiple spikes separated by 2400 Hz. The figure shows the frequency
difference between the satellite transmission frequency (i.e., the green dashed line) and the
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received signal frequency (i.e., the center spike). In this example, the satellite has passed
the maximum elevation thus the Doppler shift is negative.

Figure 3.6: NOAA satellite signal in the frequency domain.

To calculate the Doppler shift empirically, subtract the center frequency of the transmit-
ted signal from the center frequency of the received signal. Finding the center frequency of
the received signal is not trivial, given the fluctuation of the signal amplitude and nearby
interference regularly observed during measurements. To find the center frequency, we calcu-
late the FFT at the time when the satellite is at its maximum elevation angle. At this point
the expected Doppler shift is zero, therefore, the center spike should be very close to the
transmission frequency. We consider a small 1000 Hz window centered at the transmission
frequency (i.e., known for each satellite) and find the FFT bin where the signal has the high-
est energy. The algorithm also finds the location of two previous and two succeeding spikes.
The center frequency is then calculated as the average frequency of these five symmetrically
distributed spikes. The algorithm then moves to the next (and previous) window and tries
to find the center frequency of the received signal. This process continues until the entire
trace is processed.

Confirming satellite signal reception

The final step verifies whether the received signal was indeed from the intended satellite
by comparing the empirically obtained Doppler curve with the theoretical model. If the
empirical data moves along the theoretical curve, the signal is “locked” to the expected
Doppler curve. We determine the time period in which the Doppler tracking algorithm is
locked in several stages. First, set a maximum absolute deviation between the observed and
theoretical Doppler shift of 300Hz. Next, iteratively reject outlier samples, defined as greater
than three standard deviations from the mean of remaining samples, recalculating the mean
and standard deviation each iteration. This is similar in principle to RANSAC [288], but
replaces a linear regressor estimate with the sample mean. We also apply this outlier rejection
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to the first difference of the Doppler shift error to remove segments of high variance relative to
the locked period, even if they share the same mean. Finally, find the two largest contiguous
segments of locked samples. If they are of sufficiently similar length and sufficiently close in
time, merge them and the samples in between to produce the final tracked period. Otherwise,
use the longest contiguous segment. The result of this process is shown in Figure 3.7.

0 2 4 6 8 10 12 14
Time (Minutes)

−600

−400

−200

0

D
op

pl
er

 E
rr

or
 (H

z)

All Data
Tracked Segment

Figure 3.7: Theoretical versus observed Doppler shift error, and the time period when the
Doppler offset is tracked. This is the same pass as Figure 3.5.

Cellular Networks

SDRs offer the advantage of supporting a wide frequency range, making them versatile
enough for many applications. In the context of renting a sensor node, it becomes crucial for
users to assess the node’s performance within frequency bands relevant to their needs, given
differing propagation and reception characteristics. Therefore, the automatic evaluation
technique aims to effectively characterize the node’s performance at all frequency bands
supported by the node. Note that ADS-B messages characterize a node at the 1090 MHz
frequency band only. In other words, if FoV estimation determines a node is fully or partially
obstructed, we would like to know how the obstruction impacts its capability in other bands.

This can be accomplished by utilizing known signals in a variety of frequency bands. One
excellent candidate source of such signals is 4G/5G cellular networks because they operate in
a wide range of spectrum. Moreover, cellular coverage is nearly ubiquitous and the locations
of cell towers and the exact frequency bands each uses are known. Mobile networks in North
America can operate from as low as 617 MHz all the way to 4499 MHz in 4G networks. In
addition, 5G also supports millimeter-wave bands from 24 to 48 GHz.
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The LTE standard includes a reference signal designed to allow signal strength estimation
even for devices not attached to a particular cell tower [237]. Information on cellular signals
can be captured with srsUE [289] as software client user equipment. This tool is an integral
component of the open-source srsRAN project, which provides a complete software stack for
both 4G and 5G networks. srsUE is able to scan for nearby cellular networks and measure
their Reference Signal Received Power (RSRP). RSRP quantifies the strength of the received
signal from the base station, serving as a crucial indicator of the signal quality experienced
by mobile devices. Databases such as cellmapper.net show cellular towers in a region with
their exact channel (i.e., ARFCN). This information can be used to configure srsUE to scan
frequency bands of interest. Figure 3.8 illustrates the location of cellular towers used in these
experiments with respect to the experiment site.

Figure 3.8: Mobile network experiment testbed.

Broadcast TV

Broadcast TV signals extend the frequency coverage from cellular networks (commonly 600
MHz to 2500+ MHz) down to 85 MHz across much of the world. However, measuring
signal quality required development of a custom program using the GNU Radio software
environment [290]. The SDRs were configured with a fixed gain to prevent measurement
differences from automatic gain control. The received power was measured by bandpass
filtering a desired ATSC channel, then applying Parseval’s identity to measure the band’s
power by running the magnitude-squared time-domain samples through a very long moving
average filter for a stable measurement across time.

cellmapper.net
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3.4 Automatic Sensor Evaluation and Calibration

Frequency Sensitivity Estimation

The first requirement for a spectrum sensor node is that it must be able to receive signals at
the frequencies of interest. Although some SoOps like ADS-B and LEO satellite signals are
very useful for spatial inference, they are extremely sparse in frequency space. RF signals
propagate very differently at various frequencies commonly employed. Signals in the 10s to
low 100s of MHz penetrate buildings easily and can even diffract around geographic features
like hills. Signals in the multiple GHz, on the other hand, struggle to penetrate even a single
wall, while millimeter-wave (10s of GHz) signals will be completely blocked by a human
body. Fortunately, SoOps like LTE and broadcast TV signals span wide frequency ranges.
This enables evaluation of a sensor’s frequency response across many bands commonly of
interest.

Figure 3.9: Measurement locations for frequency sensitivity experiments.

The frequency sensitivity experiments used a BladeRF xA9 SDR to a laptop host ma-
chine. The SDR was connected to a wide-band antenna with a frequency range of 700 MHz
to 2700 MHz. Measurements were taken at three locations with widely varied reception
capabilities, depicted in Figure 3.9. Location 1○ was located on the rooftop of an apartment
building on the 6th floor. It has an open field of view to the west as indicated by the yellow
shaded area in the figure. Some building structures on the rooftop obscure its view in other
directions. Location 2○ was behind a window that faces southeast on the 5th floor. Because
of the buildings to the left and right, this location has a narrow field of view. Finally, Loca-
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tion 3○ was inside the building on the 5th floor at least 8 meters away from windows, with
no field of view to the outside.

Cellular Networks
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Figure 3.10: Cellular reception for nearby towers, ordered by increasing carrier frequency.

Figure 3.10 shows the performance of a node when placed on a rooftop, behind a window,
and inside the building far from windows (i.e., locations 1○, 2○, and 3○ as described above).
This experiment measures the RSRP from five nearby 4G/5G cellular base stations as illus-
trated in Figure 3.8. The downlink frequencies of the base stations at towers 1 to 5 are 731,
1970, 2145, 2660, and 2680 MHz, respectively. The coverage range in the low-band (i.e.,
tower 1) is up to 40 km, while the range is 1.6 to 19 km for the mid-band (i.e., towers 2-5).
All of these towers are 500 to 1000 meters from the experiment site; therefore, reception
should be excellent for these towers in the absence of obstructions.

Figure 3.10 shows that RSRP is very high, indicating excellent reception for all five towers
when the sensor is placed on the rooftop. The sensor either has a line of sight to the tower
or is partially obstructed. However, Figure 3.10 reveals significant signal attenuation when
the sensor is not installed outside. A missing bar indicates that the signal was too weak for
srsUE to decode successfully. When the sensor is placed inside a building at location 3○ it
can only decode wireless packets from tower 1. This is because tower 1 operates in the 700
MHz band. 700 MHz signals can penetrate buildings much better than mid-band signals
from towers 2 through 5, although the difference varies based on building materials. When
the sensor is placed behind a window at location 2○ the signal is attenuated significantly, but
it can still see the signals coming from Towers 1, 2, and 3. However, the obstructions around
location 3 kill the signal completely at higher frequencies. These findings are in line with
cellphone reception at these locations. A phone shows only one or two bars when placed at
these locations, and its connection is very weak.
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Figure 3.11: Broadcast TV reception: different frequency bands

This experiment measured the received signal strength from multiple TV broadcast towers
up to 50 km away from the experiment site. Figure 3.11 shows the results for the 3 experiment
locations. The experiment shows that at locations 2○ and 3○ the building structure degrades
reception, but the SDR is still able to receive a relatively strong signal. The exception to
this behavior is the very strong signal at 512 MHz when the sensor is placed behind a
window. This is because the tower broadcasting at this frequency is in the field of view of
the sensor and the building structure minimally impacts the signal. This experiment shows
that despite some attenuation at locations 2○ and 3○ they can be used for sub-600 MHz
spectrum measurements.

Combining the results from multiple experiments, including ADS-B, cellular networks,
and broadcast TV, can provide additional insights, such as determining whether an instal-
lation is indoor or outdoor. For instance, if the sensor consistently receives all signals with
high quality when placed on a rooftop, it can be inferred that the sensor is installed outdoors.
Conversely, if there is significant signal degradation observed at specific locations, such as

2○ and 3○, at higher frequencies, it suggests that the sensor is located inside a building.
By analyzing the combined experimental data, valuable information about the installation
environment and the placement of the sensor can be deduced. These deductions can be used
to independently verify claims about a node installation.

Field of View Estimation

One crucial metric for evaluating a spectrum sensor node is the geographic region it covers.
This section describes a method for building a map of coverage for a sensor node, then from
the coverage map extracting a single field of view (FoV) metric describing the width and
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direction of the largest visible region for a sensor. Experimental data in this section was
recorded on the roof of a five-story academic building.

Figure 3.12: Experiment hardware setup.

A significant barrier to widespread participation in a crowdsourced sensor network is the
cost of initial setup. One commercially successful crowdsensing effort is the air pollution
monitoring service Purple Air [291], whose sensors cost $200-300. We aimed to keep the
cost of the experimental hardware to a similar range. For the following experiments, the
hardware setup included

• a $60 Tram 1410 25 MHz - 1300 MHz antenna or
a $16 Bingfu 20-1300MHz scanner antenna,

• a $33 RTL-SDR software defined radio,
• a $22 Flamingo FM bandstop filter,
• a $45 Raspberry Pi 4 single board computer,
• and miscellaneous RF connectors and cabling,

keeping total system cost to less than $200. The overarching goal in keeping system cost
down is to demonstrate that it is possible to achieve useful calibration measurements without
the expensive equipment used in other spectrum monitoring deployments such as [238], [239],
[260], or custom components as used in [261]. This will enable widespread deployment among
hobbyists and others who are not spectrum researchers. Figure 3.12 illustrates the hardware
setup. This hardware setup was used for the remaining experiments in this section.

Field of view from ADS-B data

Figure 3.13 demonstrates the processing stages used to produce the FoV metric. Figure 3.13a
shows a plot of all aircraft in an experiment, colored by whether they were detected (blue)
or not (grey) and transformed from latitude and longitude to bearing and range relative to
the SDR. We feed this data into a non-parametric classifier to estimate the probability of
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(a) Aircraft location relative to
receiver, colored by detected
(blue) or missed (grey).
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(b) Probability of detection pre-
dicted by KNN model.
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(c) Radial-max probability of
detection from KNN model.

Figure 3.13: Example processing steps from aircraft detections to final probability of detec-
tion estimate.

detection (PD) for an aircraft at any given location. Here, we use the K-Nearest Neigh-
bors (KNN) algorithm [292] implemented by scikit-learn [293]. Fitting and prediction are
performed in Cartesian coordinates, then the output is converted back to polar coordinates
for plotting. The number of neighbors K is adaptively and automatically selected through
K-fold cross validation [292] with a classification accuracy metric. Figure 3.13b shows PD
predicted by KNN using the data from Figure 3.13a. Finally, we make the assumption that,
barring receiver saturation, reception should only improve as an emitter gets closer to the
sensor. Thus, we apply a “radial-max” operation to the KNN output in which samples along
each radial direction are set to the maximum value seen so far, from far to near. The result
of applying radial-max is shown in Figure 3.13c.

For a spectrum sensor monitoring terrestrial emitters, only coverage near the horizon in
terms of elevation angle matters. Since ADS-B data includes altitude, it can be filtered for
aircraft within specific elevation bins. Figure 3.14 shows sensor coverage for three elevation
bins: near horizon, slightly up, and the rest of the way to vertical. For this use case, most
(> 90%) flights are near the horizon, with fewer flights but more visibility as elevation
increases. The following figures will only include near-horizon (< 5◦) data unless otherwise
specified.

The FoV is calculated at multiple ranges since the predicted visible regions vary with
distance based on previously seen aircraft. FoV is calculated as the longest unbroken arc
with PD greater than a threshold (i.e., 0.1). We calculate the expected FoV for comparison
by measuring the surrounding terrain’s elevation using HORAYZON [294], then similarly
find the largest unbroken arc where the terrain horizon never exceeds the upper limit of
the near-horizon elevation bin, ≤ 5◦. Figure 3.15 plots the horizon and the FoV for several
ranges.
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Figure 3.14: ADS-B probability of detection by elevation. At higher elevations, the horizon
and other obstacles have reduced impact on the field of view.
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Figure 3.15: ADS-B FoV estimates for the experiment location.

Even at the primary experiment location, which is in a high air traffic region, the number
of nearby aircraft at one time is often insufficient to cover the entire region of potential
visibility. This problem is only exacerbated in low-traffic regions. Fortunately, aircraft
are mobile, so waiting a few minutes then collecting another sample will likely provide
data in new regions of the map. Figure 3.16 demonstrates the additive effect of taking
multiple samples in time. In particular, the sector to the North-North-West lacks any positive
examples until all 24 time samples are included. Table 3.2 shows the quantitative accuracy
impact of additional samples for multiple locations, and the section on simulation discusses
quantitative impacts further. Figures 3.20 and 3.21 show the aggregate accuracy impact of



CHAPTER 3. ENVIRONMENTAL SUPERVISION FOR AUTOMATIC SENSING AND
CALIBRATION 74

��

	
�

���

��
�

���

��
�

����

��
�

�
��
	�
��
�
���

��������������
��

	
�

���

��
�

���

��
�

����

��
�

�
��
	�
��
�
���

�������������


��

	
�

���

��
�

���

��
�

����

��
�

�
��
	�
��
�
���

���������������
��

	
�

���

��
�

���

��
�

����

��
�

�
��
	�
��
�
���

���������	������

km

kmkm

km

Figure 3.16: ADS-B FoV estimates with increasing number of time samples. As the number
of samples increases, the size and accuracy of the estimated FoV increases.

additional samples for multiple locations and are discussed further later on.

Field of view from satellite data

The FoV for data from satellites is calculated similarly to ADS-B data. For each satellite
pass, samples from the time period during which the Doppler offset can be reliably tracked
are defined as detections. Samples from the period on either end of the pass where Doppler
tracking fails but the signal can still be detected are defined as missed detections. By the
nature of their orbits, satellites are extremely far from the sensor while at low elevation, so
we remove range data and perform KNN estimation on bearing angle only. From this point,
estimating the FoV proceeds exactly as for ADS-B data except that there is no dependence
on range. Figure 3.17 shows the outcome of estimating FoV from one day of satellite passes
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Figure 3.17: Satellite FoV estimate using only angle measurements.

at the primary experiment location.
The natural next step once both satellite and ADS-B FoV estimates are available is to

merge them. The estimates are merged by sampling at identical azimuths and broadcasting
the satellite PD estimate to all ranges, then taking the maximum of the two at each point.
The result is shown in Figure 3.18, and a comparison of FoV estimation accuracy for all
three of ADS-B, satellite, and merged estimates is available in Table 3.1. At 20 km, the
ADS-B estimate is better than the satellite estimate in width and similar in bearing, and
merging the two does not reduce accuracy. At 50 km where a paucity of flights reduces
the accuracy of the ADS-B estimate, merging the two sources maintains similar accuracy
to the solely satellite estimate. Merging the estimates provides the best of both worlds, at
least for this experimental site. We believe that this relationship should hold up for other
locations as well. Satellites in polar orbits, like the ones used here, sweep large continuous
arcs from North to South, providing dense estimates of FoV to the East and West of any
sensor. They have poor coverage to the North and South of a sensor except in the rare case
of a pass directly overhead. Aircraft, depending on local flight patterns, are less likely to
leave a specific direction uncovered but provide sparser measurements. Thus, combining the
two should provide better overall estimates of FoV.

FoV estimation accuracy

In order to understand FoV estimation performance across many possible terrain and air
traffic conditions, we selected 100 random locations in the US and simulated the outcome of
estimating FoV from ADS-B broadcasts at each location with a virtual sensor. The virtual
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Table 3.1: Experimental FoV Estimation Error.

Brng. Err. (◦) Width Err. (◦)
Data Source Range (km)

ADS-B 20 -11.7 18.0
50 16.4 -104.0

Satellite 20 -8.0 -51.0
50 -8.0 -51.0

Merged 20 -10.7 20.0
50 -9.2 -49.0
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Figure 3.18: Merged FoV estimate using ADS-B and satellite detection data. Accuracy
improves at long range.

sensor starts with an isotropic antenna pattern estimated from averaging PD across the 20
km range FoV of the experiment system. The antenna pattern is shown in Figure 3.19.
Then, the horizon is used to mask out impossible detections from aircraft within 100 km of
the virtual sensor’s location. The remaining aircraft are then randomly chosen as detections
or misses based on the probability of detection given by the antenna pattern.

After simulating sensor coverage at 100 locations, we calculated the mean error and mean
absolute error (MAE) in FoV direction and width across five trials for varying ranges, number
of time samples, and methods of choosing times to sample. Table 3.2 contains the results for
ranges of 20 and 50 km, 1 and 24 time samples (about four hours if recorded sequentially at
10 minute intervals), and the “best” and “random” time sampling methods. The sampling
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Figure 3.19: Simulated antenna pattern based on experimental data. The antenna pattern
estimates range dependence in the FoV of the experiment data then applies it isotropically
in angle.

Table 3.2: Simulated FoV Estimation Error (◦).

Brng. Err. Width Err. Brng. MAE Width MAE
Method N Samp. Range (km)

best 1 20 -36.0 -82.6 49.6 91.9
50 -35.6 -119.5 51.5 124.4

24 20 -4.8 -12.7 14.2 33.3
50 -5.5 -58.8 23.3 65.0

random 1 20 -62.8 -155.3 76.2 160.2
50 -65.2 -179.7 80.2 183.5

24 20 -13.8 -23.5 27.9 41.8
50 -13.4 -71.8 33.3 76.2

methods are:

• Random: random sampling consists of selecting N unique time samples from a one
week period with samples recorded every 10 minutes.

• Best: the number of planes tracked by FlightRadar24 in each 10 minute interval and
100 km by 100 km region spanning the US was averaged over a separate week of
recordings to determine the highest traffic periods for an average day. The N highest
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Figure 3.20: ADS-B FoV accuracy for 24 time samples at 20 km with “best” sampling,
averaged across 100 locations in the U.S.

traffic periods for the 100 km by 100 km region containing a location were then selected
and extracted from random days to construct the simulation data.

Figure 3.20 shows the FoV bearing and width accuracies for 20 km range and 24 time
samples with “best” sampling. Approximately 60% of locations estimate the FoV to within
10◦, with thin but long tails for locations with larger errors. The mean bearing error is −4.8◦

and mean width error is −12.7◦, slightly underestimating the size of the covered area. The
MAEs are 14.2◦ and 33.3◦, respectively. At 50 km, the bearing accuracy remains nearly the
same, while the width becomes significantly underestimated with an error of −58.8◦ and an
absolute error of 65◦. The “random” sampling method performs about half as well for mean
error, with about 50% larger absolute error.

Figure 3.21 shows the accuracy when only one time sample is chosen. Performance
degrades significantly with large tails for bearing and width errors. The FoV width is greatly
underestimated, with a mean error of −82.6◦ and MAE of 91.9◦, and the bearing error is also
greater with an MAE of 49.6◦. The width is underestimated so severely because there are
generally fewer detections than misses, so when few flights are available there can be large
regions where only misses are seen due to chance, despite the sensor having line of sight. In
low traffic regions or times, there may be less than 10 flights in a 100 km radius, making
it very unlikely to obtain an accurate estimate of the FoV. This disparity illustrates the
importance of taking multiple samples over time and the benefit that intelligently selecting
sampling times can provide. The ability to improve estimates by sampling multiple times
demonstrates the advantage that mobile emitters like aircraft or satellites provide since they
can sweep large areas, providing a more accurate final estimate than fixed emitters like cell
or radio towers.

Due to the global nature of satellite coverage, we expect to see similar improvements in
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Figure 3.21: ADS-B FoV accuracy for one time sample at 20 km with “best” sampling,
averaged across 100 locations in the U.S.

FoV accuracy at long range as observed in the experimental data. Future work will entail
developing a similar model for simulating satellite observations based on orbital data and
simulating the accuracy of merged FoV estimates.

3.5 Automatic Metadata Generation

Indoor-Outdoor Classification

The key idea behind this indoor-outdoor classification method is to use certain characteristics
of signals received from nearby airplanes to indicate if the receiver is indoors or outdoors.
Intuition suggests the multipath field differs in indoor and outdoor environments. Indoors,
there are typically many obstructions and reflectors near the receiver. Conversely, in outdoor
environments, there might be a line-of-sight path between an aircraft and the receiver, with
reflectors typically farther away from the receiver. As a result of these differences, the
Received Signal Strength Indicator (RSSI) of the signal tends to be more stable in outdoor
scenarios.

Figure 3.22 illustrates an example of such behavior in the RSSI received from an aircraft
over time. Figure 3.22a shows how the RSSI received from an aircraft changes over a 300-
second experiment when the receiver is indoors. As the aircraft moves, the best signal
path between the aircraft and the receiver changes rapidly due to surrounding obstructions.
However, Figure 3.22b paints a different picture for an outdoor receiver in the first 100
seconds. The figure indicates that the RSSI is very stable during this time because there
is an unobstructed line of sight between the aircraft and the receiver. Between 100 and
150 seconds, the aircraft starts to leave the line of sight (LOS) path, and after 150 seconds,
there is no LOS. During this time, the RSSI fluctuates similarly to the indoor receiver case.
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This RSSI behavior forms the foundation of a system for automatically detecting indoor and
outdoor environments.
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(a) Indoor receiver, recorded at Albany bedroom
(Table 3.3).
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(b) Outdoor receiver, recorded at Ottawa back-
yard (Table 3.3).

Figure 3.22: The difference in RSSI behavior when the receiver is indoor and outdoor.

Another important insight gained from this experiment is that the range of RSSI variation
or their absolute values cannot reliably differentiate indoor and outdoor receivers. This is
because most SDRs are not calibrated and, therefore, do not report the absolute received
power. Even if they do, the transmission power of the ADS-B system is not known for a
given aircraft, making it challenging to determine if the signal is attenuated only due to
LOS path loss or the building structure (or other obstacles). As shown in Figure 3.22, in
both indoor and outdoor experiments, the RSSI variation range is from below -30 to near 0
dBFS. Therefore, the high RSSI values in the outdoor case cannot be conclusively associated
with being outdoors. The transmission power of ADS-B on an airliner is between 125 to 500
Watts; hence, the signal strength is very high when the airplane is in the vicinity, even if
the receiver is indoors [140]. Although commercial aircraft fly at altitudes of 30, 000 ft or
more, they are still valuable proxies for interference between ground stations because they
are observable from 200+ km away. At 55 km, an airplane at 32, 000 ft is < 10◦ above the
horizon, and at 100 km it is 5◦ above.

Interestingly, the RSSI measurements show that in some cases (often outdoors), there are
two distinct bands in RSSI values. Figure 3.23 displays an example of such measurements
for an aircraft during a two minute capture. This effect is due to the fact that commercial
airliners use two antennas (one on top and one on the bottom of the aircraft) to transmit
ADS-B messages to simultaneously facilitate robust air-to-ground and air-to-air communi-
cation. The dual-antenna setup enhances signal reception and transmission capabilities,
ensuring a more reliable and comprehensive surveillance data exchange between aircraft and
ground stations, other nearby airplanes, and satellites. The ADS-B system alternates be-
tween the top and bottom antennas when broadcasting messages. As a result of the antenna
diversity at the transmitter, measured RSSIs can change significantly (typically 10 to 20 dB)
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Figure 3.23: The impact of antenna diversity on RSSI.

between two consecutive packets. This change in RSSI affects the proposed indoor/outdoor
detection system; therefore, the system design takes advantage of it.

Experiment Setup

The experiments were conducted in and around four locations in Ottawa, Ontario, Canada
and the San Francisco Bay Area. The locations include freestanding homes, a townhouse,
an apartment, and a multistory academic building. Signals were collected at multiple points
throughout these buildings, ensuring a varied mix of nearby windows, completely enclosed
spaces, unobstructed rooftops, and partially obscured outdoor locations. Table 3.3 describes
all 27 measurement locations. Each measurement was 15 minutes long. For each location,
we estimate, for each of eight directional sectors, whether the environment was obscured by
a wall or neighboring building or unobstructed, either by being outdoors or near a window.

Each 15-minute measurement was conducted using the setup illustrated in Figure 3.12.
The setup comprises an SDR connected to a host machine. To ensure the independence
of the indoor/outdoor detection mechanism from specific hardware, we performed measure-
ments with different SDRs, including the Nooelec Smart V5, RTL-SDR V3, and LimeSDR
Mini. The Nooelec Smart V5 and RTL-SDR V3 SDRs feature an 8-bit ADC, while the
LimeSDR is equipped with a 12-bit ADC. These varying dynamic ranges influence the RSSI
measurements. However, the system is robust against these variations in the hardware used
for the experiments.

The edge device was either a Raspberry Pi 4 or an Intel UP Element i12 edge device.
Instead of employing a dedicated ADS-B antenna, which could have enhanced the results
by capturing more messages, we opted for a wideband antenna. The rationale behind this
antenna choice is that we envision integrating the indoor/outdoor detection mechanism into
existing devices. Therefore, it would be ideal if it could utilize the existing antenna. All
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measurements were collected using this non-optimized ADS-B antenna. Despite using a
wideband antenna, we could still receive ADS-B messages even inside buildings. To mitigate
interference from a nearby FM tower’s powerful signals saturating the Low Noise Amplifier
(LNA) at 1090 MHz, we inserted an FM band stop between the antenna and the SDR.

Building City Locations Indoor Outdoor Total

Townhouse (multi-floor) Ottawa, ON, Canada kitchen, dining area, bedrooms, entrance, hallway, backyard, driveway 6 2 8
Townhouse (flat) Albany, CA, USA bedroom, behind window 2 0 2

Townhouse (multi-floor) Berkeley, CA, USA bedroom, closet, stairs, kitchen, deck, driveway 8 4 12
Academic building Berkeley, CA, USA ground floor, 4th floor window, 4th floor interior, roof 4 1 5

Table 3.3: ADS-B measurement locations and environments.

Model-based Classification

Quantifying RSSI variations is the first step in constructing a model capable of distinguishing
between indoor and outdoor environments. Subsequently, this metric will be integrated into
a model to deduce the environment in which the signal was recorded. Given the anticipation
of unique channel characteristics for each aircraft, the initial phase involves grouping packets
received from individual aircraft together. While time-series analysis over all packets received
from an aircraft might seem suitable, we focus on local variations in the RSSI over time rather
than long-term changes. Consequently, we divide the RSSI data for each aircraft into small
windows to assess the variation within each window. This approach prevents the mixing of
different channel conditions during analysis, as the long-term RSSI behavior changes when
a receiver may have a line of sight to an airplane for a few minutes and then loses the direct
path due to obstructions. The experiments indicated that a window size of 5 to 10 seconds
is optimal —– long enough to capture sufficient samples yet short enough to be immune to
long-term changes.

Airplanes typically broadcast about 10 ADS-B messages per second, including required
location announcements and responses to air-to-air and ground-to-air interrogations. There-
fore, a window size of 5 to 10 seconds yields 50 to 100 samples. Central dispersion metrics,
such as the standard deviation, cannot effectively quantify RSSI variation due to the two-
band behavior detailed earlier. In Figure 3.22b, for instance, at time 50s, despite the signals
being stable in each band, the standard deviation is high because the samples jump between
the two bands. Therefore, a metric that accounts for this special pattern in the data is
required.

Using the K-Means clustering algorithm in each window is an effective method to quantify
RSSI variation. We compute K-Means for just one cluster and two clusters and determine
the cluster size. If the signal is stable in two distinct bands, the cluster size is large for one
cluster and small for two clusters. In other words, if we group all samples into one cluster, all
samples are far from the center, which is somewhere between the two bands. However, when
clustering the data points into two clusters, the data points will be close to their respective
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cluster center, resulting in a small cluster size. When the data does not exhibit the two-band
behavior, using 2 clusters does not significantly reduce the cluster size (only the expected
reduction in cluster size for uniformly distributed data). Note that increasing the number of
clusters almost always decreases the cluster size due to the nature of clustering. However,
when the data is in two bands, increasing the number of clusters from one to two decreases
the cluster size significantly. Table 3.4 shows the expected cluster size if the data points
are scattered uniformly in a range of 10, 20, and 30 dB. It also shows the cluster size for
a perfect two-band distribution with no variation for reference. The table shows that when
the points are scattered randomly, the cluster size is reduced. However, due to variation, the
cluster size is still large in the case of two clusters compared to the two-band case.

Range 10 dB 20 dB 30 dB

Clusters 1 2 1 2 1 2

Two band 25.0 0.0 100.0 0.0 255.0 0.0
Uniform 8.3 2.1 33.3 8.3 75.0 18.8

Table 3.4: The expected cluster mean distance to center, or inertia, for different variation
ranges and number of clusters.
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(a) Indoor receiver data, from Figure 3.22a.
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(b) Outdoor receiver data, from Figure 3.22b.

Figure 3.24: The size of cluster in each window as a metric to quantify RSSI variations.

Figure 3.24 illustrates the cluster size for 1 and 2 clusters when applying the K-Means
algorithm to the data from the experiments explained earlier in Figure 3.22. The data is
divided into windows of size 5 seconds, with K-Means clustering applied to the data in
each window. We utilize the Python scikit-learn [293] library to implement the K-Means
algorithm on the RSSI data. The clustering algorithm is run 10 times with random cluster
center locations. To calculate the cluster size, we compute the sum of squared distances to
the nearest cluster center divided by the number of data points. Figure 3.22b illustrates
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that, for the outdoor receiver, during the initial 50 seconds when the RSSI is very stable
(in two bands), the cluster size significantly reduces when the data points are clustered into
two clusters. However, throughout the rest of the experiment, as the fluctuations of RSSI
increase, the distance between the cluster sizes of k = 1 and k = 2 decreases. This pattern
is also observed for the indoor receiver, as depicted in Figure 3.22a.

Next, we employ this metric to ascertain whether a receiver is located indoors or outdoors
solely from the Received Signal Strength Indicator (RSSI) of ADS-B packets. The method
utilizes a threshold-based approach to assess the stability of RSSI values within a window,
thereby determining if a LOS exists between the airplane and the receiver. If the signal is
deemed stable, the algorithm predicts that the receiver is positioned outdoors. The algorithm
follows this procedure:

1. For every airplane, the system divides the data into small windows (i.e., 5 seconds),

2. For every window, it clusters the data into 1 and 2 clusters and calculates the corre-
sponding cluster sizes.

3. If the cluster size with 1 and 2 clusters are CS1 and CS2, respectively. If CS1 − CS2

is bigger than 10, then we consider CS2 as the cluster size; otherwise, CS1.

4. If the cluster size is smaller than a threshold (i.e., 0.1), the RSSI variations are con-
sidered stable; otherwise, unstable.

5. If there is at least one window across all airplanes with stable signal, the system
associates it with the existence of a LOS path and estimates the environment to be
outdoor. If no window with stable signal is detected, the environment is estimated as
indoor.

Running this algorithm over all RSSI traces collected in a variety of environments using
different SDRs, as described above, results in predictions summarized in Table 3.5. The
results indicate that the algorithm correctly detects all outdoor receivers with no false neg-
atives. However, approximately one-third of indoor receivers are categorized as outdoor
“in error,” resulting in an overall accuracy of 78%. Upon investigating these indoor cases
classified as outdoor, a striking pattern emerges. It turns out that most of these cases had
a LOS to an airplane through a nearby window. A challenging question arises: is it
really incorrect to classify these cases as outdoor? It is essential to recall that these
classifications aim to automatically detect indoor and outdoor environments for the express
purpose of adjusting the transmission to avoid interference with other tenants in the same
band. Therefore, if there is a direction from which the victim receiver could receive the
signal, much like an outdoor transmission (with the exception of slight attenuation caused
by the window glass), it might be appropriate to classify the radio as outdoor to prevent
interference.

A natural follow-up question based on these results is why do we see many false positives
for outdoor, but no false negatives? The authors of [248] discuss the confounding effect
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Predicted
Outdoor Indoor

A
ct

u
al Outdoor 0.26 0.00

Indoor 0.22 0.52

Table 3.5: Outdoor/indoor prediction for model-based method versus ground truth.

of windows on their results, suggesting that some directions may be more “outdoor” than
others, even for an indoor radio. The spatial diversity of ADS-B signals, along with the
fact that they include the location of the transmitter, allows attribution of each received
packet to one of the eight sectors mentioned in Section 3.5 and hence to predict outdoor or
indoor status per sector. Because the eight sectors are relatively coarse and aircraft can cross
between sectors as they travel, we count an outdoor prediction for a windowed segment of
data as correct as long as either the sector it is assigned to or one of the neighboring sectors
is labeled as outdoor. A prediction of indoor is only marked correct if the sector it is assigned
to is labeled indoor as well. This flexibility in assigning outdoor labels also reflects the desire
of any incumbent system operator to ensure that other users err on the side of safety when
setting their transmit powers to prevent interference.

Table 3.6 shows the results for per-sector predictions. The true positive rate falls from
100% to 57%, but the false positive rate also shrinks from 30% to 5%. To determine in-
door/outdoor per sector in a real system, we need a way to tune the true positive rate. The
next section details an ML-based bi-level classification method that allows a system to select
the true positive rate.

Predicted
Outdoor Indoor

A
ct

u
al Outdoor 0.14 0.11

Indoor 0.04 0.71

Table 3.6: Outdoor/indoor prediction for model-based method per-sector versus ground
truth.

ML-based Classification

To improve predictions and to produce a probability score for outdoor vs. indoor for each
sector, rather than a single yes or no prediction per window, we introduce a random forest-
based bi-level classifier and additional data processing. We start by splitting the dataset
into five chunks by recording and sector to prevent cross-contamination between train and
test data. These chunks are used to perform 5-fold cross-validation with the following data
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processing, independently training five classifiers on four chunks and testing on the fifth. For
each fold, the bi-level classifier performs the following steps:

1. Append time series features produced by TSFRESH [295] to the 1- and 2-cluster sizes
described in the previous section.

2. Use feature importances calculated using an Extremely Randomized Trees classifier [296]
to perform feature selection for each training set.

3. With the downselected features, train a random forest classifier [297] with ensemble
size 100 and maximum tree depth 8 to predict indoor/outdoor per 10 second window.
The output of the random forest classifier constitutes the first level of the bi-level
classifier.

4. For the second level, collect the predictions for all 10 second windows belonging to
a specific sector and recording, either as a yes/no prediction (hard decision) or a
probability (soft decision).

5. Combine predictions either through voting (hard decision) or combining log-likelihoods
(soft decision) to produce a final probability of outdoor for a sector as the second level
of the bi-level classifier.

Figure 3.25 shows the ROC curves for the bi-level classifier with soft and hard decisions.
Despite the fact that soft decisions preserve additional information from the first level to use
in the second level of classification, the classifier performs better with hard decisions (AUC=
0.72) than soft (AUC= 0.6). This suggests that there is high variance in the predictions
from the first level. This is unsurprising since this version of the system does not distinguish
between nearby aircraft with high SNR and distant aircraft with low SNR. Table 3.7 shows
numerical results for hard- and soft-decision classification. The accuracy values are the best
achievable by tuning the classification threshold.

Train Acc. (%) Test Acc. (%) AUC

Soft Decision 83 78 0.60
Hard Decision 96 85 0.72

Table 3.7: Results for the bi-level classifier. Accuracy is the maximum accuracy achievable
by adjusting the classification threshold.

For the hard decision bi-level classifier, to achieve a true positive rate of > 90% requires
a false positive rate of 25%. Diving into the false positives, however, reveals a particular
pattern: one location, inside a windowless closet on the top floor of a home, experienced false
positives for seven of eight sectors. This suggests building materials play a large role
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(a) ROC curve for the bi-level classifier with soft
decisions.
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(b) ROC curve for the bi-level classifier with hard
decisions.

Figure 3.25: ROC curves for bi-level classifier.

in whether the radio environment appears to be outdoors even when a human
perceives a radio as inside. Many of the remaining false positives occurred in the sectors
with the highest levels of aircraft traffic, especially where traffic patterns brought aircraft
close to the sensor. This implies the performance of the system can likely be improved by
including information about the range of an aircraft during classification as well as accounting
for the density of traffic, perhaps by including a ground truth estimate of how many aircraft
are present obtained from a source like FlightRadar24.

Indoor Expts. Outdoor Expts.

Predicted Labeled Predicted Labeled

Outdoor Sectors (%) 39 17 52 50

Table 3.8: Fractions of sectors labeled and predicted as being outdoor for experiments with
the sensor located indoors and outdoors.

Location Verification

An important factor in trusting the data from a sensor node is the node’s location. Can a
crowdsourced node provider claim to be in a nearby city just tens of kilometers away? If
so, how do we detect it? Doppler shift is very sensitive to the location of the observer and
even deviations on the order of kilometers can cause a mismatch between the theoretical
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model and empirical results with only basic processing. We use this fact to automatically
verify the location of a radio sensor only using signals of opportunity. As discussed in
Section 3.2, with additional processing it may be possible to determine node location down
to 10s of meters which can be beneficial in applications that require higher accuracy, such as
regulatory compliance in the CBRS band. Note that the goal of this work is not to design
a localization system but rather to showcase the potential of SoOps in labeling radio sensor
metadata and how automatic labeling can increase trust in distributed systems.
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(a) Correct reported location.
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(b) Incorrect reported location.

Figure 3.26: Verifying the location of a sensor by comparing measured and expected Doppler
shift. The colors represent the MSE.

As illustrated in Figure 3.26, we consider a circle around the claimed location (with a
radius of 100 km in this case) and generate a grid of points separated by a fixed distance (i.e.,
5 km). For a given satellite pass, we calculate the expected Doppler shift for each point on
this grid. We then compare the empirically obtained Doppler shift curve with each of these
candidate locations. We compute the mean squared error (MSE) between the theoretical
and experimental Doppler curves. This entire process is repeated for several satellite passes,
and, calculating the average MSE at each point. The color at each location in Figure 3.26a
represents the average MSE obtained for that location over 13 satellite passes. We then
identify the location with the minimum average MSE. The red arrow in the figure extends
from the claimed location to the estimated location. In this case, the claimed location is
indeed correct, so the red arrow indicates the error in our estimation, 10.1 km in this test.

Figure 3.26b replicates the same experiment, but this time, the claimed location is in-
correct (approximately 50 km Southeast of the actual location). Specifically, the claimed
location is Stanford University, while the radio sensor was physically at the University of
California, Berkeley. The figure vividly illustrates the deviation, with the arrow’s length in
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the experiment measuring 58.1 km, aligning with the difference between the claimed and
actual locations.
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Figure 3.27: Localization error versus number of satellite passes used as input to the local-
ization algorithm.

The previous experiments estimated the location using 13 satellite passes over the sensor
node. Next, we assess how reducing the number of passes impacts the accuracy of estimation.
We repeated the experiment with the correct location of the node, but instead of using all the
data, we performed localization using a subset of passes. This process was repeated 100 times
for each number of satellite passes, ranging from 1 to 13. Each of the 100 runs randomly
selected a subset from the total 13 traces and calculated the error. We then determine the
average and standard deviation for each number of passes. Figure 3.27 illustrates the results
of this experiment. As the number of satellite passes for estimating the node’s location
reduces, the accuracy decreases. However, a noteworthy finding is that even with just a few
passes, an average error of under 20 km can still be achieved. In fact, even a single pass can
provide valuable information, revealing the approximate location of the sensor node.

3.6 Conclusion

This chapter demonstrated how environmental supervision through signals of opportunity
(SoOps) enables a new paradigm for automatic metadata generation and verification in dis-
tributed sensing systems. The work established two key capabilities: 1) the ability to auto-
matically and continually evaluate sensor coverage and performance characteristics without
human intervention and 2) the ability to automatically generate and verify crucial metadata
like location and installation environment.
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The research showed that by combining observations from mobile SoOps, like aircraft
ADS-B signals and LEO satellites with stationary sources, such as cellular networks and
broadcast TV, a system can automatically:

• Evaluate frequency sensitivity across multiple bands.

• Determine effective field of view with 10-15 degree accuracy.

• Classify indoor/outdoor installation environments with 85% accuracy.

• Verify location claims to within 10-20 km using satellite Doppler measurement, with
potential for 10 m accuracy.

• Detect installation issues and environmental changes during operation.

Importantly, these capabilities work with low-cost commercial hardware (under $200)
and don’t require specialized equipment, making them practical for widespread deployment.
This enables a fundamental shift from manual metadata entry and verification to automatic,
continuous evaluation and updates. Systems that learn about their environment using signals
of opportunity can detect mismatches between human-provided and automatically measured
metadata to identify improper installations or changes in operating conditions that software
alone cannot detect.

Several challenges remain for future work:

• Developing end-to-end systems that optimize when to perform measurements and in-
form users if important values change during operation.

• Establishing comprehensive trust frameworks while preventing data fabrication.

• Incorporating additional RF sources for more robust calibration.

• Extending calibration techniques for specific application requirements.

• Protecting privacy when using SoOps for metadata generation.

As spectrum sharing becomes more prevalent and distributed sensing networks in gen-
eral grow in importance, the ability to automatically evaluate and verify sensor capabilities
becomes crucial. The environmental supervision paradigm demonstrated here provides es-
sential building blocks for trustworthy, distributed systems that can scale while maintaining
data quality and reliability. Future work can build on these foundations to enable new forms
of metadata that humans cannot practically provide, like vector representations of sensor
coverage areas and dynamic environmental characteristics. This research represents an im-
portant step toward practical, trustworthy spectrum monitoring at scale. The techniques
developed here could extend beyond spectrum sensing to other distributed sensing applica-
tions where automatic metadata generation and verification are valuable for ensuring system
reliability and performance.
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The crucial re-conceptualization behind this work is to treat the densely oc-
cupied spectrum full of legacy systems as a feature, not a bug. These systems are
designed to have high accuracy and reliability and can serve as precision references for the
world around you, particularly when operating without trust or with low-precision compo-
nents [137], [138]. After all, which is more trustworthy, a NOAA satellite or a backyard
hobbyist? Each of these legacy signals carries valuable information in their physical repre-
sentation. Doppler shifts, showing the relative motion between a sensor and another object,
are one physical signal. Signal to noise ratio is another. Often, this information is valuable
on its own. Each signal can also provide information through its content, like the identity or
location of a transmitter. Combining these two sources of information from a single signal
and across multiple signal types can provide insights no single source alone could provide.
Legacy sources are relatively fixed, often changing type or location only on the scale of
decades. This provides an opportunity for the open-source community to collaborate on
‘plugins’ that extract information from each signal type and provide it in a common format,
similar to the plugin model of GNU Radio [290]. A library of such plugins would serve as a
foundational resource for further research on SoOps and environmental supervision.

On a broader level, the goal of this work is to move towards an “AI RF module” that can
be cheaply dropped into any radio and allow it to function as a full cognitive radio [17]. Such
a module would sense and communicate with peers to learn about the state of the world, then
make intelligent decisions about resources and behaviors to both meet its own communication
needs and act as a good RF citizen. The work presented in this chapter demonstrates
methods to obtain cheap situational awareness, an important component of a cognitive
radio. The previous chapter points the way toward learning behaviors cooperatively. Future
work, and work that already has much research published separately, involves communicating
knowledge of the world to and receiving knowledge from peer actors and then using that
knowledge to make intelligent and fair decisions.
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Chapter 4

Towards Synthetic Datasets for
Data-Scarce Domains

4.1 Introduction

The massive recent success of generative language and image models is driven by the power
of the transformer architecture [79] and large-scale unsupervised pre-training followed by
supervised fine-tuning for tasks [298]. Unsupervised pre-training allows designers to leverage
extremely large datasets with limited or no labeling, larger than could be reasonably created
with human supervision. Indeed, experiments on dataset size show that it directly impacts
the potential accuracy of a model alongside computing FLOPs (floating point operations)
and model parameter count. This combination of factors results in what are known as scaling
laws, dictating the required dataset size to allow the most compute-efficient pre-training at
a given model size [299]. Scaling laws have been observed in generative language [299],
image [300], [301], and mixed-modality models [302]. The availability of large-scale datasets
clearly both drives and limits the performance of generative models in the language and image
spaces. Unfortunately, not every domain has ready access to large datasets researchers or
industry can use to develop large generative models.

Large-scale datasets for pre-training primarily come from scraping the internet for pub-
licly available text and images. GPT2, the first widely publicized large language model
(LLM), was trained on 40 GB of text scraped from outbound Reddit links [303]. LLaMA,
a recent open-source LLM, was trained on more than 4 TB of data from multiple large col-
lections of web data [304]. Many companies maintain their own private datasets, but some
public versions have also been released for the research community to take advantage of [305]–
[307]. Although some images have descriptive captions, many do not and must be somehow
labeled for text-to-image generation. These labels can be synthetic, generated by open foun-
dation models such as CLIP (contrastive language-image pre-training), which themselves
rely on large scraped datasets [308] and techniques such as self-supervised learning [309],
contrastive methods [310], self-training approaches [311] and generative modeling [312]. An-
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other area that benefits from large publically available datasets is audio generation, often
speech or music [313]–[318]. These datasets vary in size from a few gigabytes each [318] to
over a terabyte [316], [317]. I view the common enabling characteristic of these domains as
the fact that the data can be both produced and consumed directly by the average human.
Nearly anyone can listen to audio, view an image, or read text, and similarly record, capture,
or write examples to be published for anyone to see. In the same vein, generative models for
these domains produce outputs useful to everyone, driving interest and investment.

In contrast, scientific topics generally do not benefit from a planet’s worth of internet citi-
zens generating content that can be scraped and used for training. Despite this, there is a long
history of using models to generate synthetic data for specific processes. Examples include
neuron potentials in neuroscience [319], [320] and galaxy formation in astrophysics [321].
Others involve more specific tasks that condition generated data on class labels like healthy
or diseased physiology [322], synthesizable or unsynthesizable molecules [323], or perform
data augmentation on small EEG datasets [324] or imputation to replace missing or poor-
quality channels in EEG recordings [325]. Some domains, such as chemistry, benefit from
their own sources of data like the ChEMBL database of bioactive compounds [326]. Astron-
omy and particle physics have large international collaboration projects producing streams
of data for analysis and training. But what about wireless signals?

A great deal of work goes into simulation packages for wireless systems. MATLAB has
an entire toolbox dedicated to it [327], and NVidia created a GPU-accelerated library for
link-level simulations [328]. No matter how much detail goes into a simulation, though,
it can’t accurately represent every detail and imperfection that exists in the real world.
This is particularly important for generative models learning a distribution since they only
reproduce what they are given. Existing work on generative wireless modeling, such as
channel estimation and simulation, is often trained on synthetic data only [169], [329]. Other
work attempts to improve real-world performance through distributed learning [330] or by
training on simulated data and fine-tuning on a much smaller real dataset [168].

Dataset Content Dataset Size (GB)

Wi-Fi traffic [331], [332] 55
LTE traffic [333]–[336] 501
LoRa traffic [337] 1000
RFID signals [338] 200
Traffic from hovering UAVs [339], [340] 9
Massive-MIMO signals [341]–[348] 12,161

Total 13,926

Table 4.1: Datasets found on RFDataFactory and OpenRANGym containing IQ data.

The natural follow-up question is why there is not more work using recorded real-
world data. I surveyed every dataset linked from RFDataFactory [172] and the Open-
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RANGym [349], looking for datasets with raw IQ data. Raw IQ data provides the most
fundamental measurement of wireless signals that can either be directly trained on or pro-
cessed to produce metrics for training indirectly. Other datasets include features like packet
captures for CSI prediction, but they are not generally useful in the same way raw IQ is.
The datasets include a mix of laboratory captures in an anechoic chamber or directly ca-
bled SDRs and recordings of radios on campuses or in experimentally licensed testbeds such
as POWDER [350] — no recordings of signals in the wild or so-called “wardriving” where
sensors are mounted on a vehicle and capture data as they move around. These datasets
are described in Table 4.1. Note that 12 of 14 TB of the data come from Massive-MIMO
setups and another terabyte from a single LoRa radio fingerprinting dataset. That leaves
just one terabyte of all other signals. For comparison, the LAION-5B-en dataset 1 [352] used
to pre-train Stable Diffusion [353] contains 2.32 billion images, which at 384 × 384 resolu-
tion and with an average JPEG compression ratio of 10:1 would be 93 TB. There is a clear
discrepancy between the availability of wireless signals data and other domains.

Given that it should be easy to set up an SDR listening on a known LTE frequency
and record terabytes of traffic over the course of a day or week, there must be a reason
for the paucity of raw IQ data. In fact, a confluence of legal privacy protections and court
precedents combined leaves any researchers in legal limbo when publicly releasing wireless
signal recordings. The Supreme Court case Kyllo v. United States ruled that using thermal
imaging to search for growing marijuana is an unconstitutional invasion of expected privacy
even though the “search” could be performed remotely off Kyllo’s property [354]. Separately,
the Electronic Communications Privacy Act of 1986 updated federal wiretapping laws to
make recording electronic communications, such as Wi-Fi or cellular signals, illegal without
a warrant. Combined, these create a legal risk that even if a researcher unintentionally
records protected data as raw IQ but never processes it to reveal information and then
releases the data publically, they could be held liable for someone else using that dataset
to obtain protected information. Demonstrating the real risk, Google settled a case over
Wi-Fi data its Street View cars collected while wardriving containing emails and other data
for several million dollars [355]. Even the government itself faces hurdles in collecting and
publishing wireless datasets. A pilot program where the FCC mounted spectrum sensors
and cell signal monitors on USPS vehicles to map coverage ended partly due to the potential
legal issues with the data [173], [174]. In the face of these legal hurdles, it may never be
possible to release an unaltered recording of in the wild wireless data.

If progress on machine learning for wireless signals requires access to large datasets, we
must turn to alternate solutions for obtaining data. One potential solution is federated
learning, in which each participant maintains a separate private dataset and learns their
own model, which is sent to a central aggregator to produce the final version [175]. There
are two primary problems with federated learning for our purposes. It requires central coor-
dination, agreement on methods, and ongoing participation as new data becomes available,

1The original LAION-5B dataset was taken down in December 2023 to remove links to CSAM mate-
rial [351]. A new version with illicit links removed was released in August 2024.
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an extremely difficult task for multiple unrelated research groups and organizations. More
importantly, it means that data remains private and can’t be used inventively by unrelated
researchers to advance the field. Federated learning is unlikely to be the solution to data
woes in the wireless field.

Differential privacy is another option that faces its own set of challenges. Differential
privacy involves adding noise either to the original data or to operations on the data, such
as means or gradients during machine learning, and releasing only artifacts that result from
the noising process [356]. This prevents freeform exploration of data, a common activity
in the early stages of research. Applying differential privacy to time series data adds addi-
tional challenges for preserving privacy due to the volume of data and correlations across
data points. Protecting every data point individually reduces the utility of the data, while
protecting higher-level features may introduce privacy breaches through correlations [357].
This is even more challenging in the space of wireless signals where the most sensitive infor-
mation, user content, is encoded specifically to protect it from corruption by added noise,
potentially rendering differential privacy techniques useless without enough noise to destroy
any utility originally in the data.

The solution I employ for the work in this chapter is to generate synthetic data from a
generative foundation model. Ideally, a foundation model specific to wireless signals could
be used, but the unique set of challenges facing large-scale modeling and generative work in
this domain means that no such model yet exists [358]. Instead, other models will have to
be employed as a substitute. Gunasekar et al. [359] showed they could train a state-of-the-
art code generation model on a small high-quality dataset and a larger synthetic dataset of
imperfect but on-topic and diverse examples generated by a much larger foundation model,
GPT3.5. Other work shows that synthetic data can perform a role similar to knowledge
distillation [360], improving the performance of downstream models with limited datasets
by feeding them synthetic samples from a larger teacher model [361]–[363]. Synthetic data
created by generative models, rather than functions like noising, cropping, rotation, and
superposition, is growing in popularity as a data augmentation tool to improve model per-
formance in computer vision tasks [364]. Some tasks even achieve equivalent performance
with purely synthetic datasets. Although synthetic data may be a useful tool to address data
scarcity, it is important to be careful with its use. The growth of synthetic data on the web
has introduced the risk of a phenomenon known as model collapse, where recursive training
on synthetic data results in forgetting and reduced performance [365]–[368]. It will be im-
portant when producing and using synthetic datasets to ensure that they are not recycled
as contaminants, reducing data quality.

There is a whole suite of startups providing synthetic data generation services. Some
focus on specific domains like computer vision and robotics, including Lexset, Bifrost AI, and
Synthesis AI. This subset focuses as much or more on providing synthetic data to augment
expensive or small real datasets as on ensuring privacy. They may also have their own
generative models which produce synthetic data from inputs like 3D CAD models. Other
startups like ExactData, Gretel, and Accelario focus more on data privacy and compliance.
Some don’t focus on a specific aspect, providing a more general-purpose platform, such as

https://www.lexset.ai/
https://www.bifrost.ai/
https://synthesis.ai/
https://www.exactdata.net/
https://gretel.ai/
https://accelario.com/
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Tonic AI or GenRocket. These companies typically provide data storage and interfaces and
either custom modeling or an interface to train your own model.

Inspired by the Riffusion project [369]2, in this chapter, I show the potential to repurpose
foundation models trained in one domain, like images, by fine-tuning for use in generating
synthetic data in another, like time series. Repurposing large foundation models in this
manner has two advantages. First, fine-tuning is much cheaper computationally, and thus
financially, than training a new model from scratch. Second, by representing data from one
domain (time series) in a manner interpretable in another (spectrogram images), we can take
advantage of the learned interpretive and predictive power a foundation model has in the
original domain. We can also take advantage of the surrounding training infrastructure and
associated models like CLIP image and text embeddings available in the more developed
original domain. This allows actions like conditioning the image output of the fine-tuned
model on a text input, which would require training further models from scratch in the
original domain.

The eventual goal of this work is to be able to take data containing private information
and replace it with data generated in such a way that it effectively anonymizes the original
data while preserving any and all characteristics that may be important for downstream
learning tasks. Example applications are changing private data contained in Wi-Fi packets
or protected health information (PHI) that may be implicitly contained in a biosignal record-
ing like an EEG (electroencephalogram). The first step, demonstrated in the body of this
chapter, is to produce a synthetic version of a dataset with protected information control-
lable via conditioning during generation. The next step, which may or may not be required
to begin releasing trusted synthetic datasets, would be to use image-to-image techniques
to produce copies of each original private sample with protected information swapped out
randomly by additional conditioning. Although generative models do not guarantee privacy,
even potentially regurgitating memorized data [370], there is hope that researchers looking to
publish data could receive legal protection by applying “best effort” anonymization through
synthetic datasets generated with best practice techniques.

Applying anonymization through conditioned generation faces two major challenges in
the domain of wireless signals. Wireless protocols are designed to be as information-dense
and high dimensional as possible because this makes the most efficient use of limited band-
width. The protected data in wireless signals is also very high dimensional because it consists
of the sequences of near-random bits carried by the signal, in the case of digital communi-
cation schemes. Even older analog signals such as FM radio have very little bandwidth
expansion between the audio signal and metadata they carry and the occupied bandwidth
of the transmission, perhaps only 2x or less depending on optional components. In contrast,
most of the energy and information is concentrated in the first 10% or so of the EEG spec-
trum. Put together, it seems to be a very difficult task to jump directly into synthesis of
wireless datasets.

2Riffusion converts music snippets to spectrograms and uses a fine-tuned stable diffusion model to gen-
erate new snippets conditioned on text prompts.

https://www.tonic.ai/
https://genrocket.com/
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(a) PSD of an FM radio broadcast (KPFA). Up
to the downsampling filter cutoff at 100 kHz, all
frequencies are equally occupied.

(b) PSD of an EEG channel. Only small sec-
tions of bandwidth around 3 Hz and 12 Hz have
significant energy relative to the rest of the sig-
nal.

Figure 4.1: PSDs of example FM radio and EEG recordings demonstrating the difference in
bandwidth occupied.

Instead, this work [371] selects a similar time series signal from a domain that also faces
privacy concerns when wishing to publish raw data but mitigates some of the difficulties
above: EEG recordings of brain activity. EEG signals can be used to determine personally
identifying information such as age and gender [372], [373], and PHI such as the presence
of Parkinsons disease [374], [375]. These protected features are low dimensional and can
be represented as a human-understandable and hence text encoder-interpretable phrase like
“a male 80-year-old subject with Parkinsons’ disease,” significantly reducing the difficulty
of applying conditioning during synthesis. Additionally, EEG signals are much less dense
spectrally than wireless communication signals. Figure 4.1 demonstrates example power
spectral densities (PSDs) of an FM radio signal and an EEG recording. This should make
it easier for a generative model to learn to reproduce the distribution of EEG source data
during fine-tuning.

After training diffusion models to produce synthetic EEG spectrograms, this chapter
evaluates the suitability of the synthetic data in two ways. First, by calculating distributional
similarity metrics employed in the computer vision space, I evaluate how closely the synthetic
data appears to match the original distribution in spectrogram image space. This also
provides insights into where bottlenecks in improving generation performance may exist.
Second, I train gender classifier models on real and synthetic data, then test performance on
each dataset to evaluate how well the diffusion models can control for protected classes in
the data. Overall, this work provides a proof-of-concept that repurposing foundation models
from domains with abundant data to leverage and amplify smaller datasets in other areas
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has potential to address data woes.

4.2 Related Work

The concept of representing a 1D signal as spectrograms for generative modeling with image
diffusion models is not unique. Apart from Riffusion [369], which originally inspired this
work, [376] uses diffusion models to produce spectrograms of sound clips which also look
like something related to the sound. For example, the sound of a dog barking may have a
spectrogram that looks like a dog, as in Figure 4.2. Spectrograms depict the spectral energy
content of a signal, removing phase information and preventing direct recovery of the original
time domain signal. Although this chapter operates only on spectrograms after they have
been produced from the EEG data, both [369] and [376] recover an estimate of the original
signal using the Griffin-Lim algorithm [377].

Figure 4.2: A spectrogram of an audio clip that sounds like a dog barking and looks like a
corgi [376].

Generative modeling has also been used to address scarce data in other medical domains.
[378] surveys the history and applications of synthetic data for medical purposes, primarily
focused on direct statistical models implemented in R or Python. Deep generative models,
namely GANs and diffusion models, have been used for synthetic medical imaging in chest x-
rays [379]–[381], optical coherence tomography [382], and MRI [383]. [384] uses Mamba-based
diffusion models [385] to correct endoscope images for exposure. For EEGs, [324] surveys non-
generative data augmentation methods and concludes that no one method is best, depending
on the downstream task. [386] demonstrates channel imputation for multi-channel EEG
recordings using diffusion, similar to [387]. In [388], the authors generate EEG spectrograms
with diffusion models and use them to augment training data for an emotion classifier.

One shortcoming present in much of the literature is that evaluation of the synthetic data
tends to either report a distributional similarity measure such as FID (Frechet Inception



CHAPTER 4. TOWARDS SYNTHETIC DATASETS FOR DATA-SCARCE DOMAINS99

Distance) with no reference for how well diagnostically important features are represented,
or performance of a classifier trained using the synthetic data without statistical similarity
measures. Even the similarity measures presented tend to include FID and related scores,
which have been shown to be biased, particularly with fewer than ∼ 50, 000 samples and
to perform more poorly on images not represented in the ImageNet dataset [43], [389].
For distributional evaluation, I use the statistically unbiased Maximal Mean Discrepancy
(MMD) metric [389], [390] with alternate kernel features provided by DINOv2 [391] since
it generalizes better to rare or unseen image distributions than CLIP, the model proposed
in [390].

[392] surveys the state of EEG classification algorithms up to 2018, covering common fea-
ture selections, metrics, and classification algorithms including linear classifiers, NNs, non-
linear Bayesian classifiers, nearest neighbor and hybrid schemes. A common difficulty expe-
rienced by those working on EEG classification is high variance over time (non-stationarity)
and especially between subjects. For this reason, some papers such as [393] train a classifier
model per-user for tasks such as decoding speech perception or predicting and classifying
seizures [394]. Since the advent of the attention operation and transformer architecture [79],
some authors have used attention in EEG classification models for emotion recognition [395],
sleep state [396], and age and gender [372], [397], [398]. [398] used recordings of speech as
well as EEG signals to predict age and gender through a form of principle component anal-
ysis and support vector machine classifiers. [372] uses features from wavelet decomposition
and a random forest classifier to achieve > 90% accuracy on their dataset. In contrast, [397]
used transformer networks on raw EEG data without explicit feature extraction to achieve
similar performance.

4.3 Methods

This section describes the reasoning for datasets used, preprocessing steps employed, and
model selection and training. Ideally a comprehensive selection of datasets and model archi-
tectures and training methods could have been tested to better understand the interactions
between pre-training, foundation models, and cross-domain knowledge transfer for synthetic
data generation. Time constraints, however, dictated that only a small subset of available
datasets relatively similar in format and content and two main model architectures could be
tested. These results still point toward the potential of the technique and interesting future
explorations.

Dataset and Preprocessing

Just as wireless signal data has myriad potential variations in the number of antenna
channels, bandwidth, SNR, protocol, and more, EEG data has similar complexity. Ev-
erything from the age of subjects (e.g., college students or those old enough to be at risk
of Alzheimer’s) to the number and placement of electrodes, contact quality, sampling rate
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and filtering, and whether the subject is at rest or active, healthy or potentially seizing
at any given moment. Combined, these give each dataset a unique fingerprint that must
be adjusted to produce common inputs for a model during training. To demonstrate both
the difficulty and potential of using meta-datasets, formed from multiple unrelated source
datasets, we chose to use the SEED-V [399] and Rest eyes open [400] datasets. SEED-V
consists of 16 college-age subjects who were recorded watching video clips designed to elicit
specific emotions. Rest eyes open consists of 149 subjects between age 50 and 90 at rest, 100
of whom had Parkinson’s disease of various severities. These datasets were chosen because
they are on the larger size at 38 GB and 3 GB, respectively, and because they contain a
relatively even mix of genders and cover both young and old subjects when combined. They
also contain a common subset of at least 20 channels measured at similar locations on the
head, listed in Appendix I.

Figure 4.3 displays a plot of the raw EEG signals from the first few channels of a 10
second snippet of each dataset. The plots demonstrate differing noise levels, sampling rates,
channels, and DC offsets. These features require some preprocessing before the results can be
combined into the final spectrogram images. The preprocessing steps applied are enumerated
in order below:

(a) Plot of a 10 second snippet from the SEED-
V dataset.

(b) Plot of a 10 second snippet from the Rest
eyes open dataset.

Figure 4.3: Plots of data snippets from the chosen datasets, showing the first 10 seconds of
a random subject and the first 20 channels in the original ordering.

1. Extract a common subset of 20 channels in identical order.
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2. Low-pass filter then decimate the data to 125 Hz.

3. Split each recording into 2000 sample chunks with 50% overlap.

4. Calculated a Hann windowed, overlapped, log-spaced frequency bin spectrogram per
channel.

5. Convert the linear data to decibels and clip to a minimum power level to reduce
dynamic range.

6. Concatenate the channels to form a 256× 256 greyscale image.

7. Rescale the values to 0− 255, quantize to uint8 values, and save as a JPEG image.

8. Store the gender, age, and health labels of the image to a metadata file.

Log-spaced frequency bins were empirically more useful for downstream classification
tasks because much of the information in EEG signals is carried in very low frequencies,
exemplified in Figure 4.1b. Log-spaced frequency sampling is similar to Mel cepstrum sam-
pling common in audio signal processing [401], which aims to better represent how humans
perceive audio signals. In this case, we aimed to better represent signals important for later
classifiers. We used the adaptive windowing and overlapping methods from [402] to improve
resolution and low frequencies and noise floor estimation at higher frequencies. To prevent
contamination by the DC offset, we remove the offset while calculating the spectrogram and
then reintroduce the offset in only the DC frequency bin. This allows a model to account
for the DC offset without swamping data in near-zero bins by a much larger sidelobe from
the DC signal. Figure 4.4 displays an example spectrogram after preprocessing.

One may ask why spectrograms would have any chance of conveying information about
the EEG signals interpretable by a model pre-trained on images. Spectrograms were origi-
nally developed during World War II to provide a visual representation of sounds for anal-
ysis [403]. It follows that a technique designed for vision-oriented humans would be inter-
pretable by image-generating models.

To prevent classification models from learning to identify individuals rather than useful
features, the data is split by subject into 80% training and 20% test partitions. During
training of generative models only, the data is reweighted by dataset and gender to reduce
class imbalance resulting from different dataset sizes and gender ratios. At test time and
while training classification models the data is left as-is.

Diffusion Models

We train two latent diffusion models to perform EEG spectrogram synthesis. The first is a
fine-tuned Stable Diffusion v1.5 [353]3, referred to from here on as SDv1, trained on a 24

3This model was originally available under ‘runwayml/stable-diffusion-v1-5’ on Huggingface but has since
been taken down. The ‘CompVis/stable-diffusion-v1-4’ model is a good substitute, since v1-5 only added
additional fine-tuning to the UNet component.

https://huggingface.co/CompVis/stable-diffusion-v1-4
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Figure 4.4: An example spectrogram after preprocessing.

GB Nvidia A10G GPU on AWS. This was the smallest GPU we could use without out-of-
memory errors because training went unstable when using fp16 and bf16 mixed-precision
training. We use SkyPilot to automatically manage environments and jobs [404]. We use a
DDIM [405] scheduler during both training and sampling. Other training hyperparameters
are listed in Appendix J. Conditioning for this model is provided by passing statements of
the form

an EEG spectrogram of a 80 year old, parkinsons disease diagnosed, male

subject, or
an EEG spectrogram of a 66 year old, healthy, female subject

with the portions corresponding to each label appropriately filled in. During training, ap-
proximately 23 GB of memory is used for batch size 4, with gradient accumulation employed
to achieve larger effective batch sizes. Wall clock training time was 7.5 hours. We use an
exponential moving average (EMA) [406] copy of the model for final results.
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We recognize that not every researcher has the funding and confidence to use cloud
computing infrastructure for training larger generative models, so we also trained a smaller
diffusion model from scratch on a 10 GB Nvidia RTX3080 desktop GPU. The much smaller
memory pool limited the size of the model we could use, so we chose to use a new architecture
that performs linear attention and has been shown to achieve similar results as transformer
models one weight class larger, Mamba [385]. After Mamba’s release, several groups have
adapted the Mamba architecture in various configurations for vision modeling rather than
1D data [407]–[411]. We adapt the DiS model and training script from [407], which uses
DDPM [412] for training and sampling. Conditioning is provided by learned class embed-
dings for the four combinations of healthy/sick and male/female, and a fifth no-guidance
embedding. Again, hyperparameters are provided in Appendix J. The DiS-B/2 model class
can be trained using 9.9 GB of memory with batch size 4 on a desktop GPU. For our final
results, we train a DiS-M/2 model with a batch size of 8 on a cloud GPU using 22 GB of
memory and gradient accumulation to increase the effective batch size. Wall clock training
time was 63 hours. We use an EMA copy of the model for final results.

For the SDv1 model we use the provided VAE model to produce and decode the latent
distribution. For the DiS model we used the ‘stabilityai/sdxl-vae’ autoencoder, referred to
from here on as SDXL, which shares its architecture with the SDv1 autoencoder but was
fine-tuned using larger batch sizes and with EMA, increasing performance on reconstruction
metrics. We tried to use the SDXL VAE model with the SDv1 UNet but found that the
latent spaces did not align, producing strangely colored and blurred outputs, and further
training did not help.

The synthetic datasets were generated using 50 sampling steps to produce 5,120 synthetic
spectrograms each, approximately matching the size of the real training dataset. Classes
for conditioning were selected uniformly randomly, and classifier-free guidance [413] with a
guidance scale of 7.5 was applied. The MMD distributional similarity metric between real
and synthetic datasets is calculated with torch-fidelity [414] using CLIP and DINOv2
features [391].

Classification Model

The gender classification model takes as input a grayscale (single channel) spectrogram image
and outputs two logits, one for male and one for female. Applying a softmax operation would
result in per-class probabilities. The model’s architecture is presented in Table 4.2. Each
convolutional layer is followed by a GELU [415] activation, and a dropout layer follows each
pooling operation. The linear layer has no bias. The loss function is cross-entropy with label
smoothing [416] to improve generalization. During training, we maintain an EMA copy of
the weights and report results for both last-iteration and EMA versions of the classifier.
Further hyperparameters selected through extensive search are available in Appendix J.

https://huggingface.co/stabilityai/sdxl-vae
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Layer Type Kernel Size Channels Out Stride Padding

Conv2d 5 8 1 2
AvgPool2d 2 - 2 -
Conv2d 3 16 1 1
AvgPool2d 2 - 2 -
Conv2d 3 32 1 1
AvgPool2d 2 - 2 -
GlobalAvgPool - - - -
Linear - 2 - -

Table 4.2: Gender classification CNN model architecture.

4.4 Results

If we are to have any hope of succeeding with latent diffusion models, we must first verify
that the VAEs that map images to and from the latent space can accurately reconstruct
the spectrograms from our dataset. Figures 4.5 and 4.6 show the original and reconstructed
versions of an example spectrogram. To the human eye, both versions look nearly identical.
There is very slight blurring and a small change in exposure, but no major differences. More
quantitative results can be found in Figure 4.7. The ‘self’ columns represent the near-zero
MMD score for two disjoint subsets of the training data. This suggests that if the VAEs
could perfectly reconstruct each input, the resulting MMD would also be near-zero. The
SDXL VAE produced better reconstructions according to both featurizers, as a lower MMD
score represents a closer alignment between the data distributions. The MMD scores have
error bars because the kernel matrices for MMD are computed over subsets of the data and
averaged to avoid constructing and evaluating very large matrices. Otherwise, calculating
the score would take hours to days for larger datasets. We use the default subset size of
1000.
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(a) Original EEG spectrogram. (b) SDv1 VAE reconstruction of the original
spectrogram.

Figure 4.5: Original and VAE reconstructed versions of an EEG spectrogram, using the
original SDv1 VAE.

(a) Original EEG spectrogram. (b) SDXL VAE reconstruction of the original
spectrogram.

Figure 4.6: Original and VAE reconstructed versions of an EEG spectrogram, using the
updated SDXL VAE.
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Now that we have a baseline for MMD using VAE-only reconstructions, we can evaluate
synthetic datasets produced by the SDv1 and DiS diffusion models. As might be expected,
the DiS model’s output has a higher MMD than the SDXL VAE alone. It also loses out to
SDv1 synthetic data. Since the SDv1 UNet is much larger than the DiS diffusion model and
has much more pre-training, we expect SDv1 to reproduce the target distribution better.
Surprisingly, the SDv1 synthetic data somehow has a lower MMD than the VAE used by
the model can achieve on its own. The exact cause of this disparity is unclear. One possible
explanation is that the encoder of the VAE loses or distorts information while compressing
the spectrograms to the latent space. Then, somehow, the averaging process during training
may smooth out the distortions, and the diffusion model learns to generate “good” latent
representations that the decoder portion of the VAE can restore to accurate spectrograms.
More investigation is required to produce a more confident explanation of this discrepancy.

Figure 4.7: MMD metrics using CLIP and DINOv2 features for synthetic and reconstructed
datasets.

The MMD scores are an important metric for understanding the distributional similarity
of the synthetic data to real data. They can allow direct comparison between successive
models and techniques applied to this domain. However, they do not represent the utility of
the data for downstream learning tasks. After all, if we unconditionally produce a synthetic
dataset, we lack labels for training a supervised classifier, leaving us no better off than before.
Fortunately, we can apply CFG during dataset generation to produce data with associated
class labels. We trained a gender classifier model per dataset on the real, DiS, and SDv1
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synthetic datasets. We stored the last-iteration and EMA weights for each model to test
whether models that generalize better do well on other datasets, i.e., whether the model
easily overfits on a given dataset. Then, we measured the test accuracy on held-out data
from all datasets. The results are shown in Figure 4.8. They are also in Table 4.3.

Figure 4.8: Classification accuracy for last-iteration and EMA models on trained on real or
synthetic datasets, and tested on all.

Test Set Real DiS SDv1
Train Set

Real 0.76 0.99 0.55
Real EMA 0.79 0.91 0.61
DiS 0.56 1.00 0.50
DiS EMA 0.65 0.99 0.53
SDv1 0.60 0.60 0.85
SDv1 EMA 0.63 0.54 0.70

Table 4.3: Accuracy scores for gender classifiers trained and tested on the real and synthetic
datasets.

As a baseline for comparison, the EMA classifier trained on real data achieves 79%
accuracy. The precise value varies by a few percent depending on the seed of the run.
The real EMA classifier achieves 91% accuracy on DiS data, suggesting that the DiS model
learned to focus too heavily on features that correspond to gender, overfitting to the extremes
of that part of the data distribution. Essentially, the DiS model can only produce outputs



CHAPTER 4. TOWARDS SYNTHETIC DATASETS FOR DATA-SCARCE DOMAINS108

that are for sure male or for sure female. This conclusion is supported by the results from
training an EMA model on DiS data. It achieves 99% accuracy on DiS data but only 65%
accuracy on real data. The DiS data likely only represents the extremes of maleness and
femaleness, so the model does not learn how to deal with spectrograms somewhere in the
middle.

Interestingly, classifiers trained on SDv1 data only perform well on SDv1 data with 70%
accuracy for the EMA model and 85% for the last-iteration model. They perform almost
no better than chance on the other datasets. Classifiers trained on other datasets perform
equally poorly or worse on SDv1 data. The SDv1 data seems to exist in its own reality.
This contradicts the results from MMD scores where SDv1 outperformed DiS. This result
implies that ability to reproduce a distribution and ability to produce useful data
for downstream tasks are not the same. Neither is sufficient on its own — data that
lets users train “accurate” models may be teaching models to look for features that do not
generalize, and data that closely matches an overall distribution may be incorrectly labeled
or have spurious features that a classifier picks up but do not represent real characteristics.

4.5 Conclusions

This preliminary exploration into generating synthetic time series datasets using repurposed
image diffusion models demonstrates both promise and areas requiring further investigation.
While we were able to successfully train classifiers on synthetic data that achieved strong
performance on real data — with the DiS model’s EMA classifier reaching 91% accuracy on
real data compared to the 79% baseline — the results reveal important nuances in evaluating
synthetic data quality. The apparent contradiction between distributional similarity metrics
(MMD scores) and downstream task performance highlights that these metrics alone are
insufficient for determining synthetic data utility. There is also work to be done to ensure
data diversity within classes, not just across the whole dataset. Donoho’s Frictionless Re-
producibility phenomenon, an explanation for the steady flow of innovation in ML, requires
competitive benchmarks as a target for practitioners [417]. MMD is a powerful pre-existing
score in the world of generative modeling, but as it is insufficient on its own future work
should involve designing a hybrid or all new metric for comparison across publications.

Future work will go to ensure proper isolation between training sets used for generative
models and those used for evaluation. While care was taken in this study to separate subjects
between training and test sets, another layer of segregation may be needed to guarantee that
there is no cross-contamination of information between the data used to train generative
models and the data used to evaluate downstream task performance. The small size of
datasets in use combined with a large demand for training data for the diffusion models
meant that splitting the data further would have severely impacted performance. This could
be solved by adding additional datasets to the meta-dataset used in this work.

Several promising directions for future work emerge from this study. Rather than con-
verting time series data to images and then performing a noisy reconstruction of the time
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domain, foundation models from the audio domain could enable direct synthesis of raw EEG
and wireless signal data. This would eliminate potential information loss from the spec-
trogram conversion process and may better capture temporal dependencies. How best to
address varying channel counts remains an open question. In this work, we include channels
as concatenated columns in the spectrogram image and choose the spectrogram hop size to
set the width of each channel’s spectrogram appropriately. Audio foundation models do not
have that extra dimension to play with, complicating the process of repurposing them for
multi-channel or Massive-MIMO datasets. Hyperspectral imaging (HSI) faces a similar issue
of mismatched channel depth when trying to use regular vision foundation models. Most pa-
pers on HSI foundation models simply use their own network trained from scratch to expect
a certain number of channels beyond RGB [418]–[420]. One uses a 1D convolution adapter
from hyperspectral channel depth to three channels and uses a standard vision backbone,
but still trains their network from scratch [421]. A similar adapter or tricks with tokenization
could let audio foundation models be used with high channel count data.

Extending conditioning mechanisms to handle higher-dimensional labels, such as seizure
locations in EEG data or data bits in wireless signals, represents a crucial step toward prac-
tical applications. There are a growing number of techniques for higher dimensional condi-
tioning of diffuser outputs. ControlNet [422] allows spatial conditioning to be applied, and
Universal Guidance [423] extends the Classifier Guidance [424] technique to allow arbitrary
guidance functions. CRS-Diff [425], again from the field of HSI, demonstrates simultaneous
conditioning on text, images, and metadata using ControlNet techniques. It will take effort
and experimentation to determine which of these methods is best for each application, but
it will be an important component of future work.

An intermediate goal on the way to true foundation models for wireless or medical time
series signals could be ”pre-fine-tuning” repurposed foundation models on collections of pub-
lic data and simulated data (not synthetic to avoid model collapse). This would shift the
model towards the general distribution of EEG or wireless data, hopefully without destroy-
ing the interpretive power it learned from the original pre-training domain. Finally, the
pre-fine-tuned model could be fine-tuned on a very small private dataset and expected to
perform well. For example, the SDv1 model could first be trained on a broad collection of
EEG recordings across research groups and intended uses before fine-tuning on a specific
clinical dataset. Alternately, the model could be trained on wireless channel simulations
using established modeling tools like MATLAB before specializing to a particular protocol
or an urban versus rural environment. This approach might help the model learn general
characteristics of the signal domain while still capturing dataset-specific features. It also
mirrors the training process used for the most recent and powerful LLaMA 3 models [426].
LLaMA 3 pre-trained on data scraped from the web, then performed what the authors dub
supervised fine-tuning using a mix of high-quality human-annotated datasets and synthetic
data from the previous generation LLaMA 2 models. Finally, the model was optimized to
produce outputs pleasing to users through Direct Preference Optimization [427], similar to
optimizing for a single dataset.

The ultimate test of this approach to dataset anonymization will be its application to
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wireless signals, where the combination of high dimensionality, complex protocols, and pri-
vacy constraints creates unique challenges. Future work should investigate how well these
techniques transfer to wireless domains such as Wi-Fi, cellular, and IoT protocols, potentially
incorporating domain-specific knowledge into the model architecture or training process. De-
spite the open questions and challenges ahead, these initial results suggest that repurposing
foundation models for synthetic dataset generation merits continued investigation as a po-
tential solution to data scarcity challenges.
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Chapter 5

Concluding Thoughts

This body of work has coincided with a fascinating and exciting transition in how researchers
and engineers approach wireless communications. Prior to the release of the 5G NR standard
in late 2017, just before I entered graduate school, machine learning and AI were mostly
unaddressed in wireless protocols. The only places machine learning could commonly be
employed in real systems were base stations for resource scheduling, a task that coincidentally
was left open to device makers and network operators to implement as desired. Now, the
5G OpenRAN (Open Radio Access Network), a set of industry-wide standards for device
makers and network operators to enable interoperability and flexibility, explicitly allows for
components to be replaced or augmented by AI models up and down the communications
stack [237]. The growth in papers exploring applications of ML in various components of the
PHY and other layers reflects a wider change in attitude from desiring guaranteed behaviors
specified in standards to exploring the possibilities for performance and adaptivity that
learning components can provide.

In the conclusion of Chapter 2, I discuss what a world of “light standards” with learning
components to replace unnecessary specifications might look like and how we might get there.
Then, in Chapter 3, I present introductory work and a vision for how individual devices may
observe and interact with the world around them to support light standards and a cognitive
radio mode of operation at the individual level. Finally, in Chapter 4, I demonstrate early
work towards solving the challenge of data scarcity in wireless communications and related
domains. Large datasets will likely be required to support the deployment of learning radios
in the real world, particularly in a hybrid edge-cloud model. Together, these chapters support
the potential of machine learning to improve wireless communications and important paths
of investigation to realize that potential.

One crucial consideration that has been unaddressed so far in this dissertation, and
often in the body of literature as well, is the power and time cost of learning algorithms.
Some work does compare the number of addition or multiplication operations to traditional
algorithms but often ignores the difference in cost between integer or fixed-point operations
and floating-point operations. Due to the early exploratory nature of this area, authors are
often more concerned with whether some technique will work at all rather than whether it
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can fit onto a small chip in a mobile device. Even AI techniques designed to be run on
resource-constrained edge devices are very costly compared to the operations performed by
a dedicated Wi-Fi chip. Greater power draw reduces the battery life of mobile devices, a
significant downside for many applications. Apart from power use, AI computations are
often slower than the traditional algorithms they are intended to replace, particularly when
implemented in hardware. Many standards, including Wi-Fi and cellular, have strict latency
requirements for a device to interpret a received signal and respond appropriately. Any AI
components will have to somehow meet these latency requirements to succeed. Much work
has gone into techniques such as model quantization [428] and pruning [429] to reduce the
storage, power, and latency requirements of models. However, there is no one-size-fits-all
solution, and even models such as EfficientNet [430] that are designed to be maximally
efficient require millions of parameters and on the order of a billion FLOPs for inference.

Most current AI chips are optimized for performing as many operations in parallel as
possible to maximize the amount of data or size of model that can be trained or used for
inference at one time. This results in server-scale accelerators that draw 100s of Watts
while in operation — not a solution that can be packaged into a consumer phone. All
high-end phones now contain accelerators for AI inference, used for photo post-processing
and, increasingly, LLMs and generative models. For AI-enabled wireless devices to succeed,
they will need both more efficient models and new hardware designed to exploit model
architectures to reduce latency and power draw. Apple, Arm, Qualcomm, Nvidia, and Google
all now produce AI accelerator chips for use in edge computing, either integrated in an SoC
or standalone [431]–[435]. Some of these devices have their own SDKs (software development
kits) while others can be used directly with tools such as LiteRT [436] or TinyML [437], [438].
Some work has already begun using these embedded AI tools to test ML techniques in edge
devices for applications like MU-MIMO user grouping [439] and more [440]. Future work will
have to address how to jointly design AI models and hardware for wireless communication.

Despite these challenges, the potential benefits of incorporating AI into wireless communi-
cation systems make pursuing this line of research worthwhile. The ability to adapt to chang-
ing environments, learn from experience, and optimize performance in ways not possible with
traditional fixed algorithms could revolutionize how we build and deploy wireless networks.
As research continues in model efficiency, hardware acceleration, and joint hardware-software
design, we will likely see the first successful deployments of AI-enhanced wireless systems
in areas with relaxed latency requirements or where the benefits clearly outweigh the power
costs. These early successes can then inform the development of more efficient solutions
suitable for resource-constrained mobile devices. The transition to learning-based wireless
systems may be gradual, but the foundation laid by work like that presented in this dis-
sertation suggests a promising path forward for realizing the full potential of AI in wireless
communications.
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Appendix A

Code for Echo Protocol

Code for the Echo protocol, simulation environment, and experiment runs can be found at
https://github.com/ml4wireless/echo in the ieee-paper branch. Code for the GNU Ra-
dio implementation of the Echo protocol can be found at https://github.com/ml4wireless/
gr-echo [195].

https://github.com/ml4wireless/echo
https://github.com/ml4wireless/gr-echo
https://github.com/ml4wireless/gr-echo
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Appendix B

Detailed Agent Descriptions

B.1 Classic

Modulator – The modulator uses a fixed strategy known to be optimal for AWGN channels
(e.g., Gray coded QPSK for 2 bits per symbol, 8PSK for 4 bits per symbol, and 16QAM
for 4 bits per symbol) [6].

Demodulator – The demodulator uses the 1 nearest-neighbor method to return the closest
neighbor from the constellation of the corresponding optimal modulator. Essentially,
the demodulator partitions the complex plane into different regions and demodulates
based on which region the input to the demodulator lies in. When using classic de-
modulation schemes for the GP protocol, we require that the output be differentiable,
and here we output probabilities for each symbol by taking a softmax of the squared
distance of the point to each symbol from the optimal constellation.

B.2 Neural

First, we describe parameter settings that are common to both modulators and demodula-
tors:

Network architecture: We use one layer networks with fully connected layers with the
‘tanh’ activation. Input and output sizes differ for the modulator and demodulator, as
described below.

Initialization: The weights for each layer are initialized by sampling from the distribution
U [ −1√

n
, 1√

n
], where n is the number of input units to the layer; the biases are initialized

as 0.01.

Optimizer : We use the Adam optimizer [441].
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Next, we describe the modulator and demodulator-specific parameters and provide details
about their update methods. For the rest of the section, let b denote bits per symbol
(equivalently, the modulation order).

Modulator

Input width: b. We take in input in bit format (but treat these 0-1 values as floats).

Output width: 2. The output width is fixed since it represents a complex number to be sent
over the channel.

Parameters : In addition to the network weights and biases, θ, we also include a sepa-
rate learned parameter σ, a scalar denoting the standard deviation of the Gaussian
distribution we sample from for our policy.

Modulation procedure: The neural net outputs µ. Here, µ is the output of the neural
network and is the mean of the Gaussian distribution that we sample from. Note that
if the input is of size [N, b], µ will have size [N, 2] (first dimension corresponding to
the real part of a complex number and the other corresponding to the imaginary part
of the complex number). While training, the modulator outputs symbols s sampled
from a Gaussian distribution with mean µ and standard deviation σ (σ is bounded by
minimum and maximum values.), i.e., s ∼ N (µ, σ2I).

Update procedure: Suppose for our given actions s we receive the reward r, the negative
of the number of incorrect bits (comparing the original bit sequence to the received
echo). The log probability for each action is given by,

log pi = −C (si − µi)
2

2σ2
, (B.1)

for some constant C. The loss function we minimize is given by,

lpg = −

(∑
i

log pi ∗ ri

)
, (B.2)

In some settings we modify the reward r to include penalty terms, such as one for the
distance of average output from the origin as detailed in Appendix D. We update our
parameters as,

θ ← θ + Adam update(θ, ηµ, lpg) (B.3)

σ ← σ + Adam update(σ, ησ, lpg), (B.4)

where ηµ and ησ denote the separate learning rate parameters for the network param-
eters and the standard deviation σ.
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Demodulator

Input width: 2

Output width: 2b. The demodulator is a classifier that outputs logits for each class that,
on application of the softmax layer, correspond to the probabilities of the classes. The
classes are the set of possible bit sequences for the modulation order.

Parameters : The network weights and biases denoted as ϕ.

Demodulation procedure: Given input of size [N, 2] , the neural net outputs logits (logits)
of shape [N, 2b]. On applying the softmax operation these correspond to a probability
distribution over classes. The demodulated symbols, p̂, are computed by choosing the
class with the highest probability,

p̂ = arg max(softmax(logits))). (B.5)

Update procedure: Suppose after applying the softmax layer, we have probability qi,c corre-
sponding to the true class label of symbol i, i = 1 . . . N . We compute the cross-entropy
loss as

lCE = −
∑
i

log

(
exp qi,c∑2b

j=1 exp qi,j

)
(B.6)

We update our parameters as

ϕ← ϕ− Adam update(ϕ, ηϕ, lCE) (B.7)

where ηϕ is the learning rate parameter for the demodulator updates.

B.3 Polynomial

First, we describe parameter settings that are common to both modulators and demodula-
tors:

Network architecture: The inputs to the network are used to form a polynomial of degree
d. We use a single fully connected linear layer to connect the polynomial terms to the
output. Input and output sizes are different for the modulator and demodulator, as
described below.

Initialization: The weights for each layer are initialized by sampling from the distribution
U [ −1√

n
, 1√

n
], where n is the number of input units to the layer; we do not use biases for

polynomial agents.

Optimizer : We use the Adam optimizer [441].



APPENDIX B. DETAILED AGENT DESCRIPTIONS 154

Next, we describe the modulator and demodulator-specific parameters and provide details
about their update methods. For the rest of the section, let b denote bits per symbol and d
the degree of the polynomial.

Modulator

Input width: b. We take in input in bit format (but treat these 0-1 values as floats).

Output width: 2. The output width is fixed since it represents a complex number to be sent
over the channel.

Parameters : Internally, the input bits are used to calculate all unique polynomial terms of
order d. Since the bits bi are in {0, 1}, terms including b2i , b

3
i , . . . are redundant and

omitted from our calculations, thus allowing us to determine a unique maximum-degree
polynomial. The polynomial terms are fed into the single fully connected layer with
parameters θ. We also include a separate parameter σ, a scalar denoting the standard
deviation of the Gaussian distribution we sample from for our policy.

Modulation procedure: The polynomial network outputs µ. Here, µ is the mean of the
Gaussian distribution that we sample from. Note that if the input is of size [N, b],
µ will have size [N, 2] (first dimension corresponding to the real part of a complex
number and the other corresponding to the imaginary part of the complex number).
While training, the modulator outputs symbols s sampled from a Gaussian distribution
with mean µ and standard deviation σ, i.e. s ∼ N (µ, σ2I).

Update procedure: The update procedure for polynomial modulators is identical to the
procedure for neural modulators.

Demodulator

Input width: 2

Output width: 2b. The demodulator is a classifier that outputs logits for each class that,
on application of the softmax layer, correspond to the probabilities of the classes. The
classes are the set of possible bit sequences for the modulation order.

Parameters : Internally, the input symbols are used to calculate all unique polynomial terms
of order d containing the real and imaginary parts of the symbol. For example,

P (s, 2) =
[
Re{s},Re{s}2, Im{s}, (B.8)

Im{s}2,Re{s} Im{s}
]⊤

(B.9)

The polynomial terms are fed into the single fully connected layer with parameters ϕ.

Demodulation procedure: The demodulation procedure is the same as the neural agent.
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Update procedure: The update procedure is the same as the neural agent, except for an L1
penalty added to the demodulator’s loss term.
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Appendix C

Additional Results

This appendix contains additional experimental results which, although not required to
support our primary conclusions, we believe are of interest to anyone who wants to replicate
or build upon our work. Appendix C.1 shows the effects of modulation order and training
SNR on the performance of the ESP and EPP protocols with clone agents. Since any
learning communications system in the wild will be exposed to multiple SNR conditions and
desired signaling rates, understanding performance variation across SNR and modulation
order will be crucial. Our results indicate that moderately high training SNR leads to the
best performance, confirming observations by others ([23], [204]). Appendix C.2 presents
experiments with Poly clone and self-alien agents demonstrating similar behavior to Neural
clone and self-alien agents.

C.1 Effect of Modulation Order and Training Signal

to Noise Ratio

In the experiments detailed in Sec. 2.7, we learned to modulate with 2 bits per symbol. Here,
we explore whether the learning protocols continue to work for higher modulation orders, i.e.,
more bits per symbol. We conduct experiments using the EPP protocol for a Neural agent
learning to communicate with a clone for 3 and 4 bits per symbol. We compare these cases
and the 2 bits per symbol case in Figure C.1. From Figure C.1a, we observe that, at higher
modulation orders, there is a larger gap between the BER curves of the learned agents and
the corresponding baselines. Although some agents continue to approach the baseline BERs,
as evidenced by the error bars, the median agent no longer achieves near-optimal performance
at high SNRs. Figure C.1b shows that, for higher modulation orders, fewer trials learn a
good modulation scheme, and it takes longer to learn good schemes. From Table C.1, we see
that the increase in convergence times is exponential, with EPP requiring 2× and 24× more
symbols for convergence for 8PSK and 16QAM, respectively. ESP requires 1.5× and 6×more
symbols for convergence. Still, even for the highest modulation order examined (16QAM),
96% of trials eventually converge to a good scheme. This phenomenon of performance
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Training SNR (BER) QPSK 8PSK 16QAM
(2 BPS) (3 BPS) (4 BPS)

ESP
8.4 dB (1%) 25600 39936 152064

EPP
4.2 dB (10%) 901120∗ - -
8.4 dB (1%) 115200 (404480∗) 238080 2734592
13.0 dB (0.001%) 309760∗ - -

Table C.1: Number of symbols exchanged before ≥ 90% of trials reached 3 dB off of optimal
BER for the ESP and EPP protocols with Neural agents and varying bits per symbol (BPS)
and SNR.
The results show the increased difficulty of learning at higher modulation orders. The EPP protocol
is impacted much more than ESP by high modulation order, requiring 24× more symbols for
16QAM than QPSK compared to 6× for ESP. *The experiments comparing performance with
training SNR were conducted using a different set of hyperparameters, found in Table G.8 in
Appendix G. Lower training SNRs require longer to converge.

degradation with increasing modulation order is expected since the modulation functions for
higher-order modulation schemes are more complex.

Next, we investigate the effect of training SNR. In all other experiments, we trained our
agents at the SNR corresponding to 1% BER for the baseline scheme of the given modulation
order. Is this the optimal SNR to train at? Does the learning protocol work at lower SNRs?
We explore answers to these questions by conducting experiments using the EPP protocol
for the setting where a Neural agent learns to communicate with a clone at various training
SNRs corresponding to 0.001%, 0.1%, and 10% BERs for the baseline modulation scheme.
From our results in Figure C.2, we observe that in all 3 settings, we achieve a BER close to the
QPSK baseline. It takes longer to learn a modulation scheme at lower SNRs. However, not
every trial converges when trained at high SNR. This can be explained by the regularization
role that noise seems to have on our learning task. At very low SNRs, some trials fail to
converge but those that do converge achieve similar BERs to agents trained at higher SNRs.
It is possible that the agents are taking gradient steps that are too large and being forced
into local minima by steps in poor directions caused by noisy feedback. This suggests the
question of whether there is a “speed limit” to how fast agents can reliably (i.e., having all
trials converge to within 3 dB-off-optimal) learn at a given SNR. We hope to answer this
question in future work.
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C.2 Polynomial Agent Experiments

Here, we include results using Poly agents, which demonstrate the same behaviors as the
Neural agents in Section 2.7. Figures C.3 to C.5 demonstrate the effects of information
sharing and that the EPP protocol works with fixed Classic and self-alien agents using
polynomial function approximators. As with Neural agents, more information sharing leads
to faster training. Similarly, Classic agents speed up training, and two self-alien agents
converge at a rate in between their individual convergence speeds. Figure C.6 shows the
performance of several combinations of Classic, clone, and self-alien agents using the ESP
protocol. The relative ordering of performance is the same as when using EPP, even though
each combination trains faster with ESP.
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(a) Round-trip median BER curves for Neural agent learning with clone with mod orders (bits per
symbol) 2, 3, 4 using the EPP protocol at training SNRs corresponding to 1% BER. Alongside the
BER curves of the learned modulation schemes are the baseline QPSK (order 2), 8PSK(order 3),
and 16QAM(order 4) curves. In all cases, modulation constellations are normalized to constrain
the average signal power.
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(b) Convergence of 50 trials to be within 3 dB (at testing SNR corresponding to 1% BER) of the
corresponding baseline for EPP trials of at training SNR corresponding to 1% BER for increasing
modulation order. 16QAM, with the highest modulation order 4, takes much longer to converge
than QPSK (order 2) and 8PSK (order 3).

Figure C.1: Neural agents learning with a clone using the EPP protocol for different modu-
lation orders.
The BER plot (a) shows that the gap between the median BER of the learned scheme and the
corresponding baseline increases for higher mod orders. From the convergence plot (b), we observe
that higher mod orders take exponentially longer to converge to a good strategy.
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(a) Round-trip median BER curves for a Neural agent learning with a clone using the EPP protocol
at training SNRs 13.0, 8.4, and 4.2 dB corresponding to 0.001%, 0.1%, and 10% BERs for the
baseline. The error bars reflect the 10th to 90th percentiles across 50 trials. All agents are evaluated
at the same SNR, but error bars have been dithered for readability.
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(b) Convergence of 50 trials to be within 3 dB at testing SNR 8.4 dB at training SNRs 13.0, 8.4,
and 4.2 dB. Training at higher SNR reduces the number of symbols required for most trials to
converge.

Figure C.2: Neural agents learning with a clone using EPP for different training signal to
noise ratios.
The BER plot (a) shows that training at higher SNR leads to lower BERs across all SNRs. From
the convergence plot (b), we observe that limited noise plays a regularizing effect, helping more
trials to converge. Too much noise, however, has a detrimental effect and slows down convergence.
Training at higher SNRs helps agents to converge more quickly, although not every trial converges.
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(a) Round-trip median BER. The error bars reflect the 10th to 90th percentiles across 50 trials. All
agents are evaluated at the same SNR, but error bars have been dithered for readability.
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(b) Convergence of 50 trials to be within dB-off-optimalat 8.4 dB training SNR.

Figure C.3: Effect of Information Sharing while learning to communicate with a clone, Poly-
fast-and-Poly-fast.
The BER plot (a) shows that all protocols achieve BER close to that of QPSK baseline. From
the convergence plot (b), we observe that EPP is much slower than ESP, which is an order of
magnitude slower than LP and GP. GP converges the fastest of all the protocols.
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(a) Round-trip median BER. The error bars reflect the 10th to 90th percentiles across 50 trials. All
agents are evaluated at the same SNR, but error bars have been dithered for readability.
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(b) Convergence of 50 trials to be within 3 dB at testing SNR 8.4 dB.

Figure C.4: Learning to communicate with a fixed agent, Poly-fast-and-Classic.
The BER plot(a) shows that all protocols achieve BER close to the QPSK baseline. From the
convergence plot (b), we observe that EPP and ESP have similar convergence behavior and are an
order of magnitude slower than LP and GP. GP converges the fastest of all the protocols. Across
all protocols, convergence is faster than learning with a clone (Figure: C.3).
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(a) Round-trip median BER. The error bars reflect the 10th to 90th percentiles across 50 trials. All
agents are evaluated at the same SNR, but error bars have been dithered for readability.

10
3

10
4

10
5

10
6

Number of preamble symbols transmitted

0.0

0.2

0.4

0.6

0.8

1.0

Fr
ac

tio
n 

of
 T

ria
ls

 C
on

ve
rg

ed
 w

ith
in

 3
 d

B

Fraction of Trials within 3 dB

Poly-fast and Poly-fast
Poly-fast and Poly-slow

Poly-slow and Poly-slow

(b) Convergence of 50 trials to be within 3 dB at 8.4 dB training SNR.

Figure C.5: Learning with clones (Poly-fast-and-Poly-fast, Poly-slow-and-Poly-slow) com-
pared to learning with self-alien (Poly-fast-and-Poly-slow) under the EPP protocol.
The BER plot (a) shows that the round-trip BER in all cases is almost identical and close to the
QPSK baseline. From the convergence plot (b), we observe that Poly-fast-and-Poly-fast converges
about twice as fast as Poly-slow-and-Poly-slow. The convergence time for the self-alien pairing,
Poly-fast-and-Poly-slow, is in between the clone pairings; the Poly-fast agent helps the Poly-slow
agent learn faster when paired together.
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(a) Round-trip median BER. The error bars reflect the 10th to 90th percentiles across 50 trials. All
agents are evaluated at the same SNR, but error bars have been dithered for readability.
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(b) Convergence of 50 trials to be within 3 dB at testing SNR 8.4 dB.

Figure C.6: Learning under ESP protocol.
The BER plot (a) shows that all protocols achieve BER close to the QPSK baseline. From the
convergence plot (b), we observe that learning with fixed agents is faster than learning with clones
for both Neural and Poly agents. The alien pairing, Neural-fast and Poly-fast, has convergence
times in between those of the individual clone pairings. The Neural agent helps the Poly agent
learn faster when paired together.
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Appendix D

Unsuccessful Constellation Centering
Methods

We investigated several methods for forcing modulator constellations to be centered to avoid
the training problems caused by DC offset correction in the USRP radios. Because not all of
them worked, it is important to report the results for scientific integrity. The first method
we investigated was to add a function, implemented in PyTorch, which calculated the center
of the means output by the Gaussian policy and subtracted that value from the modulated
symbols.

f center(s) = s− 1

2b

2b∑
i=1

µi,

where µi are the means of each possible constellation point and s is the set of complex
symbols modulated by the current policy.

The rate of successfully trained trials improved while using this centering method, but
we discovered that QPSK constellations were often unable to split out from a pseudo-BPSK
constellation, where two pairs of constellation points existed in nearly the same location.
Figure D.1 shows an example pseudo-BPSK constellation reached during one training run.
We hypothesize that this hard centering required two constellation points to split out in
tandem, which is difficult using noisy feedback.

As an alternative to the hard centering method, we applied ‘soft’ centering by adding
a term for the constellation center’s distance from the origin to the loss function. With
this soft centering we were able to achieve successful training rates similar to the baseline
simulation results. We verified that setting the weight of the constellation center location
loss term to infinity reproduced the behavior seen in the hard forcing method above, namely
that modulators reach a pseudo-BPSK constellation but were unable to split into a true
QPSK constellation. Similarly, reducing the weight of the loss term to zero produced results
seen in the baseline method, where DC offset correction caused the modulators to be unable
to train.
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00
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Figure D.1: An example of a pseudo-BPSK constellation reached during one training run
with the GNU Radio EPP implementation. Two pairs of constellation points exist antipo-
dally, just like a BPSK constellation. There is not enough separation between constellation
points within the pairs to reliably demodulate the correct bit sequences.
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Appendix E

Classic Modulation Schemes

Figure E.1 illustrates the fixed modulation schemes used by Classic agents. These schemes
are known to be optimal for AWGN channels [6].
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Figure E.1: Figures (a) through (c) show the fixed, optimal modulation used for Classic
models; (d) through (f) show the corresponding demodulation boundaries.
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Appendix F

Simulation Settings

Unless specified otherwise, the training SNR values default to those in Table 2.1. Testing
SNR values default to those corresponding to 0.001%, 0.01%, 0.1%, 1%, and 10% BER from
Table 2.1. Table F.1 describes other simulation settings, such as the number of iterations,
preamble length, and testing frequency.

preamble length
(symbols)

# iterations
testing intervals

(spacing, # tests)

gradient passing
QPSK 256 100 log, 30

loss passing
QPSK 256 600 log, 30

echo, shared
QPSK 256 2500 log, 30
8PSK 256 6000 log, 30
16QAM 256 8000 log, 30

echo, private
QPSK 256 3000* log, 30
8PSK 256 10000 log, 30
16QAM 256 20000 log, 30

Table F.1: Experiment settings for the different protocols and modulation orders. (* Be-
cause Neural-fast-and-Neural-fast converged so fast, we only trained for 500 iterations to
adequately sample the convergence curve.)
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Appendix G

Simulation Training Hyperparameters

The hyperparameter names and values in this appendix match the exact arguments used
for running experiments with the code found at https://github.com/ml4wireless/echo.
Table G.1 describes the purpose of each hyperparameter.

Hyperparameter Description

hidden layers List of hidden layer widths
bits per symbol Number of bits per symbol
restrict energy Energy constraint for modulator output
activation fn hidden Hidden layer activation function
optimizer Optimizer used
lambda prob Used for numerical stability in loss function
stepsize cross entropy Learning rate for demodulator network weights
cross entropy weight Weighting for cross-entropy loss terms
stepsize mu Learning rate for modulator network weights
stepsize sigma Learning rate for Gaussian policy stdev
initial std Starting exploration stdev
max std Maximum stdev for the Gaussian policy
min std Minimum stdev for the Gaussian policy
max amplitude Maximum average power of constellation
lambda center Weight for constellation center offset loss
lambda l1 Weight for L1 penalty on weights
degree polynomial Degree of the polynomial features

Table G.1: Descriptions of hyperparameters used in experiments.

https://github.com/ml4wireless/echo
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G.1 GP Training Hyperparameters

Hyperparameter
Neural
Modulator

Neural
Demodulator

hidden layers [50] [50]
bits per symbol 2 2
restrict energy 1 -
activation fn hidden ‘tanh’ ‘tanh’
optimizer ‘Adam’ ‘Adam’
stepsize mu 3e-2 -
max amplitude 1.0 -
stepsize cross entropy - 3e-2
cross entropy weight - 1.0

Table G.2: Neural hyperparameters used for GP QPSK Simulation experiments. There are
no exploration-related parameters because GP does not use a Gaussian policy.

Hyperparameter
Poly
Modulator

Poly
Demodulator

degree polynomial *default 1
bits per symbol 2 2
restrict energy 1 -
optimizer ‘Adam’ ‘Adam’
stepsize mu 1e-1 -
max amplitude 1.0 -
stepsize cross entropy - 1e-1
cross entropy weight - 1.0
lambda l1 - 1e-3

Table G.3: Poly hyperparameters used for GP QPSK Simulation experiments. There are no
exploration-related parameters because GP does not use a Gaussian policy. (* Due to the
fact that inputs to modulators are bits, a unique max degree polynomial can be used.)
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G.2 LP, ESP, and EPP Neural Training

Hyperparameters

Hyperparameter
Neural
Modulator

Neural
Demodulator

hidden layers [50] [50]
bits per symbol 2 2
max std 1 -
min std 1e-1 -
initial std 3e-1 -
restrict energy 1 -
activation fn hidden ‘tanh’ ‘tanh’
optimizer ‘Adam’ ‘Adam’
lambda prob 1e-10 -
stepsize mu 8e-3 -
stepsize sigma 1e-4 -
max amplitude 1.0 -
stepsize cross entropy - 5e-3
cross entropy weight - 1.0

Table G.4: Neural-fast hyperparameters used for LP, ESP, and EPP QPSK Simulation
experiments.
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Hyperparameter
Neural
Modulator

Neural
Demodulator

hidden layers [50] [50]
bits per symbol 2 2
max std 1 -
min std 1e-1 -
initial std 3e-1 -
restrict energy 1 -
activation fn hidden ‘tanh’ ‘tanh’
optimizer ‘Adam’ ‘Adam’
lambda prob 1e-10 -
stepsize mu 6e-4 -
stepsize sigma 1e-4 -
max amplitude 1.0 -
stepsize cross entropy - 1e-3
cross entropy weight - 1.0

Table G.5: Neural-slow hyperparameters used for ESP and EPP QPSK Simulation exper-
iments.

Hyperparameter
Neural
Modulator

Neural
Demodulator

hidden layers [100] [100]
bits per symbol 3 3
max std 1 -
min std 1e-2 -
initial std 2e-1 -
restrict energy 1 -
activation fn hidden ‘tanh’ ‘tanh’
optimizer ‘Adam’ ‘Adam’
lambda prob 1e-10 -
stepsize mu 8e-3 -
stepsize sigma 4e-3 -
max amplitude 1.0 -
stepsize cross entropy - 1e-2
cross entropy weight - 1.0

Table G.6: Neural hyperparameters used for ESP and EPP 8PSK Simulation experiments
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Hyperparameter
Neural
Modulator

Neural
Demodulator

hidden layers [200] [200]
bits per symbol 4 4
max std 1 -
min std 1e-2 -
initial std 1e-1 -
restrict energy 1 -
activation fn hidden ‘tanh’ ‘tanh’
optimizer ‘Adam’ ‘Adam’
lambda prob 1e-10 -
stepsize mu 7e-4 -
stepsize sigma 5e-4 -
max amplitude 1.0 -
stepsize cross entropy - 1e-3
cross entropy weight - 1.0

Table G.7: Neural hyperparameters used for ESP and EPP 16QAM Simulation experiments

Hyperparameter
Neural
Modulator

Neural
Demodulator

hidden layers [50] [50]
bits per symbol 2 2
max std 1 -
min std 1e-1 -
initial std 3e-1 -
restrict energy 1 -
activation fn hidden ‘tanh’ ‘tanh’
optimizer ‘Adam’ ‘Adam’
lambda prob 1e-10 -
stepsize mu 1e-3 -
stepsize sigma 1e-4 -
max amplitude 1.0 -
stepsize cross entropy - 1e-3
cross entropy weight - 1.0

Table G.8: Neural hyperparameters used for EPP QPSK Training SNR Simulation experi-
ments.
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G.3 LP, ESP, and EPP Polynomial Training

Hyperparameters

Hyperparameter
Poly
Modulator

Poly
Demodulator

degree polynomial *default 1
bits per symbol 2 2
max std 2 -
min std 2e-1 -
initial std 1.0 -
restrict energy 1 -
optimizer ‘Adam’ ‘Adam’
stepsize mu 4e-2 -
stepsize sigma 4e-3 -
max amplitude 1.0 -
stepsize cross entropy - 1e-2
lambda l1 - 1e-3

Table G.9: Poly-fast hyperparameters used for LP, ESP, and EPP QPSK Simulation ex-
periments. (* Due to the fact that inputs to modulators are bits, a unique max degree
polynomial can be used.)



APPENDIX G. SIMULATION TRAINING HYPERPARAMETERS 175

Hyperparameter
Polynomial
Modulator

Polynomial
Demodulator

degree polynomial *default 1
bits per symbol 2 2
max std 2 -
min std 2e-1 -
initial std 1.0 -
restrict energy 1 -
optimizer ‘Adam’ ‘Adam’
stepsize mu 3e-2 -
stepsize sigma 3e-3 -
max amplitude 1.0 -
stepsize cross entropy - 1e-2
lambda l1 - 1e-3

Table G.10: Poly-slow hyperparameters used for EPP QPSK Alien Simulation experiments.
(* Due to the fact that inputs to modulators are bits, a unique max degree polynomial can
be used.)
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Appendix H

GNU Radio Training
Hyperparameters

The hyperparameter names and values in Table H.1 match the exact arguments used for
running experiments with the code found at https://github.com/ml4wireless/gr-echo.
Because of the extra lambda center term in the loss function, the hyperparameters were
tuned on the radio rather than reusing the hyperparameters from the rest of the simulations.
These hyperparameters were used for both trials on the radio and simulations used for
comparison with radio results.

Hyperparameter
Neural
Modulator

Neural
Demodulator

hidden layers [50] [50]
bits per symbol 2 2
max std 100 -
min std 1e-1 -
initial std 2e-1 -
restrict energy 1 -
activation fn hidden ‘tanh’ ‘tanh’
optimizer ‘Adam’ ‘Adam’
lambda prob 1e-10 -
stepsize mu 1e-3 -
stepsize sigma 1e-4 -
max amplitude 0.5 -
lambda center 125 -
stepsize cross entropy - 1e-2

Table H.1: Neural hyperparameters used for GNU Radio experiments

https://github.com/ml4wireless/gr-echo
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Appendix I

Common EEG Channels

Each EEG dataset contains a relatively unique set of measured channels due to the recording
device used and purpose of the study. When selecting datasets, we chose two that contained
a common subset of 20 near-equivalent channels that were either identically placed or very
close by. During preprocessing, we reordered the channels to match. Table I.1 lists the
channels used from each dataset. We originally included more datasets which had more
disparate channels measured, resulting in more near-neighbor channels.
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SEED-V Rest eyes open

Channel Original Index Channel Original Index

Fp1 0 Fp1 0
Fp2 30 Fp2 2

F3 2 F3 7
F4 28 F4 11
Fz 1 Fz 9
F7 3 F7 5
F8 29 F8 13
C3 7 C3 25
C4 23 C4 29
Cz 22 Cz 27
P3 12 P3 45
P4 17 P4 49
Pz 51 Pz 47
O1 14 O1 60
O2 16 O2 62
T7 8 T7 23
T8 24 T8 31

TP7 40 TP7 33
TP8 53 TP8 41

TP10 19 P8 51

Table I.1: Common channels and original indexes from datasets.
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Appendix J

Spectrogram Model Hyperparameters

The following tables contain the hyperparameter choices for training models in Chapter 4.

Hyperparameter Value

seed 19281
optimizer AdamW
adam beta1 0.9
adam beta2 0.999
adam epsilon 1e-8
adam weight decay 1e-6
lr scheduler constant
learning rate 1e-5
max grad norm 1
lr warmup steps 100
max train steps 2000
train batch size 4
gradient accumulation steps 32

Table J.1: Training hyperparameters for the SDv1 diffusion model.
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Hyperparameter Value

lr 1e-4
model DiS-M/2
epochs 200
min lr 1e-6
vae stabilityai/sdxl-vae
precision fp16
task type class-cond
accum iter 8
global seed 3141
num classes 4
latent space true
warmup epochs 5
global batch size 8
scheduler restart epochs 10

Table J.2: Training hyperparameters for the DiS diffusion model.

Hyperparameter Value

pooling mean
batch size 32
epochs 20
lr 0.01
optimizer AdamW
lr scheduler None
label smoothing 0.3
weight decay 0.1
dropout 0.2
clip grad norm 1.0
ema decay 0.999
transform trivial augment wide

Table J.3: Training hyperparameters for the gender classification model.
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