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Abstract

Towards Understanding and Improving Software Professionals’ Security and Privacy
Practices

by

Noura Nassir Alomar

Doctor of Philosophy in Computer Science

University of California, Berkeley

Doctor Serge Egelman, Co-chair

Professor David Wagner, Co-chair

Organizations operating in various industries are continuously experiencing the negative con-
sequences of not sufficiently addressing security and privacy issues in their software devel-
opment processes. Exploitation of such issues is increasingly leading to breaches of sensitive
user data and exposing organizations to legal liabilities. Depending on organizations’ sizes
and the maturity levels of their development processes, effective handling of these issues
might fall under the responsibilities of technical and managerial roles that have different
specializations. Throughout the process of developing or maintaining software, the practices
adopted by these roles can lead to introducing preventable security and privacy issues that
have serious implications to their organizations. Despite the prevalence of these issues, we
are yet to obtain sufficient understanding of why they persist, and how the characteristics
of organizational software development or maintenance processes are influencing the privacy
or security practices adopted software professionals who contribute to these processes.

This dissertation presents the results of a series of holistic process-oriented investigations
of the factors that are hindering timely detection and remediation of security and privacy
issues by organizations. We start by qualitatively examining how process-related factors
and interactions with managerial roles were shaping the engineering practices of software
developers and testers tasked with handling these issues in organizations operating in the
United States and several other countries. We then present the results of in-depth longitu-
dinal measurements of the prevalence of privacy and security issues in thousands of Android
apps that were published on the Google Play Store and which were leading their developers
to potentially be in violation of applicable privacy regulations. To obtain insights into why
these issues existed in the tested apps, we supplement the results of our technical measure-
ments with qualitative data collected through semi-structured interviews and surveys that
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we targeted to professionals who were involved in the development of the same apps.

Our results identify a range of non-technical factors that hindered informed decision-making
on how security and privacy issues should be handled, which include the lack of organiza-
tional processes that facilitated information sharing between the various roles whose effective
cooperation was needed (e.g., software developers and security engineers). However, the re-
sults of our technical and qualitative investigations consistently identified enforcement of
regulatory and industry compliance requirements as one of the main factors that was driv-
ing organizations’ efforts to detect or remediate security or privacy issues. Notably, our
large-scale longitudinal measurements of the behaviors of Android apps provide evidence of
overall improvement in organizational security and privacy practices, which likely resulted
from Google Play’s ongoing enforcement efforts of privacy compliance requirements over the
past few years (2018 to 2023).

However, we also show that use of third-party code is introducing complexities in software
development processes and continuing to lead software developers to introduce privacy issues
(e.g., exfiltration of personal data). The discussions we had with developers of these apps
showed that most of them lacked awareness of the behaviors of their own apps, did not
have sufficient understanding of their privacy compliance obligations, and did not follow
systematic approaches to vetting third-party Software Development Kits (SDKs) for inclusion
in their apps. These challenges call for the need of reducing the burden of privacy compliance
on software developers by providing them with usable guidance that can help them address
security and privacy issues early in their software development processes.

We hope that this dissertation will inform regulatory debates about the challenges that
are hindering effective handling of security or privacy issues in practice, and the types of
interventions that can be incorporated in software development processes to guide software
professionals through how to address these issues in a timely fashion.
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Chapter 1

Introduction

The frequent exploitation of preventable software issues detected in widely-used online ser-
vices continues to show that security and privacy are not given sufficient consideration in
modern software development processes. Inadequate handling of these issues by the various
roles involved in these processes is not only leading to expanding their organizations’ attack
surfaces, but is also subjecting users of software systems to serious security and privacy
threats. For example, recent measurement studies consistently found evidence of the preva-
lence of implementation mistakes that enabled inadvertent sharing of sensitive user data by
popular online services [102, 103, 136, 164, 185, 189]. Research conducted over the past few
years also showed that these issues were not necessarily caused by individual factors (e.g.,
lack of expertise in cybersecurity) [86, 169], but that software professionals’ engineering prac-
tices are shaped by organizational factors, which include the extent to which security and
privacy best practices are sufficiently supported in their software development processes [29,
141, 181, 209]. Despite our recognition of the role of these factors, we are yet to under-
stand how they are influencing software professionals’ engineering practices, and how that is
ultimately leading security and privacy issues to persist in software systems.

Despite the availability of advanced tools that can facilitate detecting security and privacy
issues (e.g., [23, 217]), organizations are becoming increasingly in need of skilled software
professionals who are capable of utilizing these tools to prevent potential threats. Depend-
ing on the complexity of their software architectures, the responsibility of handling these
issues might be distributed among various roles, whose collective efforts directly reflect their
organizations’ preparedness to manage security and privacy risks throughout their software
development or maintenance processes. These responsibilities could also be outsourced to
external stakeholders who might help organizations improve their security posture by per-
forming technical tests of their infrastructures or remediating discovered security vulnera-
bilities (e.g., security auditing firms and vendors of third-party software). These external
stakeholders could also offer consultations that can guide organizations through how to com-
ply with applicable privacy laws or industry standards (e.g., privacy lawyers). Yet, little
is known about how security and privacy decisions are taken by the various technical and
managerial roles involved in these processes, and how their abilities to address security and
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privacy issues in a timely fashion are affected by the characteristics of their organizational
processes and the quality of their interactions with their external stakeholders.

At the same time, the increased frequency of severe incidents caused by preventable engi-
neering mistakes is leading governments to require online services to comply with regulatory
provisions that aim to provide end users with baselines of protection against security and
privacy threats. In the United States, for example, online services might be subject to compli-
ance with the provisions of several federal (e.g., the Children’s Online Privacy Protection Act
(COPPA) [61]) and state laws (e.g., the California Consumer Privacy Act (CCPA) [30]) that
are periodically updated to combat emerging threats. In response to the frequent changes in
the privacy compliance landscape, major industry players such as app marketplaces (e.g., the
Google Play Store [111] and the App Store [22]) are actively defining and enforcing platform
policies that are aligned with the provisions of applicable privacy regulations. However, it
is unclear how online services are reacting to these regulatory and policy interventions, and
whether these interventions are leading software developers to improve their security and
privacy practices.

This dissertation presents the results of our comprehensive investigation of the factors
that can lead software professionals to introduce or not address security or privacy issues
that affect software systems under their control. We explore how various technical and non-
technical roles contribute to security and privacy processes followed to handle these issues
and how their work is affected by the business priorities of their organizations. Through a
series of semi-structured interviews and survey studies with various roles involved in creating
or maintaining software, we shed light on the factors that might hinder informed decision-
making by software developers, testers, and managers involved in these processes. We pay
particular attention to studying how security and privacy responsibilities are distributed
among these roles within their development processes and how the effectiveness of their
processes is negatively or positively affected by their interactions with external stakeholders
(e.g., external security testers and third-party software developers). By doing so, we iden-
tify challenges that hindered effective information sharing between these roles, and discuss
how other non-technical factors were negatively affecting security and privacy engineering
practices.

Additionally, we systematically evaluate the effectiveness of processes followed by online
services to comply with applicable privacy regulations and the impact that these processes
have had on software professionals’ engineering practices. Our investigations are informed
by the industry experiences of software development organizations who were subject to com-
pliance with the regulatory provisions of several privacy laws (e.g., COPPA [61]) as well as
Google Play’s policies [177]. To quantify the impact of regulatory and policy interventions
on software development processes, we complement these investigations with the results of
large-scale longitudinal measurements of the privacy behaviors of Android apps that were
published on the Google Play Store [111]. This allowed us to observe longitudinal trends
and identify factors that can lead to long-term improvements in software professionals’ en-
gineering practices. To obtain insights into how to help software professionals improve their
security and privacy practices, we conclude this dissertation with an exploration of the limi-
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tations of the sources of guidance that are being utilized in software development processes,
and propose an intervention that we expect to help mobile app developers address security
and privacy issues early in their software development processes.

Taken together, the results of our mixed-methods investigations expand our understand-
ing of the technical and non-technical factors that are contributing to improving or hindering
software professionals’ abilities to address security and privacy issues throughout their soft-
ware development or maintenance processes. Our findings can inform organizations about
how to evaluate the effectiveness of processes followed to address security and privacy is-
sues and how to facilitate informed decision-making by the various roles involved in these
processes. We also hope that our findings will inform regulatory debates about how to
strengthen enforcement efforts and app market policies that are ultimately leading software
developers to improve their security and privacy engineering practices.

1.1 Contributions of This Dissertation

This dissertation contributes to understanding the breadth of factors that are affecting soft-
ware professionals’ abilities to identity and remediate security and privacy issues that affect
their software systems. In all the research studies presented in this dissertation, we investi-
gated how organizational processes are shaping software professionals’ engineering practices,
and focused on identifying the factors that are leading to positive or negative changes in these
practices (e.g., enforcement of regulatory and policy requirements). In this dissertation, we
provide answers to the following overarching research questions:

1. How might existing organizational processes and related non-technical factors lead
software professionals to introduce new security or privacy issues, or to not address
existing ones?

2. To what extent are ongoing regulatory and policy efforts leading to improvements in
software professionals’ security and privacy practices?

3. What types of guidance do software professionals need to help them identify and ad-
dress security and privacy issues early in their software development or maintenance
processes?

Our investigations are partly based on the results of interview and survey studies con-
ducted with more than 120 software developers, testers, and managers involved in discovering
or remediating security or privacy issues in organizations of various sizes that were operat-
ing in several countries. We complement the results of our qualitative investigations with
in-depth technical measurements of these issues in thousands of software systems (Android
mobile apps) implemented or maintained by the same roles. The findings presented in this
dissertation demonstrate the trade-offs that software professionals have to make when de-
ciding on how to handle security and privacy issues (e.g., potential conflicts with business
priorities) and discuss the types of support that might make it easier for them to do so.
They also emphasize the importance of utilizing our understanding of the characteristics of
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organizational processes to inform the design of interventions that can facilitate the work
of professionals involved in these processes. We take one step in this direction by using the
results of our technical and qualitative investigations to inform the design of an interactive
privacy checklist aimed at helping software developers address privacy issues early in their
software development processes. Through an observational interview study with software
developers (Chapter 7), we show that our tool helped developers identify privacy issues that
existed in their apps and expressed their willingness to incorporate it in their development
processes.

We expect the results of the investigations presented in this dissertation to inform or-
ganizational, regulatory, and policy efforts aimed at encouraging software professionals to
address security and privacy issues early in their software development processes. We also
hope that our findings will inform the development of actionable guidance that can provide
professionals with the support they need to improve their privacy and security practices.

1.2 Thesis Statement

This thesis demonstrates the various non-technical factors that might lead software pro-
fessionals to not sufficiently address security and privacy issues that affect their software
systems. It provides evidence of the essential roles that organizational processes play in
shaping these practices. It also evaluates the extent to which ongoing regulatory and policy
efforts are leading organizations to improve the security and privacy engineering practices
adopted throughout their software development and maintenance processes.

1.3 Roadmap for This Dissertation

This dissertation presents five research studies that employed a mix of technical, qualitative,
and quantitative research methods to obtain holistic understanding of the factors that affect
software professionals’ abilities to identify or address security and privacy issues that exist
in their software systems.

In Chapter 2, we start by giving a review of related literature that investigated the extent
to which security and privacy are supported in software development processes or measured
adoption of specific security or privacy practices. In the following chapters, we then present
the five research studies that we conducted with various roles tasked with developing or
testing software products or managing processes followed to identify or handle security or
privacy issues in their organizations.

In Chapter 3, we present the results of conducting 53 semi-structured interviews with
security professionals who helped organizations of various sizes discover security vulnerabili-
ties that were affecting them. The interviewed professionals helped their organizations with
their vulnerability discovery efforts while working as penetration testers, blue teamers, red
teamers, external security consultants, or security managers. The findings reported in this
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chapter identified a range of non-technical factors that hindered the work of these profes-
sionals and discussed how these factors can lead to shortcomings in modern organizational
vulnerability discovery and management processes. This work appeared at the Sixteenth
Symposium on Usable Privacy and Security (SOUPS 2020) [18].

The results of our thematic analyses of the 53 interviews showed that organizations
struggled with handling discovered security vulnerabilities. This motivated us to conduct
a follow-up research study focusing on obtaining improved understanding of the challenges
experienced by security professionals after receiving vulnerability reports through the vul-
nerability discovery channels employed by their organizations (e.g., bug bounty programs
and automated vulnerability scanners).

In Chapter 4, we advance this analysis by reporting the results of conducting additional
21 semi-structured interviews and a follow-up survey with security professionals involved in
organizational vulnerability remediation processes. We explore how security professionals
involved in these processes made various types of remediation decisions and evaluate how
such decisions might lead organizations to remediate, not remediate, or delay remediating
discovered security vulnerabilities.

Motivated by the ongoing changes in the privacy compliance landscape that are requir-
ing online service providers to ensure the protection of user privacy, we additionally inves-
tigate the effects that regulatory or policy requirements have had on software development
processes. In Chapter 5, we present the results of conducting two survey studies and 27
semi-structured interviews with developers of child-directed apps, focusing specifically on
understanding the changes made to their development processes to comply with the provi-
sions of applicable privacy regulations. We explore whether organizational processes were
providing developers with the types of support they needed to identify and address various
types of privacy issues. These issues were caused by implementation mistakes, misconfigu-
ration of embedded third-party SDKs, or inaccurate disclosures of data practices in privacy
policies. The results provide insights into the reasons why privacy compliance issues were
found in child-directed apps and highlight the need for providing usable privacy guidance
that can help developers fulfill their privacy compliance obligations. This work appeared
at the 22nd Privacy Enhancing Technologies Symposium (PETS 2022) [16] and the Federal
Trade Commission’s seventh annual PrivacyCon (2022) [182].

To obtain generalizable insights into developers’ privacy practices, we conducted a follow-
up large-scale measurement study of the privacy practices adopted by developers of child-
directed apps. Chapter 6 focuses on presenting the results of this measurement study which
uncovered the extent to which app market policies were leading to improvements in overall
privacy practices. We considered various types of privacy issues in our measurements, which
include exfiltrations of personal data from child users, transmitting personal data over un-
encrypted communication channels, misconfiguring third-party Software Development Kits
(SDKs) to enable transmitting personal data, and not properly disclosing data practices in
privacy labels. We supplement our findings with the results of a follow-up survey that we
conducted with developers to obtain improved understanding of the reasons why privacy
issues were not addressed in their development processes. This work will appear at the 25th
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Privacy Enhancing Technologies Symposium (PETS 2025) [4, 17].
The results of the studies presented in Chapters 5 and 6 emphasize the need for inter-

ventions that provide mobile app developers with usable privacy guidance that can enable
them to take action on privacy issues before releasing their apps to end users on app mar-
ketplaces. We show that developers either did not know how to comprehensively identify
privacy requirements applicable to their apps or did not understand how to translate such
requirements to actionable tasks in their development processes. We also discuss how the
burden of compliance is increasing as requirements enacted by regulators or introduced by
app stores are increasing.

In Chapter 7, we take one step in this direction by evaluating the feasibility of using
privacy checklists in development processes to reduce the burden of compliance on software
developers. We implemented an interactive tool that provides developers with privacy check-
lists customized to their apps and observed developers while they were using it on their apps.
We show that privacy checklists allowed developers to think holistically about their apps’
privacy practices and provide recommendations for how actionable privacy guidance should
be designed.

We conclude this dissertation, in Chapter 8, with a discussion of the implications of
the results of our research studies on software professionals’ security and privacy practices,
software development processes, and ongoing policy efforts.

Our hope is that the findings of our studies will inform ongoing regulatory debates about
the factors that are shaping attention to security and privacy within software development
processes and advance our understanding of how to strengthen privacy regulations and plat-
form policies that are ultimately shaping software engineering practices.
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Chapter 2

Related Work

This chapter reviews the main lines of research that are relevant to the studies presented in
this dissertation. These include research efforts conducted to investigate software developers’
security or privacy practices, explain such practices from organizational perspectives, or
evaluate the effectiveness of specific interventions that can be incorporated into software
development processes.

2.1 Security and Privacy Practices

Prior research studies investigated the reasons that drive software developers to not follow
security or privacy best practices when writing or maintaining software from different per-
spectives. In one line of work, researchers focused on understanding the factors that lead
developers to introduce specific types of security or privacy issues or enable them to discover
their existence in their software during their development processes [42, 96, 159, 168]. An-
other line of work examined the extent to which development tools and security or privacy
Application Programming Interfaces (APIs) were enabling developers to detect and address
issues and the types of improvements that can be made to these tools [5, 196]. Other re-
searchers focused on identifying the challenges experienced by the different roles involved
in organizational security or privacy processes (e.g., system administrators [141, 209], bug
bounty hunters [15], and mobile app developers [88]). In the following, we survey these
studies and discuss how they relate to the work presented in the subsequent chapters of this
dissertation.

Security Practices

A great deal of research conducted over the past few years examined how specific types of
security vulnerabilities get introduced in code and how to help software developers detect
these vulnerabilities [41, 42, 67, 158, 168]. These include understanding whether developers
are able to prevent injection attacks [42], employ secure encryption mechanisms [5, 157], and
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follow security best practices to store passwords [67, 158, 159]. One of the main findings
of prior studies was that security vulnerabilities were not necessarily left unaddressed due
to developers’ lack of sufficient technical skills or security expertise [67, 159, 168, 169].
Researchers also showed that, because security is not part of developers’ mental models,
developers were more likely to implement secure code when they were primed to do so [41,
67, 168]. Researchers also found that developers might believe that their code is secure
even when it contained serious vulnerabilities, which could lead them to release vulnerable
products to users [5, 67].

Related research also explored how existing software development APIs might be affect-
ing software developers’ abilities to write secure code [5, 157]. Acar et al. [5] showed that
many cryptographic APIs suffered from various types of usability shortcomings that made
it challenging for developers to use them correctly. They identified failures in the designs or
documentation of a number of these APIs which could lead to producing insecure code [5].
Based on analyses of code that used cryptography APIs and qualitative data collected from
online developer forums, Nadi et al. [157] similarly showed that security issues can be intro-
duced as a result of developers using APIs that are insufficiently documented, hard to use,
or do not use secure defaults. For similar reasons, developers of cryptographic APIs were
also shown by Jancar et al. [134] to be discouraged from further improving the security of
their APIs. Jancar et al. [134] surveyed these developers to investigate why many such APIs
were vulnerable to timing attacks and found that they did not have access to usable tools
that can help them audit the security of their APIs and make them resistant to such attacks.

Prior work also shed light on factors that impacted developers’ abilities to detect security
issues as part of their code review practices [41, 86]. Edmundson et al. recruited developers
to identify security vulnerabilities that they injected in a software application [86]. Their
results showed that all of their participants, regardless of their security expertise and tech-
nical skill sets, were unable to discover all of the vulnerabilities that existed in the appli-
cation [86]. A follow-up qualitative investigation conducted by Braz et al. [41] showed that
developers needed tools that can make code review tasks less effort-intensive (e.g., tools that
produce visualizations of software architectures). In a related line of work, Smith et al. [196]
demonstrated the need for improving the usability of existing security code analysis tools to
maximize their effectiveness. The researchers showed that many such tools lacked action-
able security guidance that can help developers comprehend information presented about
vulnerabilities and understand how to fix them [196]. Gorski et al. [112] focused on how to
design warnings presented in developer tools and identified contextualizing security advice
as a main requirement that should be considered by tool designers.

Privacy Practices

Motivated by the need to protect user privacy, recent research examined software devel-
opers’ technical and non-technical privacy practices [88, 146, 154, 189, 203]. This line of
research mostly focused on investigating practices that relate to restricting access to per-
sonal data [189], obtaining user consent before transmitting such data [164, 165], disclosing
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data practices [146, 167], and building privacy-preserving software [154]. Similar to the
studies presented in Chapters 5 and 6 in this dissertation, many of these research efforts
investigated privacy issues from the perspective of privacy compliance requirements, which
could be enacted by regulatory bodies or introduced by major industry players (e.g., mobile
app platforms). While there are more studies that investigated software developers’ security
practices, we believe that there are common challenges that affect security and privacy prac-
tices, and therefore lessons learned from the security literature can be utilized to understand
how to improve privacy practices as well.

Much of the research presented in this dissertation (Chapters 5, 6, and 7) investigates
privacy compliance of Android mobile apps that were published by software development or-
ganizations on the Google Play Store [111]. In these chapters, we examine privacy issues that
could introduce potential violations of privacy compliance requirements enacted by privacy
regulations (e.g., COPPA [61]) or the Google Play Store [111]. These include exfiltration
of personal data, disclosure mistakes in privacy policies, and not configuring third-party
SDKs for privacy compliance. Below, we discuss how our work relates to the literature that
investigated these practices.

In 2014, Balebako et al. [32] presented the results of interviewing and surveying mobile
app developers about their privacy practices. They showed that privacy is mostly given
secondary priority by developers and demonstrated that they lacked understanding of the
data practices of third-party SDKs integrated in their apps. More recent qualitative research
conducted by Ekambaranathan et al. [88] showed that similar challenges were experienced
by developers of child-directed Android apps. They found that these developers trusted the
privacy guidance provided by Google Play [111] and did not perceive embedding third-party
SDKs to have serious privacy implications on their child users. Qualitative data collected by
Ekambaranathan et al. [88] and Mhaidli et al. [154] also shed light on the decision process
followed to select third-party SDKs. Their findings show that developers place a large degree
of trust in popular third-party SDKs released by well-known players in this space (e.g., Google
Admob [107]).

In Chapter 5, we complement these research efforts by comprehensively investigating
privacy practices adopted by developers of child-directed apps. Contrary to prior studies
that relied on self-reported data about privacy practices, we employ technical and qualitative
methods to compare developers’ understandings of the privacy practices of their apps with
ground truth data about their actual behaviors. We additionally pay particular attention to
examining developers’ familiarity with their privacy compliance obligations under applicable
privacy regulations and evaluating the extent to which they understood how to configure
third-party SDKs for compliance with these regulations.

2.2 Measurements of Security and Privacy Issues

There has been a great deal of work that measured the prevalence of various types of security
and privacy issues that affected mobile apps available on app marketplaces. Some of which
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focused specifically on cryptography issues [87, 89], whereas others focused on quantifying
privacy violations that relate to transmitting personal data without consent [164, 189] or
not sufficiently disclosing such practices to end users [167].

A number of research studies investigated compliance of mobile apps available in Europe
with the General Data Protection Regulation (GDPR) [66]. A large-scale dynamic testing
of apps conducted by Nguyen et al. [164] in 2021 showed that 29% of them shared personal
data with advertising services without obtaining user consent. In a follow-up work they
presented in 2022 [165], they specifically examined the extent to which consent mechanisms
used by Android apps were aligned with the consent requirements defined by the GDPR [66].
They identified developer mistakes in a large percentage of apps that led these apps to be
potentially in violation of the GDPR [165]. For example, their results showed that declining
data sharing in consent prompts might not always prevent apps from sharing data with
third-party advertising and tracking services. These observations were further supported
by Kollnig et al. [136] who put part of the blame on third-party SDK providers whose
documentation was not sufficiently guiding developers through how to obtain user consent
before enabling data collection. In a related large-scale measurement study, Razaghpanah
et al. [185] found that such behaviors not only allowed sharing data with third parties, but
that third parties’ privacy policies mentioned that received data will be further shared with
other data recipients as well. These studies demonstrated that data collection and sharing
issues were prevalent in apps that targeted general audiences, rendering them potentially in
violation of privacy regulations (e.g., the GDPR [66]).

In a few number of related studies and industry reports, researchers focused their inves-
tigations on child-directed apps by evaluating compliance with privacy requirements that
are specifically aimed to protect children [64, 65, 90, 189]. To inform improvements to the
regulatory provisions of COPPA [61], the FTC [92] released two reports showing the results
of technical and quantitative analyses of the behaviors of child-directed apps that were avail-
able on app markets in 2012 [64, 65]. These reports showed that many developers potentially
violated COPPA [61] by transmitting various types of personal data without obtaining ver-
ifiable parental consent [64, 65]. Technical testing performed a few years later by Feal et
al. [90] of popular Android parental control apps showed that privacy issues that allowed
access to children’s data were still present in apps published on the Google Play Store [111].
In 2018, Reyes et al. [189] conducted a large-scale dynamic testing of more than five thou-
sand child-directed apps available to download on Google Play [111]. Their analysis of the
network transmissions generated by these apps showed that data sharing was prevalent and
was mostly enabled by third-party SDKs embedded in these apps [189]. Since then, Google
Play [111] made major improvements to its policies in an effort to protect the privacy of
child users. However, it is unclear whether these changes resulted in improvements in overall
privacy behaviors of child-directed apps.

In Chapter 6, we build on Reyes et al.’s [189] work to understand the effects of these
policies on developers’ privacy practices. Our results demonstrate the powerful impact that
mobile platforms could have on developers’ privacy practices and provide recommendations
that could help Google Play [111] further improve its enforcement efforts. Prior qualitative
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analyses of posts available in online forums found that enforcement of app market policies
encouraged developers to seek advice on how to address privacy issues on these forums [144,
193, 204]. However, the investigation presented in Chapter 6 is the first to find technical
evidence showing that platform policies can lead to improvements in the privacy behaviors
of child-directed Android apps.

2.3 Organizational Processes

Many prior studies that examined privacy or security practices adopted by specific engineer-
ing roles recognized the role of organizational processes in shaping these practices (e.g., [29,
32, 141, 209]). While such processes typically define possible interactions between different
roles according to specific organizational policies, the literature is yet to paint a comprehen-
sive picture about how these contextual factors can explain software professionals’ security
and privacy practices. In Chapters 3, 4, and 5, we present the results of a series of qualitative
studies that investigated how organizational processes can influence how security and privacy
issues are handled by software professionals. Below, we review prior related literature and
explain how we build on it in the studies presented in these chapters.

After surveying developers about their secure development practices, Assal and Chias-
son [29] found that many struggled to follow security best practices that were not supported
by their organizational processes (e.g., not having defined plans for security testing). Based
on the results of a similar survey conducted with mobile app developers, Weir et al. [220]
found that lack of interaction with security engineers throughout software development pro-
cesses is one of the factors that can lead software developers to introduce security issues
in their code. Palombo et al. [172] situated security testers in an organizational context
who were able to observe how decisions related to remediating security issues were made by
developers. They showed that such decisions might not necessarily be driven by individual
factors (e.g., developers’ lack of security expertise), but that social and organizational factors
play equally important roles in shaping such decisions [172].

These types of organizational factors were also found to affect the work of professionals
responsible for software maintenance. Researchers investigated the challenges faced by sys-
tem administrators tasked with applying software patches and found that their work was
influenced by the extent to which organizational processes were flexible and the quality of
their interactions with upper management [141, 209]. The same types of challenges were
found by Dietrich et al. [81] to influence security engineers’ abilities to use security configu-
rations correctly. While these studies found evidence of the role of organizational processes
on shaping security practices adopted throughout the phases of the software development
process, we are yet to understand the nature of interactions that take place between various
stakeholders involved in security processes (e.g., security managers and engineers) and the
reasons that can explain how certain security-related decisions are made at an organizational
level.

In Chapters 3 and 4, we present the results of semi-structured interviews and surveys



CHAPTER 2. RELATED WORK 12

conducted with security professionals who had years of experience in organizational vulner-
ability discovery or remediation processes. In these investigations, we focused on obtaining
holistic understanding of these processes, and aimed to uncover how the quality of inter-
actions between different roles might negatively affect the work of security professionals
involved in these processes. We also pay particular attention to understanding how security
professionals take various strategic decisions related to vulnerability management (e.g., when
to create a bug bounty program, how to rate vulnerability severity levels, and when to create
an internal red team).

In Chapter 5, we extend our investigation to privacy compliance processes. Privacy en-
gineering practices were shown to be affected by the quality of organizational processes [33],
which include the flexibility of these processes and the extent to which privacy compliance
requirements are clearly communicated to software developers and testers who are involved
in these processes. While prior work found that privacy compliance issues were prevalent
in apps released on the Google Play Store [111] (e.g., [189]), we are yet to obtain sufficient
understanding of the factors that are leading app developers to neglect addressing these
issues. Furthermore, a large percentage of the apps that are published on the Google Play
Store [111] are released by individual developers or small organizations that are likely to deal
with different types of challenges compared to well-resourced organizations. In Chapter 5,
we present the results of a mixed-methods research study that utilized qualitative, quantita-
tive, and technical data to obtain holistic process-oriented understanding of how developers
of child-directed apps were adapting their processes to comply with the requirements of ap-
plicable privacy regulations. We shed light on how various privacy decisions were taken by
these developers, including how they vetted third-party SDKs for inclusion in their apps,
how they identified privacy compliance requirements that are relevant to their apps, and
how privacy responsibilities were distributed among their internal teams.

2.4 Interventions to Help Software Professionals

Prior work proposed several types of interventions to help software professionals address
security or privacy issues during their software development processes. Researchers experi-
mented with introducing features in development tools and APIs that nudge developers to fix
specific types of security or privacy issues early in their development processes. These include
code injection vulnerabilities [224], not using encryption for communication security [163],
using insecure symmetric encryption schemes [113], and triggering network transmissions
that contain personal data [142, 145]. While this approach was shown to encourage secure
development, its effectiveness is limited to coding mistakes, and might not help developers
address issues that require them to have comprehensive understanding of the security and
privacy behaviors of software systems under their control. This is especially the case for
privacy issues that result from using third-party SDKs, whose usage might trigger issues
that are not immediately visible to developers while coding (e.g., transmission of personal
data) or might put the responsibility on developers to comprehend information included in
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other sources (e.g., third-party SDKs’ privacy policies).
Since using code snippets available on developer forums was shown to lead to introducing

security issues in prior work (e.g., [6]), Geierhaas et al. [101] designed a tool that generates
customized and secure code snippets that developers can paste into their code. The results
of their experiments are promising, as they demonstrated the feasibility of designing usable
interventions for developers. The same design principle (customizing security advice to
developers’ needs) was similarly shown to be effective by Oltrogge et al. [170] who designed
a tool aimed at helping developers with decisions related to use of certificate pinning in
their apps. For privacy compliance purposes, researchers also proposed tools that generate
disclosures that developers can include in privacy policies or privacy labels based on technical
analyses of mobile apps [97, 228]. While these tools might make it easier for developers
to prepare accurate disclosures, there are still other privacy compliance requirements that
developers are assumed to reason about before publishing their apps, which are not supported
in existing tools that provide developers with privacy guidance. These include decisions that
require developers to think about how their use of third-party SDKs might lead to introducing
privacy issues in their apps and how to ensure accuracy of disclosures included in privacy
policies and verify that they are consistent with those included in privacy labels.

In Chapter 7, we take one step in this direction by experimenting with customized privacy
checklists as a possible developer intervention. We developed a tool that generates privacy
checklists summarizing privacy requirements that developers can take into consideration
before releasing their apps. We additionally conducted observational interviews with software
developers who published apps on the Google Play Store [111] to evaluate the feasibility of
using this intervention in practice.
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Chapter 3

Understanding Organizational
Vulnerability Discovery and
Management Processes

3.1 Introduction

Security vulnerabilities have caused substantial financial and reputational damage to orga-
nizations and users over the years and continue to do so at an alarming rate, despite the
availability of advanced tools for hunting vulnerabilities down [31, 34]. Manual code inspec-
tion, black- and white-box vulnerability scanners, and penetration testing are only a few
examples of techniques commonly used for security vulnerability detection before releasing
software to users or after putting it into production [40, 86, 148, 174, 188, 208]. We have also
witnessed the proliferation of bug bounty and vulnerability disclosure programs that encour-
age security researchers to assist organizations with vulnerability discovery. Additionally,
regulatory bodies have released standards, such as ISO/IEC 29147 and ISO/IEC 30111,
that guide organizations on how to design their vulnerability disclosure policies and what to
consider after receiving vulnerability reports from external researchers [132, 133]. Despite
all these tremendous efforts by the security and regulatory communities, the prevalence of
cyber intrusions and leaks suggest that processes involving vulnerability management require
urgent improvements.

In this chapter, we shed light on the current state of vulnerability detection and manage-
ment processes by conducting 53 semi-structured interviews with managerial and technical
security practitioners operating in the United States (US) and other countries. The aim of
conducting the interviews was to contribute to the understanding of interactions, inter-group
issues, and the challenges security teams face working with each other. We recruited security
practitioners who were either responsible for security testing as part of internal or external

The work presented in this chapter appeared in the proceedings of the Sixteenth Symposium on Usable
Privacy and Security (SOUPS 2020) [18].
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teams (e.g., red, blue, purple, and penetration testing teams) or managed the work of these
teams at their organizations. Our goal was to reveal insights into how different roles fit into
organizational security strategies and how human factors affect vulnerability management
processes. For this purpose, we posed the following main research questions:

RQ 1 How do different security testing teams contribute to organizational vulnerability dis-
covery processes?

RQ 2 What factors do decision makers take into consideration before they decide to create
a bug bounty program, build an internal security team, or hire a third-party security
testing firm?

RQ 3 What are the non-technical factors that impact modern vulnerability discovery pro-
cesses at organizations?

We interviewed personnel with experience managing and implementing the security pos-
ture of their organizations. Our findings are informed by industry experiences of red, blue,
purple, and penetration testing teams, working as security practitioners in internal security
teams or as third-party contractors, who are involved in vulnerability discovery or remedi-
ation on a daily basis. We identified challenges managerial personnel face and the factors
they consider when they make decisions on vulnerability discovery and management (e.g.,
creating bug bounty programs, outsourcing security testing tasks, etc). We also identified
the challenges professionals from red, blue, purple, pen testing, and bug bounty teams face
in practice and how management decisions affect their work. Our study attempts to piece
together the perspectives of different actors involved in vulnerability discovery and man-
agement processes and identify challenges that require immediate attention by the security
community.

We found that vulnerability discovery and remediation processes are hindered by a host
of behavioral and organizational challenges. Our results also show:

• an inherent trust problem between organizations and testers or bug bounty hunters.

• a lack of effective communication channels between testers who discover vulnerabilities
and those responsible for taking proper remediation actions.

• a lack of clarity around who is responsible for fixing discovered vulnerabilities, which
turns vulnerability management into a “blame management” problem.

• a misalignment between security and business priorities, organizations represented by
our participants often took reactive rather than proactive approaches to vulnerability
management.

• a tendency to adopt compliance-oriented approaches to security rather than grounding
vulnerability handling processes in an understanding of potential risks.

We believe that our findings can propel further research to better understand the human
factors impacting vulnerability discovery and management processes in the wild.
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3.2 Methodology

From April to June 2019, we conducted semi-structured interviews with 53 security pro-
fessionals in different security testing roles (described in Section 3.3). We also recruited
current and previous managers who had made important decisions on vulnerability discov-
ery processes in their organizations. We used several channels for recruitment, including
advertising on Twitter [211], and two Slack [195] workspaces (bugbountyworld, and bugboun-
tyforum), which are used by testers and bug bounty hunters to share resources, collaborate,
and communicate with bug bounty platform employees. We also sent emails to several pen
testing companies, inviting their security testers and managers to participate in the study.

We conducted six pilot interviews to validate our interview process. Participants recruited
for the pilot interviews were contacted via Twitter [211] or through professional connections.
One pilot participant did not consent to use his interview data; hence, for the remainder of
this chapter, we report on the data from 5 pilot interviews and 48 recruited participants. Our
study was approved by our Institutional Review Board (IRB). As a token of appreciation,
we offered a drawing for five $100 Amazon gift cards.

We asked participants to complete a pre-interview questionnaire, which asked about
their security testing experience and their current and prior roles. Next, we conducted a 45-
70 minute interview via online video chat software and recorded the audio for transcription
purposes (see Appendix A.1). The lead researcher led every interview, and another researcher
participated in an observatory capacity. We conducted interviews until the themes for each
category reached saturation [57], which was independently determined by two researchers.

We tailored our semi-structured interviews to participants’ roles and prior security testing
experiences. The interview process for non-managerial participants evolved around:

• the discovery processes they follow,

• tools they use,

• how they communicate with the rest of the teams,

• challenges they face that might hinder their work,

• nature of the vulnerabilities they work on, and

• their expectations.

For those with managerial experience, the interview covered:

• their experience working with different teams,

• reasons for deploying specific strategies in their managerial capacity, and

• their expectations when deploying different security testing strategies.

Our sample included blue, red, and purple teamers, penetration testers working in internal
security teams, security consultants, bug bounty hunters, and security managers (e.g., CTOs
and CISOs). At the time of our interviews, a sizable portion of engineers and managers that
we interviewed were employed by some of the world’s largest tech companies, serving billions
of end-users. Twenty of the participants had more than ten years of experience doing security
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testing, eight participants had between 6 to 10 years of experience, 21 participants had 1 to
5 years of experience, and 4 participants had less than one year of experience doing security
testing. Many of our participants held multiple previous positions. For example, some had
industry experience in red teaming and pen testing at the same time or held managerial
positions after spending some time working as security engineers (see Appendix A.2). In
particular:

• 38 worked as internal or external penetration testers;

• 28 had experience doing bug bounty hunting;

• 23 had held internal or external red teaming positions;

• 17 reported experience working in blue teams;

• 17 were CISOs, CTOs, or engineering managers;

• 11 had experience working as purple teamers; and

• 5 reported working as quality assurance engineers.

The majority of our participants came from the US, but we also had participants from
Canada, Germany, UK, India, Israel, Singapore, Serbia, Brazil, and Bangladesh. Some
participants managed their own companies, offering external pen testing services. We asked
each participant about the number of employees in their organizations and their security
teams. For around 40% of our participants, the number of employees in their organizations
were in the thousands; eight worked in organizations with 100 to 5,000 employees, while the
rest had 1 to 70 employees in their organizations.

Three external transcribers transcribed the interviews. Next, the lead researcher and two
other researchers iteratively built the codebook. We used basic thematic coding, wherein each
code mapped to an emerging theme (e.g., blue-red-conflict, bugbounty-trust). Our codebook
has 32 major code categories based on the role of the speaker, and those categories are
further divided into 88 sub-codes.

Once the codebook was finalized, the lead researcher and another researcher indepen-
dently re-coded the interviews and merged the codes to calculate the inter-rater agreement.
Disagreements in coding were discussed and resolved after reaching consensus among all
the coders. Our recorded inter-rater agreement was 85.36% (Cohens’ κ = 0.71), indicating
substantial agreement. We arranged codes into three high-level categories that capture the
three phases of what we called the vulnerability management pipeline: strategic decision
making, vulnerability discovery, and vulnerability management (see Section 3.4).

3.3 Security Teams

There are a number of security roles that engineers might be tasked with in organizations.
Many of our participants seemed to be confused as to how to define their work and how their
role contributes to vulnerability discovery. For instance, a director of security who manages
several security teams and is responsible for product security at a tech company that serves
hundreds of millions of users responded:
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“Yeah pen testing, red teaming, those are very confusing terms. What would you say is the
meaning of pen testing?” (P52).

A CTO of a security consultancy offering vulnerability discovery services to organizations
mentioned that many of his clients think that they should do red teaming or pen testing,
when what they need is an incident-response team:

“I have had clients that have suffered a breach in the past and immediately they are like,
‘Hey, we want to get a penetration test or a red team to figure out how the attacker broke
in’” (P37).

We argue that not being able to distinguish between the roles different teams are expected
to play might lead to making sub-optimal decisions and ultimately rendering vulnerability
discovery processes ineffective. Below, we present a brief definition for each of the different
security testing strategies based on themes found in participant responses and our review of
the related literature (e.g., [124]).

Internal Testing. We define this role as part of a quality assurance process in which
people with security backgrounds either do testing or work with developers to build secure
code:

“We have kind of check points along the development process. We also have kind of pro-
grammatic deployment gates that a handful of these tests must be met before things can
even be deployed” (P10, security manager tasked with managing internal testing teams at
a large organization).

Pen Testing. The goal of penetration testing is to find as many vulnerabilities as possible,
focusing on a finished product or a service within a pre-defined period:

“I see penetration testing as audit. So it is assessing for all vulnerabilities, at every single
point in time, within a defined scope” (P40, a full-time bug bounty hunter with extensive
experience as a pen tester and a red teamer).

Red Teaming. Red teaming is goal-oriented and is about going deep (compared to breadth
coverage in pen testing); that is, infiltrating the network in question and exploiting any
vulnerabilities in the process to reach a pre-defined goal. It is commonly understood that
red teaming emulates real-world hackers in the most realistic way possible:

“In a red team exercise, you are working with no knowledge of the product. It is as if you
are an external hacker kind of thing, trying to hack without access or insider knowledge”
(P31, security engineer tasked with doing internal red and blue team exercises within a
large public organization).
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“The red teaming is really more, hey, we are not interested in identifying every stage of
vulnerability in the network, we are interested in seeing how far can we get, what type
of data can we access, can we actually exploit the things that are most important to the
organization” (P30, a security manager who has extensive experience leading red teams).

Blue Teaming. Blue teaming is about being defensive—in contrast to red teaming—
and concerns monitoring target systems for abnormal behaviors that might indicate the
presence of an adversary in the system or an intrusion attempt. Blue teamers are expected
to collaborate with red teamers in order to make sure that their efforts complement each
other and that they are improving their detection over time:

“[A] blue teamer is exactly the opposite, is the defending side. This means finding solutions,
techniques, procedures to stop hackers, stop red teamers from succeeding in their attacks”
(P39, an experienced blue teamer).

Purple Teaming. Purple teams might consist of members from red teams and blue teams.
The most significant advantage of a purple team is to have both offensive and defensive teams
work together to achieve a common goal:

“The purple team is the one that navigates between the red team and the blue team and sits
with them together as a sort of mediator” (P39, an experienced blue teamer).

Bug Bounty Programs. Bug bounty programs can be seen as ways to crowdsource pen
testing on publicly-facing systems without any time restrictions. Bug bounty programs invite
the public or a group of hackers selected by an organization to test its systems according
to a pre-defined scope and policy. HackerOne [114] and BugCrowd [43] are examples of
bug bounty platforms that act as intermediaries between organizations and external security
testers.

3.4 The Vulnerability Management Pipeline

Based on the themes that emerged from the interviews, we identified three phases of an orga-
nization’s vulnerability management pipeline: from the moment the organization’s decision
makers realize that they need security testing (“strategic decision making”), to the methods
chosen to perform that testing (“vulnerability discovery”), to when discovered vulnerabilities
are fixed (“vulnerability remediation”).

Strategic Decision Making. We wanted to understand what decision makers expect
from the various security testing strategies and what drives them to deploy a particular
one. Our goal was to understand whether management are making correct decisions that
serve their organizations’ goals, whether those organizations are ready for a chosen testing
strategy, and whether there are any cultural and/or organizational barriers.
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Vulnerability Discovery. In this phase, the chosen security testing teams begin searching
for vulnerabilities in target systems. Different security testing teams have different goals,
expectations, and time restrictions. Further, some teams could be better suited for specific
categories of companies. We believe that it is important to understand the activities carried
out by each team and the expectations for each role.

Vulnerability Remediation. This phase concerns deciding on how to fix the uncovered
vulnerabilities in a timely manner to mitigate potential risks. An effective vulnerability
management process entails having a systematic approach to prioritizing discovered vulner-
abilities according to their potential impact and having clear communication lines between
security testing teams and any other stakeholders.

3.5 Strategic Decision Making

The potential success of a vulnerability management pipeline hinges upon utilizing the cor-
rect vulnerability discovery strategy at the correct time. In this section, we present findings
on participants’ stated motives and other factors that go into their decision processes. We
focus on understanding:

• when to hire a red, blue, purple, or pen testing team,

• when to create a bug bounty program, and

• what considerations are being made before deciding to outsource security testing.

Deciding Between Different Teams

Below, we present the factors that influence the managerial decision of which security testing
strategy to implement.

Red Teaming vs. Pen Testing

We observed uncertainty among our participants about when to do red teaming versus pen
testing. The majority of our participants who are considered decision makers did not see
the need to do red teaming when their organizations have regular pen testing engagements.
Participants expressed different motives for pen testing, a commonly recurring one was to
meet various compliance or certification requirements:

“Pen tests are kind of a reproducible formula for getting the engagement done whether it is
to get that compliance checkbox checked or they are just kind of going through the motions
to make sure that basic security structures are in place”(P10, security manager tasked with
vulnerability management operations at a large organization).
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Red teaming involves going in depth and emulating a malicious actor. Participants
mentioned that another way to look at it is as testing all of the monitoring capabilities
installed by the blue team. Thus, to have a fruitful red teaming engagement, an organization
should have a reasonably mature security posture with in-depth monitoring:

“If my goal is not to find as many vulnerabilities as I can, my goal is to validate my security
controls that I have put in place, then I would love to hire a red team” (P41, a former red
teamer and a pen tester who is currently managing application security programs at a large
organization).

Regardless of the engagement exercise, participants commonly agreed that neither red
teaming nor pen testing should be the first approach to testing in an organization or the
first step in their vulnerability management pipeline:

“I think most organizations are not mature enough to have true red team exercises per-
formed. I don’t think having a red team or having a penetration testing team should come
before having an effective vulnerability management program” (P41, a former red teamer
and a pen tester who is currently managing application security programs at a large orga-
nization).

We observed that there is a common preference for doing pen tests before putting software
products into production and whenever major changes to codebases are made. Red team
engagements come at a later stage, when organizations have already tested their products
internally and set up monitoring and detection, performed the required pen tests, and are
willing to validate the security controls they have in place. However, our results suggest
that concerns around exposure to legal liability might drive reluctance around the use of red
teams by organizations. Some participants expressed that it would be risky to let external
red teaming contractors test their assets without being able to have full visibility into their
activities, as they had concerns that their sensitive data might be leaked as a result. This
might also create a potential conflict between duty-to-report rules for red teamers and the
actual practices of companies. A former red teamer mentioned:

“You don’t know when someone is in the network, you don’t know what he is reading. I
know that there are NDAs, but sometimes there is a code of ethic, that says if you find
something illegal during a penetration test, you have to report it. And in red teaming, let’s
be honest not many companies are in regulations with the law” (P24).

Blue and Purple Teaming

Our participants agreed that organizations should have a blue team that is continuously ready
to detect intrusions and respond accordingly. A security director responsible for vulnerability
management operations at a leading tech company mentioned:
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“The first thing that you need to hire is the blue team. What are we defending? What
are the state of our systems? What is our attack surface? That stuff you have to first
understand” (P52).

Though, the majority of the participants mentioned that, in most cases, blue teams are
not set up until a breach incident happens, which causes upper management to realize the
severe consequences of cyber-attacks and the importance of proper security posture. Once
an organization properly implements the necessary security controls, red teaming can be
utilized to evaluate the extent to which such controls can be exploited by the adversary and
help in strengthening blue teams over time. Purple teaming, on the other hand, could be
beneficial once a blue team is perceived as not maturing and learning from the results of
prior red teaming engagements. However, considering that it would not be realistic for small
or medium size organizations to have red, blue, and purple teams, a considerable number
of our participants mentioned that they would prefer to start by setting up a purple team,
where its members have red team and blue team backgrounds.

Bug Bounty Programs

We found different motives for creating a bug bounty program. Many participants mentioned
positive experiences; having many eyes looking into their systems and a large pool of testers
with diverse backgrounds can yield interesting vulnerability reports. A security director who
started a bug bounty program at a large company, and slowly expanded their scope to cover
their vendors as part of their security boundary, pointed out the high costs of pen testing
services as the primary motivator for their decision:

“One pen tester for one week is going to cost you a lot of money and you can get much
higher coverage with just that money and many more people involved” (P52).

A few participants also had reasons for not creating bug bounty programs. Particularly for
financial and governmental organizations, a common theme that emerged in our interviews
was that they do not want to risk having unvetted “people from the Internet” accidentally
gain unauthorized access to sensitive data stored in their systems. They mentioned that
they are more comfortable working with established external security firms, where they can
keep tabs on people who are allowed to test their systems for security vulnerabilities:

“...trying to convince any government agency to try to offer people a reward to try to break
into their financial data, I think we would have a very bad reaction to that, whereas saying,
‘it’s an audit’ would be a much easier sell” (P44, security leader of a consultancy company
that works as a government contractor).

Some participants mentioned that it is often difficult to justify the costs of creating a bug
bounty program to upper management, as the costs associated with running such programs
are not fixed, relative to paying for an outside audit. Some participants also mentioned that
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they hire external contractors to conduct pen tests to satisfy regulatory requirements and
to convince their customers that they are sufficiently secure because they have been tested
by an outside entity:

“..the quality of that report you get from pen testing companies is much much higher. It
can also hold people who did the pen test accountable” (P32, a security engineer tasked with
red teaming and pen testing at a large security consultancy company).

Participants who had created bug bounty programs mentioned that before creating a bug
bounty program, organizations should make sure that they have a robust process for handling
reports received from bug hunters: assessing them for validity, reproducibility, severity, and
impact, and then responding to the bug hunter promptly. Participants said that starting
a bug bounty program could easily overwhelm the organization with a lot of noise (false
reports). There were also concerns as to whether organizations, especially management,
clearly understood the prerequisites:

“My CISO likes to be able to tell customers we have a bug bounty program; therefore we are
very secure” (P41, application security manager).

Due to trust-related concerns, several participants preferred to create private bug bounty
programs, where the organization gets to pick the bug hunters who are allowed to work on
that program after doing proper background checks. One participant also mentioned that
his organization decided to do all their bug bounty work on their staging environment, where
they do not risk bug hunters getting access to their customers’ data, and can make sure that
they can reset the testing environment whenever anything goes wrong. Other organizations
might prefer to narrow the scope of their public bug bounty program to include a few of
their assets and expand the program scope incrementally as they go forward.

Factors affecting decisions

Below, we summarize other factors that might potentially influence decisions on vulnerability
management.

Internal Teams vs. External Vendors

We observed common concerns related to the costs and difficulty of building and maintaining
internal teams, which were justifications for outsourcing security testing. The majority
of our participants agreed that having internal teams is more beneficial in the long term,
as testers accumulate institutional knowledge about their organizations’ systems and build
understanding of their business logic in more depth over time, as well as have conversations
with developers and build relationships with other security team members. Having internal
teams also helps organizations adopt a proactive approach to vulnerability discovery. An
engineer with more than 10 years of experience in red teaming, pen testing, and managing
security teams said:
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“The internal folks come more or less over time, with a built-in understanding of the busi-
ness objectives, and the business logic that needs to be expressed. The external folks by
definition, don’t understand the business as well. And so sometimes their findings are not
going to be as relevant to the company” (P17).

“A lot of folks struggle with external bug bounties because folks outside the company will
report something and there’s no clear implication to the business. And you cannot auto-
matically say this is not a problem. But then you have to decide am I going to spend time
even figuring out if this is a problem, versus someone who comes to the table with that work
already done for you, then you can immediately start remediating” (P17).

However, participants also mentioned that external testers can help discover vulnerabili-
ties that were previously not noticed by developers or internal testers, since they often have
a lot of exposure to different troubleshooting scenarios and clients. Furthermore, many par-
ticipants highlighted that most security engagements with external testers are time-scoped
and hence bear less cost and logistical overhead compared to maintaining internal teams.
This was especially the case for small organizations and is the primary reason why organi-
zations may hire external vendors rather than build and maintain internal teams. Said an
experienced red teamer who now works as a consultant in blue and red teaming:

“So if I am a company the size of Walmart, I am going to have my own red team. If I’m
a small organization, and I don’t have the money and IT isn’t my focus in the first place,
I am not going to try to build a red team and then I would definitely contract with a third
party to do it” (P30).

Furthermore, due to trust-related reasons, participants also mentioned that external testers
normally do not get to access every resource they need in order to cover significant parts of
their clients’ attack surfaces.

Selecting and Vetting External Testing Firms

Participants expressed a tendency to rehire the same external firms:

“We, our blue team, prefers a particular pen testing team. We have good relationships with
them, their diagnostics and write ups have been just superb” (P9).

Other explanations included:

• they had a positive experience with a particular firm and built relationships and trust
with its members;

• they were satisfied with the level of diagnostic investigation and the quality of write-ups
they received;

• they did not want to waste a lot of time vetting different external firms;



CHAPTER 3. UNDERSTANDING ORGANIZATIONAL VULNERABILITY
DISCOVERY AND MANAGEMENT PROCESSES 25

• they preferred to work with firms that have a good reputation in the industry; or

• they perceived difficulty in obtaining visibility into how they are improving their se-
curity over time once they switch vendors, as different vendors have different method-
ologies and approaches to security testing.

A few participants, however, mentioned that they prefer to rotate through a pool of
vendors to:

• fulfill regulatory requirements;

• get specific testing expertise (e.g., testing cryptographic solutions); and

• get different sets of eyes to test the same codebase.

Regarding the latter, an experienced pen tester stated:

“I think it is good to switch from time to time because other people have other techniques
and will most likely find other or new issues” (P15).

Staffing and Budget

Participants mentioned the difficulty of justifying security-related staffing or budget deci-
sions. Participants with management responsibilities admitted that staffing is a big problem,
and it is not a luxury that many can afford. In response to why they do not have a bug
bounty program, the CISO of a large organization responded:

“We already know about more risks than we have the capacity to deal with” (P1).

This might lead to a lack of visibility into unpatched vulnerabilities and a false sense
of security until an incident occurs. Participants also expressed the difficulty of convincing
upper management to provide security engineers with the required freedom to do their as-
sessments and find vulnerabilities. Others mentioned that there had been situations where
their managers decided to build a security team very quickly to react to security incidents
without proper planning and forethought:

“...out of the news, all of our [security] costs are basically viewed as not required and ex-
travagant. And it is always a fight to get funding, even though when there is a problem
suddenly funding is free and how many people do you need” (P9).

Participants mentioned that, in some organizations, monetary allocations might give upper
management false assurances about the organization’s security posture. In cases where an
organization has an annual budget allocated for security, upper management might be under
the impression that they are secure when a regular security assessment with an external
contractor is only done as a formality to ‘tick the boxes’ and have a report that says so. Said
a pen tester:
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“The CEO does not want to know if you have SQL injection, or XSS. He just wants to
see in the report, that we have spent that amount of money on the security, and he always
thinks like, ‘oh we have spent a lot of money on security. We must be secure!’ ” (P24).

Many mentioned that they had to frame everything around a dollar value to get atten-
tion. That is, some security managers expressed the importance of conveying risks to the
business and describing the impact of potential legal liabilities or monetary losses to upper
management:

“When you say that this vulnerability has a CVSS score seven, they don’t get it. When you
can say, like, this risk represents an expected loss of a hundred fifty million dollars, and
they’re like, ‘okay we know what to do with that’ ” (P17, security engineer).

Other managers also expressed difficulty in building security teams that have combina-
tions of qualified people with different areas of security knowledge; e.g., network security,
mobile security, and cryptography. Some security managers also mentioned the difficulty of
making sure that discovered vulnerabilities are addressed promptly by their qualified secu-
rity engineers, as they are worried they might lose their personnel once they are not satisfied
with their workload.

Considering the costs of setting up teams of qualified personnel, several different ap-
proaches to managing security in small organizations emerged in our interviews. Outsourcing
security to external contractors, using open source security testing tools to automate some
tasks, leveraging the security teams of well-known cloud providers by putting most of their
security services in the cloud, creating private (invite-only) bug bounty programs, and hiring
a few security engineers with purple teaming experience are the main approaches that the
participants brought to our attention. Particularly for bug bounty programs, decision-makers
working in small organizations were concerned that qualified security researchers would not
be attracted to work on their programs, given that they would not be able to compete
with organizations that have mature bug bounty programs and provide high payouts. This
observation was confirmed by several bug bounty hunters:

“I have got two or three programs that I have spent a lot of time on and I keep going back
to them because I enjoy working with the team, I know that they pay fairly well and they
will turn around my bugs pretty quickly” (P40, bug bounty hunter).

Some participants mentioned that they have a small team of security engineers wearing
multiple hats (i.e., doing offensive, defensive, and quality assurance work at the same time).

Scoping Considerations

Our discussions with internal testers, security managers, bug bounty hunters, and external
contractors revealed that there is often uncertainty in how to scope security testing. When
defining the scope of a bug bounty program, many decision makers preferred to focus on



CHAPTER 3. UNDERSTANDING ORGANIZATIONAL VULNERABILITY
DISCOVERY AND MANAGEMENT PROCESSES 27

detecting vulnerabilities that can be reached through publicly available services. Some bug
bounty hunters also mentioned that they have accidentally stumbled upon critical vulnera-
bilities that are considered out of scope, and decided against reporting them, because they
fear that the organization might take legal action against them. This fear was confirmed
by some bug bounty program managers, who expressed that they would not welcome such
discoveries, as they do not want to incentivize bounty hunters to go out of scope.

Other program managers expressed that they would welcome such submissions, as it
signals that the bug bounty hunter cares about helping them improve their security posture.
Other factors that might influence program managers’ decisions include the budget for paying
bounty hunters and the capacity of their internal triaging team to process incoming reports.
A broader scope is likely to incur higher costs, just in terms of coping with more reports.

In contrast to bug bounty programs, scoping red teaming and pen testing engagements
is mostly focused on organizations’ internal assets. Although no-scope red teaming engage-
ments are perceived to be common for large organizations, some participants mentioned that
narrowing the scope of red teaming could be useful in cases where an organization wants to
validate certain controls that they recently implemented. We also observed that some orga-
nizations prefer to focus on a specific area at a time; e.g., for the first couple of months they
will focus on a specific set of systems and then test other systems later. For pen testing, the
majority of our participants indicated that no-scope assessments are often expensive, and
this might probably lead them to narrow the scope of systems to be tested in order to afford
their costs.

Other security managers mentioned that they are not confident with letting external re-
searchers test every system they have, leading to narrow scopes for pen testing or red teaming
engagements. For the same reasons, some organizations resorted to creating duplicate en-
vironments, where they put all their code in a live environment, but with sensitive data
removed to mitigate the impact of any potential data leakage. From the perspectives of pen
testers, we noted that narrowing the scopes of pen testing or red teaming assessments could
make the vulnerability discovery process very restrictive and completely counter-intuitive to
what the vulnerability discovery process should achieve. Said a red teamer:

“...but like it gets to the point where they chop everything off to the point that you don’t
have a bite anymore and, you know, you want to try as hard as you can, just like any bad
adversary” (P42).

3.6 Vulnerability Discovery

Vulnerability discovery can start from the earliest phases of the software development life-
cycle. It can be part of each cycle or can be brought in after each major code release. An
organization can have a dedicated security team testing all of the ongoing projects or assign
a team member(s) to work with each development team(s). Below, we outline the processes
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security teams follow to discover security vulnerabilities based on a synthesis of common
understandings in the industry and our observations from the interviews.

Pen Testing Activities

Pen testers aim for breadth by finding as many vulnerabilities as possible within a predefined
scope and time frame. Participants also mentioned that they often get the help of external
pen testing contractors to test their products before shipping them to users. Pen testers are
not supposed to hide their activities from other members of the organization and are mainly
expected to demonstrate the vulnerabilities they discover to prove that they exist, without
exploiting them. However, one external pen tester mentioned that clients sometimes ask
them to exploit identified vulnerabilities to demonstrate their impact. Furthermore, most
pen testers’ activities are supposed to be continuously monitored by members of the client
organization to limit the consequences of any potential unintended exploitation.

Red Teaming Activities

One of the main goals of red teaming is to help blue teamers improve the defenses they
have put in place. Pen testing and red teaming bring different benefits to an organization.
Red teaming engagements normally take longer than pen testing engagements. Pen testers
are usually given access to internal resources, whereas red teamers start their engagement
with minimal to zero information. For instance, some participants mentioned that pen
testers usually have internal network access, whereas for red teamers, gaining access to
internal networks is a goal they should achieve. Furthermore, pen testing engagements are
not stealthy, and many in an organization might be aware of them, whereas red teaming
engagements are stealthy by nature to evade any monitoring or access control mechanisms
placed in the organization and to effectively simulate the activities of malicious attackers.
For instance, some of the tactics red teamers follow to decrease the risk of detection are:

• not installing custom software;

• trying to use system functionality as much as possible, rather than using exploits;

• sticking to regular user working hours, so a blue team would not suddenly start noticing
loads of traffic;

• rotating their IP address or hiding them behind different VPN providers; and

• not scanning many ports at once.

Participants explained that there are basic steps that are usually followed by red team-
ers. At a very high level, the first phase is reconnaissance, which involves gathering as much
public information about the target as possible. Based on that, red teamers can draw a
plan outlining the potential targets that they can attempt to attack or utilize to exfiltrate
data. For instance, they might send phishing emails in the hope that someone will click on
a malicious attachment, which will then help them establish a foothold into the network.
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They could also examine whether lateral movement is possible and try to plant a backdoor
in order to maintain persistence. To effectively simulate real-world adversaries, red teamers
usually ask organizations not to inform their employees—including blue teams—that these
offensive security engagements are taking place; once blue teamers detect them or they suc-
cessfully evade a blue team’s security controls, they communicate their findings and provide
guidance on how to fix the identified vulnerabilities. Red teams need to have broader skill
sets, including social engineering, physical security, and network security. Participants also
mentioned that pen testing experience would be beneficial for red teaming.

Blue Teaming Activities

Blue teaming is concerned with fixing vulnerabilities found in the discovery phase or im-
plementing proper monitoring capabilities to prevent intrusions. Some examples of blue
teaming activities that were brought up in our interviews are installing firewalls and anti-
virus software, monitoring systems for suspicious activities, responding to cyber incidents,
trying to confuse potential adversaries once they are detected in order to gain an improved
understanding of their activities and capabilities, and auditing and analyzing logs. Some
blue teamers also mentioned that most of their work is concerned with fighting bad secu-
rity culture, convincing people to install patches, and teaching engineers the best security
practices. It is also worth noting that, in contrast to red teams, blue teams usually have
access to significant internal resources and are therefore expected to know the specifics of
what they are defending. For this reason, asset management is perceived as a challenging
task for internal blue teams. That is, they cannot protect systems that they do not know
about.

Purple Teaming Activities

We observed common confusion surrounding what purple teams do in practice; some thought
the term signals that an engineer has red and blue team experience, while others thought
that applying offensive and defensive security practices at the same time can significantly
contribute to hardening defenses in organizations. While many of our participants mentioned
the difficulty of building a purple team, we noted that small organizations prefer to start
with setting up purple teams without having separate blue and red teams due to decreased
staffing costs.

In organizations with red and blue teams, purple teams can act as middlemen who
facilitate communication between the two teams by making sure that they have regular
meetings and regularly exchange information. Other organizations prefer to assign some
members of the red team to work closely with blue teamers, to train them to detect the
attacks mounted by red teamers or reflect on the regular feedback they get from red teamers.
Another way of doing purple teaming exercises is to have blue and red teams work very
closely, where all team members are involved in the same exercises. In such settings, once a
red teamer manages to break defenses, the red teamer works with blue teamers to address
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the identified vulnerability. Afterwards, the two teams can resume their work and reflect on
their progress.

Bug Bounty Hunters’ Activities

Bug bounty hunters consider reconnaissance a critical phase in their vulnerability discovery
processes, in which they attempt to collect as much information as possible about the target
systems. This phase includes activities such as enumerating all sub-domains, using a ser-
vice as a regular user to understand its functionality, parsing public datasets, understanding
data flow, and identifying dependencies between different features or services. Some exam-
ples of the techniques used for vulnerability discovery that we identified in our interviews
are disabling certificate pinning, reverse engineering apps, looking for default credentials,
discovering old services, and watching for DNS changes.

Inter- and Cross-Team Communication

One of the main themes that emerged in the majority of our interviews with security engineers
concerns the communication challenges security teams face with other internal teams. From
the perspectives of red teamers and pen testers, they mentioned that their findings are often
not welcomed by blue and development teams and that they are generally perceived as
threats to other teams; red teamers’ findings might make development/blue teams look bad
to upper management or potentially increase their workload. Our results therefore suggest
that establishing cooperative and collaborative relationships between blue and red teams
seems to be a serious challenge.

In most cases, this might turn into a “blame-management” problem, in that each team
thinks that fixing the discovered vulnerabilities is not part of their job. Several participants
mentioned that they had had situations where they decided to report their discoveries to
upper management to ensure that the identified vulnerabilities got fixed. From the per-
spectives of external contractors, they mentioned that they often report their findings to
the person who hired them and might not get a chance to interact directly with internal
teams who are in charge of fixing discovered vulnerabilities. Participants also noted that red
teams are supposed to not disclose their activities or share much information about their
testing strategies to make their simulations realistic, and this can be frustrating for blue
teamers. From a managerial perspective, how security teams are organized and structured
could introduce some communication problems. Said a security manager:

“..a lot of organizations diversify teams too quickly so where they have five or six people
on a dozen different islands with different names. And they lose a lot of the collaborative
potential of the team whenever they’re segmented off that way” (P10).

To address these communication problems, participants mentioned some strategies fol-
lowed by their organizations:
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• situating security teams within engineering teams;

• letting different security engineers test the same product at different points in time
over the year and comparing their findings to keep track of what vulnerabilities have
been fixed and what still needs to be done;

• setting up a purple team; and

• holding regular security-related meetings with representatives from each team in the
organization.

Some also raised the point that having clear objectives and increasing the level of trans-
parency with security engineers could make vulnerability discovery processes more fruitful.

From the perspective of bug bounty hunters, participants have had a mix of positive and
negative experiences when reporting their findings to internal teams. Many of the bounty
hunters we interviewed mentioned that the bug bounty ecosystem has allowed them to build
productive relationships with internal security teams at various companies, allowing them
to collaborate on fixing reported vulnerabilities and receiving prompt feedback. Some men-
tioned that their work as bug bounty hunters increased their chances of getting hired at the
companies to which they reported vulnerabilities. Several participants also mentioned that
they had situations where internal teams ignored their vulnerability reports or considered
the reports as out of scope because the internal teams did not triage the reports correctly.

3.7 Vulnerability Remediation

Below, we summarize our observations that relate to fixing the vulnerabilities uncovered
during the discovery phase.

Triaging Vulnerability Reports

Internal teams have to triage vulnerability reports they receive in order to assess the severity
level of each reported vulnerability and prioritize fixing the critical ones. Participants de-
scribed their experiences with bug bounty programs that assigned non-technical people to the
task of triaging vulnerability reports, which resulted in closing their reports as insignificant
when the triaging team did not fully understand the impact of the findings.

Fixing Vulnerabilities

With regard to addressing vulnerabilities, one main theme emerged: internal teams’ inabil-
ities to fix reported vulnerabilities due to the lack of detailed information in the reports
that allow reproducing the vulnerabilities and thus make informed decisions on how to fix
them. For example, bug bounty hunters mentioned that patches applied by internal security
teams could often be bypassed. For this reason, some security managers mentioned that
they sometimes offer extra bounties or reputation points for bounty hunters willing to help
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with remediation. However, participants mentioned that providing extra incentives is not
common and that the current bug bounty ecosystem does not incentivize external researchers
to go beyond surface-level checks to ensure that reported vulnerabilities have been properly
fixed:

“There is one program that I’ve worked on that specifically says you will receive a high
bounty if you provide a remediation advice. So it is not something that I see across the
board in having recommended fixes, I tend to think that the teams themselves are in a much
better place to know how to fix it, that I’m here to explain the issue in a way that they can
understand it” (P40, full-time bug bounty hunter).

Others thought it would be helpful to ask bug bounty hunters to retest the fixes released
by companies:

“I think it’s good to send it back to you after they fix it and ask you to check it because they
might have put a patch that wasn’t fully secure. So I think that is a great way to just get
confirmation that it is fixed” (P25, bug bounty hunter).

A participant with extensive pen testing experience stated that external security testers
usually lack the specifics needed to describe how to fix identified vulnerabilities. On the
flip side, from internal teams’ perspectives, some participants stated that they often do not
have a clear idea of how a vulnerability reported by an external tester was discovered in
the first place, which is one of the reasons why they might have no way to validate the
fix. Other participants mentioned that they arrange for external pen testers to meet with
internal teams to discuss possible remediation strategies. External pen testers might also be
asked by the organization to do another pen test after a certain period to check whether the
identified vulnerabilities still exist.

From security managers’ perspectives, many stressed the importance of providing com-
prehensive and detailed mitigation strategies by security testers to allow internal teams to
find an alternative approach to fixing a vulnerability, once they find it infeasible to fix it in
a particular way.

When discussing the extent to which internal teams are capable of addressing vulnera-
bilities promptly, an experienced blue teamer explained:

“ a lot of them don’t know how to test whether or not the patch solved the problem. I think
that the biggest reason is skill” (P9).

Other barriers hinder the remediation process. For example, internal teams might identify
dependencies between different applications that might involve other internal departments
or external vendors, or require hiring additional software developers with special expertise.
This might decrease the likelihood of applying fixes promptly. Some security managers also
mentioned that lack of transparency between all the internal and external parties involved
in security processes is often an obstacle towards effective vulnerability remediation:
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“We have trained our engineers to not come to us, but we have lost visibility of everything
else that is happening, and now we are, back to a super reactive mode, where we want to be
in a super proactive mode” (P43).

Compliance vs. Security

Depending on the industry, there are specific compliance requirements that must be met in
order to make sure that the organization is doing the bare minimum to secure their users or
customers. Such requirements have made organizations to adopt compliance-oriented rather
than security-oriented mindsets. Most of the participants who have experience working as
external pen testers described their experiences with organizations that ask them to downplay
the severity rating of a critical vulnerability in the reports they plan to submit to regulators
or to take some vulnerabilities out of a report when they do not have enough time to fix
them.

This is made worse when pen testers are pressured by their managers to comply with
these client requests to maintain relationships. These external pen tests are sometimes
perceived as a way to shift the liability and accountability for security breaches from the
client organization to the pen testing contractor. Said two pen testers:

“We’ve been told we don’t want you to actually solve this problem, we just want you to make
the check box go away” (P9).

“I think that turns pen tests into commodity and not clients that really want to understand
the exposure and ultimately not necessarily interested in actually fixing things and getting a
better security” (P38).

3.8 Discussion

In this section, we analyze the challenges that came up in the interviews, which we believe
can be addressed by paying more attention to human factors.

Security Is a Reactive Measure

Security testers and engineers mentioned that convincing management that security should
be a priority is hard in many organizations. Organizations that struggle to coordinate to
place security as a high priority often spend more time reacting to incoming vulnerabilities
than proactively searching for vulnerabilities. The reactive approach to vulnerability dis-
covery and remediation may increase the chances of organizations falling victims to security
attacks despite advances in vulnerability detection tools and techniques. Staffing and bud-
geting costs could also push organizations to be conservative in their investments in security,
particularly in small organizations.
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Insufficient Attention to Vulnerability Remediation

Participants mentioned that management might invest in security for reasons other than
securing their systems (e.g., fulfilling compliance requirements). Although the byproduct
of these intentions might still lead organizations to invest in vulnerability discovery, the
downstream effects of finding a vulnerability may not be effective for fixing the root cause
of the vulnerability. Compliance regulations often require organizations to establish and fol-
low their own processes to handle vulnerabilities, with compliance often checked by periodic
audits (e.g., every 6 months). Since compliance is checked at discrete intervals instead of
continuously, organizations that invest in security for compliance purposes may only address
discovered vulnerabilities once an audit is scheduled, so that they may develop a corpus of
events for the purpose of passing the audit. This is likely to render vulnerability discov-
ery efforts ineffective since discovered vulnerabilities might not be remediated correctly or
promptly.

Trust

When working with external testers, one of the most significant challenges faced by organi-
zations and internal testers is trusting external testers with their systems and data. This can
discourage organizations from creating public bug bounty programs or working with exter-
nal red teaming firms. Trust can also be a factor in deciding what components are in-scope
for testing engagements, and this might increase the chances of leaving some vulnerabilities
undetected. Our results suggest that many organizations tend to put rules in place that
limit what red teamers can realistically do to simulate the adversary. Said the director of a
pen testing firm:

“..everybody is talking about they want a red team, they want a red team, but at the end
of the day, they want to put a bunch of rules around it, just like regular penetration tests”
(P38).

For the same reason, many bug bounty hunters expressed that they often feel hesitant to
report vulnerabilities they discovered to responsible entities, as they fear reprisal from or-
ganizations. This is likely to discourage external security researchers from reporting their
discoveries or collaborating with organizations to improve their security posture.

Communication

Lack of communication had caused issues with the reproducibility of reported vulnerabilities
when the person who reported a vulnerability does not provide sufficient detail (e.g., the
feasibility of exploitation and whether the reports contain realistic exploits). That is, they
lack the knowledge required to put the vulnerabilities in the context of the organization
to allow assessing the severity and the impact of reported vulnerabilities correctly. This is
a clear indication that the industry lacks a proper standard for communicating discovered
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vulnerabilities to relevant entities. One standard that does exist for assessing severity levels
is the Common Vulnerability Scoring System (CVSS). However, participants stated it is not
helpful because it lacks sufficient consideration for business requirements or organizational
contexts, which can facilitate communication with testers, internal teams, and management
as to whether a reported vulnerability is critical or not. Without an effective vulnerability
rating mechanism, vulnerabilities with high impact can go unnoticed or issues that require
proper attention might not get it. Another important line of communication is between the
security engineers and the management who decide on the budget and staffing. Participants
mentioned that they had to put a monetary value on security issues that require immediate
attention to garner attention from management. Furthermore, one CISO mentioned that
finding a responsible point of contact for each independent system in the event of a breach
or incident is especially challenging in large organizations.

Creating a security culture that is driven by a genuine interest in defending technical
infrastructure can foster collaboration between developers and testers around resolving se-
curity issues. Surprisingly, many of the internal and external testers we interviewed raised
the point that they often experience problems concerning receptiveness to their security
feedback. One participant mentioned that developers might feel embarrassed or blamed
once someone reports a vulnerability in their code. Such attitudes to security are likely to
discourage developers from acknowledging the receipt of vulnerability reports and security
teams from following up on whether a reported vulnerability has been fixed.

3.9 Recommendations

In light of our findings, we propose a set of recommendations that we expect to help orga-
nizations improve their vulnerability management processes.

First, it is essential to identify the technical and business owners of the various systems
an organization has early in the process, so that remediation tasks can be assigned smoothly
to their corresponding owners, who can take the lead in deciding how to plan subsequent
remediation efforts. We would expect there to be guidelines to help identify which stakeholder
to notify to improve the level of transparency between the teams involved and reduce the
time from discovery to remediation.

Second, organizations should establish a clear set of risk priorities for upper management
that communicates the risks an organization is willing to take, in order to guide decisions
concerning vulnerability discovery and remediation. This would also allow security teams
to communicate the relevance of discovered security vulnerabilities to the organization’s pri-
orities and business goals and therefore facilitate discussions that involve convincing upper
management to allocate more resources for vulnerability discovery or remediation. Organi-
zations should also have clear procedures for reporting potential risks to upper management
and facilitating decisions that concern resource allocation, coordination among teams and
stakeholders, and separation of responsibilities between security, development, and legal
teams.
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Third, we recommend having clear expectations of the maximum period of time that
should elapse from the moment a vulnerability is discovered until it is completely remedi-
ated by its technical owners. Such expectations should be based on pre-defined criteria for
assessing the severity and potential risks of reported vulnerabilities and assigning a timeline
for implementing remediation plans that allow addressing critical vulnerabilities in a timely
fashion.

Fourth, we recommend that organizations do not rush to create bounty programs, unless
they have solid remediation processes in place. One of the prerequisite to creating a bug
bounty program is performing internal security assessments (e.g., pen tests) and remediating
all discovered vulnerabilities. A proper assessment of the costs of creating such programs,
triaging vulnerability reports, assigning discovered vulnerabilities to their technical and busi-
ness owners, and carrying out subsequent remediation efforts should also be performed before
creating these programs.

Fifth, we recommend improving the current incentive structure implemented in bug
bounty programs by providing higher bounties for researchers who include suggestions on
how to address reported vulnerabilities or help with testing released fixes. We also recom-
mend involving bounty hunters in vulnerability remediation and encouraging internal testers
to get in touch with them to explore the available remediation options and get confirmation
that a released patch fully remediated the discovered vulnerability. It is also important to
define what is in-scope or out-of-scope for bug bounty programs based on a pre-defined threat
model, which considers the organization’s security objectives and the risks that it aims to
mitigate.

Sixth, we recommend customizing the language used in communications between different
security teams or other stakeholders to the language that can be clearly understood by the
target audience. Communications with upper management should be framed in terms of how
a discovered vulnerability might introduce risks to the business to help them make informed
decisions. On the other hand, blue teams and development teams might need a mix of
technical and business-oriented discussions to guide their decisions on how to fix reported
vulnerabilities and how to prioritize addressing them based on their potential impact to the
business.

3.10 Conclusion

In this chapter, we presented the results of an investigation of modern vulnerability manage-
ment processes that focused on exploring the tensions between different security engineering
and management roles in small, medium, and large organizations operating in the public
and private sectors. We show that while the technical aspects of computer security are im-
perative for securing organizations’ technical infrastructures, these efforts can be hindered
by human factors such as a lack of trust, ineffective communication between security teams,
and unwillingness to invest in security by upper management. Our findings additionally
demonstrate the factors that were taken into consideration by organizations when deciding
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on how to run their vulnerability management programs. These include decisions related to
scoping vulnerability assessments, creating bug bounty programs, building internal security
teams, and outsourcing security testing to external researchers.

We show that organizations were not always sufficiently informed about how to make such
types of strategic security decisions. This led some of them to create bug bounty programs
before establishing internal processes for handling vulnerability reports or consider such
programs as substitutes for internal security teams. We therefore leave to future work the
task of exploring the extent to which existing security standards are sufficiently guiding
organizations through how to structure their vulnerability management programs, how to
distribute security testing responsibilities among internal or external security testers, and
how to decide on whether to utilize offensive versus defensive security testing strategies (e.g.,
red teaming versus blue teaming).
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Chapter 4

Understanding Organizational
Vulnerability Remediation Processes

4.1 Introduction

Maintaining the security of software systems requires software professionals to take timely
actions on remediating security vulnerabilities that affect them. In organizational con-
texts, these could involve software systems that are built in-house or taken from third-party
providers (e.g., software libraries). The results of the research study presented in the previ-
ous chapter showed that organizational vulnerability management processes are hindered by
organizations’ lack of abilities to remediate discovered vulnerabilities effectively (see Chap-
ter 3).

External security testers who were either penetration testing contractors or bug bounty
hunters discussed their experiences with organizations that failed to address security vul-
nerabilities long after they were reported to them. It was a common experience for many
of them to find the same vulnerabilities at later points in time either because organizations
delayed remediating them or released incorrect fixes. Security managers who participated in
the same study confirmed this observation by explaining that they frequently found them-
selves unable to remediate security vulnerabilities in a timely fashion despite their awareness
of their existence. In this chapter, we investigate organizational vulnerability remediation
processes, focusing specifically on identifying the factors that might lead organizations to
leave security vulnerabilities unfixed, delay fixing them, or release incorrect fixes.

To handle discovered security vulnerabilities, organizations are assumed to define system-
atic procedures that allow them to evaluate vulnerability severity levels, identify all affected
systems, devise proper plans for remediation, and validate whether they were effectively re-
mediated. To allow informed decision-making at each of these phases of the vulnerability
remediation process, they need to have sufficient contextual information about their envi-
ronments, affected systems, technical owners of systems, and any other stakeholders whose
involvement in the remediation process might be needed (e.g., developers of third-party li-
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braries). While prior work investigated specific technical vulnerability remediation practices
(e.g., applying software patches and fixing security configurations [81, 140, 141]), we are yet
to understand how organizations’ vulnerability remediation decisions are taken at each of
the phases of the remediation process. These include decisions related to how vulnerability
severity levels are determined, how vulnerability remediation responsibilities are assigned,
and how vulnerability fixes are validated. These are only a few examples of strategic remedi-
ation decisions that require organizations to consider their business priorities and technical
capabilities to avoid potential security consequences. For example, failure to validate vul-
nerability fixes could lead organizations to believe that they remediated a critical security
vulnerability when they actually did not.

To identify the factors that might lead to shortcomings in vulnerability remediation
practices, we conducted semi-structured interviews with 21 security professionals who were
involved in remediating security vulnerabilities in technical or managerial capacities. During
the interviews, we focused our discussions on understanding how security vulnerabilities
are normally handled after they are discovered through vulnerability discovery channels,
which include those detected by vulnerability scanners or reported by security testers. Our
goal was to shed light on challenges experienced with reproducing discovered vulnerabilities,
determining their severity levels, remediating them, and validating fixes. We also examined
overall remediation workflows by discussing with participants the nature of interactions that
take place between those involved in remediation processes (e.g., software developers, testers,
and managers). Additionally, we conducted a follow-up survey with 42 security professionals
to obtain further insights into vulnerability remediation processes. In this study, we posed
the following research questions:

RQ 1 What are the factors that might lead organizations to decide to not remediate or delay
remediating a discovered security vulnerability?

RQ 2 How do security professionals handle discovered vulnerabilities that exist in first- or
third-party code?

RQ 3 Do vulnerability fixes get validated? If so, what validation approaches are used?

Overall, we found that lack of sufficient resources dedicated to security prevented orga-
nizations from remediating all discovered security vulnerabilities and led them to focus on
remediating critical and high severity vulnerabilities. However, we also observed that they
struggled to confidently determine vulnerability severity levels due to not having sufficient
contextual knowledge on internal software assets or not having internal security expertise
capable of understanding the nature of vulnerabilities brought to their attention. In the
following sections, we present the methodology we followed to conduct this research study
and discuss our findings in detail.
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4.2 Methodology

Below, we explain the methodology we followed to recruit security professionals to participate
in our interviews and follow-up survey, and provide details on the process we followed to
qualitatively analyze the collected data.

Semi-Structured Interviews

From late October 2021 to late March 2022, we conducted 21 semi-structured interviews
with security professionals who were involved in vulnerability remediation processes in their
organizations. The interviews lasted for an average of 56 minutes. For recruitment, we
sent invitations by e-mail to security teams whose organizations were receiving vulnerability
reports through bug bounty programs hosted on HackerOne [114] or Bugcrowd [43]. We
also used social media sites (e.g., LinkedIn [147], Twitter [211], and Reddit [187]) to invite
security professionals to participate in our study, and recruited other professionals through
personal connections. We offered interview participants $20 Amazon gift cards as a token of
appreciation for their participation.

Our interview guide consisted of questions that aimed to help us understand how secu-
rity vulnerabilities reported by internal or external security testers or detected by automated
vulnerability scanners are handled. We particularly focused on identifying the approaches
relied upon for triaging security vulnerabilities, understanding how vulnerability remediation
responsibilities are assigned, investigating the nature of interactions that take place until a
security vulnerability is remediated (e.g., interactions with software development teams and
developers of third-party code), and exploring the approaches employed to validate the effec-
tiveness of vulnerability fixes. We additionally focused on obtaining improved understanding
of the extent to which organizational factors were impacting vulnerability remediation ef-
forts (e.g., internal security culture and team structures). The interview guide is provided
in Appendix B.1.

To analyze the data collected through the semi-structured interviews, we conducted qual-
itative thematic analysis of 20 interview transcripts. One participant did not consent to
audio-recording, and so we instead used notes that we took during their interview in our
analysis of the interview data. Two researchers jointly developed a codebook based on an
iterative analysis of a subset the interview transcripts. They started by developing an initial
codebook based on their iterative independent analysis of four interview transcripts. During
this process, they had meetings to discuss their codes, reach agreement on which codes to
include in the final codebook, and decide on how to use each of the them. They then followed
the same process to code a few additional transcripts, which resulted in adding a few codes
to the codebook.

The two researchers then used the final codebook, which consisted of 53 codes, to in-
dependently code the remaining transcripts and continued to meet to discuss their coding
results, review each other’s coding results and resolve disagreements. This resulted in reach-
ing “almost perfect” level of agreement (Cohen’s κ = 0.844). We structured the codebook
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to include codes that capture details related to how organizations decide on whether to
remediate (e.g., vulnerability-reproducability and remediation-criteria), what workflows are
followed in order to remediate or validate a vulnerability fix (e.g., contact-points-internal
and remediation-validation), and how non-technical factors impacted remediation activities
(e.g., vulnerability-reports-quality and culture-within-organization).

Follow-up Survey

We used the same recruitment channels to invite security professionals to participate in a
follow-up survey, which we conducted from June to September 2022. To incentivize par-
ticipation, we offered participants to enter drawings for five $100 Amazon gift cards. The
survey was designed based on the preliminary results of the interview study and aimed to
help us obtain additional insights into vulnerability remediation processes. We specifically
were interested in learning about the factors that impact security professionals’ abilities to
triage and remediate vulnerabilities effectively as well as understanding the extent to which
organizational constraints affected their vulnerability handling efforts.

We also included questions that helped us understand the roles that various stakeholders
play in remediation processes (e.g., third-party code developers, testers, and managers).
The survey additionally asked respondents about the resources they rely on for technical
guidance on how to remediate vulnerabilities, their perceptions of whether their organizations
were technically capable of remediating vulnerabilities effectively, and the factors that could
lead them to be unable to remediate vulnerabilities. The survey questions are included in
Appendix B.2.

The number of security professionals who participated in this survey is 42. Since the
survey included open-ended questions, two researchers followed the same process followed to
analyze the interview data to develop another codebook that consisted of 16 codes. They
then used it to code the survey responses, discussed their coding results, and resolved dis-
agreements. This resulted in reaching “substantial” level of agreement (Cohen’s κ = 0.79).
The interview and survey studies were approved by the Institutional Review Board (IRB)
at our university.

4.3 Results and Analysis

Our semi-structured interviews were conducted with 21 security professionals, 19 of which
were directly involved in remediating security vulnerabilities in a technical or managerial
capacity whereas the remaining two were indirectly involved (i.e., they were consulted by
security or development teams on how to triage and remediate discovered security vulnera-
bilities). Similarly, 32 of the 42 security professionals who responded to our follow-up survey
were directly involved in remediating vulnerabilities in their current or past roles, 9 were
indirectly involved, and 1 understood their organization’s remediation process but was not
involved in it.
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Of the 21 interview participants, 7 were responsible for technical vulnerability remedia-
tion tasks only (i.e., software developers or security engineers), another 7 participants held
managerial roles only (e.g., managing engineering teams responsible for remediation), and
the rest had technical and managerial experiences in remediating security vulnerabilities.
Most of security professionals who participated in our follow-up survey were security engi-
neers or software developers (29 of 42), 5 held managerial security roles only, and 8 had
technical and managerial experiences in vulnerability remediation.

Additionally, 48% of the 21 interview participants had been involved in remediating
security vulnerabilities for more than 10 years, 19% had between 6 and 10 years of experience,
and 33% had less than 5 years of experience in vulnerability remediation. Similarly, 47%
of the 42 who responded to our follow-up survey had more than 6 years of experience in
vulnerability remediation. In the following sections, we present the results of our analysis
of the data collected from security professionals through the interviews and our follow-up
survey and shed light on organizations’ end-to-end vulnerability remediation processes.

Motivations for Remediation

We identified a number of factors that motivated security professionals to take action on
remediating discovered security vulnerabilities. In the following, we explain the impact of
each of these factors on vulnerability remediation decisions.

Compliance Responsibilities

Our observations suggest that organizations’ interest to meet the requirements of specific
regulations or industry standards impacted their remediation decisions. These included
decisions related to identifying the types of vulnerabilities that should be remediated, defining
timelines for remediation, and dedicating resources to remediation work. One participant
explained:

“If a vulnerability is compliance-related, it definitely needs to be fixed...it is just not up to
discussion that we cannot fix it” (P10).

On the other hand, shaping remediation decisions around compliance responsibilities
could drive organizations to only remediate vulnerabilities that have compliance-related
consequences. This might lead them to not take remediation decisions that are driven by
accurate understanding of their organizations’ attack surfaces. One participant provided
an example of how compliance-driven approaches to remediation can lead organizations to
decide not to remediate a security vulnerability:

“Sometimes there are patches available but not approved by the vendor .. and you are simply
not allowed to install it, otherwise you are liable.” (P5)1.

1We use P to refer to interview participants and R to refer to survey respondents.
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Previous Security Incidents

Experiencing negative security events is another factor that motivated organizations to im-
prove their remediation processes. Participants discussed that experiencing the consequences
of security incidents led their organizations’ leaders to dedicate more resources to remediating
security vulnerabilities and strive to reduce the time taken to remediate. Two participants
explained:

“It wasn’t until there was an incident where an attacker breached the environment that
anybody cared about what’s the right way to do this.” (P4)

“All of the sudden there was a vulnerability floating around that is available for everybody
to know about that we have not fixed, that is now affecting all our clients, so we got that
fixed pretty darn quickly.” (P15)

Potential Impact on Reputation and Revenue

Many of the participants offered services to customers or were relying on services offered
by vendors (e.g., third-party tools or libraries). These business relationships affected orga-
nizations’ willingness to remediate security vulnerabilities because they did not want their
reputations or revenue sources to be negatively affected. Participants whose online services
were used by customers explained that their customers found vulnerabilities after auditing
their services for compliance with certain standards, which they needed to prioritize reme-
diating to maintain trustworthy relationships with these customers. Such decisions were
also based on an evaluation of the size of their customers and the amount of revenue they
expected to gain from them. One participant explained their experience:

“They have paid for pen testing on our software and so when they found vulnerabilities from
their pen testing, there was a lot of pressure on us [from leaders in their organizations] to
fix those.” (P12)

Similarly, participants who discovered vulnerabilities in third-party services noted the
positive effects that they experienced after using their contractual agreements with their
service providers to pressure them to take timely actions on remediating discovered vulner-
abilities. One of them explained:

“Whenever you put pressure monetary-wise on businesses, they are more shaken up and
they don’t want to lose the contract, they want to fix the thing.” (P19)

Participants also explained that they considered the potential impact of exploiting vul-
nerabilities on their reputation in their remediation decision making. This was particularly
relevant for participants who stored sensitive customer data in their systems, as they were
concerned about the possibility of experiencing data breaches or being subject to legal li-
ability as a result of not remediating certain security vulnerabilities. For instance, one
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participant explained why they were urging their clients to update an old version of their
software that was vulnerable:

“This will impact our reputation if they get breached because people will say that a version
of our product got breached.” (P15)

Organizational Policies

Participants’ organizations varied in terms of the extent to which vulnerability remediation
work is considered in their organizational work policies. A number of them were part of
organizations that defined formal processes for remediating discovered vulnerabilities, which
allowed keeping track of the remediation work performed by security professionals. Such
tracking of progress put pressure on professionals to remediate discovered vulnerabilities
to avoid potential negative consequences (e.g., not allowing them to release new product
features). For example, one participant from a large organization noted that delaying reme-
diating a security vulnerability could result in “restrictions that gets escalated way up the
management chain.” (P10)

Other participants mentioned that their organizations did not have formal processes for
tracking progress on remediating discovered security vulnerabilities. This was mainly due to
the lack of communicated expectations from their organizations on who should be responsible
for remediating discovered security vulnerabilities. To encourage professionals to remediate
vulnerabilities in systems under their control in these types of organizations, one participant
explained that they were offered salary increases by their organization who did not consider
remediating security vulnerabilities as part of their professionals’ formal workloads. Another
participant who held a managerial position in a larger organization explained that they
addressed this shortcoming in their organizational policies by having regular meetings in
which each of their different product teams is given a chance to discuss their progress on
remediating vulnerabilities with their other teams and compare their performance with that
of the other teams to “create a sense of competition between systems’ owners.” (P4)

Support of Organization Leaders

We also found that security professionals’ abilities to remediate security vulnerabilities ef-
fectively is influenced by the extent to which their seniors are recognizing the importance of
doing so and providing needed support. To take timely action on remediating a discovered
security vulnerability, security engineers might need to assign tasks to other stakeholders
(e.g., software developers), which could lead to delaying work on other tasks that have more
visible business impact. Organization leaders therefore play a major role in communicating
expectations to all those involved (e.g., software developers) with regards to who should be
responsible for remediating discovered vulnerabilities and what types of risks can potentially
be accepted. Our observations also suggest that security professionals whose managers were
directly involved in remediation processes (e.g., triaging discovered vulnerabilities, discussing
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remediation plans, and defining remediation timelines) perceived their remediation processes
to be more effective. Two participants explained:

“We are very fortunate to have management that are very much behind the work we are
doing, otherwise we would just operate in a vacuum.” (P16)

“Our CEO was very interested and he did a lot of the work, he liked doing that.” (P15)

On the other hand, another participant noted that lack of support from their organiza-
tion’s leaders introduced communication challenges with teams that had vulnerable systems
under their control, leading them to be unable to enforce requirements that allow them to
remediate effectively:

“The CIO was not security focused at all, he just had no interest in security.” (P4)

Vulnerability Triaging

To handle discovered security vulnerabilities, organizations need to review each of them to
evaluate its severity level and determine whether it needs to be fixed across all of their affected
systems. This not only requires technical understanding of the nature of the discovered
vulnerabilities, but also contextual knowledge about affected systems that allows reaching
accurate determination of their potential impact. Not having such understanding could lead
organizations to waste resources on remediating a vulnerability that does not have actual
impact (e.g., a vulnerability in a system that is not used) or not remediate a vulnerability
that have serious potential impact. In the following sections, we report our observations
in regards to the factors that are taken into consideration by organizations for determining
whether a vulnerability needs to be remediated and the associated challenges experienced
by security professionals.

Triaging Responsibilities

We observed that organizations followed various approaches to triaging discovered vulner-
abilities. Some of the participants who had bug bounty programs reported using triaging
services offered by bug bounty platforms such as HackerOne [114]. For other participants,
triaging vulnerabilities was handled by internal personnel, such as developers, security en-
gineers, or managers. For participants who were part of small organizations, they mostly
followed informal approaches to triaging discovered vulnerabilities and were less likely to
experience challenges with identifying code owners who can be assigned remediation tasks.
A number of them also mentioned that their managers were involved in triaging discovered
vulnerabilities and prioritizing remediation work accordingly. They also did not follow pre-
defined criteria for determining whether to remediate or formal timelines that are determined
based on vulnerability severity levels. For example, two of them explained their approaches
to triaging:
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“It is more or less whoever triages the issue on the security team will make a call.” (P1)

“It is more of, sort of, a rough outline of ‘Oh crap, this could be used to steal somebody’s
identity, that’s serious, we’ve really got to fix this’.” (P12)

Participants who were part of larger organizations tended to follow more structured ap-
proaches to triage vulnerabilities, which employed specific methods for determining vulner-
ability severity levels and defining remediation timelines. However, the size and complexity
of their codebases made them more likely to experience challenges with locating all parts of
their systems that are affected by a discovered vulnerability and finding code owners who
would be able to implement vulnerability fixes.

The need for contextualizing discovered vulnerabilities to understand their potential im-
pact necessitates triaging discovered vulnerabilities by personnel who are sufficiently familiar
with their organization’s technical infrastructure and have cybersecurity expertise. This led
most of our participants’ organizations to chose to not outsource this task or rely on tools
to automate the triaging process. One of them explained that their organization initially
outsourced some of their triaging tasks to external security engineers through a bug bounty
platform but decided to stop doing so after observing that they frequently “ended up not
flagging something that was actually pretty serious.” (P1)

Another participant justified why they were manually triaging all discovered vulnerabil-
ities: “it will never be 100% perfect and you just cannot risk an important vulnerability to
bleed through.” (P16)

The results of our follow-up survey supported this observation, showing that most of
the 42 respondents dedicated internal personnel to the task of triaging vulnerabilities, 31%
outsourced triaging bug bounty reports, and only 29% automated the process of triaging vul-
nerabilities. Furthermore, 93% and 86% of the 42 respondents indicated that those who triage
vulnerabilities at their organizations have reasonable technical and cybersecurity knowledge,
respectively.

Vulnerability Severity Levels

Many of the interview participants indicated that they used the Common Vulnerability Scor-
ing System (CVSS) [216] in their evaluation of vulnerability severity levels. They explained
that while CVSS was not always sufficient, having a standardized method for evaluating
severity levels facilitated discussions with external security testers or third-party code devel-
opers about the potential impact of discovered vulnerabilities. It also provided a baseline
for their evaluations that they then adjusted based on their understanding of their affected
systems. One participant explained how using CVSS made it easier to discuss severity levels
with bug bounty hunters:

“You might have a different definition of like ‘oh, this is very important’ vs somebody else
and that’s why it is better to default to CVSS.” (P7)
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To determine severity levels based on the context in which a vulnerability exists, other
factors were considered by participants’ organizations which included the criticality of af-
fected assets and the potential business impact of exploiting vulnerabilities. Other factors
that were considered by our participants when deriving severity ratings include whether a
vulnerability would affect their compliance with certain industry standards, whether it was
reported by a customer, and whether it was being exploited in the wild. For instance, one
participant explained how business relationships impacted their their assignments of severity
ratings to discovered vulnerabilities:

“If a customer is sending us a vulnerability, that is automatically a high severity vulnerability
that we prioritize.” (P6)

A number of participants who worked for large organizations also mentioned that they
used custom vulnerability rating systems that were developed by their organizations for
determining severity levels of discovered vulnerabilities. However, our results suggest that
having limited information about discovered vulnerabilities during the triaging phase led
to introducing a degree of subjectivity to rating vulnerability severity levels, even when an
objective rating system is used. For instance, one participant from a large organization said:

“We have an established severity rating model that we adhere to, but how we fill in the
specific values is up to the triaging security engineer that is rating that.” (P10)

Deciding on Whether to Remediate

Our results suggest that organizations’ remediation efforts were mostly focused on secu-
rity vulnerabilities that they deemed to have critical or high severity impact. Remediating
medium-severity vulnerabilities received less attention whereas low-severity ones were often
ignored. Despite their understanding of the potential negative impact of chaining low-severity
vulnerabilities, participants indicated that they were unable to dedicate resources to address-
ing them and believed that they are unlikely to pose significant risks to their organizations.
One of them explained:

“The amount of effort that would go into triaging and documenting every low vulnerability
would be immense, .. we cannot cover all the bases all the time.” (P16)

However, a number of participants who were part of small organizations discussed being
in situations where they decided not to remediate due to lack of skills that would allow them
to determine severity levels of discovered vulnerabilities or understand how to remediate
vulnerabilities that had serious impact. This was also the case for reported vulnerabilities
that they could not reproduce due to lack of sufficient reproduction instructions that were
provided to them in the initial vulnerability reports. Two of them mentioned:

“One of them we just do not know how to fix, and so we have not done it not because it is
not high-priority.” (P12)
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“One of the things that makes that difficult for us is that we often do not know how big of
a threat something is.” (P14)

A few participants from larger organizations discussed their experiences with accepting
the risks of vulnerabilities that were discovered in legacy systems under their control. The
reliance of their businesses on these systems coupled with them being uncertain about how
to remediate such types of vulnerabilities led them to decide not to remediate in order to
avoid potential consequences to their businesses. One of them demonstrated their rationale
for deciding not to remediate in these situations:

“If you take the system offline, you know there will be a negative impact but if you leave a
vulnerable system running, maybe nothing will happen.” (P17)

This was also the case for security vulnerabilities that were caused by architectural flaws
in their systems that were perceived to require significant amount of effort in order to fix,
particularly when organizations applied mitigation controls to make it difficult to exploit
such types of vulnerabilities.

Those from larger organizations also explained that their processes allowed their managers
to accept the risks of certain vulnerabilities when they preferred to dedicate their limited
resources on other types of work or did not believe that exploiting such vulnerabilities would
have significant business impact. One of them explained how such decisions would lead them
to not remediate:

“If somebody who is responsible for the business will make a call and say that ‘we are not
going to fix this’, then they take responsibility for it and I am fine with it.” (P3)

In other cases, participants indicated that they had decided to leave some of their systems
vulnerable due to functionality breakages that they experienced after attempting to apply
relevant fixes. For instance, one of the participants justified why they removed a fix from
one of their recent software releases:

“We had to do another release to relax our security checks to keep our third party clients
working.” (P8)

Other factors that were considered when deciding on whether to remediate include
whether there are exploits available for discovered vulnerabilities, whether there are patches
available for systems developed by third parties, and whether organizations would need to
take systems that they deemed important offline in order to remediate vulnerabilities. Par-
ticipants also considered the types of discovered vulnerabilities and the ease of exploiting
them when deciding on whether to remediate. For instance, one participant explained why
they focused on remediating vulnerabilities that allow remote code execution:

“The ones that are remote code executables, those are the nasty ones and need to be fixed
right away.” (P16)
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Challenges with Vulnerability Triaging

One of the main challenges that were experienced by our participants was reaching accurate
determination of vulnerability severity levels. This was mainly due to lack of sufficient
information available to those responsible for triaging vulnerabilities that:

• allows evaluating the criticality of affected assets to their organizations, and

• facilitates reaching agreement with developers, managers and other stakeholders on
whether a vulnerability is of critical, high, medium, or low severity level.

This challenge can ultimately affect organizations’ decisions of whether to remediate a dis-
covered vulnerability, as not being able to accurately understand the potential risks of a
vulnerability could lead them to determine that a vulnerability is of low severity when it is
not. One of the participants demonstrated:

“It will end up in discussions between operations and the security department going back
and forth over ‘is this something that really needs to be solved?’ ” (P3)

Some of the reasons why organizations struggled with determining vulnerability severity
levels include having limited information in vulnerability reports on the nature of reported
vulnerabilities and not having information readily available to triagers on affected systems.
The effort required for triaging vulnerabilities could also entail having to understand how
vulnerable software dependencies, which might have their own dependencies, could introduce
risks to organizations. This becomes more challenging when those responsible for triaging
do not have sufficient cybersecurity expertise or when they have to determine how to handle
novel vulnerabilities. One of the participants explained how lack of expertise can lead to
disagreements on severity levels between those responsible for vulnerability triaging and
external security testers:

“It becomes a problem when you are talking to the person externally who is actually in
security and knows the vulnerability really well, because then you have a dissonance on
whether or not they actually understand the vulnerability.” (P7)

A common challenge experienced by our interview participants was having to deal with
vulnerability reports received from internal or external testers that missed important details,
such as complete reproduction steps and contextual information on how a vulnerability was
discovered. Many of the participants explained that they only have a finite amount of atten-
tion that they can spend on triaging vulnerabilities, and struggled to handle vulnerability
reports that included inaccurate details or were incomplete. This finding was supported by
the results of our follow-up survey which showed that 79% of respondents faced challenges
with reproducing vulnerabilities due to not having sufficient details in vulnerability reports.
For instance, one participant demonstrated why they struggled with vulnerability reports:
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“They [bug bounty hunters] get lost in the technical details but not really describing if it
is like an access control vulnerability, they don’t describe the different parties that they are
working with, the different roles that they are working with and which request is made in
which context.” (P10)

For small organizations, they also discussed that lack of cybersecurity skills on their teams
made it challenging for them to reproduce reported vulnerabilities and determine what ac-
tions to take to remediate. Furthermore, organizations whose remediation processes mainly
relied on applying patches supplied by third parties found it difficult to handle vulnerabili-
ties that required taking different actions to remediate. Others explained that their teams
consisted of software developers with no training in cybersecurity, which made the task of
following reproduction instructions that required them to use security tools challenging for
them. One of them explained this challenge:

“This is just that sort of like professional division between like security professionals and
web devs is that every report is like ‘just open up BurbSuite and do a thing’ and I am like
‘I don’t know what that is’. ” (P14)

Participants whose organizations had bug bounty programs that incentivized external
researchers to report their findings by offering monetary rewards struggled with the volume of
vulnerability reports that they had to triage. They mentioned that they often received poor-
quality reports which required significant manual effort to review but mostly contained minor
discoveries that they considered insignificant. One participant explained this challenge:

“There are a lot of people who run automated tools and then they file lots and lots of reports
without even necessarily checking that the particular application that they are filing reports
against is really affected.” (P1)

Asset Management and Ownership

One of the main reasons why participants’ organizations faced challenges with triaging vul-
nerabilities was that they did not have effective solutions for managing and tracking assets
that were under their organizations’ control. Many participants, and particularly those who
worked for large organizations, explained that information about their organizations’ assets
was either not available or not kept up to date. Lack of visibility into their technical infras-
tructures (e.g., third-party dependencies and their versions) limited their abilities to take
informed decisions on how to handle discovered vulnerabilities and understand the impact of
such vulnerabilities on their organizations’ attach surfaces. This also made it more likely that
they would not be able to systematically apply vulnerability fixes across all affected systems
due to not having up-to-date information on all of their assets prepared in advance. In our
follow-up survey, 74% of respondents indicated that they often had to spend at least moder-
ate amount of effort to comprehensively identify assets affected by discovered vulnerabilities.
Participants explained:
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“It is really one of my biggest headaches with IT that they don’t do asset management very
well at all.” (P4)

“It is hard to understand who’s got which systems running and yeah it is really not very
clear.” (P6)

“There is always the fear of missing some dark spot where you just did not have eyes on
them, and it is still vulnerable, that’s what keeps you up at night, fear of breach kind of
thing.” (P16)

A recent example of a critical security vulnerability that required organizations to have
clear understanding of all dependencies in their software stacks is the Log4j vulnerability
that was discovered in late 2021 in an open source Apache library, which was widely used
by organizations [21]. One participant explained why organizations struggled with handling
this vulnerability:

“And the other thing that made log4j so difficult is the discovery, where is this thing? What
systems actually have this library in it? This is why we are talking about a software bomb.”
(P11)

Finding code owners who should be responsible for remediating discovered vulnerabilities
was another challenging task that negatively affected remediation timelines. Participants
indicated that not maintaining up to date information on code owners in their organizations
and third-party code developers who should be contacted to request patches was one of the
reasons why remediating certain vulnerabilities was delayed. The difficulty of taking timely
remediation actions due to lack of this information increases as organizations deploy more
services that make use of additional third-party dependencies. The results of our follow-up
survey supported this result, as 40% of respondents either did not have access to information
on who should be responsible for maintaining their systems or indicated that this information
was incomplete. One survey respondent explained:

“Most of our time is ‘hunting down’ the point of contact for the apps and servers.” (R11)

A related challenge was the lack of clarity around who should be responsible for re-
mediating vulnerabilities discovered in legacy systems or systems whose owners left their
organizations. One participant explained why they had to decide not to remediate certain
vulnerabilities because of this challenge:

“There are many things which get accepted just because of this reason that we don’t know
who built that part of it or who is responsible for fixing it, so we cannot really touch it
because we don’t know what is going to happen if we shut it down.” (P19)
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Vulnerability Remediation Processes

While we observed variations in the remediation processes described by our interview par-
ticipants, our results suggest that larger organizations tended to follow more formalized
approaches to remediating discovered vulnerabilities compared to small organizations. A
number of participants who were part of large organizations explained that their organiza-
tions had already used vulnerability severity levels as a basis for defining specific timelines
for remediating discovered vulnerabilities. Security professionals in these organizations had
to follow these timelines when remediating vulnerabilities unless approvals for extensions
were obtained from their seniors. In cases where remediating a vulnerability was not fea-
sible, someone from their organizations had also to formally document their acceptance of
potential risks. One participant explained how they handled such cases:

“Someone has to sign off on that and agree to be accountable for the consequences of not
fixing the problem.” (P17)

Some of these organizations also employed approaches for tracking and documenting
progress on remediating discovered security vulnerabilities. While they had the capability
of knowing which vulnerabilities were not remediated on time, lack of consideration of reme-
diation responsibilities in their engineers’ normal workloads had negatively impacted their
progress on remediation. Challenges related to managing assets and dealing with accumu-
lated technical debt also made their processes less effective and contributed to discouraging
them from improving their vulnerability discovery efforts. For example, one participant
justified the reason why they were not using more channels for vulnerability discovery:

“Right now I am focused on the ones that we can identify easily. Until we get through that
backlog, we don’t really pay attention to those, which is probably a bad thing to say.” (P4)

Interview participants who were part of small organizations either had small security
teams or did not have someone on their teams with formal cybersecurity training. These
organizations tended to not have formal timelines for remediation that they asked their
personnel to follow. Their remediation timelines were based on their resources and the
extent to which they were able to understand what they needed to do to remediate discovered
vulnerabilities. Two participants explained how they determined remediation timelines:

“If it is something that is an easy patch, then that could be a week but for something longer,
honestly it could take months before we have it fixed.” (P6)

“It is sort of like three states: do it now, put it on the regular queue of work to be done or
sort of backlog it and these are the ones that do not get fixed, that are just setting on our
backlog, nobody is working on them, and nobody is about to work on them.” (P12)

Lack of internal cybersecurity expertise was also a main factor that led these organizations
to delay remediating discovered vulnerabilities. One of the participant provided an example:
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“We did not have a cross-site request forgery protections on our site because none of us
knew what that was and again this kind of goes to like the nature of our team.” (P14)

The results of our follow-up survey showed that 52% of respondents had to follow remedi-
ation timelines which are pre-defined by their organizations, whereas the rest indicated that
their processes allowed more flexibility in this regard. Additionally, only 40% indicated that
not remediating discovered security vulnerabilities required approval from their managers.

There are other process-related factors that impacted progress on remediating discovered
security vulnerabilities. These include having formal regular reporting of progress that allows
continuous assessment of the performance of involved teams. Those who followed this ap-
proach indicated that it facilitated their risk assessment efforts and helped them understand
how to improve their processes in the long term (e.g., by reducing the number of accepted
vulnerabilities or identifying areas where mitigation measures had to be put in place). One
of the participant explained the approach followed by their organization:

“We have monthly reports from the different business teams on how many vulnerabilities
were reported to them and how many of them were fixed in time.” (P20)

Another factor was defining remediation responsibilities in contractual agreements with
customers or vendors of third-party software. Some participants explained:

“Some people will pay us a lot more extra money so that so we do the product updates for
them.” (P15)

“If there is a violation in such cases where the vendor is reluctant enough not to fix the
vulnerability, then we go back to the contract, we involve the legal, we involve the business.”
(P19)

Thus, formality of remediation processes had the advantage of introducing structure to
remediation activities that facilitated:

• coordination between involved stakeholders,

• tracking of progress, and

• clarifying who should be responsible for remediating discovered vulnerabilities early in
the process.

Variations in the extent to which organizations formalized their remediation processes by
documenting remediation decisions, defining timelines, and tracking progress can therefore
explain the extent to which they were able to remediate vulnerabilities efficiently. Short-
comings in these areas could also increase the cost of remediation activities in the long term.
However, the dynamic nature of security vulnerabilities would still require organizations’
processes to be flexible enough to allow taking timely actions even when their processes do
not sufficiently support doing so. For instance, one of the participant explained why it would
take them long time to remediate certain types of vulnerabilities:
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“That is a struggle there because it is just not part of the same process so it is harder to fit
it in and make sure that we are prioritizing it correctly.” (P6)

Vulnerability Remediation and Third Parties

When asked about how vulnerabilities in third-party code were handled, most participants
indicated that they notified third-party developers about vulnerabilities discovered in their
code and asked for patches. However, participants described their experiences with third-
party developers who either:

• needed long time to release patches, or

• thought that the reported vulnerabilities were of low severity levels and, because of
that, did not agree to release patches for them.

For instance, one of the interview participants discussed their experience with one of their
software vendors:

“We found this RCE [Remote Code Execution vulnerability] on a third party component in
the infrastructure, and their providers said okay we are going to fix it in 6 months.” (P13)

One survey respondent explained another type of disagreement that they experienced
with their third-party developers:

“There have been a few cases where these packages do not consider our situation a bug.”
(R11)

When patches were received from third-party developers, participants explained that
they were not always able to remediate discovered vulnerabilities effectively. In certain cases,
patches were incomplete or introduced new vulnerabilities. These include scenarios where
patches were not addressing the root causes of discovered vulnerabilities or were developed
without considering all variants of vulnerabilities that allow bypassing certain types of fixes.
In other cases, applying them introduced functionality breakages in other of their software
components, which led participants’ organizations to either delay applying them or decide
not to apply them at all. Three participants explained their experiences:

“They had released a patch for a very critical vulnerability and it was shortly after discovered
that the patch provided was not complete, there were workarounds that allowed people to still
be vulnerable.” (P9)

“..SDK had a critical vulnerability that was only solved in the next major package release
but that was going to break six of our internal components.” (P14)

“One version of it [Apache Struts] has a very serious remote code execution vulnerability but
you cannot just upgrade your Struts version over night, that might be a six month project.”
(P17)
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The results of our follow-up survey showed that 64% indicated that their organizations
had pre-defined processes for remediating vulnerabilities discovered in third-party software
they used and 37% found such vulnerabilities to be more challenging to remediate. Further-
more, at least 45% of respondents experienced receiving ineffective patches from third-party
developers.

From a process-related perspective, maintaining information on all third-party software
being used and contact information of third-party developers that can be used to request
patches can also make remediation processes more efficient. In our follow-up survey, we
found that only 48% of respondents maintained a list that included contact information
about their third-party developers, and a number of them believed that their lists were
incomplete. Participants also indicated that while there are tools that can be used to keep
track of third-party software packages used by their organizations, these tools might not be
affordable to small or medium size organizations. They also expressed the need for tools that
allow them to understand how their usage of such types of third-party software components
is affected by vulnerabilities that existed in them.

Vulnerability Remediation Process Effectiveness

Validating Vulnerability Fixes

We explored how organizations validate that vulnerability fixes are effective (e.g., cannot
be bypassed by using variants of originals vulnerabilities). For vulnerabilities discovered by
external researchers (e.g., penetration testers or bug bounty hunters), participants indicated
that they followed the reproduction instructions provided in vulnerability reports to validate
whether vulnerabilities still existed and asked the external researchers to retest fixes whenever
possible. One participant explained:

“Once it is marked as remediated we automatically send it to the penetration testers to
retest it and see if it is still vulnerable or not.” (P9)

For vulnerabilities detected by automated vulnerability scanners, investigating whether
the same vulnerabilities continued to be detected by the same scanners for validating vul-
nerability fixes was the primary validation method used by our participants. However, they
also did not believe that this validation method always allowed them to be confident that
vulnerabilities were remediated effectively. One participant explained the reason why this
was not sufficient for validating their vulnerability fixes:

“There are enough false positive reports that it is hard to say whether if you see something
that is reported not fixed, does it really mean that it was not fixed? Or is the scanner
reporting something incorrectly?” (P17)

For patches provided by third parties, participants indicated that they had to trust that
they were effective unless they were told otherwise. One of them explained:
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“We really put a lot of trust in patch and whoever gave us the patch and the only way we
would look at it again is if another CVE came out to say that it is still vulnerable with the
patch.” (P6)

In other cases, participants asked their customers who used their software to check vul-
nerability fixes provided to them or needed to ask experts to check vulnerability fixes that
were addressing novel vulnerabilities. One of the participants explained the approach they
followed to validate a fix they implemented for a vulnerability that required special expertise:

“We wanted someone else to review the code before we push it out ... because it would take
another expert to find bugs in there probably.” (P1)

The results of our follow-up survey showed that only 38% of respondents followed formal
processes to validate their remediation efforts. Survey respondents also indicated employing
the approaches mentioned above for validation (e.g., rechecking with external researchers,
following reproduction steps included in vulnerability reports, and checking outputs of vul-
nerability scanners).

Perceived Effectiveness of Remediation Processes

We explored the extent to which our study participants believed that their organizations’
remediation processes were effective. Some participants thought that their processes were
effective while others discussed areas for improvement. Furthermore, 60% of survey respon-
dents stated that they would be likely to recommend their remediation processes to other
organizations. For instance, when asked about how their remediation processes can be im-
proved, one participant mentioned:

“I think we are pretty good and we don’t need to change anything just yet.” (P8)

Other participants identified areas for improvement which they believed would require
dedicating more resources from their organizations to remediating discovered vulnerabilities.
These were mainly related to:

• reducing the number of vulnerabilities that they do not end up remediating,

• investigating the extent to which their use of third-party code is impacting their orga-
nizations’ attack surfaces,

• following more structured approaches to remediation, and

• hiring more skilled security professionals.

A number of participants explained how lack of resources for remediating security vulnera-
bilities made their processes less effective:

“There is a lot of vulnerabilities and not enough people to fix them.” (P3)
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“We are not getting paid by our customers to implement security, it is a cost to us, and so
with limited funds and limited attention, there is only so much we could put on to that.”
(P6)

“It is really hard to justify a 150 to 200k in an organization as small as we are for a specialist
role to the people who in the end cut the checks.” (P14)

Others believed that their organizations did have skilled professionals who were capable
of improving their organizations’ remediation processes, but that tasks that had more di-
rect impact on their businesses were often given higher priority. For instance, one survey
respondent explained:

“We have a lot of experienced software developers, but they are always very busy and most
change companies within 10 years, so it’s hard to keep track of good technical contacts.”
(R41)

Shortening software release cycles to allow releasing updates that address discovered vul-
nerabilities sooner was also mentioned by a few participants as another area for improvement.
One of them explained how this was affecting their remediation process:

“So sometimes a thing can be fixed and then sit for as much as a month before it actually
makes it into production, and so that is a long cycle.” (P12)

Other areas for improvement that were mentioned by our participants included:

• obtaining visibility into all vulnerable systems,

• refactoring certain components to allow minimizing functionality breakages that re-
sulted from applying vulnerability fixes, and

• devising systematic approaches for scoping discovered vulnerabilities to allow obtaining
accurate understanding of the potential impact of exploiting them.

For instance, one of the survey respondents explained the type of support they needed:

“Implementing a aggregating software to bring all issues into a single-pane of glass.” (R7)

Communication and Coordination

Taking timely actions on remediating discovered security vulnerabilities often requires ef-
ficient communication between different engineering and managerial roles. In this section,
we discuss the nature of these communications and explain the impact they might have on
vulnerability remediation practices.
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Security Engineers and Software Developers

Depending on how teams are structured within an organization, security engineers might
need to coordinate with software developers to remediate discovered security vulnerabilities.
While security engineers are well-positioned to understand the nature of discovered vulnera-
bilities, software developers often have more knowledge about the products they contributed
to developing. Lack of effective communication between these roles could therefore have neg-
ative effects on remediation processes. We explored the dynamics of these communications,
focusing on their impact on remediation timelines and the quality of vulnerability fixes.

A number of our participants who worked as security engineers discussed that they had
to communicate with software developers in their organizations to request remediating dis-
covered vulnerabilities, and reach agreement on vulnerability severity levels or remediation
timelines. They explained that such communications helped them identify cases where they
realized that a discovered vulnerability cannot be exploited when developers provided more
details about code they had written. The information exchanged in these communications
also helped address misunderstandings from both roles, clarify to developers how their code
can be exploited, and provide security engineers with more context about affected systems.
Participants explained how their communications with developers impacted remediation de-
cisions:

“We will reach out very quickly to those people to try and get a better idea of whether or
not it is a real bug and then estimate the effort involved in fixing it.” (P1)

“They are coming back and telling us like ‘Hey, actually the application is designed like this,
.. it is not as severe as you thought, .. , this vulnerability instead of a critical is actually a
low.’ ” (P7)

However, participants also explained the nature of disagreements that they experienced
with software developers, which resulted from:

• lack of defined timelines by their organizations for remediating discovered vulnerabili-
ties,

• lack of resources for remediation, or

• lack of complete understanding of the nature of discovered vulnerabilities.

One participant provided an example of the types of discussions they had with their devel-
opers:

“It is kind of like ‘no, you kind of misunderstood what the correct fix is, you misunderstood
what the vulnerability was and how we could be attacked.’ ” (P9)

In other cases, these disagreements resulted from developers being concerned that re-
mediating certain vulnerabilities would break other parts of their code and therefore have
negative business impact. For example, one participant demonstrated why their developers
preferred not to remediate certain vulnerabilities:
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“If they fix it there could be two other things that get broken or there are other dependencies
which are relying on the particular portion of a software that is being used which is probably
vulnerable.” (P19)

They discussed a number of approaches that they used to address these types of disagree-
ments. One of which is escalating to managers to reach agreement on whether potential risks
of not remediating discovered vulnerabilities can be accepted. The other approach involved
focusing on providing developers with more details on potential security implications of not
remediating or more specific instructions on how to remediate. For instance, one participant
who worked for a large organization explained that appointing security champions in each
of their product teams and providing developers with regular cybersecurity workshops im-
proved the quality of communications between their developers and security engineers. A
few others stressed the importance of:

• converting vulnerability reports to actionable remediation tasks before sending them
to software developers, and

• minimizing the number of vulnerability remediation requests to only include those that
need immediate attention from developers.

One of the participants explained how following this approach helped them improve their
communications with their developers:

“They do not ever get bothered by us unless it is important, which means that we have come
to save up what I call internally ‘our security credit’. We won’t provide them with a lot of
noise.” (P16)

Another factor that impacted the quality of communications between developers and
security engineers was having intermediaries between these two roles (e.g., project managers),
which negatively impacted remediation timelines in our participants’ organizations. The
ability of security engineers to provide actionable advice to developers was also affected by
the extent to which they were familiar with systems affected by discovered vulnerabilities
and had sufficient contextual knowledge about past vulnerabilities that affected them. For
instance, one participant explained why their organization did not rotate security engineers
across product teams:

“It always helps to keep fixed engineers so they know for the last six months, what kind
of changes have happened, what kind of vulnerabilities have been fixed and what kind of
vulnerabilities have been found.” (P19)

Relying on ticketing systems only for such communications was also another reason for
delaying remediating vulnerabilities, as it was not perceived to be as effective as having direct
conversations with developers. This was also perceived as more effective for communicating
to developers the level of urgency associated with remediating each discovered vulnerability,
one participant explained:
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“This person [security engineer] is kind of important because they are kind of the reason for
whether or not this issue is going to get fixed and prioritized by these different dev teams.”
(P7)

Security Engineers and Managers

Effective communication between security engineers and their managers can help them define
baselines for their remediation efforts (e.g., what potential risks are considered acceptable to
their organizations). Our results suggest that the quality of such communications was also
affected by the extent to which managers had technical and cybersecurity expertise as well
as security engineers’ abilities to communicate the importance of remediating vulnerabilities
effectively to their managers.

A number of participants explained that their discussions with their managers had direct
positive impact on their remediation efforts, leading them to decisions such as prioritizing
remediation work over other types of work, removing vulnerable components from their
systems, or taking systems temporarily offline to allow remediating vulnerabilities. Two
participants discussed how their managers helped facilitate discussions with their developers:

“If they do not understand, I talk to their boss ... Usually, that fixes most cases.” (P13)

“We rely on our superiors basically, my manager or his manager will go and be like ‘fix
this!’. The security team is always backed up by the executives to make sure that stuff gets
fixed.” (P16)

However, other participants thought that their managers could play a more active role in
facilitating their remediation efforts. Having disagreements on vulnerability severity levels
was one of the common challenges mentioned by participants, which was addressed by some
of them by explaining potential consequences of exploitation on their businesses to their
managers. One participant provided an example:

“Something that expresses the security basics in terms that the other business units think
about. So, if you are talking to finance, what is the cost of a breach as opposed to how many
systems are unpatched?” (P4)

On the other hand, another participant from a small organization explained how chal-
lenging it was for them to discuss details about discovered vulnerabilities with their manager
who did not have technical expertise:

“That person is going to be like ‘what? How?’ I’d have to start explaining HTTP because
they don’t even have a contextual reference of why that is a problem and so it is just hard
to do that.” (P14)

Another participant from a small organization expected their progress in remediating
vulnerabilities to improve if their managers showed more interest in improving the security
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of their infrastructure and dedicated more resources to building an internal security team,
they mentioned:

“Honestly, when I go to get my performance review at the end of the year that says how
well I am doing, nobody asks me how security of our apps is, they are like ‘how productive
are we being, are we getting enough features built?’ ” (P12)

The results of our follow-up survey showed that:

• 48% of 42 respondents believed that their managers could help them have better dis-
cussions with other teams on remediation work,

• 45% wanted their managers to hire more knowledgeable security professionals, and

• 43% thought that their managers could play a more active role in tracking the progress
made by developers in remediating vulnerabilities.

Organizations and External Security Testers

Communications between organizations’ development or security teams and external secu-
rity testers such as bug bounty hunters and penetration testers also influenced remediation
processes. When an external security tester reports a vulnerability to an organization, they
typically submit reports explaining their findings and might assist organizations with re-
mediation efforts. Many participants explained challenges with vulnerability reports they
received which missed details that were required for reproducing reported vulnerabilities or
did not include sufficient information on how reported vulnerabilities can be exploited. This
was particularly challenging for teams that did not have sufficient cybersecurity expertise.
For instance, one participant discussed one of the challenges they experienced while handling
vulnerability reports:

“We struggle to reproduce where we are given instructions that are not for us or given
instructions that are for another security person.” (P14)

Another common challenge was reaching agreement with external testers on severity
levels of vulnerabilities they reported to organizations. This required more communication
effort to further understand the nature of reported vulnerabilities and decide on whether
they should be remediated. Two participants provided examples:

“Sometimes it is not a problem at all but there some misunderstandings by the security
researcher or misconfigurations that can cause security problems but again it is not a bug,
it is with the intended functionality.” (P8)

“There is some back and forth trying to come to an understanding of like often from our
perspective it is not a big problem and trying to explain why that is.” (P17)
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4.4 Discussion

Informed decision making on how to handle vulnerabilities requires having pre-defined pro-
cesses at an organizational level, which enable curating contextual knowledge about technical
environments and system owners as well as communicating expectations on how remediation
responsibilities should be distributed. Overall, our results suggest that many of the chal-
lenges experienced with remediating discovered security vulnerabilities were caused by lack
of timely information available to professionals at the different phases of the remediation
process. There were also process-related shortcomings that hindered information sharing
between those whose involvement can affect remediation decisions or led professionals to be
unable to always take action on remediating vulnerabilities. Below, we discuss how these
non-technical factors affected professionals’ remediation practices and provide recommenda-
tions for how these challenges can be addressed.

Remediation Processes

Remediating vulnerabilities in a timely fashion requires organizations to be prepared to han-
dle vulnerabilities once they are discovered. For them to be able to do so, they would need
to have pre-defined processes that can act as frameworks for guiding involved professionals
on how to take various decisions that can have direct impact on their businesses. We found
that delaying answering questions related to how vulnerability severity levels should be de-
termined, how to decide on whether to remediate, who should remediation responsibilities
be assigned to, and what metrics to rely on for evaluating progress over time introduced
inefficiencies in remediation processes. Not reflecting remediation responsibilities in orga-
nizational requirements was also another factor that contributed to limiting organizations’
preparedness to handle discovered vulnerabilities. For instance, security professionals whose
organizations had enforced specific remediation timelines found it easier to coordinate re-
mediation tasks with development teams compared to those whose organizations did not
communicate similar work expectations.

In order to be able to systematically remediate discovered vulnerabilities, security pro-
fessionals should be equipped with contextual knowledge about their technical environments
that allows them to apply a vulnerability fix across all affected systems. Not having such
visibility into technical environments could lead organizations to have false sense of secu-
rity and not have sufficient understanding of their attack surfaces. This might also make it
challenging for professionals responsible for triaging vulnerabilities to accurately determine
vulnerability severity levels due to lack of information about the criticality of affected as-
sets to their organizations. The increasing reliance on third-party dependencies makes it
even more challenging for organizations to obtain visibility into all the components in their
software stacks and take informed remediation decisions. Our results showed that such lack
of complete and up to date contextual information about their technical environments is
inhibiting security professionals’ abilities to take informed decisions at the early phases of
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the remediation process (e.g., determining vulnerability severity levels) and plan subsequent
remediation work accordingly.

Effective remediation of discovered vulnerabilities might require coordination of various
stakeholders (e.g., software developers, security engineers, and managers). Not having the
responsibilities of these stakeholders clearly defined at an organizational level was a common
challenge that participants experienced, which led to communication challenges between
involved teams. One participant from a large organization explained that this resulted in
considering remediating discovered vulnerabilities as “a game of shoving the vulnerabilities
into someone else’s face who needs to fix it.” Maintaining up-to-date information on code
owners and developers of third-party code is another type of preparatory work that can
enable more effective handling of discovered vulnerabilities. However, our results suggest
that security professionals were often not equipped with such types of information at the
early phases of the remediation process, which is one of the factors that could lead to delays
in the remediation process.

While our results showed that lack of sufficient resourcing for remediation work was a
common challenge, performing continuous assessments of remediation processes might help
organizations identify reasons that are contributing to increasing the number of discovered
vulnerabilities. For instance, the results of such assessments could show that refactoring or
removing certain software components would help them eliminate certain types of vulner-
abilities in the long term. These assessments could also help them evaluate whether the
mean time to remediation in their organizations is helping them reach their security goals
and identify process-related shortcomings that can be addressed to improve the efficiency
of their remediation processes. For example, they might find that the length of the com-
munication cycle between different teams is introducing communication challenges that are
leading to delays in remediation processes. This could also help them understand whether
their relationships with certain third parties are negatively impacting their remediation pro-
cesses (e.g., leading them to use incomplete patches) and whether certain dependencies can
be substituted to make their remediation processes more effective.

In order for continuous assessments of remediation processes to be meaningful, we believe
that organizations would need to make adjustments to their remediation processes to allow
collecting data about their remediation efforts. This could include adopting better documen-
tation practices throughout the remediation process to allow collecting detailed data about
remediation decisions (e.g., reasons for why vulnerabilities were assigned certain severity
levels). We also expect following systematic approaches to organizations’ documentation
practices to make their continuous assessments more effective. This could be achieved by
providing professionals with templates that allow them to capture specific details about de-
cisions taken to handle each of their discovered vulnerabilities. Such details could include
clear descriptions about discovered vulnerabilities, systems affected by the vulnerabilities,
assigned severity levels, steps taken to remediate, and stakeholders responsible for remedia-
tion.

Another type of improvement that we expect to help organizations optimize their reme-
diation processes is adopting code review practices that allow discovering and remediating
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vulnerabilities earlier in the software development lifecycle. This would allow reducing the
cost of remediating vulnerabilities in the long term and the likelihood of accumulating tech-
nical debt as a result of not taking timely action on remediating discovered vulnerabilities.

Vulnerability Reports

Lack of effective communication between the various roles involved in remediation processes
was one of the main challenges identified in this research. Internal or external security
testers are used to communicating details about discovered vulnerabilities through vulner-
ability reports. Software professionals who handle these reports might not always get the
opportunity to get more details about discovered vulnerabilities from those who prepared the
reports. In such cases, the quality of these reports could play a main role in driving remedi-
ation decisions, especially when handled by software developers who do not have sufficient
cybersecurity expertise.

Our results showed that most participants struggled with handling vulnerability reports
that lacked specific details about discovered vulnerabilities (e.g., specific reproduction in-
structions), and thus left organizations unable to take timely remediation actions. When a
vulnerability is discovered by an external researcher, they might not be able to provide reme-
diation instructions due to lack of visibility into organizations’ technical environments. And
while those handling vulnerability reports are likely to have more information about their
organizations’ systems, reproducing reported vulnerabilities, remediating them, and validat-
ing vulnerability fixes effectively might require supplying them with contextual details on
how vulnerabilities were discovered. Vulnerability reports that lack such details could there-
fore lead those handling them to take remediation decisions based on incorrect assumptions,
which could lead them to believe that they remediated a vulnerability effectively when they
actually did not.

Well-resourced organizations could partly address this challenge by dedicating profes-
sionals to the task of technical writing to help security teams communicate vulnerability
information more effectively to developers. However, they would likely still face the same
challenges with vulnerability reports received from external researchers. There is therefore
a need for interventions that would make it easier for security researchers to prepare more
usable vulnerability reports that provide actionable guidance to those handling them. One
type of intervention is designing templates that introduce structure to the task of writing
vulnerability reports and ensure that relevant details are included. Such details might in-
clude vulnerability types, specific reproduction steps, tools that allowed discovering reported
vulnerabilities, and instructions on how to identify all affected assets. However, the dynamic
nature of security vulnerabilities might require customizing the design of such templates
based on certain factors (e.g., vulnerability types), which we expect to be a promising direc-
tion for future work.
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Actionable Developer Guidance

The complexity of the remediation process offers opportunities for designing actionable guid-
ance that can help professionals triage, remediate, and validate vulnerability fixes more ef-
fectively. Many participants, and particularly those who worked for small organizations that
cannot afford to build internal security teams, expressed the need for new forms of security
guidance that go beyond general security best practices. Our results show that organiza-
tions that do not have internal security expertise found the task of handling vulnerability
reports received from external researchers overwhelming. While they showed interest in im-
proving the security of their systems, they could not dedicate resources to researching how
to handle vulnerabilities reported to them. Given their expertise in software development,
they needed guidance on how to reproduce discovered vulnerabilities using tools they were
already familiar with and how exploitation of reported vulnerabilities can pose risks to their
organizations. They also expressed the need for improving the usability of vulnerability re-
ports such that they can be handled by developers who do not have cybersecurity expertise
(e.g., by providing explanations for vulnerability types that are already known to security
professionals). For instance, one participant explained:

“There is also just an amount of jargon and stuff that is specific to security. I think there
is a real lack of developer audience material on how to fix and remediate vulnerabilities.”
(P14)

There is also a need for guidance that can help organizations take informed decisions on
how to prioritize their remediation efforts. Having this guidance in the triaging phase of the
remediation process can help address specific knowledge gaps that organizations might have,
such as not knowing whether a vulnerability is being actively exploited and whether there
are specific types of systems that are likely to be particularly vulnerable, and allow them
to determine vulnerability severity levels more accurately. This can be achieved by building
centralized online resources that offer up-to-date guidance in different formats (e.g., decision
trees) tailored to the expertise of different stakeholders (e.g., managers, security engineers,
and developers). Given the impact that various technical and managerial roles have on reme-
diation decisions, considering the communication needs of these different roles is essential for
understanding how to design actionable guidance aimed at assisting organizations with their
remediation decisions. Having trustworthy organizations provide such types of actionable
guidance could also help reduce organizations’ reliance on other sources (e.g., social media
sites) that might lead them to follow incomplete or inaccurate guidance on how to remediate
vulnerabilities.

4.5 Limitations

The purpose of this research study was to identify the factors that might contribute to
limiting the effectiveness of vulnerability remediation processes. While our results revealed
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differences in the types of challenges experienced by small versus large organizations, our
results might not be generalizable since we did not focus on recruiting professionals who
work for a specific type of organizations. Given that interview participants were only of-
fered $20 Amazon gift cards and that many of them worked for organizations that had bug
bounty programs, our results are likely relevant to organizations who are more motivated to
remediate discovered vulnerabilities than others. While our results are only based on infor-
mation self-reported by professionals involved in remediation processes, we hope that they
will pave the way towards conducting observational investigations of remediation practices
in organizational contexts.

4.6 Conclusion

In this chapter, we reported the results of our qualitative investigations of organizational
vulnerability remediation processes. We explored the approaches followed by organizations
to triage and remediate security vulnerabilities, and shed light on the factors that impacted
their decisions of whether to remediate. We found that lack of visibility into organizations’
assets negatively impacted security professionals’ abilities to triage vulnerabilities effectively.
We also discuss how remediation plans are affected by the quality of communications that
take place between software developers, security testers, and managers who are involved
in remediation processes. We additionally highlight the types of challenges experienced by
organizations who do not have internal security expertise when handling discovered vul-
nerabilities. We hope that our results will spur further discussion on understanding how
to help organizations define systematic approaches to remediating discovered vulnerabilities
that facilitate information sharing between all the roles that are involved in vulnerability
remediation processes.
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Chapter 5

Understanding Organizational Privacy
Compliance Processes

5.1 Introduction

Since 2000, online services directed at children under 13 in the US have had to comply
with the Children’s Online Privacy Protection Act (COPPA) [60, 161]. Understanding the
successes and failures of differing compliance processes is important, especially as more and
more jurisdictions adopt privacy regulations with requirements similar to COPPA’s. For
example, the General Data Protection Regulation (GDPR) [207] in the EU and the California
Consumer Privacy Act (CCPA) [30], like COPPA, require verifiable parental consent when
the data subject is below a certain age (Section 5.2).

US regulators regularly pursue enforcement actions against those violating COPPA, in-
cluding developers of mobile apps and third-party SDKs. For example, HyberBeard, a de-
veloper of child-directed apps available on the Google Play Store, was alleged to have shared
users’ persistent identifiers with third-party SDKs for tracking purposes [69]. Both InMobi
and OpenX, providers of advertising SDKs, reached settlements with the U.S. Federal Trade
Commission (FTC) over separate allegations that they had collected location data to track
child users without parental consent [14, 156]. Despite ongoing public enforcement actions
over COPPA’s nearly 25 years of existence, prior research on COPPA compliance found po-
tential violations in a majority of child-directed Android apps [136, 167, 189]. While many of
these issues were attributed to third-party SDKs that developers had embedded within their
apps [186, 189], little is known about why these issues persist, the effectiveness of various
compliance processes, or how processes can be improved.

In this chapter, we present the results of our investigation of the privacy compliance
processes followed by developers of child-directed apps. We distributed two surveys to de-
velopers of apps available to children on Google Play, followed by semi-structured interviews

The work presented in this chapter resulted in a research paper which was published in the proceedings
of the 22nd Privacy Enhancing Technologies Symposium (PETS 2022) [16].
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to gain additional insights. We paid particular attention to developers’ perspectives on the
requirements of COPPA, GDPR, and CCPA, their experiences with app market policies,
their data collection and consent handling procedures, and the processes followed to select
and configure third-party SDKs. We also performed technical analyses of some of the apps
published by our participants, so that we could discuss the results during the interviews.
Our goal was to answer the following research questions:

RQ 1 How do privacy compliance considerations fit in the software development processes
followed by developers1 of child-directed apps?

RQ 2 How do Google Play Store policies and third-party SDK providers influence developers’
privacy compliance processes?

RQ 3 To what extent do developers of child-directed apps follow formal processes to vet third-
party SDKs for inclusion in their apps and configure them for privacy compliance?

RQ 4 How do app developers’ beliefs about their apps’ privacy practices compare with their
apps’ actual practices?

Our sample included software engineers, CEOs, and product managers who work for
app development companies of varying sizes, as well as independent developers. We found
that most developers place a large degree of trust in the policy enforcement performed
by app markets and consider their apps compliant with privacy laws once accepted for
inclusion on the stores (Section 5.4). We also found that many developers are unaware of
relevant SDK privacy settings, which are necessary to configure SDKs for use in compliance
with applicable privacy laws. Our findings highlight the need for usable tools that allow
developers to identify potential privacy violations and guide them towards improving their
apps’ privacy compliance. We discuss the challenges that developers of child-directed apps
face when trying to comply with privacy regulations and present recommendations to make
it easier for developers to identify gaps in their privacy-compliance processes (Section 5.5).

5.2 Kids’ Privacy Regulations

The Children’s Online Privacy Protection Act (COPPA) [62] is a federal law that protects the
privacy of children residing in the US from inappropriate collection of their personal data by
online services, which includes websites and mobile apps [60]. Prohibited practices include
collecting contact information (including location data), as well as collecting identifiable
data for profiling or behavioral advertising, without verifiable parental consent. It applies to
services whose target audiences include children—defined as those under 13—even if children
are not their “primary audience.” In the case of mixed audiences that include children, if
users’ data may be used for COPPA-prohibited purposes, child users must be identified (e.g.,
using age gates) so that their data receives COPPA-compliant treatment.

1We use “developer” to refer to an app development organization. Our recruitment targeted anyone
involved in developing child-directed apps, including technical and managerial roles.
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The EU’s General Data Protection Regulation (GDPR) [207] is a privacy law that applies
to online services available to individuals in Europe [207]. Under Article 6 [27], online services
are required to have a legal basis for processing their users’ data, and obtaining informed
consent is one of the legal bases recognized in the law. The GDPR expressly recognizes
that “[c]hildren merit specific protection” [100]. Thus, when consent is the legal basis for
data processing, that consent must be provided or approved by a parent, when the user is a
child. The child provisions of the GDPR apply to users under the age of 16, though any EU
member state is given the flexibility to lower it to 13 [28].

The California Consumer Privacy Act (CCPA) [30] is a state privacy law that is intended
to protect the privacy rights of California residents [30]. Not all online businesses serving
Californians are required to comply, and this determination can be made based on the size
of the business, the number of users in California, and the amount of revenue produced as a
result of data collection [30]. The CCPA requires obtaining verifiable consent from parents
before selling data collected from children under the age of 13. However, children who are
between 13 and 16 years of age may consent [210]. That is, under the CCPA, those over 16
must explicitly opt out of data sales, those 13–16 must explicitly opt in to data sales, and
the parents of those under 13 must choose to opt their children in to data sales.

When COPPA, GDPR or the CCPA apply to a developer of child-directed app(s), and if
consent is relied upon as a basis for lawful data processing, the developer would be required
to be transparent with regards to the types of data they collect from their users, the kinds of
third parties that receive users’ data, and the purposes of their data processing activities [30,
99, 210]. Data subjects are provided with other rights, including the ability to withdraw
their consent, request that the developer destroy the data they have about them, inquire
about how their children’s data was used or processed, and stop any potential sales of their
data (e.g., to advertising networks) [30, 207].

5.3 Methodology

Our primary goal was to understand the organizational privacy practices of developers of
children’s apps. To that end, we designed an initial survey and recruited respondents by iden-
tifying the official contact e-mails for developers of children’s apps published on the Google
Play store (Section 5.3). The results inspired us to identify questions for individual develop-
ers, allowing us to better contextualize different privacy compliance processes and developers’
roles. We therefore targeted our second survey at personnel within organizations and used it
to learn about their specific roles (Section 5.3). To capture additional process-related details,
we subsequently recruited app developers for semi-structured interviews (Section 5.3).

We collected responses for the first survey2 from April–August 2021, whereas the re-
sponses for the second survey were collected from August–October 2021, and the interviews
were conducted from September–December 2021. As an incentive to participate, we offered

2Our Institutional Review Board (IRB) did not consider the first survey on organizational processes to
be human subjects research; they approved our second survey and interviews.
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drawings for five $200 Amazon gift cards at each of the three stages of the study. We promised
study participants anonymity: participants wishing to participate in the drawings provided
e-mail addresses, which were stored separately from—and unlinkable to—the study data.
We collected no other personally-identifiable information to preserve participants’ privacy.
In the two surveys, we used identifiers coded to organizations, allowing us to link survey
responses to apps available in the Google Play store [111], which we separately analyzed.

Survey 1: Organizational Processes

Our initial survey had 37 questions across six sections focusing on understanding developers’
awareness of the data transmission and collection behaviors of their apps, privacy compliance
processes, and familiarity with relevant children’s privacy laws (Appendix C.1):

• A section on understanding whether developers are fully aware of their apps’ behaviors,
including:

1. the types of data collected,

2. the purposes of data collection,

3. whether parental consent is obtained before any data collection or transmission,
and

4. the means by which consent is obtained.

• A section on understanding:

1. whether developers have formal processes for addressing privacy issues,

2. whether they are familiar with COPPA, GDPR, and CCPA, and believe that
these regulations apply to their apps, and

3. the processes followed to vet third-party code for inclusion in their apps.

• Three more sections for each privacy regulation (COPPA, GDPR, and CCPA) that
probed organizational processes to address each.

For recruitment, we scraped Google Play [111] to collect e-mail addresses of developers
who had apps listed in the Designed for Families (DFF) program [105], the section specifically
directed at children. To find additional child-directed apps, we also performed keyword
searches, such as “toddler,” “kid,” “preschool,” and “children” to identify developers of apps
that target child users. We identified 1,903 developers of child-directed Android apps, and
received 50 responses from developers whose apps were available to users in California and
the EU, therefore subjecting them to COPPA, GDPR’s children’s provisions, and potentially
the CCPA.

We reviewed the responses to the 23 open-ended questions and then we built an initial
codebook, which was used to code the data. It consisted of 18 codes, selected based on
the requirements of privacy laws and Google Play store policies [177] (e.g., parental-consent,
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children-data, opt-out, age-gates, and privacy-policies). Since the responses across all open-
ended questions frequently overlapped, we elected to use all 18 codes to code all the questions,
rather than choosing distinct codes for each. Two coders independently coded all open-
ended responses and then met to reconcile differences (Cohen’s κ = 0.74, “substantial”
agreement [139]), such that the resulting coded data represented unanimity.

Survey 2: Developer Perspectives

This survey consisted of 33 questions (Appendix C.2) across four sections to understand
respondents’:

• roles in the development of child-directed apps;

• personal experiences with the Designed for Families (DFF) program and Google Play
Store policies [177];

• familiarity with COPPA, GDPR, and CCPA;

• resources for compliance guidance, and their confidence in their abilities to build com-
pliant apps; and

• efforts to select and properly configure the privacy settings of third-party SDKs.

We also asked respondents about their challenges and the type of support they think
they need from their organizations and the Google Play Store [111] to make it easier for
them to comply with applicable privacy regulations. We recruited participants through
social media, the Google Play Store [111], and additionally used online search tools to find
publicly-available email addresses of personnel working at organizations that develop child-
directed apps (e.g., searching developers’ websites to look for information on how to reach
their technical and privacy contacts).

We sent 3,202 invitation e-mails for the second survey, and received 77 responses from
individuals involved in developing child-directed apps, corresponding to 72 different orga-
nizations. At the end of each survey, we asked whether we could contact participants in
the future for follow-up questions; we conducted follow-up semi-structured interviews with
those who agreed. For this survey, we built a codebook using the same process as in the first
survey which used additional codes (e.g., SDK-process, privacy-laws-resources, compliance-
challenges, and Google-Play-compliance). It was then used to code 16 open-ended questions.
As before, two coders independently coded the responses, and then met to reconcile dis-
agreements (Cohen’s κ = 0.88, “almost perfect” agreement [139]).

Semi-Structured Interviews

A subset of survey respondents returned for follow-up interviews, during which we shared the
results of our app analyses with them (Section 5.3). (Our second survey contained a question
at the end asking respondents if we could follow up with them for interviews.) Our interview
guide (Appendix C.3) consisted of questions about the processes participants’ organizations
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follow to comply with privacy regulations, select and configure third-party SDKs, comply
with the Google Play Store policies [177], and their experiences publishing apps.

We conducted 27 semi-structured interviews with individuals from 24 organizations, each
lasting 60–90 minutes. For participants who consented to audio recording (all except two),3

we transcribed the recordings and then used inductive coding to build a new codebook. It
was then used by two coders to independently code a subset of the data, and then they
met to discuss their initial results and made any necessary updates to it. The interview
codebook consisted of 40 codes that covered many themes, including privacy processes,
third-party SDKs, and experiences with the Google Play Store [111]. As before, the coders
independently coded the responses and then met to reconcile differences (Cohen’s κ = 0.70,
“substantial” agreement [139]).

App Analysis

Prior to each interview session, we analyzed child-directed mobile apps published by par-
ticipants’ organizations to detect potential privacy issues (i.e., non-compliance with privacy
regulations). We used their apps as a child would and then used dynamic analysis tools
validated by prior work to examine apps’ transmissions [189]. To ensure that we understand
how apps behave when child users use them, we proceeded through age gates as a child
would, and did not unlock any functionality accessible only to adult users.

We were interested in not just the exfiltration of users’ personal data, but also whether
any exfiltrations were accompanied by use limitations. As noted in prior work [189], many
apps bundle third-party SDKs that provide configuration options that allow them to be de-
ployed in compliance with various privacy laws. Thus, for each third-party SDK identified
in participants’ apps, we researched how to configure it to comply with COPPA, CCPA, or
GDPR. This included integrating these SDKs in test apps we developed, and then analyz-
ing the network traffic to identify whether apps in our dataset were correctly using those
configurations.

For example, Google’s Admob SDK requires developers of child-directed apps to use a
client-side function that sets a flag, tag for child directed treatment, in outbound traffic
to indicate that the corresponding data should be treated in accordance with COPPA [110].
For CCPA, Admob also has another flag, rdp, which app developers can set to 1 to restrict
the processing of data collected from their users (e.g., after an adult user has made a “do
not sell request” or before a parent has consented) [109].

Other third-party SDKs, such as Unity Ads [189, 213], have options on their online
dashboards that ask app developers whether their apps target children under the age of 13
and then send flags in inbound traffic—to the app—indicating that the app must comply
with COPPA (e.g., Unity Ads [213] sets a flag called coppa to true). Thus, we built a list
of the privacy configuration options provided by each of the SDKs in question (Table 5.1).

3We interviewed the two participants who did not consent to audio-recording and the notes we took
during their interviews were subsequently used in our data analyses.
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Our analysis included Google Admob [109, 110], Adcolony [8], Vungle [218], Chartboost [82]
and a few other popular advertising SDKs. Finally, we read each app’s privacy policy
and determined whether they accurately described the observed data flows. When there
were inconsistencies between apps’ observed behaviors and either their privacy policies or
applicable laws, we presented participants with our findings during the interviews.

Table 5.1: Third-party SDK privacy flags.

SDK Flags and privacy compliance settings

Unity Ads [213] coppa (true or false), appLevelCoppa (true or false), calculatedCoppa (true or
false)

Google Ad-
mob [109, 110]

tag for child directed treatment (0 or 1), rdp (0 or 1)

Adcolony [8] gdpr required (true or false), coppa required (true or false), ccpa required
(true or false)

Vungle [218] user gdpr consent status (opted in or opted out), user ccpa status (opted in
or opted out)

Chartboost [82] pidatauseconsent (-1, 0, 1), privacy us privacy (1NY-, 1NN-)

Flurry [95] fl.ccpa.optout (true, false) Note: Flurry does not allow integrating its SDK in
apps before developers “certify” that their apps are not directed at children.

Mobfox [155] coppa (0, 1), gdpr (0, 1), gdpr consent (0, 1)

Appodeal [26] coppa (true, false) [outbound traffic], for kids (true, false) [inbound traffic] ,
consent (true, false) [outbound traffic] (0, 1)

Appsflyer [214] SDK documentation expects developers to not initialize the SDK before obtaining
user consent [214].

Amplitude [19] The flags city, ip address and lat lng are set to false after using a method
offered by the SDK which is called enableCoppaControl.

Yandex [225] user consent (0, 1)

Facebook [151] COPPA (true, false)

Supersonic
ads/IronSource [131]

is coppa (true, false), consent (0, 1), gdprConsentStatus (true, false),
do not sell (true, false)

Tapjoy [205] cgdpr (0, 1), gdpr (0, 1), below consent age (0, 1)
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5.4 Results and Analysis

In our organizational survey, we asked organizations about their compliance processes and
received responses from 50 organizations who collectively published more than 900 apps on
Google Play [111] (72% published < 20 apps, 14% published 20–39 apps, and 14% published
> 40 apps). We received 77 responses to the second survey from individuals working in
72 organizations and who varied in terms of their roles and the number of apps they were
involved in developing.

Individual respondents in the second survey had roles in developing >10 apps (36%), 5–10
apps (17%), or 1–5 apps (43%), whereas the remaining 4% had no technical app development
roles. As for their job functions, 78% were either software developers, test engineers, team
leads, or product managers; 11% had leadership roles (e.g., CEOs); and the remaining 11%
were either business/marketing employees, user-experience engineers, or customer service
representatives. According to the DFF badging on Google Play [111], 56% of our interview
participants and 72% of our survey respondents developed apps targeting kids who are up
to 12 years of age. The rest developed apps that were not enrolled in DFF, but featured
descriptions indicating the apps were directed at children.

Data Collection Procedures

In our organizational survey, we asked about the types of user data their apps collect and
found that 38% of the 50 responding organizations reported none. Of the 31 organizations
who reported collecting user data, they reported collecting: behavioral data about user inter-
actions (42%), advertising IDs (35%), location data (32%), email addresses (16%), names of
users (6%), IMEIs (6%), WiFi MAC addresses (3%), and other persistent identifiers (10%).
Only 26% (of the 50) reported transmitting data to third parties, whereas 72% were certain
that their apps did not (one was unsure). However, our app testing showed that 25% were
incorrect about their apps not transmitting identifiers to third parties. The main purposes
for data collection (open-ended) mentioned by the 31 respondents were:

1. Advertising and analytics:

• serving personalized ads,

• understanding user acquisition,

• analyzing app usability,

• collecting crash reports, and

• getting insights about how to improve user engagement

2. User account creation/recovery or providing users with prior app usage data

3. Fulfilling developers’ contractual obligations

4. Providing support for internal operations

Of those reporting collecting personal information, only 52% were “extremely” or “some-
what” confident that their apps always used encryption to do so (e.g., COPPA requires data
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be transmitted securely). In response to whether or not their privacy policies fully disclosed
their apps’ data collection and sharing behaviors, 92% answered affirmatively; dynamic anal-
ysis indicated that 17% of these respondents published child-directed apps that transmitted
persistent identifiers to third-party domains, despite posting privacy policies that stated they
do not collect children’s identifiers.

We also found that certain interview participants’ privacy policies either did not list all
third parties receiving data from their apps, or said that an app is not directed to kids when
the Play Store description indicated otherwise. We discussed these issues with participants
during the interviews to understand why their privacy policies were not fully transparent.
We identified a few explanations:

• one developer indicated that they offer apps directed to adults, as well, and they used
the same privacy policies for their child-directed apps without modification,

• another developer mentioned that their privacy policies were copied from other devel-
opers, and

• two developers mentioned that the privacy policies were prepared by separate app
publishers and they did not have visibility into their specifics.

One participant explained: “We took it from other apps that have several million down-
loads and just changed the company name” (C4).4 We also observed that participants incor-
rectly thought that certain SDKs were removed from all their apps in previous releases.

Therefore, the takeaway from this section is that developers might not always have com-
plete understandings of their apps’ behaviors, which could affect their ability to make accu-
rate disclosures in their privacy policies.

Consent Processes

Sixty percent of the 50 responses to the initial organizational survey indicated that their
organizations believe they need to obtain parental consent before collecting data from child
users. However, only 36% (of 50) reported doing so across all of their organizations’ child-
directed apps, prior to data collection (two reported doing so in some of their apps). In
terms of how parental consent is obtained,

• 16% mentioned they use age gates to separate child users from adult users,

• 10% indicated they present users with knowledge-based questions that are not easy for
kids to answer,

• 6% have certain features that are not available for children users,

• two ask for payment details that only a parent would be able to provide,

• one indicated that they ask all users to agree to their terms of service and/or privacy
policy, and

4A: a respondent from the first survey, B: a respondent from the second survey, and C: interview
participant.
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• another indicated that they ask a parent to sign a consent form before letting their
children use their apps.

We tested each organizations’ apps from IP addresses in California to examine in-app
consent screens, though did not observe any mechanisms for obtaining verifiable parental
consent, including apps that we found sharing users’ identifiers with third-party advertisers.
We found that 26% of app developers hid certain features behind simple knowledge-based
questions (e.g., basic arithmetic) that could likely be answered by children, whereas 6%
displayed age gates that could be trivially bypassed by providing a birth year. None of these
methods appear to meet the FTC’s requirements for “verifiable parental consent” [62].

Despite the absence of consent screens in the apps that we examined, many developers
seemed to understand the importance of obtaining parental consent:

“...can’t go into a legal agreement with a child.” (A12)

“Because Google Play requires parental consent before collecting data from children.” (A9)

“Most children could not understand what it means to give/deny consent to collect data. As
such, if one were to collect data, parental consent would be the minimal ethical responsibil-
ity.” (A14)

Respondents who said that their organizations do not need parental consent explained:

“Our app is not dangerous when used by children so there is no need for parental approval
first.” (A34)

“It’s listed in the app that it collects data and its listed in the privacy policy it’s doing so.”
(A32)

“Data collection is done by analytics SDK and it collects general data only, like location of
devices.” (A23)

“All apps in the Google Play store must be evaluated and rated before they are published.”
(A22)

Only 28% of the 50 responding organizations indicated that they allow users to opt out of
data collection, and 48% explicitly stated they do not. With regards to the specific opt-out
mechanisms used,

• 14% indicated that they rely on the system-wide “Opt out of Ads Personalization” [106]
setting,

• 10% indicated that child users are opted out by default (even though we observed that
all of them had at least one app that transmitted persistent identifiers to third parties
without parental consent and without having any obvious opt-out mechanism),
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• 8% said they have opt-out settings within their apps,

• 4% said they use opt-out configurations offered by the SDKs integrated in their apps
(we confirmed this for one developer by identifying the corresponding SDK configu-
ration flags in their apps’ traffic; however, the other developer had an app that sent
advertising IDs to AppsFlyer [214] without opting child users out), and

• two said they allow users to contact them to opt out.

When running the apps corresponding to our interview participants, only a few had
verifiable consent methods. When we explained what “verifiable consent” means, many
participants mentioned that they were not aware of that legal requirement:

“I did not know about the thing where it makes sure that it is the parent and not the kid.”
(C15)

“actually this is very profitable for developers that it is not verified because children are
clicking on ads all the time, .. and kids like this and they can click on purchase and you
have a sale.” (C14)

“...cannot even imagine how I would do it like give your consent that I can show you ads
and then users immediately remove the app.” (C2)

Some participants stated that it is the responsibility of parents to review their apps before
letting their kids use them. Others thought that the app stores should be responsible for
explaining to developers how to obtain verifiable parental consent:

“I don’t know how the child deals with that but I think that will be the responsibility of the
parent.” (C10)

“I think that is too big of a problem for our little studio to sort it out in a meaningful way. I
think the logical step should be for the app stores to be responsible for developing sure ways
to do this.” (C12)

The takeaway from this section is that many developers are not relying on verifiable methods
for obtaining parental consent, and it appears that there is a general lack of awareness of
this legal requirement.

Specific Privacy Laws

We report on developers’ awareness of their legal obligations. We believe those who par-
ticipated in our study were subject to COPPA [61] and GDPR [66], based on their apps’
availability in the EU and US. Since their apps were available in California, we asked them
about CCPA [30], as well, but cannot be certain that they were subject to it (e.g., we do
not know their revenues).
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Table 5.2: Reasons why respondents in the first survey believed that they were exempt
from COPPA [61], GDPR [66], or the CCPA [30].

Reason COPPA GDPR CCPA

SDK companies take responsibility for protecting the
received data

4% 8% 8%

Users can opt out using the system-wide “Limit Ad
Tracking” setting

4% 6% 12%

We don’t collect data from our users 10% 4% 12%

We are covered under the internal operations exemption 4% none 4%

Our apps are not targeted at kids 6% 6% 10%

Our apps don’t target users in US, EU/UK or California
(one region was displayed for each regulation)

none 4% 2%

Awareness

Only 52% of the 50 organizations in the first survey stated that they have formal processes for
addressing privacy issues during the development process, whereas 42% stated that they did
not (6% preferred not to answer). Regarding familiarity with specific laws, 80%, 76%, and
52% stated their organizations were familiar with COPPA, GDPR, and CCPA, respectively.
This is consistent with the 82%, 78%, and 62% of the organizational survey respondents who
indicated they believed their apps are required to comply with these laws.

Those claiming exemptions used a multiple-choice question to provide justifications (Ta-
ble 5.2). For those who indicated that their apps did not collect user data, we tested their
apps and found that all but three were correct; all three published at least one app that
transmitted identifiers to advertising networks. Another 10% indicated that kids were not
among their target audiences, though we found that they either had apps that were listed
in the “families” section of Google Play, at least one of their apps was described as child-
directed, or they responded to another question in the survey that their app(s) were designed
for children.

Two respondents who claimed that data collection to support their organizations’ internal
operations is exempt from CCPA—an exemption that only exists for COPPA—also indicated
in their responses to another question that they are not familiar with the CCPA. Three
respondents also mentioned that they were not required to comply with the GDPR or CCPA,
because their apps are not directed at users in the EU or California. However, in all cases,
we were able to download and use their apps from IP addresses in both places.

In contrast to the organizational survey, which asked whether organizations have pro-
cesses for GDPR/COPPA/CCPA compliance, the second survey asked about individual
developers’ awareness of these laws in their day-to-day work, as reported on a 5-point Likert
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Table 5.3: Wilcoxon Signed Ranks tests results for participants’ familiarity with the
different privacy regulations.

Hypothesis (means, SDs), Z, effect size

More familiar with COPPA than
GDPR (p = 0.189)

COPPA(3.26, 1.081), GDPR(3.40, 1.029), Z = 1.31, r = 0.10

More familiar with COPPA than
CCPA (p < 0.001)

COPPA(3.26, 1.081), CCPA(2.12, 1.203), Z = 5.91, r = 0.47

More familiar with COPPA than
CPRA (p < 0.001)

COPPA(3.26, 1.081), CPRA(1.74, 1.018), Z = 6.74, r = 0.54

More familiar with GDPR than
CCPA (p < 0.001)

GDPR(3.40, 1.029), CCPA(2.12, 1.203), Z = 6.16, r = 0.49

More familiar with GDPR than
CPRA (p < 0.001)

GDPR(3.40, 1.029), CPRA(1.74, 1.018) Z = 6.79, r = 0.54

More familiar with CCPA than
CPRA (p < 0.001)

CCPA(2.12, 1.203), CPRA(1.74, 1.018), Z = 3.67,r = 0.29

scale (from “expert” to “unaware”). We additionally asked about respondents’ awareness of
the California Privacy Rights Act (CPRA), which will replace the CCPA. To be able to eval-
uate respondents’ confidence in their knowledge of the laws in question, we added a fictitious
privacy law, “FLIRPPA,” as a quality control. Among the 77 respondents, familiarity with
COPPA and GDPR was higher than familiarity with CCPA and CPRA (see Figure 5.1).
As expected, familiarity with FLIRPPA was lowest; however, 18 respondents claimed fa-
miliarity. Having 23% claiming familiarity with a fictitious law could demonstrate the level
of uncertainty of developers in their compliance obligations, given the increasing number of
laws that they are asked to comply with and that developers might not be based in the US
or the EU. A Wilcoxon Signed Ranks test showed that differing levels of familiarity with the
different laws were statistically significant, except when comparing COPPA to GDPR (see
Table 5.3).

In the second survey, we also asked respondents to use an open-ended response to explain
how they determine the privacy laws that are applicable to them:

• 36% primarily use information from Google Play [111];

• 21% said they either relied on their own online research or asked friends with more
experience;

• 12% mentioned that they ignore privacy laws either because they assume that their
apps are compliant or because they are small developers;

• 9% have consulted lawyers;

• 8% believed that they are required to comply with the laws applicable to the countries
where their apps are available;
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Figure 5.1: Number of participants who described themselves as experts, knowledgeable, or
unaware of the various privacy laws.

• 8% stated they follow specifications from app publishers or managers in their organi-
zations; and

• around 3% mentioned working with third-party compliance services and said they trust
their advice.

We used a follow-up multiple-choice question to quantify how frequently developers con-
sult various information sources and found that:

• 52% (of 77) rely on Google Play,

• 26% rely on other online sources,

• 16% have in-house counsel, and

• 9% consult external lawyers.

Understanding Obligations

We found that 80%, 70%, and 60% of the 50 responding organizations believed that all their
apps were compliant with COPPA, GDPR, and CCPA, respectively. For each of these laws,
we asked participants about their familiarity with their obligations and their organizations’
compliance processes for addressing them.

When asked about COPPA requirements, open-ended responses included: not collecting
personal data (42%), using parental consent screens or age gates (14%), avoiding user tar-
geting or tracking (10%), and posting privacy policies (4%). At least 12% did not know. On
a subsequent page, we explained that COPPA applies to apps available to kids under the age
of 13 in the US and that developers are required to obtain verifiable parental consent before
collecting certain data through these apps. After receiving this prompt, 26% of developers
stated that this information changed their beliefs about their obligations. Respondents also
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explained that they learn about their privacy obligations via enforcement performed by app
markets:

“Google routinely verify the respect of COPPA. They send notifications in case of violations,
so we can fix them.” (A15)

“Our app was pulled from the store, it was easier to change the target audience to 13 and
above.” (A22)

As for respondents’ self-described GDPR obligations, the main themes were not collecting
data from users (34%), obtaining consent before collecting data (8%), posting privacy policies
(8%), and limiting tracking or advertising (8%). At least 16% either did not know what
GDPR is or were not sure about what it required of them. As before, a subsequent page
informed respondents that the children’s provisions of GDPR (Article 8) apply to apps
directed at kids in the EU under the age of 16. Subsequently, 30% said this information
changed their beliefs about GDPR.

Finally, when we asked about CCPA, 28% said that it requires that they do not collect
data, only 6% provided explanations related to the “right-to-know” requirements, and 4%
indicated their apps should have age gates or age-appropriate ads. At least 34% either
could not state any CCPA requirements or stated that they were not sure. As before, after
subsequently explaining CCPA’s requirements, over a third (36%) stated this information
changed their understanding.

Compliance Processes

Forty-four percent (of 50 organizational survey respondents) stated that their approach to
privacy compliance is to collect no data from users. Though, when we tested their apps, 27%
transmitted advertising IDs to third parties, such as Unity Ads [213], Facebook [160], and
Chartboost [58], and open-ended responses raised questions about developers’ understand-
ings of data collection generally:

“We never collect any data from users and we always use Admob for ads.” (A16)

“We do not collect personal data. We disclose the use of ads SDKs, and follow their
guidelines.” (A15)

“Not sure which ones [data types] exactly collected by ad networks we have used. I hope it
is only Ad identifier.” (A2)

Consistent with prior findings, 18% rely on Google Play for guidance, with several indi-
cating that their compliance processes consist of waiting to see if their apps are rejected:

“...when the submission time comes we fill in those questionnaires. If it turns out we violate
some regulation, we go back and fix it.” (A45)
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Figure 5.2: Developers’ opinions on how challenging privacy compliance was for them.

“Once we have a reject from Google Play, we fix it.” (A4)

As for access to legal resources, only 10% of the 50 organizations indicated that they get
help from legal experts, whereas two said they relied on information from privacy-related
news, conferences, or forums.

Only 8% of the 77 responses to our followup survey indicated that privacy compliance
was not a challenge for them (see Figure 5.2). However, 68% of respondents stated that it
is unlikely that they would be investigated by regulators if privacy issues are found in their
apps, and 44% felt extremely or moderately concerned by the possibility of having their apps
removed from the Play Store due to policy violations. We ran a Wilcoxon Signed Ranks
test to examine whether participants were more concerned about the prospect of removal
from Google Play than being investigated by privacy regulators and found the result to be
statistically significant (Z = 3.914, p < 0.001, r = 0.315), which further highlights the major
role of app stores in the privacy compliance ecosystem. As for whether they are concerned
about the possibility of losing users due to publicized privacy issues or losing revenue if they
avoid collecting personal data from their users, 38% and 31% were extremely or moderately
concerned, respectively.

During the followup interviews, most correctly understood that they are required to
comply with privacy regulations applicable to any region where their apps are available.
However, they indicated that they use the store policies as their main source for guidance and
trust that they will be notified if their apps have potential violations of relevant regulations.
This was particularly prevalent among developers who work independently:

“I don’t think that we’d think a lot about COPPA, it was just assumed that the Google store
would approve and then we were okay with everything.” (C15)

“...if my app is not complying with COPPA, GDPR or the Google Play policies, then my
apps should not be on the store. I am not liable because Google is checking and so the
responsibility is on Google.” (C9)
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“...I can confidently say that all my apps are compliant with all the standards because it was
verified by Google before they published it.” (C26)

A participant claimed their company does not have to comply with COPPA, CCPA, or
GDPR because they are not based in the US or EU—even though their apps are available
in both—explained, “...we deal with Google and so Google is responsible for all the data”
(C10).

Participants who worked with publishers or within large companies said that their supe-
riors instruct them on what privacy features to implement or SDKs to integrate, and that
even though their role is to ensure that apps do not have inappropriate content, they are
not involved in privacy-related discussions:

“We have our law team for that and have tons of professionals that know specific details
about privacy, but I as a developer am not sure about what this process exactly is” (C18).

“To be completely honest with you, there aren’t really any [process followed by the developer],
it is totally handled by them [the publisher].” (C3)

Employees of large organizations said they rely on third parties, such as PRIVO [183]
and kidSAFE [135], to audit their apps (e.g., recommending SDKs to remove and providing
feedback on how to design consent screens and age gates):

“Having a compliance agency is important. I don’t think that you’d ever have all the answers
you need internally.” (C23)

“...kidSAFE would do that for us. We have a yearly check with them that audits everything.”
(C13)

Since our sample did not include a large number of developers whose apps were approved
by these safe harbor programs, however, we leave investigating the efficacy of their auditing
processes to future work.

Some mentioned contacts at major app markets who they consult whenever they need
advice on how to comply, one explained:

“we have a manager for our accounts at the Google store, they notify us of every policy
change and give us an update on what we should do” (C17).

Others mentioned that their technical teams are separated from their privacy and legal
teams, and that, if they were to be involved in privacy compliance decisions, they expect
that to help them improve the privacy of their apps. One explained:

“we have around 50 people and there is only one legal guy. I think that if everyone has
knowledge, then it would help” (C23).
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Participants who had legal teams highlighted that these teams are mostly responsible
for writing their privacy policies, and helping engineers understand how to comply with the
policies of the stores. One mentioned:

“We have a legal team. Their responsibility is to comply as much as possible with current
Google Play, and AppStore policies” (C17).

Therefore, the general takeaway from this section is that even though the majority of
developers have awareness that this is a regulated area, they lack complete understanding of
what their compliance obligations are and rely on external feedback to determine whether
they are in compliance.

Platform Policies

Apps that are directed to children are required to participate in Google’s Designed for
Families (DFF) program [105]. Eighty-three percent of the 77 who responded to the second
survey indicated that they were aware of the DFF program and around 57% indicated that
they developed apps that participate. Several respondents said they would prefer not to
participate in DFF, if given a choice, for the following reasons:

• not being able to use certain analytics or advertising services;

• having to wait for a long time before their apps get approved for inclusion;

• incurring additional costs to make apps compliant with DFF requirements;

• not having enough clarity on how to make apps compliant with DFF; and

• not being able to obtain clear enough explanations on why an app was removed from
the store.

For example, some respondents mentioned:

“With DFF, the adverts don’t work well (50% of our revenues lost).” (B42)

“Hard to follow all DFF rules. Google Play can disable app without clean explanation on
what exactly was wrong.” (B62)

“[The] main problem is the review time, Google take too long to review the app, could reach
5 to 7 days. Also due to legal requirements we can’t use attribution solutions to analyze our
marketing campaigns.” (B2)

“Enrolling in the program incurs additional costs for our development process, and adds ad-
ditional burden in terms of factors we have to consider, yet potentially questionable whether
it has any positive impacts for us.” (B35)

In contrast, others liked having their apps participate in DFF because they felt it provides
credibility for their apps and gives them more visibility:
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“The requirements are pretty simple when we already have a more strict policy.” (B30)

“I want the store to be able to confidently share my app with kids, if participating in the
DFF helps with this, then I am on board.” (B34)

“Kids safety is very important, despite the revenue for us is dramatically low. This program
should give some advantage to companies that really are taking care of the content.” (B17)

Several app developers who are parents themselves perceived the importance of DFF:

“As a parent I think the DFF is a great idea. I wish it would be handled by an independent
org.” (B45)

“As a parent, and developer myself, I think it’s great to have a separate set of rules for
software companies that target under 13 users.” (B27)

“Because as a dad of 4 year kid, I don’t prefer that my child watch/play anything that is
disturbing for him. I think Google policy is good for developers who want to make healthy
apps for kids.” (B65)

Our results suggest that for programs like DFF to become widely used and successful, app
stores should enforce participation, while at the same time providing more useful guidance
to developers.

Non-Compliance Warnings

As noted previously, developers rely on warnings from Google to inform them of privacy
issues within their apps. Sixty-eight percent of the 77 respondents to our followup survey
reported previously receiving these notifications, covering topics such as the following:

• age-inappropriate content,

• collection or sharing of personal data,

• selecting an inappropriate target audience when submitting apps to the store, or

• broken links to privacy policies or privacy policies lacking sufficient detail.

At the same time, 55% stated that app markets should take a greater role in evaluating
mobile apps for compliance (only 5% said they should perform a smaller role) (see Fig-
ure 5.3). In our follow-up interviews, most of our participants said that they have received
these notifications, and indicated challenges addressing them because they lacked detail, are
received too often, include false positives that waste developers’ time, and developers cannot
readily obtain support from Google. One explained, “they usually send us very standard
texts like “you are not complying” and usually we have no idea about what the problem is”
(C27).

Two engineers working at companies that did not have dedicated teams to advise them
explained:
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Figure 5.3: Developers’ opinions on how app markets should be involved in determining
apps’ compliance with privacy regulations.

“I got an app rejected because the message said there was an SDK that wasn’t complying,
but it did not say which one, I thought let me get rid of this one and then reapply and it
got rejected again, and I would remove another one and reapply and it got rejected again,
and it was tiring.” (C15)

“...Apps gets rejected for reasons that do not make sense actually.” (C20)

Other participants complained that app stores force them to seek outside legal advice:

“If we talk about anything that has a potential COPPA implication, they say we cannot
answer your question, go to your compliance agency and that’s just [a] pain when you are
working closely on releases” (C23).

This therefore shows that while getting app stores to notify developers about issues that
exist in their apps can be a powerful tool to influence compliance rates, developers have to
be provided with proper advice on what the issues are and how to fix them.

Developers’ Self-Efficacy

We asked developers in our second survey to rate their confidence in their abilities to:5

1. identify all types of data collected by their app(s) (µ = 3.64, σ = 1.327);

2. identify all third parties receiving data from their app(s) (µ = 3.51, σ = 1.420);

3. comply with applicable privacy regulations (µ = 3.82, σ = 0.996);

4. configure third-party SDKs to be compliant (µ = 3.58, σ = 1.080);

5. identify all privacy issues their apps have (µ = 3.55, σ = 0.967);

6. fix privacy issues reported to them by external parties (µ = 4.03, σ = 0.959);

5Respondents used a 5-point Likert scale ranging from “Very Confident” (5) to “Not Confident at All”
(1).
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7. envision how a privacy vulnerability that exists in their app(s) can be exploited (µ =
3.60, σ = 1.042);

8. control the kinds of data accessed or transmitted by third-party SDKs (µ = 3.19,
σ = 1.257); and

9. limit the sharing of data by SDKs with other parties (µ = 3.17, σ = 1.250).

The mean scores for the nine items in our scale show that most survey respondents were
“Somewhat Confident” or “Confident” in their abilities to handle privacy issues. However,
our interviews showed that many developers were not fully aware of the privacy practices of
their own apps and relied mainly on the feedback received from the stores for determining
whether their apps are sufficiently compliant. Because the nine items exhibited high internal
consistency (Cronbach’s α=0.869), we used them as a scale (µ = 32.08, σ = 7.271). Using
a Mann-Whitney U test, we examined whether respondents whose apps did not transmit
personal data to third-party domains scored higher on our scale than those whose apps did,
but we did not find a statistically significant difference (Z = 0.552, p = 0.581, r = 0.045).
Similarly, those participating in DFF did not score significantly higher than those who did
not (Z = 0.319, p = 0.750, r = 0.026).

Processes for Third-Party SDKs

This section summarizes our findings on how third-party SDKs are selected for inclusion,
and the extent to which developers are familiar with SDK privacy settings.

Third-Party SDK Selection

In terms of the processes used to vet third-party SDKs, 22% of the 50 who responded to
our organizational survey claimed to not have SDKs in their apps (our testing showed that
they were correct except for two developers who integrated the AdColony [9] and Adjust [10]
SDKs, which collected users’ advertising IDs), 20% said that they check the documentation
about data collected by SDKs before integrating them, 10% stated that they only choose
SDKs that are certified by Google [123], and 10% said they only work with trusted SDK
companies:

“We only work with big name SDK data collectors e.g. Facebook, Apps Flyer - and believe
they comply with the law.” (A32)

“We don’t incorporate 3rd party code because it is too difficult to be assured of their practices.
Reading their privacy policies is rarely sufficient.” (A35)

“We allow only Google SDK on our apps, which we believe they follow all regulations. But
honestly, we cannot know what they do with the data.” (A6)
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Absent from most responses were indications that they understood that both Google-
approved SDKs and Google’s own SDKs are not necessarily compliant by default and require
developers to still configure them for use in child-directed apps [104]. Only 6% mentioned
using technical testing to identify the kinds of data collected by SDKs or to configure them
for compliance (one of them published an app that transmitted advertising IDs to Apps-
Flyer [214]). Furthermore, in our second survey, only 31% of 77 had processes to vet third-
party SDKs, whereas 48% did not. When asked to explain how they decide whether to use
an SDK or not in an open-ended response, several themes were identified:

• independent developers doing their own research, asking friends and deciding based on
the information obtained from available resources;

• developers who used SDKs made available by big players they trust to be compliant;

• small companies making decisions based on internal discussions, delegating these deci-
sions to their CEOs or just relying on their developers to make their best judgements;
and

• medium-to-large companies delegating these tasks to a dedicated team.

They explained:

“We stick with well known players in the space.” (B4)

“Developers suggest the SDKs. They need approval from CEO to include them.” (B51)

“As we’re a small team, we discuss things and decide together based on the information
collected by developers.” (B33)

“I decide which SDK to include, my org lacks the technical experience and has a lot of
juniors.” (B3)

In our interviews, we confirmed that developers, and particularly those who did not have
dedicated teams to help, trusted that popular SDKs are legal to use. Additional factors in
deciding whether to use an SDK included:

• the functionality provided;

• cost vs. expected revenue from using it;

• ease of integration; and

• availability of technical support.

Participants who had multiple teams said that such decisions are made by the app de-
velopment team first, with the option to contact their legal teams later. Others said that
engineers can propose an SDK, which then gets reviewed by other dedicated teams in order
to approve whether to integrate it. In cases where there are different teams for different
apps, each would have their own tech lead who handles SDK-related decisions. This shows
that such decisions can be handled in a decentralized way, which may explain why a single
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organization might have apps with varying states of compliance. In our interviews, we also
confirmed that well-resourced developers rely on third-party services for advice on SDK-
related decisions:

“We will run our proposed implementation by PRIVO just to make sure that we are sending
data in a COPPA-compliant way, and we are not sharing identifiers of kids” (C23).

Contract developers mentioned that SDKs often get chosen by their clients: “some clients
told me they want Facebook Audience and so I must integrate it” (C10).

Those working with publishers mentioned that they are asked to integrate their pub-
lishers’ SDKs, and that they need to consult publishers before integrating additional SDKs
(Section 5.4). As noted earlier, many participants appreciated having strict rules set by app
markets, which they believe help them identify safe SDKs for child users:

“...The stores force you to be compliant, which is great, because now you cannot mess up.
They won’t publish unless you are compliant” (C8).

We also investigated how frequently third-party SDKs get updated by developers and
found that 88% of the 77 respondents frequently (43%) or occasionally (45%) check for SDK
updates after their initial integrations. Using a Spearman’s correlation test, we examined
whether developers who are more confident of their abilities to control the types of data
accessed by SDKs (Section 5.4) are more likely to make sure that SDKs integrated in their
apps are up-to-date and found that there is a small positive correlation (p = 0.041, ρ =
0.233). In terms of releasing updates to fix privacy issues, 18% (of 77 respondents) claimed
that they do so often or very often, whereas 52% rarely or never released privacy updates.
We used a Mann-Whitney U test to examine whether those who claimed to release privacy
updates are less likely to have sharing of personal data issues in their app(s) compared to
respondents whose app(s) did not have issues; the difference was not statistically significant
(Z = 0.556, p = 0.578, r = 0.453).

SDK Documentation

A majority of the 77 who responded to the second survey were confident or very confident
that someone from their company has looked at all of their third-party SDKs’ privacy policies,
terms of service, quickstart guides, or configuration documentation before integrating them.
At least 58% of the 77 respondents also indicated that their organizations do check that the
SDKs they use comply with applicable privacy regulations and their organizations’ privacy
policies. Specifically, 18% mentioned that they look for information about the kinds of data
collected by SDKs, 5% mentioned that they look for opt-out options and privacy flags that
can be set to limit tracking children (one of them had an app that transmitted advertising
IDs to Facebook without setting the corresponding privacy flag correctly), and a few others
said that they use these to try to understand whether SDKs are compatible with their
development frameworks. However, in our follow-up interviews, many of our participants
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mentioned that reading SDK documentation is not part of their process, except for a few
who worked for large organizations. One explained:

“I don’t read them because I rely on the fact that these SDKs are widely spread” (C4).

This is likely why many of our participants did not know that they needed to configure
SDKs for compliance (Section 5.4). When we asked a participant why she did not use
them, she said: “I was expecting that they do this automatically” (C2). Other participants
mentioned that they only read parts of SDK documentation that are relevant to the app
stores to make sure that their apps are not rejected. One participant justified why she does
not proactively read SDK documentation:

“If I have a problem, Google asks me to read them to fix the problem and in that case, I
read them” (C10).

Others mentioned that they look specifically for licensing and copyright information
only, and some said that they tried reading SDK documentation, but found it difficult to
understand.

SDK Misconfigurations

In terms of testing whether SDKs are configured correctly, only 5% of the 77 individual survey
respondents indicated that they look at their apps’ network traffic to check for configuration
issues. Most respondents indicated that they do functional or user experience tests or that
they do not test SDKs after their initial integrations. Few interview participants mentioned
that they consider looking at the types of data collected by third-party SDKs before deciding
to integrate them; all who do work at large corporations. One participant explained how
they modified an SDK:

“we have access to the source code, we manually removed the IDFA-related code, and then
we were able to use it” (C24).

Another explained one of their test cases: “In order to trigger CCPA, we use a VPN to
go to LA, and I see the logs from the device that are sent in real time” (C11).

Most of the 27 developers we interviewed had at least one third-party SDK privacy
misconfiguration (Section 5.3). We discussed our findings with the participants and identified
a number of reasons that might have led to these misconfigurations. The majority of them did
not seem to know about the SDK privacy settings related to children generally or COPPA,
GDPR or CCPA in particular. Although we had participants who claimed that they knew
about some, but not all, of the SDK settings they were supposed to configure, they expressed
that they expected the stores to reject their apps if they had any SDK-related issues. They
assumed that their apps were compliant because the stores accepted them:

“It sounds to me that this could be detected automatically by Google, like: ‘Hey, you have
marked your app for kids but you did not configure your SDK properly.’ ” (C2)
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“...we didn’t use these functions before because they did not force us to use them.” (C10)

“When the app being uploaded to their servers is using AppsFlyer, they could easily check
if there is a consent form.” (C3)

Additionally, many participants indicated that the apps that had SDK configuration errors
had not been updated for a long time, and that they lacked documentation to help other
developers work on updating them, one mentioned:

“...they are legacy, it is hard for us to know when this code exists for I don’t know how
many years” (C24).

Furthermore, when we told some of our participants that we found transmissions from
their apps to certain SDKs’ servers, they indicated that they had stopped using these SDKs
and thought that they were removed from their apps accordingly, which made them realize
that they still needed to remove them. Other participants either: knew how to use some, but
not all of the configurations that they were supposed to use; or used certain configurations
correctly in some, but not all, of their apps. After raising the issue with them, they indicated
that their teams do not have the time or resources that would allow them to keep checking
whether SDK privacy options are used correctly:

“...We are a small team, we try to develop an app and then we are busy with another one,
and we end up in a circle running around.” (C6)

“...We try our best but sometimes apps can stay on the market for a long time and not get
updated and not get deleted and not comply with the policies.” (C17)

Furthermore, some participants indicated that their companies have different teams that
are responsible for different apps, and that is another reason why some of their apps used
SDK privacy options correctly, while they also have other apps that failed to use the same
options. Others mentioned that they follow SDK integration instructions they receive from
their superiors, and that privacy configurations were not part of what they received:

“The publisher has very specific instructions on how to configure SDKs and I followed them
to the letter. They didn’t mention this to me” (C1).

The general takeaway from this section is that vetting third-party SDKs for inclusion
in child-directed apps and correctly configuring them for compliance are examples of tasks
where developers could use better guidance, and that many look to app stores.
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Work Models

Developers’ work models have implications for how privacy-related responsibilities are han-
dled. Some developers were fully responsible for their apps’ development, release, and main-
tenance. Others worked with publishers who asked them to ensure that their apps are
functioning correctly, by first releasing them on Google Play under their own accounts for
testing purposes. Once the publishers are satisfied with how the apps perform, they acquire
the apps, add consent screens, privacy policies, and any SDKs they need before releasing
the apps under the publishers’ accounts. Thus, apps are initially made available to users
without sufficient measures to protect their privacy. One explained:

“the apps in our account, they are just tests. When the game gets to a stage where privacy
becomes relevant, we would hand over the game to our publisher” (C3).

Participants believed that this helps them become compliant, since publishers handle
privacy compliance to maintain their reputations. Medium-size companies could be either
startups, who have small development teams and no access to lawyers, or companies that
are owned by larger companies that offer them access to their legal teams. Participants
who followed this model mentioned that they have apps published under their own accounts,
and they also work on a work-for-hire basis, where they develop apps and publish them
under their clients’ accounts. In these cases, privacy considerations could be handled by the
publisher or the developer, depending on the terms of their contracts:

“If there are technical tasks to implement privacy, we take care of it, like permissions. Other
times, we don’t have any say in what they do” (C21).

5.5 Discussion

Through this research we show that most developers lack a good understanding of the data
collection behaviors of their own apps, and as a result, often end up violating privacy laws.
Many of these issues stem from the use of third-party SDKs. While code reuse is a good and
accepted practice, it adds a layer of complexity that often leads to “supply chain issues.”
Given developers’ lack of awareness of the behaviors of various third-party SDKs, it is clear
that they need access to more usable compliance-checking and auditing tools. The lack of
proper guidance led developers to search for workarounds to satisfy app store requirements,
such as using copied privacy policies, removing apps from DFF or delegating compliance
decisions to app publishers who lacked sufficient understanding of compliance requirements.
Indeed, a common theme amongst small-to-medium size organizations was the burden of
compliance and being ill-equipped to meet it:

“It is overwhelming for small businesses to check all the regulations. It is not difficult to
comply if you know that you ticked all the boxes, but you need to understand which boxes
you need to tick.” (C27)
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“Nobody wants not to be compliant with this stuff, but everything requires technical devel-
opment which can take time and effort.” (B6)

“It is a lot of work for small companies as we are limited in time & money for lawyers.”
(A38)

We also observed that app stores play a substantial role in how developers both learn
about relevant privacy laws and assess whether their apps are in compliance. For example,
the fact that Google Play currently does not check whether child-directed apps obtain “veri-
fiable” parental consent before collecting personal data for prohibited purposes could explain
why developers were not aware of that legal requirement. The lack of a rigorous auditing
process by the store left developers with the belief that their apps were in compliance when:

• their methods to obtain parental consent could be bypassed by children, or

• the third-party SDKs embedded in their apps were collecting identifiers without ap-
propriate privacy controls.

Nonetheless, developers believed that they were in compliance because they had not been
told otherwise. Because participating in the DFF program was not actively enforced for
child-directed apps, many developers also simply ceased participating in the program when
they faced notices of noncompliance, rather than fixing the underlying issues.

Participants who also developed iOS apps found Apple’s review process to be more thor-
ough and recommended that Google adopt a similar approach. Prior work found that child-
directed apps available on the iOS App Store shared data with fewer advertisers compared to
Android apps [137], which could be due to differences in app review processes. App review
should include a mandatory checklist that helps developers understand how to comply and
provides pointers to SDK compliance options that need to be configured. While Google Play
now provides a list of acceptable child-directed advertising SDKs, it does not enforce config-
uring them for compliance with relevant privacy laws, nor does it provide information about
how to correctly do so. In the absence of this, developers appear to believe—incorrectly—
that by choosing SDKs from this list, compliance is a given.

SDK providers should coordinate with app stores to enable providing timely and up-to-
date advice to developers on how to exclude data collected from child users from being used
for prohibited activities. This would relieve developers from having to search SDK documen-
tation for compliance advice, which was shown to be challenging [203]. Since developers were
found to keep using default settings of third-party SDKs [154], modifying these settings to
be privacy-preserving (e.g., serving only contextual ads) would also help reduce the burden
of compliance.

Developers require actionable guidance, but for that guidance to be productive, it has
to not introduce more burden on developers by making sure that it is accurate, timely, and
easy to understand. Notifying developers about issues that turn out to be false positives not
only negatively impacts revenues and reputations, but might also lead developers to not act
on future recommendations. Several developers stated that they wanted to be provided with
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guidance soon after they upload their apps to the stores, since they expressed difficulties
with resolving privacy issues after having moved on to working on other apps or when some
engineers are no longer available to maintain existing apps. They also preferred that app
stores be more transparent about the criteria they use to audit apps so that they can adjust
their processes accordingly:

“we’re forced to submit our app for review, get rejected several times, and figure out what’s
wrong on our own” (B70).

App store messaging at the various stages of the app submission process should therefore
be leveraged to educate developers about their compliance responsibilities. While preparing
apps for submission, developers could be presented with information about their compliance
status with applicable laws and educated about the potential consequences of not complying.
The stores could also reward developers by including badges that show their apps’ compliance
status to users. Effective implementation of compliance indicators could motivate developers
to work harder on improving the privacy of their apps in order to improve their reputations
on the store and be assured that they are indeed in compliance.

Finally, while app developers are ultimately responsible for their apps’ compliance, far
greater levels of compliance could be achieved if the central app stores provided both better
guidance and enforcement, as they are best positioned to do so. While we offer recom-
mendations about how centralized app stores could offer better guidance and centralized
compliance checking, future research is needed to iteratively examine how best to offer this
guidance.

5.6 Limitations

This work was not without limitations. The most obvious of which is our reliance on self-
reported data (as is the case with all surveys and interviews). While the response rate
to our unsolicited emails was relatively low, it was consistent with response rates to other
unsolicited surveys. Even though our sample included individual developers as well as de-
veloper organizations of various sizes, it is possible that those who chose to respond were
not representative of all developers of child-directed Android apps.

To compare our sample to the broader developer population, we selected a random sample
of developers of child-directed apps who did not participate in our study, and then tested one
app per developer, which we selected at random. We compared these results with one app
selected at random from the developers who participated. We found that 14.6% of the apps
included in the random sample contained potential issues (95% CI=8.9%–22.1%), whereas
we identified potential issues with 26% of study participants’ apps (95% CI=18.5%–34.7%).
Despite the appearance of more potential privacy issues amongst our participants’ apps, the
developers who participated were amongst the more popular developers of child-directed
apps. This could suggest that popular apps contain more privacy issues, but a measurement
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study that includes a much larger sample of apps is needed to validate this relationship,
which we leave to future work.

Our results should not be interpreted as suggesting prevalence of specific developer pri-
vacy misconceptions or behaviors. We believe that our sample is representative of the broader
developer population, but much more insight would have been uncovered had we recruited
more individuals within each of the developer organizations that participated. This was not
possible, however, given how challenging it is to recruit all those who are involved in compli-
ance processes. We promised to analyze collected data anonymously, but given that privacy
compliance is considered a sensitive topic, it is likely that many developers preferred not to
participate. For the same reason, it is also possible that some of those who participated could
have provided inaccurate information that cannot be validated by analyzing their apps or
reading their privacy policies. Our observations can therefore be used as likely explanations
of how privacy compliance is being handled by developers of child-directed apps, though it
remains unclear how representative these explanations are of the industry as a whole.

5.7 Conclusion

In this chapter, we presented the results of our investigation of the privacy compliance
processes followed by development organizations who published child-directed apps on the
Google Play Store [111]. We distributed two research surveys to these developers, conducted
semi-structured interviews with 27 individuals who contributed to developing their child-
directed apps, and analyzed the actual privacy behaviors of the child-directed apps they
made available on the store. Overall, the results of our mixed-methods research study show
that many developers were not fully aware of the data practices of their apps and trusted
that Google Play [111] would notify them about privacy issues that might lead them to be in
violation of applicable privacy regulations. We also found that improper use of third-party
SDKs is enabling transmission of children’s personal data and leading to disclosure issues
in privacy policies. Despite developers’ familiarity with the privacy regulations that were
applicable to their apps, they did not demonstrate sufficient understanding of their privacy
compliance obligations and struggled with addressing privacy issues that were reported to
them by the store. These findings emphasize the need for usable tools that can reduce the
burden of privacy compliance on developers by helping them take informed decisions on how
to identify and address privacy compliance issues early in their development processes.
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Chapter 6

The Effect of Platform Policies on
App Privacy Compliance: A
Large-Scale Study of Child-Directed
Apps

6.1 Introduction

Regulations in both the United States [30, 61] and Europe [66] require that child-directed
online services provide heightened privacy protections for their users. Investigating the effects
these regulations have had on the behaviors of child-directed online services has been the
subject of several prior studies (e.g., [36, 64, 65, 90, 91, 137, 150, 185, 229]). For example,
in 2018, Reyes et al. [189] conducted a large-scale analysis of the network traffic generated
from nearly six thousand child-directed mobile apps and showed that the data collection and
sharing behaviors of 57% of them rendered them potentially in violation of the Children’s
Online Privacy Protection Act (COPPA), a US law that has existed for over 25 years. The
identified violations were due to incorrect data transmission, consent handling, disclosure,
and software configuration practices of the general developer population [44, 68, 89, 165, 215,
223, 226]. These findings have motivated regulators, such as the Federal Trade Commission
(FTC) [92], to take action; this included new rulemaking efforts [63], as well as enforcement
actions (e.g., [1, 2, 3]).

Industry has also taken notice: both major mobile platforms adopted new policies to
help app developers comply with COPPA and other applicable privacy laws [222]. In this
chapter, we examine how Google has changed its policies to improve privacy amongst child-
directed Android apps [49, 50], and whether this resulted in greater levels of compliance
with applicable privacy regulations. For example, all developers are now required to prepare

This work resulted in a research paper that will appear in the proceedings of the 25nd Privacy Enhancing
Technologies Symposium (PETS 2025) [4, 17].
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privacy labels—“data safety labels” in Google’s parlance [51]—that disclose their apps’ data
handling practices, developers of child-directed apps can now only embed third-party adver-
tising Software Development Kits (SDKs) approved by Google [123], and cannot collect the
Android Advertising ID (AAID) from children [49]. Research has shown that developers’
understanding of their compliance obligations under applicable privacy regulations is influ-
enced by the stringency of platform policy enforcement efforts [16]. While Google has made
various changes to its developer policies over the past five years [50], to our knowledge, the
real-world impact of these changes on the privacy-related behaviors of child-directed apps
has not previously been studied. Understanding the effects of policy changes on the pri-
vacy practices of child-directed apps is essential for shaping future policy efforts aimed at
regulating the practices of other types of apps.

We conducted a systematic large-scale analysis of the extent to which child-directed An-
droid apps are potentially in violation of the Google Play Store policies [49]. We specifically
focused on measuring the prevalence of privacy issues that would render developers in vi-
olation of these policies, and which can also be considered potential violations of privacy
regulations (e.g., COPPA). We measured the prevalence of privacy issues related to:

• collecting or sharing personal data from children,

• making inaccurate disclosures in apps’ privacy labels [51], and

• using privacy configurations of third-party SDKs embedded in child-directed apps in
potentially-violative ways (e.g., that result in user profiling and/or behavioral adver-
tising).

We also supplement our technical analyses with the results of a follow-up developer survey
to gather additional explanatory data. In this chapter, we answer the following research
questions:

RQ 1 Have the updates made to the Google Play Store policies resulted in improved compli-
ance rates among child-directed apps?

RQ 2 How prevalent are third-party SDK privacy misconfigurations among child-directed
apps?

RQ 3 How prevalent are data safety label disclosure mistakes among child-directed apps?

RQ 4 Are developers giving sufficient consideration to recently-introduced privacy controls
(e.g., third-party SDK privacy configurations and Google Play’s data safety labels) in
their development processes?

Through our analysis of 7,377 child-directed apps tested from early February to early
July of 2023 and a comparison of our results with those of Reyes et al. [189], we observe an
overall improvement in the privacy practices of child-directed apps. For example, we show
that the number of apps that transmitted AAIDs decreased from 59% to 8.8% and those
that collected geolocation coordinates decreased from 3% to 0.1% [189].

However, we also find that developers are still struggling with understanding the be-
haviors of third-party SDKs, which led many of them to be unable to prepare accurate
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privacy labels for their apps. While the adoption of some of the third-party SDK privacy
configurations has increased, there were child-directed apps that were still using third-party
advertising SDKs which are not allowed by Google Play’s families policies [119, 123], as
well as incorrectly configuring those that are (i.e., included on Google’s list of self-certified
SDKs [123]).

The results of our survey support these findings: 60% did not use technical testing tools
to identify the data types that need to be disclosed in their privacy labels; while 74% of
respondents were familiar with third-party SDK privacy configurations, 64% stated that
using them was challenging. While new platform policies have largely been effective at
increasing compliance amongst child-directed mobile apps, more work needs to be done
to educate developers about the responsible (and legal) use of third-party SDKs vis-à-vis
relevant privacy regulations.

6.2 Background

This section describes the Google Play policies [177] that are applicable to child-directed apps
and briefly summarizes the kids provisions of COPPA [61], GDPR [66], and the CCPA [30].
The latter is included to demonstrate how the privacy issues that we investigated would be
considered potential violations of platform policies as well as privacy regulations.

COPPA, GDPR, and CCPA

The Children’s Online Privacy Protection Act (COPPA) [61] regulates the practices of online
services used by users under the age of 13 in the US. It applies to services that have actual
knowledge of their use by child users or use any type of content that can attract them [62].
Depending on the purpose of collecting personal data, COPPA might require obtaining
verifiable parental consent prior to doing so (e.g., opting in to behavioral advertising) [61,
62].

Services operating in the US targeting child users in California are additionally required
to comply with the kids provisions of the California Consumer Privacy Act (CCPA) [30].
The sale of personal information collected from those under 13 is considered a violation of
these provisions if parental consent is not obtained [30].

Similarly, the General Data Protection Regulation (GDPR) [66] has provisions that aim
to protect the privacy of users below 16 years of age in the EU. According to Article 6 of the
GDPR, online services collecting personal data from users in the EU are required to have
one of the six legal bases defined by the GDPR for data processing, which include fulfilling
legal obligations, serving legitimate interests, and having user consent [66]. For services that
are targeted at child users, the GDPR has additional provisions in Article 8 that state that
user consent cannot be relied upon as a legal basis unless services are able to verify that they
obtained it from guardians [66].
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These three privacy regulations have common disclosure and consent requirements that
apply to child-directed apps, which are also reflected in Google Play’s families policies [49].
For instance, obtaining affirmative parental consent before transmitting personal data to
third parties for certain purposes is required under COPPA [61], can be used as a basis for
data processing under the GDPR [66], and can be used to justify selling children’s data to
third parties under the CCPA [30].

Google Play Store Policies

Publishing apps on Google Play is subject to security and privacy policies [50, 177], which
have been in alignment with the requirements of privacy regulations. While research has
shown that they are insufficiently enforced [16, 189], developers cannot submit their apps to
the store without:

• certifying that they are compliant,

• indicating their apps’ target audiences,

• providing links to their privacy policies, and

• disclosing whether they use advertisements [120, 121, 176].

Google Play extended its policies in 2022 to also require making certain disclosures about
apps’ data practices in the form of privacy labels [51] (Section 6.3). While it is unclear
whether and how Google Play checks the accuracy of these disclosures, Google Play still
considers making inaccurate disclosures a “deceptive” practice [47, 53].

Google Play also requires developers to disclose their apps’ data collection and sharing
behaviors in their privacy policies, ensure that users’ explicit consent is obtained before
transmitting their personal data (for certain uses), and aviod insecure communications [46,
118]. The policies also regulate the use of persistent and resettable identifiers that allow
tracking of users (e.g., AAIDs, BSSIDs and IMEIs) [117, 119]. For advertising, developers
can only use the AAID, which can be reset using system settings [117]. For it to preserve
this property, Google Play prohibits “linking” it to non-resettable identifiers and requires
obtaining consent before transmitting it with other types of personal data [45, 46, 54].

Google Play’s Designed for Families (DFF) program introduced additional policies that
apply specifically to child-directed apps [49, 119, 120]. They prohibit collecting certain types
of personal data (e.g., AAIDs and geolocation data) and protect access to them through
Android permissions (e.g., the AD ID and ACCESS FINE LOCATION permissions) [49, 119].
Alternatively, developers can use the “app set ID” (Section 6.4) for permitted purposes
(e.g., analytics), which has better privacy properties compared to existing identifiers (e.g.,
AAIDs or IMEIs) [117, 119]. Accordingly, the families policies prohibit transmitting app
set IDs alongside AAIDs (or other persistent identifiers) or using them to enable behavioral
targeting [54].

The policies also restricted the use of third-party advertising SDKs in child-directed
apps [48, 52, 119]. Apps whose primary audience is children are only allowed to embed
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specific SDKs and versions listed in Google Play’s list of self-certified providers (e.g., not
older than 4.0.1 for Unity Ads [85]) [123]. The SDKs included in this list ostensibly either
do not perform behavioral advertising or user profiling, or include configurations that allow
disabling that functionality for children. Accordingly, developers are required to correctly
configure these SDKs for child-directed treatment [48, 52, 119, 123] (Section 6.3). For
example, in apps that target Android versions 12 and below, where the AD ID permission
does not exist, use of these configurations is necessary to prevent collecting AAIDs by these
third parties [35, 74].

6.3 Methodology

This section explains how we identified and tested a large corpus of child-directed apps, as
well as the heuristics we used to quantify the prevalence of potential policy violations in
these apps.

Identification of Child-Directed Apps

We scraped the Google Play Store to identify apps that:

• were advertised as compliant with the Google Play Store Families program or Google
Play’s Teacher Approved program (i.e., their app listings included the statement “Com-
mitted to follow the Play Families Policy” [49]1 or the “Teacher Approved” badge [175]);
or

• had titles or descriptions that included keywords that signified that children are among
their target audiences.

To do so, we identified a set of keywords that we expected to help us find child-directed
apps on the store and then searched for them in apps’ titles and descriptions. These are:
“kid,” “baby,” “babies,” “preschool,” “school,” “ABC,” “kindergarten,” “first grade,” “sec-
ond grade,” “third grade,” “fourth grade,” “fifth grade,” “coloring,” “learn,” “spelling,”
“child,” “children,” “toddler,” “alphabet,” and “math.” We chose them based on an initial
analysis of the titles and descriptions of a subset of child-directed apps that we identified
through manual searches.

Using the previously-described process, we identified 11,490 apps that appeared to be
child directed. Since our keyword searches could have resulted in false positives, as a sanity
check, we manually examined the results and excluded apps that did not appear to be child
directed. This review allowed further confirming that the apps are child-directed based on
information communicated in their titles, descriptions, Google Play badges, or screenshots
that featured characters that were likely to be attractive to children. We then crawled the
Google Play Store over two different periods of time in 2023 to collect two complementary

1We considered these apps as enrolled in Google Play’s Designed for Families (DFF) program.
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datasets containing the identified child-directed apps that we queued for testing and their
associated metadata (Section 6.3).

Testing of Child-Directed Apps

We used dynamic app testing methods established in the literature to capture network traffic
data and decode transmissions exchanged between the tested apps and remote end-points [16,
102, 103, 115, 149, 189, 190]. Each app was run for 10 minutes on a custom version of Android
and fed auto-generated input by Android’s Application Exerciser Monkey [80]. To obtain
visibility into encrypted traffic, we instrumented the functions that the tested apps used
to read or write to TLS sockets, which allowed observing data before encryption and after
decryption.

We then searched for encodings and permutations of personal information (e.g., AAIDs,
Android IDs/SSAIDs, app set IDs, Firebase installation identifiers [FIDs], and geolocation
coordinates) in the network traffic that we were able to observe in plaintext. We addi-
tionally used regular expressions to find privacy signals in communications exchanged with
third-party SDK servers (Section 6.3). To perform static analysis, we relied on Android
tools [75], such as the Android Debug Bridge (ADB) [72] and the Android Asset Packaging
Tool (AAPT) [71]), to identify the Android versions targeted by the apps and the permissions
they requested (Section 6.4).

As a pilot, we queued the apps identified in Section 6.3 for dynamic testing from early
February to early March of 2023 using Google Pixel 3a phones running Android 12 in Califor-
nia. We then worked on improving our instrumentation to fix some issues that we detected
in the pilot study, and added support to detect the app set ID [76] and additional types of
personal data. We then used that improved instrumentation for a second round of testing.
Of the apps that we initially identified as being child directed, many apps could not be
installed during testing. We determined that this was due to a combination of factors: some
apps were not available in our region, some were paid, some had been removed from the
store during the period between identifying child-directed apps by scraping the Play Store
website and queueing them for testing a few months later, and others were not compiled for
our particular hardware configuration.2

From mid-May to early July of 2023, we re-queued all of the previous apps for testing
and added 302 additional apps that we subsequently identified using the same methodology.
However, in addition to many apps not being available to download for the reasons previously
described, we also found that not all of the apps that we initially tested were still available.

2While Android 13 was the most recent version of Android available at the time of testing, we wanted to
examine a prior version that did not regulate access to the AAID via the permissions system, allowing us to
examine whether SDK privacy settings were being correctly configured by app developers. This still allowed
us to examine whether apps targeting Android 13 were using the new AD ID permission by performing static
analysis on the AndroidManifest.xml file. More importantly, at the time of our testing, 85% of Android
users were using a version older than 13 [201], and therefore testing Android 13 would not necessarily be
representative.
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Table 6.1: Breakdown of the apps tested during the two testing periods.

First
dataset

Second
dataset

Union of
two datasets

# of tested child-directed apps 6,797 4,975 7,377

# of DFF-badged apps [49] 3,095 (45.5%) 3,085 (62.0%) 3,684 (49.9%)

# of teacher-approved apps [175] 1,334 (19.6%) 983 (19.8%) 1,590 (21.6%)

# of apps whose titles indicated that they are tar-
geting kids

2,520 (37.1%) 1,940 (39.0%) 2,776 (37.6%)

# of apps whose descriptions indicated that they
are targeting kids

6,044 (89.0%) 4,372 (87.9%) 6,521 (88.4%)

This resulted in reducing the number of apps that we were able to successfully test in the
later round of testing. For this reason, we decided to also report on the pilot results, when
appropriate. Table 6.1 provides more details on the number of apps successfully tested in
both rounds of testing.

We tested a total of 7,377 unique apps released by 3,390 unique developers, cumulatively
installed by 11.5 billion devices at the time of testing. Sixty-eight percent of the 7,377 apps
were categorized as educational apps by the store. After comparing the two datasets, we
found that 4,395 apps were tested in both testing rounds, 2,402 were tested only in the initial
pilot, and 580 apps were only tested in the second testing round. We revisited the apps that
we were not able to install in our second round of testing and found that this could have
resulted from Google enforcing a new policy that prevented apps targeting Android versions
older than 11 (API levels below 30) from being installed on devices running more recent
Android versions [38, 55, 79, 122].

The difference between the number of apps successfully tested in the two runs could also
be explained by the existence of apps that were not available on the store at the time of
testing, or apps that their developers converted them from free to paid apps or made them
no longer available for use from California. Figure 6.1 provides a timeline showing when
our datasets where collected and when relevant policies were introduced (more details are
included in Appendix D.5).
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Figure 6.2: Overview of our data collection approach.

Figure 6.1: Timeline showing when relevant Google Play’s policies [177] were introduced.

In Section 6.4, we report on all 7,377 unique apps tested, while considering the most
recent versions of apps that we tested in both testing rounds (when two different versions of
the same app were tested). We also indicate when certain analyses apply to only one dataset
(e.g., developers’ adoption of the app set ID, which was only measured during the second
round). Whenever possible, we additionally compare our results to those reported by Reyes
et al. [189] to understand the how the Google Play policies that were introduced since 2018
impacted the privacy practices of child-directed apps. We chose Reyes et al. [189] as a basis
for our temporal comparisons since we targeted the same population of apps and employed
similar app testing methods. Figure 6.2 summarizes our data collection approach.

Testing of Privacy Configurations

Google Play requires developers of child-directed apps to configure third-party SDKs for
compliance with applicable privacy regulations [48, 123]. Privacy configurations offered by
third-party SDKs can help developers signal to data recipients that:

• personal data was collected from a child user,

• it was collected from a region where the provisions of a specific privacy regulation
apply, or that

• a user has not consented to using their data for certain purposes.
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Chartboost [82], for example, provides a client-side method, addDataUseConsent, which can
help developers comply with COPPA, GDPR, or the CCPA by setting three correspond-
ing privacy flags (coppa, pidatauseconsent and us privacy) in outbound transmissions.3

Figure 6.3 provides an example of a server-side configuration provided by ironSource [131].

Figure 6.3: ironSource’s [131] server-side COPPA control.

We tested the privacy configurations offered by a number of third-party SDKs that were
either on Google’s list of self-certified advertising SDKs [123] or were found to be used in
child-directed apps in prior work (e.g., Meta’s analytics and advertising SDKs [160]) [189].
We examined whether their terms of service allowed integrating them in child-directed apps,
and for those that did, we identified the privacy controls that their documentation ask app
developers to use. We then integrated these SDKs in prototype Android apps we created
and used each of the identified privacy configurations to observe how their usage manifested
in network traffic. This allowed us to:

• understand how SDK providers expect their SDKs to be configured in child-directed
apps (including mixed-audience apps),

• extract the privacy flags that get included in inbound4 or outbound transmissions as
a result of using privacy configurations,

• build an understanding of how each possible flag is set,

• identify the correct values that developers are supposed to use, and

• build a corpus of API endpoints corresponding to all of the tested SDKs.

We also investigated the default values of each identified flag, the interactions between dif-
ferent privacy flags (e.g., setting coppa to true resulted in changing consent to false in
some of our tests), and the specific configuration usages that would prevent collecting certain
types of data (e.g., AAIDs).

We then searched for the identified privacy flags within the captured network traffic of
our tested child-directed apps. We complemented our traffic searches with Frida-based [184]

3According to Chartboost’s developer documentation [82], developers can disable targeted advertising
by setting the values of coppa to “true,” pidatauseconsent to “0,” or us privacy to “1NY-.”

4In some cases, inbound transmissions reveal server-side privacy configurations.
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instrumentation to monitor the invocation of client-side SDK privacy methods and their pa-
rameters by apps. For example, developers of apps using ironSource’s advertising SDK [131]
can use the setMetaData method to set a number of privacy flags (e.g., correctly set
is child directed to true). Our approach enabled detecting when privacy configurations
were used by different third-party SDKs integrated in the apps we tested and not necessarily
called by first-party code (e.g., in case a developer is using a number of ad networks through
ad mediation).

We also explored whether the design of privacy configurations impacted developers’ level
of adoption and enabled transmitting personal data from children (Section 6.4). For example,
we found third-party SDKs that transmitted AAIDs to their servers, even when privacy
configurations were correctly used by app developers. While the personal data included in
these transmissions were flagged as collected from children, which signals to recipients that
they should not be used for behavioral advertising, the mere collection of unused personal
data may be at odds with the data minimization requirements of privacy regulations, such
as GDPR [166], as well as Google Play’s policies [119].

Analysis of Data Safety Labels

Since late July 2022, the Google Play Store has required disclosing apps’ privacy practices
in standardized privacy labels [51]. To do so, developers fill out a questionnaire that asks
them to provide details about their apps’ data transmission and handling practices before
they submit their apps to the store [51, 176]. Using the questionnaire, they can choose from
a set of pre-defined data types (e.g., “Device IDs or other IDs,” “Location,” and “Personal
Info”) and purposes of data collection or sharing (e.g., “App functionality” and “Advertising
or marketing”), which then get disclosed as part of their app listings [51]. As part of this
process, they are also expected to follow a specific criteria defined by Google Play to indicate
whether each disclosed data type is collected or shared,5 and whether encryption is used for
communication security [51]. Examples are provided in Appendix D.4.

We evaluated whether developers of child-directed apps are able to prepare accurate
privacy labels. To do so, the labels for the apps in our corpus were scraped at the time of
testing. We then inspected them to understand whether the personal data that we observed
being collected or shared were accurately disclosed. For that, we identified the domain
names that we observed receiving personal information from the apps that we had tested
to identify the recipient, and then reasoned about the data collection purpose by examining
their website, API documentation, and contents of the transmission. For apps that did not
use TLS in their transmissions that contained personal data, we also examined whether
doing so was accurately disclosed in their privacy labels.

We followed three heuristics to obtain a lower bound for the number of apps that had
disclosure mistakes in their data safety labels. First, we looked for whether each transmitted

5Google Play’s specification for data safety labels details the circumstances under which a data trans-
mission should disclosed as collection or sharing (e.g., data types transmitted to analytics services should
be disclosed as collected data types since such services are considered service providers) [51].
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data type was disclosed in apps’ privacy labels, regardless of whether the data types were
disclosed as collected or shared. Second, we considered “Analytics”, “Personalization” and
“Advertising” as similar purposes because a number of third-party recipients’ policies state
they will use received data for more than one of these purposes (e.g., Unity Ads [84, 206],
ironSource [127, 130], Start.io [200] and Meta [152, 160]). Third, we looked for whether a
purpose of data collection and/or sharing was disclosed at all, regardless of whether it was
disclosed for the specific data types that we observed being transmitted.

6.4 Results

In this section, we measure the prevalence of various privacy issues across child-directed
apps. Overall, we observe a decrease in the number of apps that transmitted personal data
to first- or third-party recipients or did not use TLS. However, we also show that the use of
third-party SDKs is still contributing to other transmission and disclosure issues.

Access and Collection of Personal Data

We observed that 828 (11.2%) of the 7,377 apps transmitted AAIDs, geolocation data, WiFi
MAC addresses, router MAC addresses, router SSIDs, names, or email addresses to first-
or third-party recipients. Of these apps transmitting personal data, 44% (363 apps) were
DFF-badged and 8% were teacher-approved. Across the two testing periods, 172 apps (21%
of 828 observed transmitting personal data) released new versions which we observed no
longer transmitting certain types of personal data during the second testing round. Of the
657 apps that continued to transmit personal data during the second testing round, 39%
were DFF-badged and 8.5% were teacher-approved.

The transmissions that contained personal data were either initiated by the tested apps or
system processes, such as Google Mobile Services (GMS) [20] and Google Services Framework
(GSF), which can be called by apps to request certain functionality. We also observed GMS
and GFS transmit AAIDs, SSAIDs, and FIDs [77] to app-measurement.com alongside app
package names,6 which allows Google to gather analytics data at scale. Additionally, 368 apps
transmitted FIDs alongside AAIDs to app-measurement.com, which allows linking these two
identifiers (Figure D.3). Of these 368 apps, 234 (63.6%) were advertised as compliant with
DFF; for 284 of these apps (77%), Google was the only recipient of personal data.

Table 6.2 provides details on the number of apps that transmitted each type of per-
sonal data captured by our instrumentation. It also illustrates how these numbers change
after excluding the apps that ceased transmitting the same types of personal data in their
subsequent versions. Figure 6.4 shows the top 20 recipients of personal data (excluding

6Each Android app is uniquely identified by its package name, which also allows it to be located in the
Google Play Store.
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Table 6.2: Number of unique apps that transmitted personal data across all the tests.

Data type # of apps [all app
versions] (N=7,377)

# of apps [most
recent app versions
only] (N=7,377)

Reyes et
al. [189]
(N=5,855)

Apps

Android Advertising IDs
(AAIDs)

824 apps (11.2%) 652 apps (8.8%) 3454 apps (59%)

Android IDs (SSAIDs) 720 apps (9.8%) 611 apps (8.3%) NA

Geolocation data (exclud-
ing IP location)

7 apps (0.09%) 7 apps (0.09%) 184 apps (3%)

WiFi MAC 2 apps (0.03%) 1 app (0.01%) NA

Router BSSIDs 2 apps (0.03%) 2 apps (0.03%) 101 apps (2%)

Router SSIDs 2 apps (0.03%) 2 apps (0.03%) 148 apps (2.5%)

Names 1 app (0.01%) 1 app (0.01%) NA

E-mail addresses 1 app (0.01%) 1 app (0.01%) 107 apps (1.8%)

Phone numbers none none 10 apps (0.17%)

App set IDs (N=4,975) 562 apps (11.3%) 562 apps (11.3%) NA

Firebase installation ID
(FIDs)

2115 apps (29%) 2080 (28.2%) NA

GMS/GSF
AAIDs 702 apps (9.5%) 666 apps (9%) NA

SSAIDs 8 apps (0.11%) 7 apps (0.09%) NA

FIDs 579 apps (8%) 556 apps (7.5%) NA

SSAIDs, app set IDs, and FIDs)7 across the 7,377 apps. Other less common recipients in-
clude Umeng [212] (8 apps), OneSignal [171] (7 apps), Singular [194] (7 apps), Applifier (6
apps), and Kochava [192] (4 apps).

In the following sections, we summarize our results for each type of personal data and
compare our findings with those of Reyes et al. [189], to directly compare how COPPA
compliance has likely changed over the intervening years.

Identifiers

Google Play lists a number of identifiers that child-directed apps are not allowed to col-
lect [119]. Our results show that many child-directed apps collected AAIDs and two collected
WiFi MAC addresses, both of which are prohibited because they allow long-term tracking
of child users (see Table 6.2).

AAIDs. More than 11% of the 7,377 apps transmitted AAIDs, 172 of which released
updated versions that stopped transmitting AAIDs in the second round of testing. Compared
to the analysis conducted on 5,855 DFF apps by Reyes et al. [189], our results show a
noticeable decrease in apps that transmitted AAIDs. While 59% of the apps analyzed by
Reyes et al. [189] did so, our results show that this percentage decreased to 8.8% (652 apps).

7We excluded these identifiers because they are unique to each app installation, and therefore do not
directly allow for users to be tracked across apps and services.
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Figure 6.4: Top 20 data recipients across all app tests.

In recent versions of Android (13 or later), AAIDs cannot be accessed unless the AD ID

permission is declared [117, 191]. To examine whether apps are able to use AAIDs, we
statically analyzed apps’ APK files to identify apps that either targeted older Android versions
(i.e., targetSdkVersion below 33) or declared the AD ID permission when targeting recent
Android versions. Of the 7,377 apps, 1,460 (20%) targeted Android 13 or 14, whereas the rest
targeted older versions that allow accessing AAIDs by default. Furthermore, 578 of the 1,460
apps did not target Android 13 or 14 in our pilot tests, but updated their apps to do so in
our recent tests. Similarly, 341 of the apps that targeted Android versions below 33 updated
to Android 12 (i.e., targetSdkVersion 31 or 32) and 16 apps downgraded from Android
13 to a lower version, therefore they were still able to access AAIDs without declaring the
permission.

Of the 1,460 apps, 617 (42%) declared the AD ID permission. However, the permission
was also declared in 1,284 of the apps that targeted Android versions older than 13 (i.e., the
permission is not needed for accessing AAIDs in these versions). This could be explained by
having:

• third-party SDKs that declare the permission embedded in these apps, or

• developers mistakenly declaring the permission in their apps when following third-party
SDK integration instructions targeted at those whose apps target Android 13.

We also found 257 apps that added the AD ID permission in their recent versions and 124
apps that updated their apps to remove it. Of the 652 apps that transmitted AAIDs (see
Table 6.2), only 84 apps (13%) needed to use the AD ID permission because they targeted
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Android 13, whereas the rest (568 apps) targeted older Android versions. Of the 1901 apps
that declared the AD ID permission, 70% were DFF-badged at the time of testing.

WiFi MAC addresses. Only 2 apps transmitted WiFi MAC addresses, one of which
did not do so in its updated version. Both of them were not DFF-badged. One of them
shared AAIDs, SSAIDs and WiFi MAC addresses with Umeng [212], enabling tracking of
children by linking different AAIDs that belong to the same device or SSAIDs associated
with different app developers (Figure D.4).

SSAIDs. Android IDs were transmitted by 720 apps, 109 of which stopped doing so in
their recent versions. While SSAIDs cannot be relied upon for tracking users across apps
released by different developers since the release of Android 8 in 2017, they can still allow
tracking, as their values do not get reset after apps get uninstalled or updated but rather
only due to a factory reset of the device [70]. Additionally, transmitting SSAIDs alongside
certain types of personal data to the same recipients is considered a violation of Google’s
policies [45]. Across all the apps we tested, SSAIDs were transmitted alongside AAIDs (168
apps), FIDs (26 apps), WiFi MAC addresses (2 apps), and router SSIDs (1 app) to first- and
third-party recipients such as Unity3d [206], Chartboost [58], and Yandex [225]. In total,
191 apps included at least one type of personal data with SSAIDs in the same transmissions
to domains other than app-measurement.com.

AAIDs were transmitted alongside FIDs (13 apps), fine location coordinates (3 apps),
WiFi MAC addresses (1 app), router BSSID (1 app), or IP location (1 app) to the same
recipients. These included Amplitude [19], AppsFlyer [214], Yandex [225], and Umeng [212].
Thus, the total number of apps that transmitted AAIDs alongside location data (including
router MAC addresses), FIDs, SSAIDs, or WiFi MAC addresses to domains other than
app-measurement.com is 179 (2.4% of 7,377). Sharing these data types alongside AAIDs
allows converting resettable AAIDs to persistent identifiers that can be used for long-term
tracking, as it allows recipients to link AAIDs that belong to the same device after they
have been reset. However, Reyes et al. [189] showed that more than 66% of the 5,855 apps
they tested shared a persistent identifier (e.g., IMEIs or SSAIDs in Android versions that
are older than 8) alongside AAIDs. This shows a drastic decrease in the number of apps
that are attempting to link AAIDs to other types of personal data (RQ1), particularly those
that might persist over time (e.g., router MAC addresses or fine location coordinates).

Location Data

Seven apps transmitted geolocation coordinates, three of which transmitted approximate
geolocation coordinates only whereas the rest transmitted exact geolocation coordinates.
Additionally, we identified another 34 apps that transmitted or received IP location (e.g.,
using IP geolocation services such as ipwhois.io [126]), but we did not consider them as
cases of data leakage since relying on IP addresses for obtaining user locations does not
often lead to finding accurate user locations. However, 194 apps declared at least one of
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Android’s location permissions (see Table 6.3). Thus, even though only 7 apps transmitted
fine or coarse location coordinates, the number of apps that had the capability of accessing
children’s location data exceeded that number. We also found 160 apps that potentially
violated Google Play’s policies by declaring the ACCESS FINE LOCATION permission, which
allows accessing child users’ exact locations [49].

However, our results also suggest a considerable decrease in the number of apps that
have the capability of accessing location data. We observed that only 2.6% of the apps
we tested declared ACCESS FINE LOCATION or ACCESS COARSE LOCATION whereas 12% of the
apps tested by Reyes et al. [189] declared one of these permissions. Additionally, only 9 apps
collected coarse or fine geolocation coordinates or seemed to have the capability of knowing
users’ approximate or exact locations using router MAC addresses or router SSIDs, whereas
Reyes et al. [189] identified 256 apps that collected these types of data (see Table 6.2).

Table 6.3: Number of apps that declared Android permissions.

Permission # of apps (N=7377)

READ EXTERNAL STORAGE 2793 apps (38%)

AD ID 1901 apps (26%)

CAMERA 688 apps (9.3%)

READ PHONE STATE 605 apps (8.2%)

ACCESS FINE LOCATION 160 apps (2.2%)

ACCESS COARSE LOCATION 152 apps (2.06%)

READ MEDIA IMAGES 122 apps (1.7%)

GET ACCOUNTS 116 apps (1.6%)

READ MEDIA VIDEO 103 apps (1.4%)

READ MEDIA AUDIO 94 apps (1.3%)

READ CONTACTS 34 apps (0.46%)

ACCESS MEDIA LOCATION 4 apps (0.05%)

ACCESS BACKGROUND LOCATION 2 apps (0.03%)

BODY SENSORS 2 apps (0.03%)

READ PHONE NUMBERS 2 apps (0.03%)

READ SMS 0 apps (0%)

BODY SENSORS BACKGROUND 0 apps (0%)

Contact Information

Only one app collected names and email addresses. The app, which was DFF-badged, trans-
mitted these two data types to (www.googleapis.com). None of the apps in our corpus trans-
mitted phone numbers. We investigated the number of apps that declared GET ACCOUNTS

or READ PHONE STATE, which are the permissions that regulate access to names, email ad-
dresses and phone numbers. We found 605 and 116 apps that declared READ PHONE STATE and
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GET ACCOUNTS, respectively. This shows the actual number of apps that had the capability of
accessing these data types, and also confirms the decrease in the number of apps that could
access children’s contact information when compared to the results of Reyes’s et al. [189]
investigation in 2018. While only 8% of the apps we tested declared the READ PHONE STATE

permission, 30% of the apps tested by Reyes et al. [189] did so. Similarly, Reyes et al. [189]
found the GET ACCOUNTS permission declared in 13% of the apps they tested whereas our
results show that only 1.6% of those in our corpus did so (see Table 6.3).

Thus, the main takeaway from this analysis is that while we found evidence of the decrease
in the number of apps that transmitted or were able to access personal data, third parties
were still able to track children (RQ1). This was likely caused by the use of third-party
SDKs that triggered the transmission of device identifiers.

TLS Usage

We also investigated the extent to which the apps secure their inbound or outbound com-
munications using the Transport Layer Security (TLS) protocol. Only 51 of the 7,377 apps
contained personal data in their inbound or outbound communications that were not secured
using TLS (SSAIDs: 18 apps, location data: 16 apps, AAIDs: 12 apps, FIDs: 10 apps, and
WiFi MAC: 1 app). For 22 of them, personal data was transmitted to first-party recipients
only, whereas the recipients of personal data for the 29 remaining apps were third parties
such as InMobi [125] and Umeng [212] (two of these apps contained personal data in their
unencrypted communications to first-party servers as well). For location data, only one of
the 16 apps included fine GPS coordinates, whereas the remaining 15 apps only contained IP
location in their unencrypted communications. Twenty-one of the 51 apps were DFF-badged
whereas 6 of them were teacher-approved.

While these percentages show that Google Play still publishes apps that are not fully
utilizing TLS, they also suggest that the majority of apps are doing so. Thus, finding that
less than 1% of apps did not fully adopt TLS shows an increase in the adoption of TLS in
the past few years (RQ1), as Reyes’s et al. [189] showed that 40% of child-directed apps
suffered from communication insecurity due to not using TLS.

Effects of Platform Policies

In this section, we analyze how Google Play’s recent policies impacted developers’ use of
third-party SDKs in child-directed apps and app set IDs as an alternative to other device
identifiers. We also evaluate the extent to which DFF-badged apps are compliant.

Use of Third-party SDKs

We observed third-party advertising SDKs that are not on Google’s list of self-certified
SDKs [123] being used in child-directed apps, including SDKs provided by Meta [160], Yan-
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dex [225], and Start.io [199]. Other apps shared personal data with providers of analytics
SDKs which do not allow the use of their SDKs in child-directed apps (e.g., Flurry [94, 95]).

In the following, we analyze developers’ correct and incorrect adoption of third-party
SDK privacy configurations in child-directed apps (RQ2). These include server- or client-
side configurations aimed at communicating to third-party SDK servers whether: (1) children
are among apps’ target audiences, (2) COPPA, GDPR, or CCPA provisions are applicable,
(3) users provided consent to data sharing or sale of personal information, or (4) developers
instructed the SDK to stop collecting certain types of personal data (e.g., AAIDs). Detailed
measurements are provided in Tables 6.4, 6.5, 6.6 and 6.78.

Configurations for child-directed treatment. We investigated the use of COPPA-
related privacy configurations in all apps that communicated or shared personal data with
third-party servers contacted by the SDKs we tested (Section 6.3). Given that Google’s
policies prohibit collecting AAIDs from children [49], we focused on understanding whether
developers correctly used privacy configurations for third-party SDKs embedded in their
apps and whether correct usage of such configurations affected sharing of AAIDs collected
from children with third-party servers (Section 6.3).

We found Meta’s advertising SDK [160] being used in 24 apps, 20 of which transmitted
AAIDs while incorrectly setting Meta’s COPPA flag [151] to false and none of them set it to
true. However, we observed higher levels of adoption of COPPA-related privacy configura-
tions offered by a number of other third-party advertising SDKs, including ironSource [128],
Unity [85], Google Admob [11], and AdColony [9]. Of the 299 apps that communicated
with ironSource [128], 94% correctly set is coppa or is child directed to true, which are
based on one mandatory server-side configuration and an optional client-side configuration,
respectively [131]. Of the 56 apps that transmitted AAIDs to ironSource [128] servers, 73%
used at least one of these configurations correctly, 16% used them incorrectly, and 11% did
not use them at all. Developers who use ironSource [128, 129] as an ad mediation platform
are also offered a set of optional privacy signals that can be propagated to their selected
ad provider (e.g., Applovin AgeRestrictedUser for developers of child-directed apps who
instruct ironSource [128, 129] to request ads from AppLovin [25]). We identified 191 apps
that correctly used at least one of these configurations and none that incorrectly did so (see
Table 6.4, and 6.5).

Of the 741 apps that communicated with Unity [85], 61% signaled that their apps were
used by children through Unity’s server-side configuration. Only 20 of these correctly-
configured apps transmitted AAIDs to Unity, whereas the remaining apps that transmitted
AAIDs to Unity either signaled that they were not child-directed (36 apps) or did not set
a signal in their transmissions (73 apps). Sixty-five percent of apps that communicated

8In the last column of these tables, we demonstrate the number of apps that shared AAIDs when privacy
configurations were used correctly, incorrectly or not used by using this notation [correctly configured,
incorrectly configured, configuration not used].
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with InMobi [56, 125] similarly signaled that COPPA applies to their apps, 15% of which
transmitted AAIDs to InMobi [125].

For Google Admob [11], we monitored the use of setTagForChildDirectedTreatment
and the related setTagForUnderAgeOfConsent, which are client-side configurations. The
values of tag for child directed treatment and tag for under age of consent are set
based on these configurations, respectively. We found that at least one of these configurations
was used correctly by 37.5% of the 3,147 apps that communicated with doubleclick.net

or another of Google’s domains, which is fundingchoicemessages.google.com.9 Of the 64
apps that shared AAID with one of these endpoints, 32 apps set one or both of these signals
to their correct values, 29 apps signaled that they were not child directed, and 3 apps did
not include any of these signals in their communications.

For AdColony [9], we monitored the use of two signals that are set based on client-side
configurations (coppa required and is child directed), and a coppa signal which is set
based on a setting on AdColony’s [9] dashboard. Of the 158 apps that communicated with
AdColony’s endpoints, 93% correctly used at least one of these configurations. Of the 34
apps that transmitted AAIDs to AdColony, 26 apps set coppa required or coppa to true, 8
apps incorrectly set one or both of these signals to false, and none set is child directed

to true, which is a configuration provided by AdColony to prevent transmitting AAIDs [8].
The same configuration was correctly used by another 109 apps to disable the collection of
AAIDs from children.

Similarly, we searched the communications exchanged with Vungle [219] by 203 apps to
measure adoption of its is coppa signal which is based on an optional client-side configu-
ration [218], and found it to be correctly set to true by 82% of these apps. None of the
apps that correctly used this configuration transmitted AAIDs to Vungle, whereas 5 of the
apps that incorrectly used it did so. Using Chartboost’s addDataUseConsent function [58,
82] to set a coppa signal to true in outbound transmissions had a similar effect, as none
of the 39 apps that did so transmitted AAIDs to Chartboost [58]. Additionally, none of
the apps that communicated with Yandex [225] or Appodeal [26] used their COPPA-related
configurations correctly, even though neither of them are on Google’s list of self-certified
SDKs [123]. Furthermore, although AppLovin [25] is no longer included on Google’s list of
self-certified SDKs [123] and that integrating it in apps that are primarily child-directed is
against its terms of service [24], 49 apps shared AAIDs with its servers, only 6 of which
signaled that they are child-directed through a client-side configuration.

After comparing the number of apps that included COPPA-related signals set to correct
values in their transmissions with those that used the signals to communicate that that they
are not child-directed, we identified 72 apps that set different signals to conflicting values.
They either set COPPA-related signals that belong to the same SDK to conflicting values
or did so for signals that belong to different SDKs embedded in their apps. We additionally

9In certain cases, a signal was sent to one of these endpoints (e.g., doubleclick.net), but
AAIDs were sent to the other (e.g., fundingchoicemessages.google.com). Since both of them
belong to Google and Google Admob’s User Messaging Platform SDK [13] communicates with
fundingchoicemessages.google.com, we assumed that they are related.
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found developers who correctly used COPPA-related signals in some of their apps, and at the
same time incorrectly used the same signals in other of their child-directed apps. These cases
demonstrate the difficultly developers are experiencing with configuring all SDKs correctly
for child-appropriate treatment.

In 2018, Reyes et al. [189] quantified the use of COPPA-related configurations provided
by Meta [160] and Unity [85]. While they found correct usage of Unity’s COPPA configura-
tion [85] in only 16.5% of the apps that used Unity, we show that this percentage increased
to 61% (RQ1). Although our corpus included only 24 apps that embedded Meta’s advertis-
ing SDK [160], none of these apps set its COPPA flag to true. However, Meta prohibits use
of its SDK in apps that are primarily child directed; the COPPA flag is provided to identify
child users of mixed-audience apps [151]. Therefore, this suggests an improvement in apps’
privacy behaviors (i.e., a decrease in the number of apps that used Meta’s advertising SDK).

Configurations for CCPA-compliance. We observed varying levels of adoption of
CCPA-related configurations that instruct third parties not to sell users’ personal infor-
mation to other parties. Of the apps that communicated with AdColony [8], Vungle [218],
and ironSource [131], 72%, 73% and 68.5% opted out children residing in California from the
sale of their personal data, respectively. Related CCPA configurations offered by Unity [83,
85], Chartboost [58, 82], InMobi [56], Google Admob [11, 12], AppLovin [24], and Flurry [95]
received lower adoption (see Table 6.6 and 6.7). However, some of these SDKs offered server-
side configurations which did not result in transmitting discernible signals in inbound traffic,
and thus our results can be considered a lower bound for the adoption of these configura-
tions. Furthermore, it is unclear whether all of the apps that failed to correctly use these
configurations were subject to compliance with the CCPA [30]. Answering this question
might require estimating the sizes of the organizations that developed these apps, their rev-
enues or the number of California residents who used their apps, which we leave to future
work. Figure 6.5 shows the percentages of apps that included COPPA or CCPA flags in
their communications with six of the third parties whose SDKs are included in Google’s list
of certified SDKs [123].

Our results also suggest the presence of signals that communicated that users consented
to data sharing when they did not. However, since most of these signals were offered for
GDPR compliance purposes by SDK providers and our tests were conducted from California,
we leave verifying this observation to future work aimed at testing child-directed apps from
the EU.

Other configurations. We investigated the adoption of other configurations that result
in requesting non-personalized advertisements or preventing the transmission of personal
data. Unity [85] offers a server-side option that allows disabling personalized advertising
when indicating that an app is not child-directed through its server-side COPPA control.
The user.nonBehavioral is another signal, which serves a similar purpose but can be
set using a client-side configuration [85]. None of the apps that incorrectly used Unity’s
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Table 6.4: Adoption of COPPA-related third-party SDK privacy configuration for recent
app versions (flag value* denotes a privacy-friendly configuration).

Privacy flag or func-
tion

Third-party SDK [Receiving do-
main(s)]

# of
apps
that con-
tacted
the do-
main(s)

# apps per
each flag
value

# of
apps
that
shared
AAIDs

COPPA Meta Audience Network [160]
[facebook.com]

339 TRUE*: 0,
FALSE: 24

[0, 20, 0]

is coppa TRUE*: 281,
FALSE: 9

[41, 9, 6]

is child directed TRUE*: 227,
FALSE: 4

[6, 4, 46]

google family self certified sdks TRUE*: 0,
FALSE: 0

[0, 0, 56]

AdColony COPPA TRUE*: 144,
FALSE: 0

[4, 0, 52]

AdColony APP Child Directed TRUE*: 139,
FALSE: 0

[0, 0, 56]

AdMob TFCD TRUE*: 176,
FALSE: 0

[4, 0, 52]

AdMob TFUA ironSource [128]
[supersonicads.com]

299 TRUE*: 116,
FALSE: 0

[4, 0, 52]

Chartboost Coppa TRUE*: 20,
FALSE: 0

[0, 0, 56]

Pangle COPPA TRUE or 1*:
70, FALSE: 0

[0, 0, 56]

Vungle coppa TRUE or 1*:
178, FALSE: 0

[0, 0, 56]

InMobi AgeRestricted TRUE*: 171,
FALSE: 0

[0, 0, 56]

AppLovin AgeRestrictedUser TRUE*: 61,
FALSE: 0

[4, 0, 52]

META Mixed Audience TRUE*: 55 ,
FALSE: 0

[0, 0, 56]

coppa TRUE*: 430,
FALSE: 35

[9, 33, 87]

coppaCompliant TRUE*: 453,
FALSE: 38

[20, 36, 73]

appLevelCoppa TRUE*: 455,
FALSE: 37

[20, 36, 73]

calculatedCoppa Unity [85] [unity3d.com] 741 TRUE*: 454,
FALSE: 38

[20, 36, 73]

user.nonBehavioral TRUE*: 13,
FALSE: 14

[0, 14, 115]

contextualOnly TRUE*: 0,
FALSE: 492

[0, 56, 73]

coppa Appodeal [26] [appbaqend.com] 4 TRUE*: 0,
FALSE: 4

[0, 1, 0]

for kids TRUE*: 0,
FALSE: 4

[0, 1, 0]

is coppa Vungle [219] [vungle.com] 203 TRUE*: 167,
FALSE: 8

[0, 5, 7]
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Table 6.5: Adoption of COPPA-related third-party SDK privacy configuration for recent
app versions (flag value* denotes a privacy-friendly configuration) (cont.).

Privacy flag or function Third-party SDK [Receiving do-
main(s)]

# of
apps
that con-
tacted
the do-
main(s)

# apps per
each flag
value

# of
apps
that
shared
AAIDs

age restricted user Yandex [225] [yandex.net,
yandex.ru]

40 0: 0, 1*: 0 [0, 0, 16]

coppa TRUE or 1*:
110, FALSE:
44

[16, 6, 5]

applyGdprAgeOfConsent InMobi [125] [inmobi.com] 169 TRUE*: 108
FALSE: 45

[16, 6, 5]

u-age-restricted 1*: 112, 0:
7

[1, 6, 20]

coppa Chartboost [58] [chartboost.com] 91 TRUE*: 39,
FALSE: 0

[0, 0, 49]

coppa required AdColony [9] [adcolony.com] 158 TRUE*: 115,
FALSE: 7

[5, 5, 24]

is child directed TRUE*: 109,
FALSE: 0

[0, 0, 34]

coppa TRUE or 1*:
145, FALSE or
0: 10

[25, 8, 1]

tag for child directed treatment
or tfcd

3147 NaN: 44, 1*:
1159, 0: 43

[19, 2, 43]

tag for under age of consent
or tfua

Google Admob [11]
[doubleclick.net,
fundingchoicesmessages.google.com]

TRUE or 1*:
390, FALSE or
0: 41, NaN:
125

[32, 28, 4]

is age restricted user AppLovin [25] [applovin.com] 163 TRUE*: 32,
FALSE: 4

[6, 3, 40]

COPPA server-side configuration disabled personalized advertising using any of these two
configurations.

Meta’s analytics SDK [152] offers a client-side configuration that pre-
vents transmitting AAIDs, and which results in setting a privacy signal called
advertiser id collection enabled in exchanged communications. This configura-
tion was correctly used by only 22% of the apps that embedded this SDK. Similarly, 75%
of apps that communicated with ironSource [131] and 87% of those that communicated
with Vungle [218] disabled collecting AAIDs from children. We additionally found Google
Admob’s npa flag correctly used by 342 apps to disable personalized advertising, 71% of
which correctly used a COPPA-related signal (e.g., tfcd) and only 6% are of those that
signaled that they are not child-directed.

The general takeaway from our analysis of third-party SDK configurations is that de-
velopers were clearly not using all the privacy configurations that were offered to them by
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Figure 6.5: Inclusion of COPPA and CCPA flags in exchanged communications with six
third-party SDK providers.

third-party SDKs, and also did not consistently use these configurations in all of their apps.

SDK versions. In addition to specifying the third-party advertising SDKs that are allowed
to be embedded in child-directed apps, Google Play also specifies the minimum versions of
these SDKs that meet their requirements [123]. For six of the SDKs that were included
on Google’s list [123], we investigated whether allowed versions were used. Our results
suggest that 31% of the apps that integrated Chartboost [58], 28% of those that integrated
Unity Ads [85], and 10% of those that integrated InMobi [125] used a version below the
minimum version allowed [123]. The same applies to 8%, 5% and 4% of apps that integrated
AdColony [9], Vungle [219], and ironSource [128], respectively.

App Set IDs

The app set ID is an identifier that Google recently introduced to allow obtaining analytics
about app usage while preventing cross-device tracking or long-term tracking across apps
released by different developers [37, 76, 77, 78]. Unlike AAIDs, which are the same for all
apps installed on the same device until they get reset by users using system settings, app set
IDs can only uniquely identify transmissions from apps released by the same developer on
Google Play that are installed on the same device [76, 77, 78]. Unlike SSAIDs, which can
similarly identify apps associated with a specific developer on the same device, the values
of app set IDs change to new values once users uninstall all apps that share a common
app set ID value, whereas changing SSAIDs requires users to factory reset their devices [73,
78]. While Google’s policies allow using the app set ID for analytics purposes, they prohibit
using it to target ads to child users and collecting it alongside certain other types of personal
data [46, 119].
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Table 6.6: Adoption of CCPA and GDPR third-party SDK privacy configurations, and
configurations that can disable collecting personal data for recent app versions. (flag value*

denotes a privacy-friendly configuration)

Privacy flag or function Third-party SDK [Receiving
domain(s)]

# of
apps
that
con-
tacted
the do-
main(s)

# of apps
per each
flag value

# of
apps
that
shared
AAIDs

advertiser id collection enabledMeta’s event tracking SDK [152]
[facebook.com]

339 TRUE: 96,
FALSE*: 66

[0, 87,
113]

DATA PROCESSING OPTIONS null: 21,
LDU*: 0

[0, 0, 20]

DATA PROCESSING OPTIONS COUNTRY Meta Audience Network [160]
[facebook.com]

339 null: 21,
1: 0

[0, 0, 20]

DATA PROCESSING OPTIONS COUNTRY STATE null: 21,
1000: 0

[0, 0, 20]

do not sell TRUE*: 205,
FALSE: 4

[7, 4, 45]

metadata consent ironSource [128]
[supersonicads.com]

299 FALSE or 0:
102, TRUE or
1: 6

[6, 4, 46]

is deviceid optout TRUE*: 224,
FALSE: 0

[4, 0, 52]

gdpr.consent Unity [85] [unity3d.com] 741 TRUE: 9,
FALSE: 86

[4, 3, 122]

privacy.consent TRUE: 16,
FALSE*: 163

[1, 8, 120]

disable ad id Vungle [219] [vungle.com] 203 TRUE*: 177,
FALSE: 11

[0, 10, 2]

user.ccpa.status opted in:
49,
opted out*:
149

[0, 12, 0]

user.gdpr.consent status opted in:
4,
opted out:
57, unknown:
142

[1, 3, 8]

user consent Yandex [225] [yandex.net,
yandex.ru]

40 0: none, 1:
1

[0, 1, 15]
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Table 6.7: Adoption of CCPA and GDPR third-party SDK privacy configurations, and
configurations that can disable collecting personal data for recent app versions. (flag value*

denotes a privacy-friendly configuration) (cont.)

Privacy flag or func-
tion

Third-party SDK [Receiving
domain(s)]

# of
apps
that
con-
tacted
the do-
main(s)

# of apps per each
flag value

# of
apps
that
shared
AAIDs

fl.ccpa.optout Flurry [95] [flurry.com] 34 TRUE*: 0 , FALSE:
10

[0, 0, 14]

fl.report.location.enabled TRUE: 7, FALSE*: 5 [NA, NA,
NA]

gdpr consent available InMobi [125] [inmobi.com] 169 TRUE: 2, FALSE: 43 [4, 2, 21]

do not sell 1: 57, 0: 0 [0, 0, 27]

pidatauseconsent Chartboost [58] [chartboost.com] 91 0: 4, -1: 74 , 1:
4

[2, 4, 43]

us privacy 1YY-*: 21 , 1NY-*:
1 , 1NN-: 3, 1YN-:
2 , NULL: 26

[1, 3, 45]

gdpr required AdColony [9] [adcolony.com] 158 TRUE: 28, FALSE: 58 [3, 6, 25]

gdpr consent string 1: 5 , 0: 25 [3, 3, 28]

ccpa required TRUE*: 117, FALSE:
2

[8, 0, 26]

ccpa consent string 1: 6 , 0: 113 [4, 4, 26]

npa Google Admob [11]
[doubleclick.net,
fundingchoicesmessages.google.com]

3147 1*: 342, 0: 27 [6, 2, 56]

rdp 1*: 188, 0: 13 [0, 0, 64]

has user consent AppLovin [25] [applovin.com] 163 TRUE: 11, FALSE: 13 [4, 3, 42]

is do not sell TRUE*: 26, FALSE:
2

[3, 0, 46]

Of the 4,975 child-directed apps that we tested in the second app runs, 11.3% of them
(562 apps) transmitted app set IDs. However, 30% of these 562 apps generated outbound
transmissions that shared app set IDs and AAIDs (107 apps) (see Figures D.1 and D.2),
SSAIDs (67 apps), or FIDs (1 app) with the same data recipients. The top data recipients
in these cases were third-party SDK providers, such as SupersonicAds [128] (81 apps), Ad-
Colony [9] (30 apps), InMobi [125] (26 apps), AppLovin [25] (23 apps), and Chartboost [58]
(16 apps). While 69% of the 562 apps (389 apps) did not include additional identifiers in
transmissions that contained app set IDs, 12% of these 389 apps (46 apps) did not consis-
tently use app set IDs as replacement to other identifiers in all their transmissions since they
included AAIDs or SSAIDs in other transmissions.

These findings show that while apps were starting to use app set IDs as an alternative
to other device identifiers, not all apps were utilizing its privacy properties (i.e., many apps
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gave third parties the ability to link app set IDs with other personal data).

Designed for Families Badge

While complying with Google’s families policies is mandatory for all apps that target children,
adding the “Committed to follow the Play Families Policy” badge to their privacy labels is
optional [49, 51]. We examined whether having the badge displayed in apps’ privacy labels
implied developers’ compliance with a number of Google Play’s families policies. Of the
3,684 apps that used the badge, we found:

• 698 apps (19%) transmitted AAIDs, 361 (10%) of which did so to domains other than
app-measurement.com;

• 449 apps (12.2%) targeted Android 13 and declared the AD ID permission;

• 340 apps (9.2%) transmitted AAIDs alongside app set IDs, FIDs or SSAIDs to the same
recipients, 106 (2.9%) of which did so to domains other than app-measurement.com;

• 163 apps (4.4%) transmitted AAIDs to third-party advertising or analytics services
without using any of their COPPA or CCPA privacy configurations correctly10;

• 145 apps (4%) prepared data safety labels that included at least one disclosure mistake
about the personal data they transmitted;

• 97 apps (2.6%) declared the ACCESS FINE LOCATION permission;

• 89 apps (2.4%) transmitted AAIDs, SSAIDs or app set IDs to providers of third-party
advertising SDKs which are not on Google’s list of self-certified advertising SDKs [123]
(AppLovin [25] or Yandex [225]);

• 71 apps (1.9%) embedded a version of a self-certified advertising SDK (Unity Ads [85],
AdColony [9], ironSource [128], Chartboost [58], InMobi [125], or Vungle [219]) that
Google Play prohibits embedding in child-directed apps [123]; and

• 21 apps (0.6%) did not use TLS in all their communications that contained personal
data.

These percentages show that DFF-badged apps were not necessarily compliant with
Google Play’s families policies [49].

Data Safety Labels

We analyzed the data safety labels of the 828 apps that transmitted AAIDs, fine or coarse
geolocation coordinates, WiFi MAC addresses, router SSIDs, router BSSIDs, names, or email
addresses (see Table 6.2). Of these 828 apps, 491 apps (59.5%) had disclosure issues in their
labels. Of the 491 apps, 393 either did not have a label (284 apps) (Figure D.8) or had a
label that explicitly stated that no personal data is collected or shared by their apps (109
apps) (Figure D.7). Of the 207 apps that posted inaccurate labels, 200 apps did not disclose

10In our analysis, we assumed that a client- or server-side privacy configuration was not used when we
did not find the corresponding privacy signal in inbound or outbound transmissions.
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at least one of the data types we observed being transmitted and 121 apps did not have all
the correct purposes for the data types they collected and/or shared listed in their labels.
Additionally, 70% of the 207 apps had the DFF badge in their inaccurate data safety labels.
After excluding the 172 apps that we did not observe continuing to transmit certain data
types in their later versions, the number of apps that had disclosure mistakes decreased from
491 to 399 (61% of 657). Table 6.8 summarizes how this improved over time for the apps that
we observed transmitting AAIDs, location data, MAC addresses, router SSIDs or BSSIDs,
names, and email addresses.

We also investigated whether developers’ use of “Data is encrypted in transit” versus
“Data isn’t encrypted” in their labels was accurate. Of the 51 apps that did not use TLS in
transmissions that contained personal data (Section 6.4), only 20 apps disclosed that encryp-
tion was not used in their labels, whereas the rest either incorrectly stated that encryption
was used when it was not (9 apps), or did not make any disclosures about whether data
was encrypted in transit (22 apps). Five of the 20 apps initially disclosed that encryption
was used when it was not, but updated their labels to state that it was not used instead of
securing their unencrypted communications.

We also investigated whether the 2,578 apps that transmitted SSAIDs, app set IDs, and
FIDs to domains that do not include app-measurement.com disclosed doing so in their labels
and found that 57% (1472 apps) of them did not, 53 of them updated their labels to disclose
transmitting “Device IDs” whereas 42 removed this data type from their labels after our
initial tests. Of the 2,831 apps that transmitted any of the data types listed in Table 6.2
to domains other than app-measurement.com, 1,673 (59%) either did not prepare a data
safety label or posted one that did not disclose all the data types transmitted by their apps
(RQ3). Fifty-seven of the 1,673 apps fixed their labels after the first testing round to add the
relevant disclosures and 41 removed device identifiers from their labels despite continuing to
transmit them.

The improvement in apps’ privacy practices over time was also corroborated by observing
that the number of apps without data safety labels decreased from 2,189 (32%) in the first
round to 499 (10%) in the second round. Of the apps tested in both rounds, 177 of the apps
that initially did not have a label updated their app listing to publish one. Thus, the total
number of apps that did not have a data safety label in any of the two testing rounds was
2,071.

The improvements observed between the two testing rounds could have resulted from
developers reacting to Google Play’s notifications that informed them that their labels “will
be invalidated” unless they update them to include accurate disclosures about their apps’
practices by specific enforcement deadlines [198].

Our results also suggest that developers are not always able to correctly follow Google
Play’s classification of data types or purposes, or understand Google Play’s distinction be-
tween collected versus shared data types [51] when preparing their labels. For example, we
found developers who transmitted AAIDs to advertising services who considered doing so as
data collection and not sharing, or used “App functionality” as a purpose for doing so instead
of using “Advertising or marketing.” Additionally, 113 of the apps that transmitted device
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Table 6.8: Disclosure inaccuracies in privacy labels.

# of apps (N=828)
[all app versions]

# of apps (N=657)
[recent versions only]

Total number of apps that have DSL mis-
takes

491 399

# of apps that did not have DSLs 284 259

# of apps that did not disclose a data type 200 134

# of apps that did not disclose a purpose 121 96

identifiers used “User IDs” instead of “Device IDs” in their labels, which could suggest that
their developers were unable to distinguish between these two data types.

6.5 Developer Survey

We recruited developers of child-directed apps to participate in a survey approved by our
Institutional Review Board (IRB). It focused on developers’ experiences with configuring
third-party SDKs for compliance with privacy regulations and Google’s policies, and prepar-
ing their apps’ privacy labels. It also asked about the privacy guidance that they rely on (if
any) or need to satisfy their compliance obligations (see Appendix D.1). It also helped us
shed light on the phases of the development process where privacy guidance is most likely to
be used and the specific privacy guidance formats that developers would like to have (e.g.,
privacy checklists, app templates, and interactions with experts).

We used emails found in apps’ Play Store listings to invite 2,378 developers to participate
in the survey and sent invitations to developers through their publicly-available accounts on
social media. The contacted developers were part of app development organizations whose
child-directed apps were available on Google Play. To incentivize participation, we offered
respondents the option to enter a drawing for one of five $200 Amazon gift cards. We received
53 complete responses to our survey. This response rate is consistent with the rates observed
in related studies that sent surveys to the same population (e.g., [16, 88]).

Results

This section summarizes the results of our survey. For open-ended responses, two researchers
qualitatively coded them using a codebook that they jointly developed after analyzing a
subset. During this process, they frequently met to discuss coding results and resolve dis-
agreements until they reached a high level of agreement (Cohen’s κ score of 0.90).
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Working with Third-Party SDKs

Most of the respondents indicated that their apps embedded SDKs that shared personal
data with some of the third-party SDKs listed in Tables 6.4, 6.5, 6.6, and 6.7 for advertis-
ing or analytics purposes. Of the 53 respondents, 49%, 20%, 15%, and 6% used SDKs in
their apps that shared data with Google Admob [11], Unity Ads [85], Meta [152, 153], and
ironSource [128], respectively. While 74% of respondents indicated familiarity with third-
party SDK privacy configurations, only 55% used them in some or all of their apps (RQ4).
Those who did not use privacy configurations despite their familiarity with them provided
a number of justifications. They indicated that Google Play accepted their apps regardless,
that there is no need to configure SDKs included on Google Play’s of certified SDKs [123]
for compliance, that the SDKs were compliance by default or that they did not understand
how to do so.

Furthermore, 64% and 69% of respondents found configuring third-party SDKs for com-
pliance or keeping them up-to-date to be challenging, respectively. They provided a number
of reasons that can explain why not all of the apps we tested used privacy configurations
correctly (Tables 6.4, 6.5, 6.6, and 6.7). These include shortcomings in SDK developer
documentation that led developers to be unable to identify or correctly use the specific con-
figurations applicable to their apps and the operational overhead associated with keeping
up with the frequent updates made by SDK providers to their privacy configurations. One
respondent explained:

“You have to read all the manuals and find some information in the bottom spots of some
instructions which make creating these environments troublesome” (R46).

We additionally examined whether they understood the consequences of not using privacy
configurations and found that 40% said that their apps could get removed from the store as
a result. This finding further demonstrates the powerful impact that platform policies could
have on developers’ privacy practices. It shows that Google Play’s ongoing enforcement
efforts are shaping developers’ perceptions about the consequences of not addressing privacy
issues, which might subsequently lead them to improve their privacy practices. However,
45% of respondents trusted that the data collection practices of third-party SDKs would not
introduce privacy compliance issues. This could therefore explain why privacy issues that
result from developers’ use of third-party SDKs might not get addressed until developers get
notified by the store about them.

Preparing Privacy Labels

Thirty-percent of respondents found the task of preparing data safety labels for their apps to
be difficult. While 57% of respondents’ organizations dedicated parts of their development
processes to this task (RQ4), 60% did not employ traffic analysis tools to identify data
types transmitted by their apps before submitting their labels to the store. Furthermore,
45% tasked development teams with filling out Google Play’s data safety questionnaire,
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whereas the rest assigned this task to non-technical teams. This could explain the observed
discrepancies between the actual behaviors of the tested apps and their labels (Section 6.4).
Two main approaches were relied on for guidance on what to include in data safety labels,
which were third-party SDK documentation and notifications received from Google Play.
One explained:

“Sometimes we know the answer, sometimes we choose at random, .. and then we wait for
a decision from Google Play. If something is wrong, fix it and re-upload” (R31).

Only 21% of respondents believed that Google Play does not check the accuracy of dis-
closures included in data safety labels. Fifty-three percent of respondents, however, believed
that these labels should be automatically prepared by the store upon submitting their apps.
Respondents expressed challenges with mapping their apps’ data practices to Google Play’s
classification of data types [51], frequently maintaining their labels to reflect changes in their
apps’ practices, and identifying the practices of third-party that need to be reflected in their
labels. This is supported by the analysis presented in Section 6.4, as most of the observed
discrepancies were caused by sharing of personal data with third parties. One participant
explained:

“Even Google SDKs like Admob don’t provide specific answers about how to fill out the
Google data safety sheets. It is difficult to find out how to do it correctly” (R18).

Access to Privacy Guidance

Only 42% of respondents indicated that their organizations provided them with some form of
guidance on how to fulfill their privacy compliance obligations. This was mostly presented in
checklists, templates for privacy policies, or descriptions of privacy compliance requirements.
Additionally, 81% of respondents expressed their willingness to add better support for privacy
compliance in their processes once they are provided with proper guidance that can help them
do so.

In terms of the type of guidance they wanted to have, it included having privacy checklists,
reference apps demonstrating how to avoid common privacy issues, and the ability to interact
with experts who can provide specific technical or legal advice. Many also needed guidance
on how to avoid compliance issues that result from embedding third-party SDKs. Specifically,
they needed to be guided through how to use third-party SDK privacy configurations, how
to understand whether collected data would be used for prohibited purposes, and how to
identify the types of personal data collected by third-party SDKs. This provides further
support for the results of our technical analyses, which showed that most of the detected
issues were due to improper use of third-party SDKs. For example, one respondent explained
that they wanted a:

“list of identifiers used by the SDK and reference to relevant regulations for their use”
(R38).
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As for when in their development processes they would be most likely to use this guid-
ance, most respondents indicated that they would use it during the development (58%) or
testing (36%) phases of their processes. However, 57% of respondents also preferred to have
Google Play present this guidance as part of the app submission process. This provides
further evidence of the powerful impact that Google play could have on developers’ privacy
compliance processes.

The results of this survey therefore show that many developers added support for con-
figuring third-party SDKs for compliance in their development processes and were adapting
to Google Play’s requirement that asked them to prepare data safety labels for their apps.
However, they were also facing challenges with these tasks and needed to be guided through
how to correctly use these privacy controls.

6.6 Discussion

The results of this study show a drastic decrease in the number of apps that transmitted
children’s personal data or did not encrypt their communications. However, we also show
that use of third-party SDKs is still causing many types of privacy issues.

Third-party SDK developers

Misuse of third-party SDKs is still leading developers to not accurately disclose their apps’
practices and enabling sharing of children’s personal data (Section 6.4). While Google Play
made major updates to its policies in the past few years [180], these policy efforts are still
not eliminating privacy issues caused by improper use of third-party SDKs. This is also
limiting the efficacy of Google Play’s recently-introduced data safety labels [51] that aim to
provide users with higher levels of transparency. Developers’ lack of understanding of the
behaviors of third-party SDKs embedded in their apps not only allowed sharing of personal
data, but also enabled linking of identifiers, overprivileging apps, and publishing inaccurate
data safety labels (Sections 6.4).

Currently, developers of third-party SDKs are not aligning their practices with the re-
quirements of Google Play’s policies [177]. While the policies prohibit collecting AAIDs from
children, correct use of third-party SDK privacy configurations did not necessarily prevent
collecting AAIDs from children or linking it with other identifiers (see Figures D.1 and D.2,
and Tables 6.4, 6.5, 6.6, and 6.7). Use of third-party SDKs also led to sharing app set
IDs with advertising services even though the policies do not allow using this identifier for
advertising purposes [46, 119]. Such shortcomings in the designs of third-party SDKs can
lead to introducing privacy compliance issues, even if SDK privacy configurations are used
correctly.

There are improvements that can be made to the design of third-party SDK privacy
configurations to reduce the operational overhead associated with using them. These include
reducing the number of configurations that developers would need to use for each SDK and
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also standardizing the design of such configurations across the industry. As demonstrated in
Tables 6.4, 6.5, 6.6, and 6.7, third-party SDKs currently have different configurations that
can be used for different purposes, which increases the likelihood of error (i.e., misconfiguring
SDKs for compliance). Before using ironSource’s SDK [128], for example, developers need
to decide on which of its two server-side configurations and five client-side configurations to
use to comply with COPPA, GDPR and the CCPA [131].

To reduce the number of configurations, third-party SDK providers could utilize publicly-
available metadata about apps (e.g., whether they are DFF-badged or teacher-approved) to
determine whether they are primarily child-directed and disable targeted advertising accord-
ingly. This feature is currently partly supported by Google Admob [11], but not by other
SDK providers. Many privacy issues could also be eliminated once third-party SDKs use
privacy-preserving defaults that disable data sharing. While we showed an overall improve-
ment in apps’ privacy practices, more progress can therefore be achieved once third-party
SDK providers do their part in helping reduce the burden of compliance on developers.

The Google Play Store

The observed overall improvement in apps’ privacy practices is likely the result of develop-
ers adapting to changes made to Google Play’s policies over the past few years [177, 180].
This shows that Google Play is in a powerful position to influence organizational privacy
compliance practices worldwide. Given the various privacy issues that are still present in
child-directed apps, there is a need for further strengthening Google Play’s enforcement ef-
forts to protect children’s privacy. In order for these policy efforts to be effective, Google
Play might also need to utilize its powerful position to educate developers about how pri-
vacy compliance issues can be identified and addressed early in their software development
processes. To do so, the various points of interaction between Google Play and develop-
ers could be leveraged to raise developers’ awareness about how to build privacy-preserving
apps. These are mainly Google Play’s developer console [176], e-mail notifications, and
policy documentation [177].

Despite the drastic reduction in the number of child-directed apps that transmitted per-
sonal data, improper use of third-party SDKs is still the leading root cause of privacy compli-
ance issues. While Google Play is continuously improving its developer policies, it appears to
not be comprehensively auditing the practices of third-party SDKs before including them on
its list of certified SDKs [48, 123]. Instead of requiring SDK developers to self-certify their
compliance with Google Play’s policies [48], the certification process should involve per-
forming technical investigations of third-party SDKs’ data collection practices from multiple
perspectives. There are many heuristics that can be employed in this process, which include
examining the effects of using SDK privacy configurations on data collection, understanding
the extent to which SDKs are able to link different data types, and detecting whether SDKs
are using side channels to access personal data [186]. Employing a comprehensive auditing
process of SDKs’ privacy practices is therefore likely to improve the effectiveness of Google
Play’s enforcement efforts.
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Anecdotal evidence suggests that Google Play has been auditing apps’ data transmission
practices to verify the accuracy of data safety labels [197, 198]. As part of Google Play’s
ongoing enforcement efforts, developers have been receiving notifications requiring them to
update their labels once discrepancies are detected. While this approach is likely leading
many developers to fix disclosure issues detected in their labels, following a proactive ap-
proach to performing such audits by Google Play might be more effective. Google Play’s
developer console [176] can incorporate features that provide developers with real-time feed-
back about their apps’ privacy practices as part of the app submission process. This would
not only prevent developers from publishing apps that have privacy issues, but also allow
them to understand their apps’ data practices and resolve privacy issues early in their de-
velopment processes. We showed that 60% of survey respondents did not have access to
traffic analysis tools that would help them do so (Section 6.5), which emphasizes the need
for providing developers with feedback about their apps’ privacy behaviors.

Google Play’s developer console [176] could also utilize data entered during the app
submission process to provide customized privacy guidance. While Google Play has access
to data about apps’ target audiences and the countries where apps are available to users, this
data could be utilized to raise developers’ awareness about their compliance obligations (e.g.,
how disable sale of personal data). Google Play’s enforcement efforts should also prevent
developers from making inaccurate representations to users through its badging system. For
example, while the DFF badge allowed developers to communicate their commitment to
complying with Google’s policies [49, 51], we showed that even DFF-badged apps suffered
from various types of privacy issues (Section 6.4).

Regulators and Policy Makers

Most of the data sharing issues we identified resulted from failures to apply data minimiza-
tion principles by third-party SDK providers. Sharing children’s personal data even when
privacy configurations were used correctly and including different identifiers in the same
transmissions are two prominent examples. The prevalence of these issues calls for the need
of adding more restrictions to existing legal provisions that allow collecting device IDs for
certain purposes. For instance, restricting the number of identifiers that can be collected
by third parties who are relying on COPPA’s internal operations exception could lead to
further improvements in overall privacy practices [61].

Our results showed that Google Play’s policy efforts can shape privacy practices of de-
velopment organizations publishing apps from various countries of the world. Measuring
adoption of different types of SDK privacy configurations also demonstrated how developers
are responding to requirements of federal (i.e., COPPA) versus state regulations (i.e., CCPA)
in the United States. However, the effects of Google Play’s efforts on worldwide developer
privacy practices raise the question of whether enacting more privacy regulations in vari-
ous regions of the world is introducing unnecessary complexity to development processes.
Given the differences in the regulatory requirements of privacy regulations, unifying privacy
requirements of different privacy regulations enacted in one country (e.g., federal and state
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regulations in the US) or across countries is likely to reduce the burden of compliance on
developers.

While our investigations applied specifically to Android child-directed apps, our results
still show that app platforms are in a powerful position to make drastic improvements in
developers’ privacy practices. Future work could therefore explore the feasibility of aligning
platform policies with the requirements of applicable privacy regulations and the specific
roles that app platforms can play in enforcing the requirements of privacy regulations on all
app populations.

6.7 Limitations

We employed technical and qualitative methods to understand how changes in platform
policies impacted development practices. However, a few factors could have introduced a
degree of uncertainty to our results. First, while we also considered apps that are not
DFF-badged, all developers of child-directed apps are required to comply with the families
policies [49], just as they are required to comply with COPPA. For this reason, and because
we wanted to identify as many child-directed apps as possible, comparing our results to those
of Reyes et al. [189] is slightly confounded because Reyes et al. only examined apps that are
enrolled in DFF (i.e., a subset of the apps that are likely subject to COPPA). Second, traffic
obfuscation could have affected our analysis of traffic data. However, we employed advanced
de-obfuscation techniques that were verified in the literature, and therefore our results can
be considered a lower bound for the types of privacy issues that exist in general population
of child-directed apps. Third, there could have been privacy configurations that we did not
consider due to: (1) developers using old SDK versions that offered different configurations,
or (2) SDKs employing server-side configurations that do not trigger sending privacy flags.
To address this limitation, we repeatedly monitored third-party SDK documentation to test
the updates made to their privacy configurations over the past two years and tried to identify
other indicators of the use of server-side configurations (e.g., not transmitting AAIDs when
used correctly). Fourth, although Google’s list of self-certified SDKs [123] was updated after
our pilot tests to specify the minimum allowed SDK versions and remove AppLovin [25],
we included these in our measurements to understand developers’ privacy practices at that
point in time.

6.8 Ethics

The survey we distributed to app developers was IRB-approved by our university. To preserve
respondents’ privacy, we did not collect identifiable data from them other than an e-mail
address that we stored separately from the survey data. We collected e-mail addresses from
respondents who wanted to enter our drawing for five $200 Amazon gift cards, but we also
allowed developers to participate without providing their e-mail addresses. Participation in
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our survey was voluntary and informed consent was obtained from all the respondents. For
recruitment, we used the publicly available e-mail addresses posted by developers on their
app listing on the Google Play Store. When we sent our e-mail invitations, we included
an option that allowed developers to opt out from any future communications with us. We
additionally sent developers of child-directed apps invitations to participate in our survey
through the publicly-available profiles of their app development organizations that we found
on social media.

While our large-scale crawling of the Google Play Store to identify and test child-directed
apps could have put some pressure on the store, our crawling approach is consistent with
those followed in prior related studies (e.g., [189]). Furthermore, since apps were downloaded
over a long period of time (i.e., several weeks) using a few number of Android devices, it is
unlikely that our approach had negative effects on the store.

6.9 Conclusion

In this chapter, we presented the results of a comprehensive investigation of the privacy
practices of child-directed apps that were available on the Google Play Store in 2023. Based
on comparisons of our results with those observed by a related study conducted in 2018, we
provide evidence of continuous improvements in the behaviors of the population of Android
child-directed apps. This is likely due to the major changes that were made to Google Play’s
policies over the past few years and developers becoming increasingly aware of their privacy
compliance responsibilities. However, we also show that the community is yet to address
one of the leading causes of privacy compliance issues, which is developers’ inabilities to
use third-party SDKs in ways that do not negatively affect their compliance with platform
policies and applicable privacy regulations.

This is contributing to the persistence of the same types of privacy issues that were
observed a few years ago (e.g., sharing of device identifiers with third parties) [189]. It is
also negatively affecting the effectiveness of app set IDs and leading to the prevalence of
disclosure issues in data safety labels, both of which are recently-introduced interventions
aimed at providing users with higher levels of privacy. Furthermore, while adoption of third-
party SDK privacy configurations is increasing, developers were still struggling to correctly
and consistently use configurations applicable them across all their apps. The results of a
follow-up developer survey showed that while developers made changes to their development
processes in response to recently-introduced platform policies, use of third-party SDKs was
still introducing challenges that are leading to disclosure and configuration issues. Taken
together, our findings demonstrate the need for providing developers with actionable privacy
guidance and shed light on how Google Play can further strengthen its policy enforcement
efforts.
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Chapter 7

Designing Actionable Privacy
Guidance: A Study of Privacy
Checklists

7.1 Introduction

The results of the technical and qualitative analyses presented in Chapters 5 and 6 demon-
strated the nature of privacy compliance issues being introduced in app development pro-
cesses and explained the reasons why such issues were introduced by developers. They also
showed the real-world complexities developers are experiencing while trying to build apps
that are compliant with applicable privacy regulations and app market policies. To ensure
compliance with the requirements of applicable regulations and policies, developers are as-
sumed to identify applicable privacy requirements, understand how they apply to their apps,
and make necessary adjustments to their development processes accordingly. Based on these
requirements, their responsibilities might involve implementing proper consent mechanisms
in their apps, limiting the transmission of certain types of personal data from users, adding
relevant disclosures to privacy policies or privacy labels, or configuring third-party SDKs for
privacy compliance.

However, we also showed that developers were unable to translate privacy requirements
into actionable tasks that can then be given sufficient consideration in their development
processes. The results of the survey and interview studies discussed in Chapters 5 and 6
provided a number of explanations, which include developers’ inabilities to:

• stay up-to-date with applicable privacy compliance requirements, and

• understand whether their use of third-party SDKs is introducing privacy compliance
issues.

These challenges led many developers, and particularly those who cannot afford to hire legal
experts, to consider their apps compliant with all applicable privacy regulations as long as
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the privacy issues that existed in their apps were not flagged as policy violations by the
Google Play Store [111].

Our qualitative investigations also demonstrated developers’ willingness to address pri-
vacy compliance issues that exist in their apps once they are provided with usable privacy
guidance that can help them understand how to do so. Currently, developers who are inter-
ested in understanding their privacy compliance obligations are referred to lengthy documen-
tation provided by the Google Play Store [177], SDK providers, and government websites.
Thus, translating such privacy guidance to actionable tasks not only requires developers to
dedicate time and resources to this challenging task, but also have special expertise in pri-
vacy compliance, which makes privacy guidance inaccessible to many developers. While the
Google Play Store [177] is providing developers with some privacy guidance when they notify
them about the existence of certain types of privacy issues in their apps, the results presented
in Chapters 5 and 6 showed that developers did not always understand the types of privacy
issues reported to them or how to fix them. These findings emphasize the importance of
understanding the limitations of privacy guidance that developers are currently relying on
and designing alternative forms of privacy guidance that address these limitations.

To that end, we followed an iterative process to design an interactive tool that generates
privacy checklists for mobile apps, which can then be used by developers in their app devel-
opment processes. We also conducted 20 interviews with developers who published apps on
the Google Play Store [111] to obtain feedback on how to further improve our tool to make
it more suitable for their development workflows. We chose to focus on privacy checklists
for the following reasons:

• they were recommended as a possible intervention by many developers who participated
in our previous survey and interview studies (see Chapters 5 and 6),

• they were proven to be effective at reducing error rates in other domains (e.g.,
medicine [98, 116, 138]), and

• they are being offered in online sources, including law databases such as Bloomberg
Law [39] and WestLaw [221], yet it is unclear whether using them would be effective
at helping app developers identify and address common privacy compliance issues.

During the interviews, we also asked participants about the sources of guidance that they
used for understanding their privacy compliance obligations and the specific forms of privacy
guidance that they need. To further understand the extent to which existing forms of privacy
guidance are effective, we also recruited lawyers to participate in an anonymous survey that
inquired about the types of privacy advice they provide to software developers (e.g., whether
they use privacy checklists available in law databases). Our goal was to answer the following
research questions:

RQ 1 What are the main sources of privacy guidance that are being used by developers of
Android apps?

RQ 2 Would app developers be willing to use privacy checklists within their existing devel-
opment processes?
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RQ 3 If so, what are the design requirements for privacy compliance checklists targeted at
Android app developers?

In this chapter, we explain the process we followed to design an initial version of a
privacy checklist, which we then used as a basis for implementing a tool that generates
privacy checklists for mobile apps. We then discuss our findings in regards to the design
requirements that can be considered when designing this type of privacy guidance.

7.2 Methodology

We designed an initial version of a privacy checklist aimed at helping app developers address
privacy issues before releasing their apps on the Google Play Store [111]. The checklist was
designed based on our review of the basic privacy compliance requirements of a number of
privacy regulations and the Google Play Store policies [177], and our observation of the types
of privacy issues that were commonly introduced in development processes in our prior studies
(see Chapters 5 and 6). It included items that aimed to remind developers to implement
proper consent mechanisms, disclose collection or sharing of personal data in privacy policies
and Google Play’s data safety labels [51], configure third-party SDKs for privacy compliance,
and handle users’ personal data in accordance with applicable regulations and policies. It
also explicitly mentioned that it is designed for research purposes only, and therefore not
meant to provide developers with legal advice. This checklist is included in Appendix E.1.

We recruited five developers of child-directed apps to participate in semi-structured in-
terviews, which took from 60 to 90 minutes (an average of 80 minutes). We compensated
participants $30 Amazon gift cards for their participation in this round of interviews. Dur-
ing the interview sessions, we shared with participants our privacy checklist and asked them
to provide feedback on each of its items and suggestions for improvement. Our aim was
to evaluate the extent to which the content of our privacy checklist is understandable to
app developers and understand whether developers would be willing to follow the provided
guidance. We also asked about the types of privacy guidance they use in their daily work
and discussed with them the extent to which these types of guidance were helping them
understand how to fulfill their privacy compliance obligations. The interview questions are
included in Appendix E.4.

Interactive Privacy Checklist

The results of our thematic qualitative analyses of the data collected through the five inter-
views helped us identify a preliminary set of design requirements for privacy checklists, which
we then used to design and implement a tool that generates privacy checklists customized
to mobile apps. Our tool asks developers a number of questions about their apps (examples
are provided in Appendix E.2), and then generates privacy checklists customized to the apps
in question. The questionnaire part of the tool mainly asks app developers about:
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• The countries where their apps are available to download by users.

• The audiences targeted by their apps.

• The types of data transmitted by their apps to first or third-party recipients.

• The Android permissions declared in their apps.

• The third-party advertising and analytics SDKs integrated in their apps.

Based on the answers provided by developers to the questionnaire, the tool would then
generate a privacy checklist containing a list of checklist items that are relevant to their
app(s). This allows shortening the generated checklist items to only present privacy guidance
that is relevant to the app in question, and also alleviates developers from the burden of
identifying applicable privacy guidance.

Since the results of our prior qualitative investigations demonstrated the difficulty devel-
opers are experiencing with navigating third-party SDK documentation, we also implemented
the tool such that it generates privacy guidance relevant to embedded third-party SDKs. For
this purpose, we selected a set of popular third-party advertising and analytics SDKs, and
then read their developer documentation to identify the types of data they collect by default
and also the privacy configurations offered to developers to control data collection and/or
sharing. Then, we implemented the tool such that it generates checklist items that are
based on what we found in third-party SDK documentation. This covered guidance related
to disclosing the sharing of certain types of personal data in privacy policies and data safety
labels, using third-party SDK privacy configurations to control data sharing, and obtaining
user consent before allowing the transmission of personal data.

Therefore, we implemented the tool such that it generates privacy checklists that mainly
provide developers information on the following:

• Privacy regulations that might apply to their apps.

• In-app privacy features that they might need to consider implementing in their apps
(e.g., consent screens or age gates).

• Data types that should be disclosed in their apps’ privacy policies or data safety labels.

• Collection of third-party SDK privacy configurations that are relevant to their apps.

• Dangerous Android permissions which they might need to remove from their apps.

Figures 7.1, 7.2, 7.3, and 7.4 provide examples of checklist items generated by our tool
(more examples are provided in Appendix E.3). After implementing the tool, we recruited
15 app developers for a second round of interviews to further understand how to design
actionable privacy guidance (two of them participated in the first round of interviews as
well). In this round of interviews, we started by asking developers a set of questions about
the types of privacy guidance they used and then asked them to use our tool to generate a
privacy checklist for one of their apps. This allowed us to observe developers while they used
our tool to generate a privacy checklist for one of their apps during the interview sessions.

Prior to conducting the interview sessions, we asked developers to share with us the apps
that they wanted to generate a checklist for during the interview sessions. This allowed us
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Figure 7.1: A checklist item generated by our tool providing guidance on disclosure of data
sharing in privacy policies.

Figure 7.2: A checklist item generated by our tool providing guidance on configuring
Chartboost’s SDK [58] for privacy compliance in a child-directed app.

Figure 7.3: A checklist item generated by our tool providing guidance on updating
third-party SDKs to comply with Google Play’s policies [177].

Figure 7.4: A checklist item generated by our tool providing guidance on removing Meta’s
advertising SDK [160] from apps that are targeting children only.

to test participants’ apps beforehand to understand their privacy practices and use that as
a basis for our discussions with participants during the interview sessions. By doing so, we
were able to observe how they would use our tool, whether they would be able to answer all
the questions included in the questionnaire, and whether they would find the content of the
generated checklists helpful to them.

Given that we designed the tool to generate checklists that include privacy-related tech-
nical and legal information, we also aimed to understand the extent to which developers
believed that the included content is relevant to their responsibilities. Similar to what we
did in the first round of interviews, we also asked them to:

• evaluate the types of privacy guidance currently available to them,

• discuss with us the types of guidance they need, and

• provide feedback on the content of the checklists they generated using our tool during
the interview sessions.
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These interviews took from 60 to 120 minutes (an average of 93 minutes). Interview
participants were recruited through the e-mails published as part of app listings on the
Google Play Store [111] and social media. They were offered $80 Amazon gift cards for
their participation in this round of interviews. Our studies were IRB-approved by the ethics
committee at our university.

After conducting the first round of interviews, two researchers followed an iterative
process to build a codebook that was then used to perform thematic analysis of the
transcribed interviews. The codebook consisted of 40 codes, which covered codes such
as consulted-online-resources, privacy-checklist-actions-to-take, privacy-guidance-limitations,
and guidance-sdlc-phase.

We followed the same process to analyze the remaining 15 interviews, which resulted in
adding 42 codes to the codebook. The additional codes allowed capturing details related
to whether developers were able to identify privacy issues that existed in their apps after
using our tool (e.g., privacy-checklist-positive-effect), whether their organizations already
used privacy checklists (e.g., existing-checklists-usage-scenarios), and whether they would
be willing to incorporate checklists in their development processes (e.g., privacy-checklist-
willingness-to-use).

Two researchers used the final codebook, which consisted of 82 codes, to independently
code all the interview transcripts. During this process, they frequently met to discuss their
coding results for each of the interview transcripts and resolve disagreements. In Section 7.3,
we present the results of our qualitative analysis of the 20 interviews, conducted in the two
rounds with the 18 developers.

Survey of Lawyers

We also designed an anonymous survey that we targeted to privacy lawyers involved in
advising mobile app developers on how to comply with privacy regulations. Our goal was
to understand the nature of interactions that take place between developers and their legal
advisors, and identify the types of privacy guidance that were reaching developers from their
advisors. Our survey included questions about lawyers’ experiences with advising mobile app
developers on how to comply with privacy regulations (e.g., COPPA [61], the GDPR [66], and
the CCPA [30]). We asked about how lawyers provided privacy guidance to app developers
(e.g., whether they used documented guidance or communicated their guidance in discussions
with developers) and how developers used the provided guidance to fulfill their compliance
obligations.

For those who indicated that they provided their clients with documented forms of privacy
guidance, we additionally asked about the format of that guidance (e.g., privacy checklists
versus templates for privacy policies) and the type of content included in the provided guid-
ance. We also included questions about the challenges experienced by lawyers when trying
to communicate privacy advice to developers and their recommendations for how to improve
the quality of such communications. The survey questions are included in Appendix E.5.



CHAPTER 7. DESIGNING ACTIONABLE PRIVACY GUIDANCE: A STUDY OF
PRIVACY CHECKLISTS 136

We distributed our survey on social media sites and sent e-mail invitations via mailing
lists of lawyers (e.g., members of bar association privacy interest groups). We received
responses from 14 lawyers to our survey, which we discuss in the following section. Our
survey was approved by our IRB.

7.3 Results and Analysis

Of the 18 developers who participated in our interviews, 14 were involved in developing
child-directed apps whereas the rest developed apps that targeted general audiences. Seven
of the participants worked as independent developers, seven were part of small or medium
size organizations (between 10 and 50 employees), and four worked for organizations that
have more than 50 employees. Below, we present the results of our thematic analysis of the
collected data, focusing specifically on:

• identifying the challenges developers are experiencing when using existing sources of
privacy guidance,

• understanding the extent to which privacy checklists could address these challenges,
and

• discussing how privacy guidance targeted to developers should be designed.

Existing Sources of Privacy Guidance

In the following, we list the main sources of privacy guidance used by the developers who
participated in our interviews.

Professional Legal Advisors

None of the independent app developers who participated in the study consulted lawyers.
Of the 11 developers who were not working independently, two participants had dedicated
legal teams and another two participants consulted external lawyers. However, three of the
four who used professional legal advice from internal or external counsel explained that their
advisors were not actively involved in all decisions that relate to privacy compliance. They
mainly helped with drafting their privacy policies or provided advice on how to comply with
the Google Play Store policies [177]. Our results also suggest that independent developers do
not have the resources that allow them to seek professional legal advice. Three independent
developers explained why they never consulted privacy lawyers:

“I will come to this point at the stage when my apps start earning money.” (P11)

“Maybe if I am in the top 10 in the app store developing apps with millions of revenue,
maybe I will consult lawyers.” (P2)
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“It is maybe a 100 to 200 dollars a month startup cost, and one of the ways to keep cost
down is not to use lawyers.” (P9)

Online Resources

Most participants mentioned relying on the developer documentation provided by Google
Play [177] as their main source for privacy guidance. Many also referred to online forums
and social media to learn about how other developers addressed certain privacy compliance
issues. However, developers mainly used these resources to understand how to comply with
the Google Play Store policies [177], and did not often specifically seek guidance on how
to comply with each of the privacy regulations applicable to their apps. Some also trusted
that following guidance provided in Google Play’s documentation [177] is sufficient for un-
derstanding how to comply with applicable privacy regulations. For example, even though
Google Play’s documentation explicitly states that developers are responsible for ensuring
that their apps comply with applicable privacy regulations [49], one participant explained:

“We refer to Google developers’ website where Google provides guidelines on how to follow
COPPA, how to follow California privacy guidelines and the European privacy guidelines.”
(P8)

The guidance provided by Google Play [177] also seems to influence the extent to which
development organizations that are not based in the United States or Europe are familiar
with privacy laws that are applicable to their apps. Our results suggest that the emphasis
placed on COPPA [61] in Google Play’s guidance [177] led developers to be more familiar
with COPPA [61] compared to other applicable privacy laws. However, this also led other
developers to incorrectly believe that their apps are compliant with COPPA [61] once they
are accepted for inclusion on the Google Play Store [111]. Two participants explained how
they learned about COPPA [61]:

“I do not think that our company follows CCPA or GDPR because I never heard of these
terms in our company. I have heard of COPPA, it is from Google and our company relies
on that only.” (P15)

“Because of the news and also the guides of Google Play and Admob, we know this COPPA
law.” (P8)

Developers also mentioned using online services that helped them generate privacy poli-
cies for their apps. They appreciated having such tools that allow them to generate privacy
policies customized to their apps without having to dedicate time to writing their privacy
policies. One of the developers who worked independently explained how they used such
services:
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“I was extremely glad when I found a service that asked me ‘is your app for kids?’ Yes, ‘is
your app showing blood?’ No. So I was creating my privacy policy with this service and to
be honest I did not read the content at the end.” (P11)

Another online resource that we found to be used for guidance on privacy compliance
is ChatGPT [59]. Five participants explained that they used ChatGPT [59] for various
purposes, which include generating their privacy policies, understanding what disclosures to
include in their apps’ data safety labels, or resolving technical issues that were detected in
their apps. It was additionally used when developers were seeking further explanation on
privacy guidance found on government websites (e.g., FTC’s guidance on COPPA compli-
ance [61]), third-party SDKs’ privacy policies, and Google Play’s policies [177]. Participants
provided examples demonstrating how they used ChatGPT [59]:

“So we are just asking ChatGPT about the particular things like saying why are we getting
these rejections from the play store.” (P13)

“I have a privacy policy page, which was generated by ChatGPT ... I am not sure if it is
compliant with the regulations and policies.” (P6)

“I’ll go to the COPPA page by the government that has all the regulations, I’ll take all that
content, give it to ChatGPT and then I will have it review whatever I need it to review.”
(P9)

Privacy Guidance Developed Internally

Google Play’s ongoing enforcement efforts also led organizations to develop resources for
privacy guidance that they required their engineers to follow so that their apps do not
get rejected by the store. These include templates for privacy policies, checklists to be
followed before uploading apps to the store, and sample code for consent screens. Developers
explained that they used lessons learned from repeated rejections of their apps by the Google
Play Store [111] to build these resources to avoid facing the same rejections in the future.
However, most of them also indicated that these internally-developed resources were not
reviewed by legal advisors, as they merely served to help them comply with the Google Play
Store policies [177]. Participants explained the types of content included in these internally-
developed resources:

“These are just the failures we received after submitting some of our apps to Google Play,
we kept adding these failures, and that became our checklist.” (P17)

“We have a checklist, .. and whatever we learn from Google, we add to that checklist.”
(P15)

“We already had a template for our privacy policy, and we just had to replace the name,
and it used to work for all of our apps.” (P12)
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In total, five participants who were not working as independent developers indicated
that checklists were used in their development processes. For four of them, checklists were
developed by someone in their organizations based on their understanding of Google Play’s
policies [177], and one of them used a checklist for GDPR [66] compliance that they received
from a law firm. Three of the four participants whose checklists were developed by their
organizations explained that their checklists were maintained by their seniors, who were
responsible for updating their checklists’ content to reflect changes in privacy requirements
(e.g., updates made to Google Play’s policies [177]). The fourth participant indicated that
developers in their organization create customized checklists during the planning phases of
each of their apps, which they then follow during subsequent phases to help them comply
with Google Play’s policies [177]).

Participants also explained that checklists helped them ensure that privacy requirements
are consistently followed across all their projects and teams, and facilitated privacy-related
discussions with their managers. One participant provided an example of how they used
their checklist:

“Before coming out with a new version release, we go through the list and see whether we
are adhering to whatever we are supposed to adhere to and if Yes then only we submit the
build for release.” (P3)

Our results suggest that Google Play’s ongoing enforcement efforts not only led organiza-
tions to develop resources that their personnel can use for privacy guidance, but also improved
developers’ familiarity with their compliance obligations. During the interviews, developers
provided details about some privacy issues that led their apps to get rejected by the Google
Play Store [111] (e.g., sharing of advertising IDs with third parties and missing disclosures
in their apps’ data safety labels). Developers’ efforts to resolve these issues by reading
Google Play’s policies [177], referring to the links included in the messages received from
Google Play, and submitting required details through the Google Play console [176] seemed
to have improved their understanding of privacy compliance requirements. For example, one
participant explained why they decided to implement an age gate in their mixed-audience
app:

“Google has this guideline saying that if your app attracts both children and older audiences,
then you should implement an age gate and you should show ads based upon the age of the
user.” (P8)

However, this also led other developers to not fix privacy issues that they knew existed in
their apps until they received notifications from the store telling them to do so. For example,
when we asked one participant about the reason why they did not disclose in their app’s data
safety label that their app shared personal data with Google Admob [107], they explained:

“We already know that we are collecting data. So this is wrong but they do not stop me, so
I put no data collected and go on.” (P2)
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Other developers mentioned that Google Play’s messaging improved their familiarity with
privacy requirements, but that they were still struggling with understanding how to apply
these requirements to their apps (e.g., needing guidance on how to obtain user consent). This
shows that Google Play’s ongoing enforcement of privacy requirements is shaping attention
to privacy compliance in app development processes. Developers might therefore be more
likely to dedicate resources to complying with requirements of applicable privacy regulations
that are enforced by Google Play, compared to those that are not.

Referring to Popular Apps

Reviewing the privacy practices of apps that were published in similar categories on the
Google Play Store [111] or were highly popular on the store was another source of privacy
guidance used by app developers. Participants followed this approach when they needed to
prepare their privacy policies, understand how to design age gates, and decide on how to
obtain user consent. For example, a developer of child-directed apps mentioned referring to
apps published by PBS Kids [173], which is a developer of popular child-directed apps on the
store, for guidance on how to verify whether children or parents were using their app. We also
observed that this practice was not only adopted by independent developers, but also others
who were part of app development organizations whose development processes dedicated
resources to researching the practices of similar apps that were published on the store. For
example, one participant explained why their app’s privacy policy missed disclosures about
its data sharing practices:

“I just take a similar app which has lots of downloads. I trust that they did it well and I
just copy things.” (P11)

Limitations of Existing Privacy Guidance

Our thematic analysis of the interview data allowed us to identify a number of factors
that made it challenging for app developers to follow privacy guidance offered by Google
Play [111], official documentation of third-party SDKs, or government websites. Most de-
velopers indicated that they were unable to dedicate time to finding privacy guidance that
is relevant to them in these resources, particularly due to the amount of content that is in-
cluded in them. They also mentioned that much of the guidance provided in these resources
included information that they could not understand, either because it used legal terms that
they were not familiar with or targeted developers with special technical expertise. Par-
ticipants explained some of the challenges they experienced when they tried to use these
resources:

“I ignore policies.., because they are very long. They are good for courts, for lawyers, for
these people but not for me.” (P6)

“It felt like I was reading a file that is written for lawyers.” (P16)
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“There are some words which we are not commonly using, so we do not understand the
meaning of these words.” (P17)

Developers who attempted to follow privacy guidance provided in existing sources ex-
plained a number of reasons that made it difficult for them to understand how to take action
to improve their apps’ privacy practices. One of which was the lack of sufficient technical
guidance on privacy compliance that can help developers understand how to resolve privacy
issues that existed in their apps. Developers found existing technical guidance to be either
incomplete, outdated, or not optimized to reduce implementation effort. They also indicated
that they often were only able to find generic privacy guidance that was scattered across
multiple sources, leading them to be unable to synthesize this guidance and understand
how to apply it to their apps. Another reason was having privacy guidance presented in
lengthy text only while not using other formats that could make it easier for developers to
consume privacy guidance. These reasons discouraged developers from following existing
privacy guidance, two explained:

“We check but sometimes we are fast in our development, and whenever anything is not
clear to us, we do not use it.” (P15)

“Maybe I did not find it helpful that they did not make it easy for me explaining what they
want in the policy but on the other hand they rarely kicked out my apps. So I feel good about
that.” (P1)

Developers reported experiencing similar difficulties when they tried to address some of
the privacy issues reported to them by Google Play [111]. They explained being uncertain
about why a privacy issue reported by Google Play [111] existed in their apps, what action
to take to fix it, and how to confirm that they successfully fixed it. These challenges were
particularly relevant to privacy issues that were introduced by third-party SDKs that devel-
opers embedded in their apps without sufficiently understanding their data collection and
sharing practices. This led developers to think that some of the reported issues did not exist
in their apps and that they received the corresponding notifications from Google Play [111]
by mistake. Two participants discussed their experiences:

“For data safety things, we received a couple of rejections from the play store and could not
get to understand what the problem was.” (P7)

“They claim that I use AD ID which I do not, my manifest file absolutely does not use
that.” (P9)

Participants expressed the need for interactive forms of privacy guidance that allow them
to ask specific questions without having to search through content that might not be relevant
to them. These include chatting with experts in privacy compliance or using ticketing systems
that are specifically designed to support developers who cannot afford to hire legal advisors.
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Having such alternative forms of privacy guidance would also allow developers to address
privacy issues during their early phases of development, which they deemed to be easier
than having to remediate privacy issues upon receiving a notification from Google Play [111]
long after their apps have been released. Two explained the types of privacy guidance they
wanted to have:

“It would be great to have some systematic external tool that is regularly updated and which
we know we fall into to make sure that we are not missing anything.” (P5)

“If there is a tool that can help us learn the basic points that we have to take care of for
privacy policies, that would be helpful.” (P7)

Interactive Privacy Checklists: Feedback and Reactions

In the following, we summarize the results obtained after observing developers while they
were using our interactive tool to generate privacy checklists for their app(s) and evaluate
the extent to which this developer intervention would be effective if it were to be used in
practice.

Privacy Questionnaire

For developers to be able to utilize an interactive privacy checklist, they would need to
provide accurate answers to questions that have direct relevance to their privacy compliance
obligations. During the interview sessions, we asked developers to think-aloud while they
were answering the questions included in our privacy questionnaire and indicate whether
they were able to accurately answer them. The questionnaire asked developers about the
countries where their apps were available to download by users, types of data transmitted to
first or third-party servers, Android permissions declared in their apps, and the third-party
advertising or analytics SDKs embedded in their apps (Section 7.2). It also asked them
to indicate the versions of each of the third-party advertising or analytics SDKs used in
their apps, and provide additional details on whether they targeted children, whether they
prepared privacy policies for their apps, and whether they used an ad mediation SDK [7] in
their apps.

Most developers were able to answer all the questions included in the privacy question-
naire except the questions that relate to the types of data shared with third parties. Par-
ticipants found it challenging to list all the types of personal data collected by third-party
SDKs, and specifically persistent and non-persistent identifiers (Figure E.2). A number of
participants also either could not recognize specific identifiers (e.g., app set IDs) or did not
understand the difference between different types of identifiers. When answering the ques-
tion related to shared data types (Figure E.2), some of them did so based on the permissions
declared in their apps (e.g., ACCESS FINE LOCATION and AD ID), or tried finding “Device
IDs” in the answer options, which is the term used in Google Play’s specification for data
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safety labels [51]. Participants expressed being uncertain about their apps’ data sharing
practices while they were filling our privacy questionnaire:

“I do not know like what Google Analytics would collect from an app but probably coarse
location.” (P9)

“I hope I am not sending WiFi MAC addresses, but in my app, I have a permission for
accessing WiFi..” (P11)

Independent developers found the questions that asked them to list the Android permis-
sions declared in their apps and the third-party SDKs integrated in their apps particularly
easy to answer, since they just had to refer to their apps’ Android manifest files to find
declared permissions or look at their apps’ dependencies. Two of those who were part of
development teams could not list all the permissions declared in their apps and mentioned
that they would need to consult others in their organizations to get these code details about
their apps. However, they indicated that if the tool were to be provided to them, they
would use it as a team (e.g., lead developer and their managers together). Furthermore,
one participant who worked for a development organization in India could not accurately
specify the audiences targeted by their app or the countries where their app is available.
They explained that such details were not shared with them and that they were separately
handled by their deployment team, who was responsible for making such decisions before
uploading their apps to the store.

Willingness to Use Privacy Checklists

Most participants who tried our interactive checklist tool indicated that they would be will-
ing to use such a tool if it were to be provided to them by the Google Play Store [111] or
an independent third party. They appreciated the idea of having relevant privacy guidance
provided to them in one place without needing to consult various sources in order to iden-
tify applicable privacy compliance requirements. They found the privacy guidance related
to third-party SDKs integrated in their apps particularly helpful, which was presented as
checklist items that listed disclosures that should be added to their privacy policies and
relevant privacy configurations. Participants mentioned:

“It will be really helpful if there is a tool like a checklist to help me tick like I did this, this,
this, it will be really nice.” (P2)

“We are good as long as the checklist is not very lengthy, but if it is a very lengthy checklist,
then it will be the same as the other policies we have, no benefit.” (P6)

“I think this could save people a lot of time, effort, money, headache and possibly even legal
problems. It is a global legal landscape to navigate, it is an impossible task for us.” (P9)
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However, we also observed that some developers were only interested in following pri-
vacy guidance related to compliance requirements that were enforced by Google [177]. For
example, one participant explained why they believed that they did not need to follow all
the guidance that was presented to them by the privacy checklist they generated during the
interview session:

“If whatever you are telling me is not shown to me here [the Google Play console page], I
am not going to take any action.” (P1)

Our results also suggest that developers prefer privacy guidance that allows them to take
immediate action without having to do additional work or think about what to do next.
For example, a number of participants suggested incorporating a feature for generating text
for relevant disclosures that they can use in their privacy policies. Others indicated that
they would not use privacy checklists that ask them to consult lengthy documentation (e.g.,
third-party SDKs’ privacy policies).

A few participants also suggested incorporating features that allow reducing the number
of checklist items either by prioritizing them according to importance or excluding items
for which they do not need to take action. An interactive privacy checklist tool could, for
example, incorporate functionality that allows identifying third-party SDK configurations
that were already used correctly by apps and use that as a basis for excluding corresponding
checklist items accordingly. They expected such usability improvement to also reduce the
effort required to revisit privacy checklists before releasing updates for their apps on the
store.

Observed Positive Effect

We asked the developers who used our tool to generate a privacy checklist for one of their
apps to discuss with us what they learned from the privacy checklists they generated and
whether they found them helpful. Most participants indicated that they were not familiar
with all the privacy laws that might be applicable to their apps, and particularly US state
laws. Since our tool also presented privacy guidance that is customized to a number of third-
party advertising and analytics SDKs (Figured E.3 and E.4), many participants also realized
during the interviews that they either needed to include additional disclosures in their privacy
policies or data safety labels, obtain consent for sharing certain types of personal data with
third parties, or use at least one additional third-party SDK privacy configuration. This was
a consequence of developers not sufficiently exploring documentation of third-party SDKs to
understand their data collection practices before submitting their apps to the store. A few
participants explained:

“I got to know this today only, I thought they only collected advertising IDs, there is much
more.” (P12)

“A couple of information is new to me like you mentioned in this Google Admob coding
portion that I need to use to restrict sharing of personal information.” (P7)
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“I need to add things about data sharing in my privacy policy. After knowing this, I would
also answer the data safety label part differently.” (P2)

However, a number of participants recommended adding details on how to follow the
provided privacy guidance. This was particularly the case for checklist items that asked
participants to consider obtaining user consent before collecting or sharing certain types of
personal data. A number of participants also thought that they were obtaining user consent
when they did not, either because they:

• considered Android permissions as consent prompts,

• assumed that users who downloaded their apps had already implicitly consented to all
their practices which were disclosed in their app’s data safety labels on the store, or

• believed that they are not responsible for the practices of third-party SDKs embedded
in their apps.

Participants reacted to the guidance that asked them to obtain user consent before collecting
or sharing users’ personal data by saying:

“But they already gave me their consent because my data safety section mentions everything
which is going to be shared before they installed it.” (P1)

“If I indicated that my app asks for AD ID permission, then why is it asking me to obtain
user consent?” (P7)

“If you show me a dummy app with a consent screen that would allow me to understand
simply what should be implemented.” (P11)

Relevance of Checklist Content to App Developers

Developers found the technical content included in the generated checklists relevant to their
work responsibilities (e.g., privacy guidance on third-party SDK configurations and consent
screens). However, we observed that not all developers who were part of organizations (i.e.,
not working as independent developers) considered information related to applicable privacy
laws, privacy policies and data safety labels relevant to their responsibilities. Despite that,
some of them indicated that having these details in their checklists would still allow them
to have better discussions about privacy with other teams that are in charge of these tasks
(e.g., legal or marketing teams). A few others preferred to exclude content not relevant to
their responsibilities from privacy checklists. However, some of the independent developers
preferred to use a comprehensive privacy checklist that can be used as a one-stop solution
that concisely presents all privacy guidance relevant to their apps. Participants explained
which type of privacy guidance would be relevant to their responsibilities:

“I think that privacy policy and data safety stuff are mostly relevant to the marketing team.”
(P3)
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“They would review it and then let us know if we are missing anything or if we are not
describing things accurately. So developers are involved in reviewing our privacy policy and
data safety label.” (P5)

“I would even look for more information. To me, this information could be extended with
even more details and more suggestions.” (P11)

Privacy Guidance in Development Processes

We asked participants about the phases of their development processes where they would be
most likely to make use of privacy guidance. We found that most participants would either
do so once they are ready to make new releases of their app(s) or upon being instructed by
the Google Play Store [111] to address a privacy issue detected in their apps. Participants
mentioned:

“You want to create your app, spend like 90% of your time to find technically how you can
implement your stuff, and this is like 1% you left to the end, you want to go through it as
quickly as possible.” (P2)

“We have to first follow requirements provided by customers. Privacy is given secondary
priority.” (P7)

“That is going to be my approach that okay if Google complains that this thing is missing
in the privacy policy, I am going to put it then.” (P1)

Shortcomings of Privacy Checklists

Based on our observations, we identified a number of shortcomings of privacy checklists
as a developer intervention. First, developers might make certain assumptions about how
their apps would be used by users, and if such assumptions are not considered in the design
of the interactive privacy checklist they are using, this could lead to presenting them with
privacy guidance that might not be applicable to their apps. For example, presenting privacy
guidance on implementing an age gate might not be applicable to a developer of a mixed-
audience app that treats all users as children. Second, our interactive privacy checklist tool
would not help developers who cannot provide answers to the privacy questionnaire. For
instance, one participant mentioned that they bought some of their apps off-the-shelf, and
do not have complete understanding of their data practices. Third, organizations tend to
have different team structures and development processes, which would make it challenging
to design a privacy checklist generation tool that can help all types of organizations.

Design Considerations for Privacy Guidance

The feedback we obtained from app developers on the two versions of our privacy checklist
allowed us to obtain improved understanding of how to design usable privacy guidance for
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developers. In the following, we discuss a number of design considerations that we expect to
help researchers design more effective privacy guidance.

Affordable

It is evident that a large percentage of developers are either working independently or as
part of organizations that cannot afford to hire legal advisors. Such developers are also
incentivised to release their apps in many countries to grow their businesses, which would
increase the number of privacy regulations applicable to them. Given their lack of resources
and legal expertise, many of them are currently relying on Google Play’s enforcement of pol-
icy requirements only, which might not be sufficient for fulfilling their compliance obligations
under applicable privacy laws.

Our results showed the need for affordable tools that provide comprehensive privacy
guidance without requiring developers to consult many sources to identify applicable privacy
requirements or understand how to address privacy issues that affect their apps. Such tools
could also incorporate functionality that make it easier for developers to keep track of how
changes in the privacy compliance landscape affect their privacy compliance obligations. For
example, one participant explained why they would be willing to use a tool like ours:

“I would definitely use it because it streamlines all the checks, so it is a central place to
check everything.” (P8)

Concise

For privacy guidance to be usable, it has to allow developers to take proper actions without
having to dedicate significant amount of time to understand how to do so. As we showed
in the design of our interactive privacy checklist, one approach to reduce the length of
documented privacy guidance is to present developers with guidance that is customized to
their apps. For example, our results showed that developers appreciated that our tool listed
the types of personal data collected by third-party SDKs embedded in their apps and did
not just ask them to consult relevant SDK documentation.

Organizations could also further reduce the length of privacy checklists by customizing
them to each of their teams to exclude content that is not relevant to their responsibilities.
Another approach is to include additional features in the tool that allow identifying privacy
compliance requirements that developers have already satisfied so that developers can only
be presented with those that they need to take action on. This would allow further reducing
the length of privacy checklists and make it easier for developers to regularly revisit them.
One participant explained why they did not use existing sources of privacy guidance:

“We do not have much time to dedicate to privacy and data safety, even from the organi-
zation itself.” (P7)
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Easy to Understand

Our results highlighted the need for making privacy compliance requirements easy to under-
stand for developers. Many app developers are not only unable to dedicate time to research-
ing how to comply with applicable privacy regulations, but also have various educational
levels and might not be fluent in English. There is therefore a need for simplifying existing
privacy guidance to make it possible for developers who come from different backgrounds to
understand how to comply (e.g., versions of privacy guidance that provide explanations of
legal terms or use simpler language structures). A number of participants also recommended
using visuals for presenting privacy guidance and experimenting with how to structure pri-
vacy guidance in a matter that would make it easier for developers to comprehend and
follow. We also observed that developers were more familiar with privacy terminology that
is used in Google Play’s policies [177], which could suggest that they would be more likely
to understand privacy guidance that uses the same terminology. One participant explained
why they thought that privacy guidance should use Google Play’s [111] terminology:

“I think it is important to either have one to one mapping, like have it the same in the
console, so that I do not spend time to translate it from documents to the console or that it
is easy to read.” (P11)

Actionable

In order for developers to follow privacy guidance, they should be provided with sufficient
detail that allows them to understand why a privacy requirement is applicable to them and
how to take correct action. Not doing so could lead them to take incorrect actions or believe
that they are compliant when they are not. For example, one of the main findings of our
interviews was that developers had misconceptions about how to obtain user consent, which
led some of them to believe that the disclosures they had in their privacy policies or data
safety labels are considered valid mechanisms for obtaining user consent under applicable
privacy regulations.

The language used to frame privacy guidance could also lead developers to not understand
what they are supposed to do to take action. The goal of designing usable privacy guidance
is to allow developers to identify specific privacy tasks and act on them in a timely manner.
We showed that using generic languages for framing privacy guidance led many developers to
struggle with understanding their compliance obligations. For example, designers of privacy
checklists should avoid including guidance that asks developers to check what could be
considered personal data under applicable privacy laws, as many of them would find it
challenging to do so. Actionable privacy guidance should instead answer such types of
questions for developers and at the same time allow developers to identify the specific changes
that they need to make to their apps (e.g., removing certain third-party SDKs or adding
specific disclosures to their privacy policies). Whenever possible, it should also provide
developers with a number of possible approaches that can be followed to address privacy
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issues to increase the likelihood of addressing privacy issues in case developers find themselves
unable to follow a specific recommended approach.

Privacy guidance might not be considered actionable for developers if it does not provide
sufficient detail that allows them to understand how important it is to follow certain privacy
compliance requirements and prioritize privacy tasks accordingly in their development pro-
cesses. Having such guidance available to developers early in their development processes is
also important for allowing developers to take correct actions on detecting and addressing
privacy issues that exist in their apps. Our results suggest that developers struggled to ad-
dress privacy issues that were detected by Google Play [111] long after they released their
apps. This was due to various reasons, which include forgetting details about their apps or
having to dedicate their time to developing new apps instead. These are usability-related
factors that we believe should be considered when designing privacy guidance aimed to help
developers better understand their compliance obligations and make it easier for them to
address privacy issues before making their apps available on app stores.

Describes Expected Outcome

After following privacy guidance, developers should have sufficient understanding of the
extent to which they fulfilled their compliance obligations. This is particularly relevant to
documented privacy guidance that allows developers to holistically think about their apps’
practices, such as privacy checklists. Developers who need such types of guidance would likely
not be able to hire experts who can audit their apps for compliance. We therefore expect
providing them with a mechanism to evaluate their progress on their privacy compliance
obligations to be helpful. For example, one participant explained the outcome they would
like to have after using an interactive privacy checklist tool like ours:

“After using your checklist, I should be able to say to myself ‘I am good, I am safe,’ so my
app can bring me money and I do not need to do anything.” (P11)

Privacy Guidance and Organizational Processes

Lack of proper support for privacy in organizational processes would likely discourage devel-
opers from following privacy guidance. This was one of the reasons that led developers who
participated in our study to believe that they did not need to comply with applicable privacy
regulations and not dedicate resources to understand how their work can affect the extent
to which they are compliant. For example, one participant explained why they believed that
they did not need to use a privacy checklist:

“These laws do matter, but I am working on a small-scale company where they might even
not know what these are.” (P12)

In other cases, developers explained that lack of information sharing between relevant
teams impacted their understanding of privacy compliance requirements. While their coding
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responsibilities were of direct relevance to privacy compliance (e.g., embedding third-party
SDKs that collect personal data), they did not have privacy-focused discussions with the
teams that were responsible for preparing their privacy policies and uploading their apps to
the store. Lack of privacy-focused discussions with teams whose work is relevant to privacy
compliance is likely to lead to privacy issues, such as including inaccurate disclosures of data
practices in privacy policies.

On the other hand, participants who worked for organizations that provided them with
privacy checklists demonstrated higher levels of awareness of their compliance responsibili-
ties. This also made it easier for developers to have privacy-focused discussions with their
managers and mutual understanding of how to follow privacy compliance requirements. For
example, one participant explained why they had regular meetings with other developers to
discuss the content of a privacy checklist they were using:

“They [app developers] might not understand the importance of it, they might misinterpret
things that are written in there, so at least from our experience it has been better to have a
discussion in addition to the list.” (P5)

For privacy guidance to be effectively used in organizational contexts, organizations might
also need to define how such guidance should be used by developers (e.g., defining the phases
in their development processes where privacy checklists should be used and deciding on who
should be responsible for checking whether they were followed correctly). They might also
need to assign some of their personnel the task of customizing privacy guidance provided to
them to suit the needs of their development processes.

Results of Lawyers Survey

Of the 14 lawyers who responded to our survey, 57% worked at law firms that consulted with
organizations that develop mobile apps and 29% were part of legal teams within organizations
that develop mobile apps. Thirty-six of respondents specialized in providing security or
privacy-focused consultations and 50% of them had experience providing advice on privacy
or security matters, but it was not their main specialization. Furthermore, 93% and 57% of
them advised app developers who operate in the United States and Europe, respectively. This
included advising them on how to comply with GDPR (86%), CCPA (79%), and COPPA
(64%).

Eleven respondents indicated that they provided their clients with documents that con-
tained privacy guidance customized to their needs. They indicated providing privacy guid-
ance in the following formats:

• Checklists (57%)

• Templates for privacy policies or consent screens (57%)

• Descriptions of the requirements of applicable privacy laws (50%)

• Pointers to online resources (43%)
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• Videos explaining privacy compliance (21%)

For those who used checklists, we asked them whether they used the checklists available
in law database, such as those provided by Bloomberg [39] Law or Westlaw [221]. None of the
respondents used these checklists as they are and five respondents indicated that their check-
lists were based on the checklists provided in these databases. Additionally, two respondents
developed their own checklists, and one mentioned that they used checklists available in law
databases before but that they are not using them anymore. When asked about the reasons
why they did not rely on the checklists available in law databases, respondents indicated
that they found them to be generic and needed to prepare checklists that are customized to
their business needs. One respondent explained:

“The Bloomberg Law and Westlaw ones weren’t always accurate, updated, or were too
generic for the specific issue at hand.” (R1)

As for when their clients used the provided privacy guidance, 10 of the 14 respondents
indicated that their clients used it right before release or during the testing phases of their
development processes. In terms of the content of the provided guidance, only 8 respondents
provided guidance that was specifically on protecting children’s privacy. Our results also
suggest that lawyers focused on certain topics in their privacy guidance, such as explaining
what could be considered personal data under applicable privacy regulations (79%) and how
to opt users out from data collection (71%).

However, we also find that the privacy guidance that was provided by many respondents
did not sufficiently address compliance responsibilities that are specifically related to use of
third-party SDKs. For example, only 4 and 3 of the 14 respondents helped developers with
vetting third-party SDKs for inclusion in their apps or configuring SDKs for privacy compli-
ance, respectively. When asked about the guidance that was specifically on how to design
consent screens, we found that 86% of respondents prepared the content of consent screens
for their clients. However, we also find that only 6 respondents covered how consent screens
in child-directed apps should be designed or when to use age gates in their documented
privacy guidance.

The lawyers who participated in our survey also focused primarily on helping their clients
with preparing their privacy policies. Other tasks were considered part of their clients’
responsibilities (e.g., configuring third-party SDKs for compliance and preparing data safety
labels for their apps).

As for the types of follow-ups that happen after lawyers provided privacy guidance, our
results suggest that most of them did not follow a formal process in their follow ups (e.g.,
they only check by email if their clients have questions). To check whether clients followed
provided guidance correctly, 43% respondents indicated that they check privacy policies
afterwards, 36% indicated that they reviewed their clients’ apps, and only 14% used tools to
audit their clients’ software as part of that checking.

Respondents explained a number of challenges that they experienced in their interactions
with app developers. One of which was that developers were not always able to understand
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the guidance provided to them by their legal advisors. This becomes particularly the case
when developers are busy with other development tasks that might be considered of higher
priority. For instance, one respondent explained:

“There is often more than the team [the development team] can digest in a reasonable
amount of time.” (R3)

Another challenge was developers’ lack of understanding of the behaviors of their own
apps (e.g., types of personal data included in outbound transmissions). This could hin-
der effective communication between developers and their lawyers (e.g., discussions about
disclosures that need to be included in privacy policies) and could ultimately lead to the
persistence of privacy issues in apps.

Respondents also indicated that developers did not follow the provided guidance when
they were pressured by their business people (or other teams) to focus on other tasks that
they deemed to be of higher importance. One respondent explained such types of tensions:

“At larger clients there is tension between legal and marketing, and developers are often
caught in the middle. But marketing pays the development salaries, not legal.” (R6)

Respondents expected increasing the frequency of meetings with developers to improve
the effectiveness of their interactions with them and recommended providing developers with
privacy guidance containing detailed information on how to identify and address privacy
issues. One respondent explained:

“I would make it more like an instruction manual. That’s what most developers ultimately
want. ” (R14)

7.4 Discussion

The variety of software engineering tasks that have privacy implications motivated re-
searchers to propose various types of solutions that allow incorporating privacy guidance
in software development processes. These include IDE plugins that point developers to
privacy issues while coding [142, 162], privacy policy generators [227, 228] and tools for gen-
erating privacy labels [143]. While many of these interventions were shown to be effective
at providing better support for privacy in development processes, they were mostly focused
on helping developers address specific types of privacy issues, and might not be sufficient for
allowing developers to reason about their privacy compliance obligations holistically. In this
research study, we focused on studying how to design usable privacy checklists in an effort
to take one step in this direction to understand how to help developers think holistically
about their apps’ practices. We showed that developers expressed willingness to use privacy
checklists that satisfy certain usability requirements and demonstrated the need for such
types of interventions.
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Lessons learned from the usable security literature can be used to inform the design of
usable tools that provide developers with actionable privacy guidance that can be used for
privacy compliance purposes. Given that many developers would only be able to dedicate
limited resources to privacy compliance in their development processes, one of the main
design requirements of such tools is to help developers understand where to focus their limited
attention when trying to address privacy issues during development. One step towards that
end is to reduce the effort required to identify privacy issues that need to be addressed by
developers. This could be achieved by providing developers with usable privacy checklists
that can be customized according to their needs.

In this research study, we presented a prototype implementation of a tool that gener-
ated customized checklists based on a set of parameters (e.g,, embedded third-party SDKs
and targeted countries). We believe that there are promising areas for improvement, which
include adding features for app testing and generating text for specific disclosures that de-
velopers can include in their privacy policies. Interactive privacy checklists could also be
composed of sub checklists that can further customize privacy guidance based on specific
parameters. These could include sub checklists for helping developers understand:

• how to accurately determine audiences targeted by an app,

• how to vet third-party SDKs before integrating them,

• how to determine whether a US state law, such as the CCPA, is applicable, and

• how to comply with app market policies.

In order for tools that provide developers with usable privacy guidance to serve their
purpose, they should also be built by experts in privacy compliance who are capable of
translating privacy requirements into actionable tasks for developers. This would require
those experts to have technical and legal expertise that allows them to build resources tar-
geted to helping developers who have certain needs (e.g., independent developers who publish
apps on the Google Play Store [111]). Their roles would involve:

• studying the requirements of privacy regulations and app market policies,

• researching and auditing the practices of third-party SDKs, and then

• building a centralized resource that allows providing developers with actionable and
up-to-date privacy guidance accordingly.

As we showed in our results, many developers were only able to find generic privacy
guidance that they could not translate into actionable tasks and were also unable to consult
legal advisors. This further emphasizes the importance of providing developers with more
effective types of privacy guidance. Thus, we hope that building a centralized resource that
developers can consult would at least help developers avoid common privacy issues that we
identified in our prior work (see Chapters 5 and 6).

We expect having such a resource to also allow developers who are able to consult legal
advisors to have better discussions with them about their privacy compliance obligations.
The results of our survey show that developers’ lack of understanding of the behaviors of
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their own apps hinder the quality of their communications with their legal advisors. This
finding further highlights the need for providing developers with tools that allow them to
better understand their apps’ data practices. Utilizing such tools in development processes
could help bridge the communication gap that currently exists between developers and their
legal advisors, which would ultimately address many types of privacy issues early in devel-
opment processes (e.g., disclosure mistakes in privacy policies that are caused by lack of
understanding of the behaviors of embedded third-party SDKs).

The increasing number of privacy regulations that are being enacted coupled with the
frequent updates made to app market policies and third-party SDKs would continue to
further increase the burden of compliance on developers. As our results show, many devel-
opers currently are either only considering privacy requirements that are enforced by Google
Play [111] or relying on privacy guidance that is not comprehensive. They are even building
internal resources for privacy guidance based on their past experiences with Google Play’s
enforcement actions only, which is leading them to rely on incomplete privacy guidance that
does not consider all the requirements of applicable privacy regulations.

Many developers are also referring to online forums for privacy guidance [193, 204], which
is also unlikely to lead them to have sufficient understanding of their privacy compliance obli-
gations. For instance, when we asked a participant to explain why their app’s data safety
label disclosed sharing device identifiers with third parties, they explained that they fol-
lowed advice provided on an online forum to resolve a privacy issue that was detected by
Google Play without understanding that their app actually embedded a third-party SDK
that collected device identifiers. We also showed how existing sources of privacy guidance
led developers to incorrectly believe that they were compliant with certain privacy require-
ments when they actually were not (e.g., considering Android permissions as mechanisms
that satisfy consent requirements of applicable privacy regulations). Such knowledge gaps
and misconceptions that developers have about their privacy compliance obligations can be
addressed by improving the quality of privacy guidance that is reaching them, which could
therefore be achieved by building resources dedicated to providing developers with usable
privacy guidance.

While there is clearly a need for building a centralized resource that offers actionable
privacy guidance, it is unclear whether it should be built by an independent third-party,
app markets such as the Google Play Store [111], or regulators. Given that our research
consistently showed that developers are improving their practices based on Google Play’s
enforcement efforts, app markets seem to be best-positioned to provide actionable privacy
guidance to developers. They could provide it through their developer consoles or centralized
resources that are dedicated to helping developers with their privacy compliance responsi-
bilities. In the process of building such a resource, cooperation of third-party SDK providers
might be needed to understand how their practices might introduce privacy compliance is-
sues and inform the design of privacy guidance accordingly. As we showed in Chapter 6,
embedding third-party SDKs which were not sufficiently documented was one of the main
challenges that led to introducing various types of privacy issues (e.g., inaccurate disclosures
in privacy labels). For designers of privacy guidance to be able to help developers address
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this challenge, they might therefore need to thoroughly research the practices of third-party
SDKs that are commonly used by app developers, which could require performing techni-
cal audits of these SDKs and cooperating with their providers to further understand their
practices.

App markets and providers of third-party SDKs could also play a major role in reducing
the operational overhead associated with privacy compliance requirements. Currently, de-
velopers who release their apps on different app markets have to learn about how to comply
with their different platform policies, which increases the burden of compliance on devel-
opers. Similarly, developers are expected to correctly use different privacy configurations
for each of the third-party SDKs embedded in their apps, which increases the likelihood of
introducing privacy misconfigurations. Standardizing the design of third-party SDK privacy
configurations and ensuring consistency of policies introduced by different app platforms
could therefore contribute to reducing the burden of compliance on developers.

7.5 Conclusion

In this chapter, we shed light on the types of privacy guidance that are currently being
relied upon by software development organizations and the reasons why they fall short at
helping developers address privacy issues before releasing their apps on app stores. Our
findings demonstrate the need for usable forms of privacy guidance that can help developers
identify and address privacy issues before publishing their apps on app stores. The results of
an anonymous survey that we targeted to lawyers show that providing this guidance could
additionally help developers have more productive discussions with their legal advisors on
how to fulfill their privacy compliance obligations.

In order for the provided privacy guidance to serve its purpose, it has to not introduce
more burden on development organizations and allow informed decision-making on how to
fulfill applicable privacy compliance requirements from the early phases of the development
process. This can be achieved by providing it in a central place that allows developers to
tailor it to their development processes and workflows. We experimented with designing
a privacy checklist aimed at helping developers understand how to comply with privacy
regulations and platform policies applicable to their apps. The process of designing this
checklist allowed us to identify a number of design requirements that we hope will pave the
towards understanding how to present privacy guidance to software developers.
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Chapter 8

Conclusion

Software professionals play major roles in helping their organizations address various types
of security and privacy issues throughout their software development or maintenance pro-
cesses. Within organizational contexts, their security and privacy practices are shaped by
pre-defined organizational processes and their interactions with various technical and non-
technical stakeholders (e.g., software developers and organization leaders). This dissertation
showed that shortcomings in organizational processes negatively impacted security and pri-
vacy engineering practices. It also demonstrated the extent to which regulatory and policy
efforts can lead to changes in the security and privacy practices of professionals involved in
these processes.

8.1 Role of Organizational Processes

Investigating organizational processes followed to handle security vulnerabilities and fulfill
privacy compliance requirements allowed us to identify common challenges that are experi-
enced by security and privacy professionals involved in these processes. A common charac-
teristic between these processes is that they task professionals with identifying or addressing
issues that affect software under their control. Contrary to other types of software flaws,
security and privacy issues might emerge at any point of the software development process
and handling them might require the involvement of various internal and external stakehold-
ers (e.g., third-party developers). In order for organizations to be prepared to handle any
security or privacy issue that might affect them, they would have to have processes that de-
fine the responsibilities of involved stakeholders and allow them to communicate effectively.
While it is important for such processes to have pre-defined workflows that streamline co-
ordination between involved professionals, they should also provide professionals with the
flexibility they need to address issues that would require following different workflows (e.g.,
new types of security vulnerabilities or privacy compliance requirements).
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Shortcomings in Organizational Processes

Software professionals struggled to handle privacy or security issues when their organizations
did not have structured workflows for such tasks (Chapters 3, 4, 5, and 7). In Chapters 3
and 4, we show how lack of pre-defined processes for handling security vulnerabilities was
one of the reasons that explained why vulnerabilities remained unfixed. For instance, lack of
such workflows led security professionals to be uncertain about how to handle vulnerabilities
detected in third-party code or validate the effectiveness of vulnerability fixes.

Another common challenge was having to follow processes that require professionals to
decide on how to address security or privacy issues based on limited information. For in-
stance, the results of our investigation of vulnerability remediation processes in Chapter 4
showed that security professionals did not always have up-to-date information about their
technical infrastructures, which made it challenging for them to understand how discovered
vulnerabilities affected their organizations and decide on whether to remediate them. Ad-
ditionally, through the investigations presented in Chapters 4 and 5, we found that lack
of sufficient detail about security or privacy issues that were reported by external software
testers or the Google Play Store [111] led software professionals to neglect addressing them.

Organizational processes could also negatively impact software professionals’ abilities to
handle security or privacy issues if they do not facilitate coordination and information shar-
ing between the various roles who are involved in these processes. This could be experienced
when organizational processes do not support direct communication between those involved
in handling security or privacy issues (e.g., security engineers and software developers).
Throughout our studies, ineffective communication was a common challenge experienced by
technical and non-technical stakeholders. This was caused by shortcomings in organizational
processes (e.g., lengthy communication cycles), differences in risk perceptions (e.g., disagree-
ments on severity levels of discovered vulnerabilities) or interactions with stakeholders who
do not have the same skill sets or backgrounds (e.g., security engineers and business lead-
ers). In Chapter 4, we show that lack of direct communication between security testers and
software developers led developers to release incorrect fixes or introduced delays in the re-
mediation process. This observation is also supported by the results of the studies presented
in Chapter 7 which showed that developers whose organizational processes did not allow
them to communicate with their legal teams struggled with translating privacy compliance
requirements to actionable tasks in their development processes.

Furthermore, the findings of the studies presented in Chapters 3, 4, and 5 show that
most organizations adopted reactive rather proactive approaches to addressing security and
privacy issues in software development processes. In Chapter 5, for example, we found that
developers only focused on addressing privacy compliance issues that were flagged as policy
violations by the Google Play Store [111], long after their apps were published. However,
our findings also identify a number of factors that led to expediting progress in addressing
security and privacy issues. In Chapter 4, we found that organizations prioritized remediating
security vulnerabilities when they believed that not doing so would affect their compliance
with applicable industry standards or lead them to lose relationships with customers who
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were using their software. Similarly, the results of the studies presented in Chapters 5 and 7
show that developers focused on addressing privacy issues that might lead them to be in
violation of Google Play’s policies [177] or lose business relationships.

Through the qualitative investigations presented in Chapters 3, 4, 5, and 7, we also
found evidence of organizations’ reliance on feedback received from external parties (e.g., the
Google Play Store [111] and external security testers) for validating whether they addressed
security and privacy issues effectively. The large degree of trust that organizations placed
in the feedback received from these parties could suggest that they lacked internal processes
for validating the effectiveness of their efforts or understanding of how to do so.

Opportunities for Improvement

One promising direction for future work is to obtain improved understanding of the com-
munication needs of the various stakeholders involved in security and privacy processes and
develop interventions that allow them to communicate more effectively. For privacy com-
pliance processes, such interventions could make it easier for software developers and their
legal advisors to make informed decisions on issues that require technical and legal expertise
at the same time. Examples of such decisions include identifying the set of third-party SDK
configurations that developers need to use to comply with all applicable privacy regulations
and understanding how to disclose the practices of embedded third-party SDKs in privacy
policies. For organizations to support communications between stakeholders involved in se-
curity and privacy decision making, they might also need to make organizational process
improvements that facilitate information sharing between involved stakeholders and allow
them to have actionable discussions on how to address privacy and security issues. This
could involve keeping development teams updated on their organizations’ privacy compli-
ance obligations and clearly communicating to them the types of privacy issues that should
be avoided during software development.

There are other types of organizational process improvements that we expect to make
it easier for software professionals to follow structured approaches to handling security and
privacy issues. These include adopting better software documentation practices, improving
reporting structures between engineering and managerial roles, and defining approaches for
tracking progress on how security and privacy issues were handled. Adopting these practices
could also reveal opportunities for defining indicators that allow organizations to evaluate
the efficiency of processes followed by their professionals to identify and address security and
privacy issues (e.g., time taken to remediate security vulnerabilities). This could also allow
identifying factors that are limiting the effectiveness of organizational security and privacy
processes (e.g., not receiving patches from certain third-party software vendors in a timely
fashion and having to deal with vulnerable dependencies that are part of organizations’
software supply chains).
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8.2 Role of Third Parties

This dissertation demonstrated how various types of third parties can influence organiza-
tional security and privacy practices. These include third-party SDK providers, app stores,
and external security or privacy consulting firms. Given that we paid particular attention to
investigating compliance of Android apps with privacy regulations in Chapters 5, 6, and 7,
the following sections discuss how the Google Play Store [111] and third-party SDK providers
can contribute to making it easier for organizations to improve their privacy practices.

Third-party SDK providers

Use of third-party SDKs is leading software developers to introduce various types of privacy
issues that are rendering them in violation of applicable privacy laws and platform policies
(Chapters 5, 6, and 7). The technical analyses reported in Chapters 5 and 6 show that im-
proper use of these SDKs led to disclosure mistakes, enabled sharing of children’s personal
data, and gave third parties the ability to bridge AAID resets. However, we also found
evidence that developers are currently struggling to understand how their usage of third-
party SDKs is affecting their compliance with applicable privacy regulations and policies
(Chapters 5, 6, and 7). Lack of awareness of the data practices of third-party SDKs is also
leading developers to incorrectly believe that their apps are compliant with applicable pri-
vacy compliance requirements (Chapters 5). In Chapter 6, we also observe that improper use
of third-party SDKs is hindering effectiveness of recent industry efforts that aim to protect
user privacy (e.g., app set IDs [76], Google Play’s data safety labels [51], and the AD ID per-
mission [35]). This is caused by third-party SDK providers not being completely transparent
with developers about their data practices or requiring developers to read documentation
that are not kept up-to-date or not usable [136, 203].

To comply with applicable privacy regulations and platform policies, app developers are
expected to vet third-party SDKs for inclusion in their apps, configure them for privacy
compliance, and have sufficient understanding of their data practices. Third-party SDK
providers can play a major role in simplifying these tasks for app developers. Addressing the
limitations of third-party SDK documentation could require reducing their length or using
better structures for presenting information related to SDK data practices (e.g., types of
personal data collected, third parties who might receive collected data, and details on how
collected data is handled).

There are also opportunities for making design improvements to third-party SDK privacy
configurations to reduce the effort required to use them correctly. Our investigation of these
configurations in Chapters 5 and 6 showed that third-party SDKs varied in terms of how their
privacy configurations were designed, which made it challenging for developers to choose the
set of privacy configurations that were applicable to their apps and configure them correctly.
Standardizing the design of these configurations is therefore likely to reduce the operational
overhead associated with using them and help reduce the burden of compliance on developers.
Another opportunity for improving the design of these configurations is for SDK providers to
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allow propagating privacy flags across advertising networks for apps that use ad mediation
technologies. This functionality is currently not supported by all third-party SDK providers
(e.g., Google Admob [108]), which is contributing to increasing the effort required to configure
SDKs for privacy compliance. The design of privacy configurations could also be improved
by using privacy-preserving defaults and following data minimization principles while also
giving developers the option to enable data collection when needed. While there is currently
no economic incentives for them to do so, recent research showed that such types of design
changes are likely to help developers improve their privacy practices [202].

The Google Play Store

The results presented in Chapters 5, 6, and 7 demonstrated the powerful impact that Google
Play’s policies [177] had on developers’ privacy practices. In Chapters 5 and 7, we also found
evidence that development organizations focused on addressing privacy issues that were
reported to them by the store and designed privacy checklists based on their experiences
with Google Play’s ongoing enforcement efforts. However, in Chapter 5, we also show that
developers were not always able to understand the content of Google Play’s notifications,
which negatively affected their progress on addressing privacy issues.

There are opportunities for Google Play [177] to further strengthen its enforcement ef-
forts and better align them with the requirements of applicable privacy regulations. Google
Play [177] could also supplement their enforcement efforts with tools that provide developers
with usable privacy guidance that they can utilize throughout their development processes.
This can be accomplished by simplifying existing developer policies, improving the content
of e-mail notifications sent to developers upon detecting privacy issues in their apps, and
providing developers with tools that allow them to audit their apps before submitting them
to the store.

Given that developers are continuously found to struggle with understanding the be-
haviors of third-party SDKs embedded in their apps, Google Play [177] could also improve
its app submission process to provide developers with a summary about the transmissions
generated by their apps and the types of personal data included in these transmissions. This
would give developers the opportunity to include missing disclosures in their privacy policies
and/or data safety labels before making their apps available to users. Currently, developers
are notified by Google Play [177] about privacy issues detected in their apps long after releas-
ing them, which is introducing challenges in their development processes (Chapters 5). We
therefore expect providing privacy guidance at an early point in app development processes
to make it easier for developers to incorporate it in their processes and improve their apps’
privacy practices accordingly.

Google Play [177] could also provide developers with real-time guidance that allows them
to identify the third-party SDK configurations that they need to use in their apps. This could
be accomplished by having third-party SDK providers coordinate their efforts with Google
Play [177] to allow notifying developers about privacy configurations that they need to use
in their apps, for example. Such types of integration would allow providing developers with
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actionable privacy guidance that can also help them understand the extent to which their
use of third-party SDKs is affecting their compliance with platform policies and applicable
privacy regulations.

8.3 Need for Actionable Guidance

Our qualitative investigations of the approaches followed by software professionals to handle
security vulnerabilities and privacy compliance issues consistently demonstrated the need
for actionable guidance that goes beyond known best practices. As discussed in Chapters 3
and 4, lack of actionable security guidance led to shortcomings in software professionals’ abil-
ities to understand how their organizations were affected by discovered vulnerabilities and
remediate them in a timely fashion. This presents two opportunities for helping professionals
with their remediation decisions, which include incorporating guidance in the outputs gen-
erated by vulnerability scanners and vulnerability reports received from internal or external
security testers.

There is also a need for researching the factors that might lead such guidance to not
be considered actionable by software professionals. For instance, development teams would
probably be more likely to take action on vulnerabilities when they are provided with details
on the various remediation plans that could be considered in case following a specific one is
not technically feasible for them. In Chapters 3 and 4, we showed that this was one of the rea-
sons that led organizations to delay remediating vulnerabilities reported by security auditing
firms or bug bounty hunters. The findings presented in this dissertation also emphasize the
importance of considering the capabilities of software professionals in the design of guidance
aimed at helping professionals remediate security vulnerabilities effectively. Those who are
responsible for remediation might not have sufficient expertise in cybersecurity (e.g., soft-
ware developers who are part of small organizations) or have different specializations (e.g.,
offensive versus defensive security for red and blue teams, respectively).

Several factors are also contributing to the lack of actionable privacy guidance that can
help developers fulfill their privacy compliance obligations (Chapters 5, 6, and 7). Our
results suggest that many of these factors can be addressed by improving the usability of
privacy guidance provided in government websites (e.g., the FTC [92]), mobile platforms
(e.g., Google Play [111]), and third-party SDK providers. As we showed in Chapter 7,
app developers were not willfully disregarding privacy compliance requirements but found
navigating available sources of guidance to be challenging. Many of these sources included
lengthy privacy guidance that was not tailored to the expertise of software developers (e.g.,
required special legal expertise).

Given that privacy compliance is likely to not be given high priority in development
processes (particularly in small organizations), there is clearly a need for reducing the ef-
fort required for developers to understand their privacy compliance obligations and address
privacy issues early in their development processes. This might include simplifying privacy
guidance provided by existing resources to make it easier for developers to follow, providing
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developers with code examples that they can use as references in their development pro-
cesses, and building centralized resources for presenting guidance on privacy compliance.
Such types of improvements might contribute to reducing the number of decisions that soft-
ware developers need to make when trying to fulfill their privacy compliance obligations, and
thus reduce the burden of compliance on developers.

The findings presented in Chapters 4, 6, and 7 show that many of the software pro-
fessionals who participated in our studies lacked understanding of how to test the security
and privacy behaviors of their software. They also did not have access to software testing
tools that allow them to do so (e.g., network traffic inspection tools). This led them to
not address security or privacy issues that affected their software in a timely fashion. The
observations reported in Chapters 7, for example, show that most software developers relied
on Google Play’s auditing system for identifying privacy issues that affected their apps and
did not know how to do so early in their development processes. These findings highlight
the need for providing developers with guidance and affordable software testing tools that
can help them understand how to identify these issues early in their development processes
and address them accordingly.

This dissertation also highlights the need for designing guidance that can help small orga-
nizations understand how to provide sufficient consideration for privacy and security in their
development processes. These organizations have special needs that should be considered
when designing actionable security and privacy guidance. In Chapters 4 and 7, we show
that these organizations cannot afford to hire experts who can guide them through how to
comply with privacy regulations or build internal security teams who can help them handle
security vulnerabilities. They are also often only able to dedicate limited resources to secu-
rity and privacy in their development processes. There is therefore a need for understanding
the types of guidance that can make handling security and privacy issues less burdensome
for these organizations.

8.4 Future Work

The results of our technical and qualitative investigations demonstrated the diversity of
technical, organizational, legal, and social factors that are shaping software professionals’
security and privacy practices. In the following, we discuss how future work can address
some of the challenges identified in our studies and list a number of open questions that
might pave the way towards further explorations of software professionals’ security and
privacy practices.

Third-party code

Use of third-party code can introduce many types of security and privacy issues. These types
of issues are particularly difficult to handle by software professionals. Our research showed
that not obtaining complete understanding of the behaviors of third-party SDKs is leading
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developers to inaccurately disclose their apps’ practices in their privacy policies. In Chap-
ter 6, we showed that use of third-party SDKs also negatively impacted the effectiveness of
Google Play’s specification for data safety labels [51], which was recently introduced to en-
courage more transparency in the mobile ecosystem. The complexity of handling third party
code increases when developers of third-party SDKs are intentionally not being transparent
about their security or privacy practices.

To help organizations that use third-party code address these challenges, there are three
open questions that are worth investigating in future work:

• Would auditing third-party SDKs by independent trusted organizations lead to im-
provements in security and privacy practices?

• What types of interventions can be designed to help organizations vet third-party code?

• What approaches can organizations follow to identify security and privacy issues in-
troduced by all third-party code included in their supply chains?

The Google Play Store

In Chapter 6, we showed the powerful impact that policy efforts by the Google Play Store
have had on developers’ privacy practices. App markets define their own policies, many of
which are likely in alignment with the requirements of privacy regulations. Given the role of
app markets in shaping organizational privacy practices, we believe that future work should
investigate the following research questions:

• To what extent should they be involved in enforcing the requirements of applicable
privacy regulations?

• How can their messaging systems be improved to provide usable privacy guidance to
app developers?

• What types of collaborations between third-party SDK providers and app markets
would be effective at reducing the burden of privacy compliance on app developers?

Economics

Software developers, app markets, and third-party SDK providers might not always have
incentives to comply with applicable privacy regulations, particularly if privacy compliance
requirements are not sufficiently enforced. The research presented in Chapters 5 and 6
particularly focused on studying privacy compliance processes followed by developers of
child-directed apps, who are subject to more stringent privacy compliance requirements
compared to other developer populations. The reliance of many of these developers on
third-party advertising services to monetize their apps on app markets is in conflict with
privacy requirements that prohibit sharing children’s personal data with third parties without
verifiable parental consent. Future work should therefore answer the following research
questions:
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• What types of interventions would be effective at incentivizing these developers to
comply with applicable privacy regulations?

• Are there alternative monetization models that can be relied upon by developers of
child-directed apps?

Third-party advertising and tracking services experience a similar challenge. In Chap-
ters 5 and 6, we showed that embedding SDKs provided by these services enabled sharing of
children’s personal data in ways that might render app developers in violation of applicable
privacy regulations. While providers of these SDKs offered privacy configurations that al-
low limiting data sharing, many of these configurations were not made usable to developers
and sufficient developer documentation were not always available. Additionally, the default
behaviors of many of the SDKs we tested were not privacy-preserving (i.e., data sharing
was triggered upon SDK initialization). While SDK providers can improve the design of
their configurations to be privacy-preserving by defaults, there is no economic incentive for
them to do so. How can third-party SDK providers be encouraged to play an active role in
reducing the burden of privacy compliance on developers?

Organizations are also utilizing open source libraries which can introduce series security
vulnerabilities (e.g., the Log4j vulnerability [21]). While many of these types of libraries
are widely used by organizations, they might not be sufficiently maintained by specific par-
ties. What types of economic incentives would be effective at encouraging skilled security
professionals to audit widely-used open source libraries to prevent potential security risks?

Communication

The survey and interview-based studies presented in this dissertation with software develop-
ers, testers, and managers showed that lack of effective communication between various roles
is contributing to shortcomings in organizational security and privacy processes. Improv-
ing the quality of interactions between different engineering and managerial roles can help
expedite progress on addressing security and privacy issues throughout the phases of the
software development process. Given that such interactions might require the involvement
of stakeholders who have different backgrounds and skill sets (e.g., might not have technical
cybersecurity or privacy expertise), how can we use lessons learned from the usable secu-
rity and privacy literature to bridge the communication gaps that exist between the various
technical and managerial roles involved in these processes?

8.5 Concluding Remarks

Software professionals are tasked with various types of engineering and managerial respon-
sibilities that directly impact their organizations’ business objectives. Their responsibilities
might involve discovering or addressing security or privacy issues as part of their organi-
zational software development or maintenance processes. Shortcomings in their security or
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privacy practices could have serious implications, such as expanding their organizations’ at-
tack surfaces or exposing their organizations to legal liabilities. The increasing recognition
of the societal implications of security and privacy issues will further increase the need for
skilled professionals who are capable of helping organizations avoid potential threats.

The results of semi-structured interviews conducted with more than 120 software profes-
sionals, several research surveys conducted with the same populations, and technical tests
of the practices of thousands of Android apps consistently identified non-technical factors
that shaped organizational security and privacy practices. Two of the leading factors were
the enforcement of policy requirements by app markets and the extent to which security
and privacy practices are supported by organizational processes. We demonstrated differ-
ences in the types of challenges experienced by professionals who worked for small versus
large organizations and evaluated the robustness of processes followed to address security
and privacy issues in these organizations. We also showed that organizational vulnerability
management and privacy compliance processes are people-centric, and thus lack of effective
communication between the various roles involved in such processes can hinder informed
security and privacy decision making by organizations.

One of the main takeaways of the studies presented in this dissertation is that actionable
guidance on how to address security and privacy issues is lacking. This is particularly
needed by small organizations, who lack internal security or privacy expertise and do not
have the resources to hire external consultants. The identified challenges highlight the need
for interventions that can guide professionals through how to make various types of decisions
in their vulnerability management and privacy compliance processes. These interventions
should also allow decision makers to think holistically about how the practices of their
software can lead to introducing security or privacy issues. To audit Android apps for
privacy compliance, for example, professionals would need to think about the nature of data
transmissions generated by first-party code and embedded third-party SDKs, and at the
same time understand how to properly disclose such practices in privacy policies and data
safety labels. Interventions might also need to be customized by organizations to suit their
processes and the types of interactions that take place between the various teams involved
in these processes.

The industry is continuously proposing controls that aim to provide users with more con-
trol over their security and privacy. Third-party SDK configurations and Google Play’s data
safety labels are examples of such controls. While developer organizations are continuously
expected to make adaptation to their development processes to add support for such controls
in their development processes, they are not offered guidance on how to properly do so (e.g.,
accurately disclose their practices in their apps’ data safety labels). The industry also seems
to not be addressing the root causes of privacy and security issues before requiring devel-
opers to add support for more controls in their development processes. For instance, while
privacy policies were shown to suffer from disclosure issues caused by developers’ lack of un-
derstanding of the behaviors of embedded third-party SDKs, the industry failed to support
developers in this task before finding that developers repeated the same types of mistakes in
their apps’ privacy labels. Addressing the root causes of developer mistakes could therefore
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help us make more meaningful progress in improving software professionals’ security and
privacy practices.
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Appendix A

Supplemental Materials for Chapter 3

A.1 Interview Guide

The following subsections include the questions we used in our pre-interview questionnaire
and the ones we asked the participants in our semi-structured interviews. Some of the
questions were asked in all the interviews, whereas the remaining questions were chosen
based on the current role/job title of the participant.

Pre-Interview Questionnaire

1. How long have you been working as a hacker or a tester?

2. How did you learn hacking/vulnerability discovery skills?

3. What is your job title (employment status)?

4. What other roles have you had in the past?

5. Briefly describe your career path (e.g., bug bounty hunter, pen tester and then red
teamer).

6. Do you participate in bug bounty programs? (If yes, how many times have you been
awarded a bug bounty? and how many years have you been working as a bug hunter?)

7. Have you received formal security education in computer security or software engineer-
ing? If yes, please list the degrees and security certifications you have.

8. How many people work at your company?

9. How many security professionals does your company have?

10. What is your company’s main line of business?

Interview questions for all groups

1. How would you structure your testing process if you were explaining it to a university
student?
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2. Why do you think your role is important in testing/vulnerability discovery? (follow-up
question for managerial positions: How would you decide to use a given testing team
and at what point? What sort of factors go into that decision?)

3. Based on your experience, what is the contribution of each team?, how would each of
them fit into the testing pipeline?, how do you decide what software gets tested, how it
gets tested and when it gets tested?, and how does the timeframe affect your approach
to testing?

4. Are there any common mistakes or incorrect practices that you often notice people do
when it comes to testing the target software?

5. Can you list a set of metrics that you find useful for quantifying your success/failure
with regards to what you found in the software you are testing?

6. How do you define security-related test cases and based on what?

7. What happens after you submit the reports to other teams? (follow-up question: In
order to make the process more efficient, what are the changes that you want/expect
to see after you report a vulnerability? (i.e., what are some ways the flow of the
vulnerability reporting would be improved throughout an organization?))

8. How does the testing process work for projects that follow agile methodologies such as
Scrum?

9. Briefly describe your recon methodology. (follow-up questions: what is the type of
information you find useful for the type of testing you do? and what are the main
sources of internal and external information you normally rely on to complete your
testing work including training and knowledge flows?)

10. What sorts of tools are you using?, and what tools do you find useful for testing?

11. What are the different testing phases that you use tools for?

12. How do you decide what tools to get to your teams? What factors can help you decide
on that? Please describe your tool selection process and are there any restrictions in
terms of what tools could your engineers use? (this question is for managerial positions
such as CISOs)

13. Describe the role of ‘automation’ in terms of the types of tasks you do.

14. How would you define the scope for software/web application testing?

15. Do you think that scoping is limiting you in terms of what types of testing you can
do? If so, why?

16. Are there any other organizational barriers/workplace policies or/and contractual lim-
itations that could restrict your team from carrying out certain types of testing. If yes,
please explain.

17. What are the vulnerability types you normally look for?

18. What are the vulnerability types that are commonly and consistently found in different
projects?

19. Do you interact with other (red, blue, purple, pen testers, etc) teams on your day to
day job?
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20. How often do you communicate with other teams as part of your job? Please explain.

21. Have you ever had the chance to discuss the security vulnerabilities you found with
software developers? If yes, please comment on the impact of such discussion on
improving the security of the software you were testing.

22. Explain how did you acquire your current skill set?

23. How do you stay up-to-date with the latest discovered vulnerabilities and attacks?,
and how do you reflect this knowledge in your testing work?

Questions for red teams

1. What are the factors that drive companies to decide to create or contract with a red
team?

2. How are red teams structured?

3. What is the frequency in which you do red teaming assessment in a year?, and what
factors affect the number of assessments done in a year?

4. Describe the workflow of red teaming.

5. What is the most common ways you establish an initial foothold on an organization?

6. What are the tactics you employ to remain undetected by blue teams?

7. What are the rules of engagement that you usually make sure are followed?

8. What are the common mistakes that you observed blue teamers or other testing teams
do? and what are your recommendations on how to make their job better?

9. Do you talk/teach/explain blue teams about your findings? If so, how regular are
these meetings? and what sorts of information do red teams/blue teams share with
each other?

10. The basic idea behind red teaming is to challenge assumptions and identify blind spots,
do you have any special standard techniques/checklists? And how do you normally
operate? Where do you start?

Questions for blue teams

1. What are the factors that drive companies to decide to create a blue team?

2. How are blue teams structured?

3. Describe the workflow of blue teaming.

4. What information can help you differentiate between attacks mounted by red teams
or real attackers?

5. How is your job different from red teamers’ job? Can you describe red teamers’ method-
ology to testing?

6. What are the common mistakes that you observed red teamers or other testing teams
do? and what are your recommendations on how to make their job better?

7. Do you communicate with red teams? If so, how regular these meetings are? and,
what sorts of information do red teams/blue teams share with each other?
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8. If you get an alert, how do you respond? Do you have a process for that? And what
bottlenecks do you normally experience throughout the process?

Questions for purple teams

1. What are the factors that drive companies to decide to create a purple team?

2. What is unique about your purple team from the blue team and the red team? and
what is your team’s role in the organization?

3. How are purple teams structured?

4. Describe the workflow of purple teaming.

5. How to improve communication and workflow between red and blue teams?

6. What are the skillsets you share with blue teamers? and what are the skillsets you
share with red teamers?

7. Are there differences in the sets of tools used by blue teams and red teams?

8. Do you see areas where improvements can be made in terms of elevating blue and red
teamers’ chances of finding security vulnerabilities more efficiently and improving the
effectiveness of their testing work?

Questions for penetration testers

1. To what degree do you rely on automated vulnerability detection tools as opposed to
manually learn about the systems of interest?

2. In your opinion, how to improve testers’ vulnerability discovery capabilities?, how
differently companies could use pen testers efficiently than the current practices? and
what are the obstacles that could hinder your work?

3. Do you follow a systematic approach to finding vulnerabilities? Please explain.

4. Do you target your recon based on knowledge of an organization’s business interests?
If so, how?

5. How do you draw your penetration testing plans? is it based on the contract? and
does the penetration testing team have the freedom to come up with its own testing
plan?

6. How and when do you start to collect information about a target?

7. In your opinion, what are the reasons that drive companies to choose to outsource se-
curity testing to an external pen-testing company rather than doing the tests internally
by their internal testing teams?

8. What are the types of sensitive details that companies normally disclose to third-party
pen-testing services?

9. Can you comment on the nature of non-disclosure agreements that contractors must
sign before starting the pen-testing work? and can you comment on whether these
agreements are affecting the efficiency or effectiveness of penetration testing?
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10. What mechanisms are used to assure accountability of actions taken by pen-testing
teams? e.g., do companies keep logs that allow them to inspect what pen testers have
done and investigate whether there is some degree of damage that resulted from pen
testers actions?

11. Do companies archive information collected during pen testing? And how do they
make sure that this information is not accessed by unauthorized people?
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Questions for managerial positions such as CISOs

1. What are the factors that drive companies to decide to create an internal
red/blue/purple team or involve an external red team in their pen testing processes?

2. In your opinion, when should an organization consider creating a bug bounty program?

3. Describe the dynamics of interaction that occur between different teams.

4. Do you have an internal red team, pen testing or application testing team? What is
the main function of each team?, and how do they integrate into the rest of the security
ecosystem?

5. In your opinion, how can we maximize the effectiveness of all the testing teams in an
organization and are there specific areas where you think that significant improvements
can be made?

6. In your opinion, what are the challenges to unifying the efforts of all different teams?

7. Can you explain some lessons learned from previous pentesting works?

8. In your opinion, where does the role of bug bounty programs fit in the whole security
testing process?

9. What is the organization of your blue/red teams? (i.e., what other types of
teams/subteams do you have in your organization?)

10. What is the workflow that your blue team would follow once an incident of a malicious
attack has occurred?

11. Do you recall any bad experiences that relate to red/blue/purple teaming?

12. If red/blue/purple teaming is done correctly, how do you make sure that the vulnera-
bilities reported are actually fixed?, and what procedures do you follow to ensure that
your security posture has actually improved as a result of the testing you’ve done?

13. Are people normally receptive/welcoming to the type of feedback they receive from red
teamers? how about other teams? If no, how do you address this problem?

14. If you were to involve a red team, would you do it in-house or outsource the red teaming
process to another company? Please explain the reasons behind your answer.

15. How do you perceive each team’s contribution as a whole? If you were to structure
these different teams in tiers, how would you do it?

16. In your opinion, how can an organization make the feedback loop between the different
testing teams faster?

17. How do bug bounty programs integrate with whatever other testing teams an organi-
zation has in place (e.g., red/blue/purple and pentesting teams)?

18. Are there redundancies between what bug hunters do and what other testing teams
do?

19. Do you think that some testing teams are biased towards discovering certain vulnera-
bility types? If yes, how so?

20. Have you ever noticed that there is misconnect between different teams? If yes, please
explain why such misconnect exists.

21. Do have a bug bounty program?, and what motivated you to create a bug bounty
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program in the first place?

Questions for bug bounty hunters

1. How do you view your role in software/application vulnerability discovery in general?

2. In your opinion, when should an organization consider creating a bug bounty program?

3. How do bug bounty programs integrate with whatever other testing teams an organi-
zation has in place (e.g., red/blue/purple and pen testing teams)?

4. Describe some ways in which VRPs/bug bounty programs can be improved.

5. What would push you away from a bug bounty program?

Questions for internal security engineers

1. What information do you know that is unique to your team that other teams find
valuable?

2. What information do you feel like would be valuable to how well you can do your job
that other teams have?

3. How does your team deal with security vulnerabilities that are found in production
after the software has went through your testing pipeline?

4. How does your team deal with bugs found by other teams?

5. Where do you feel your team is weak in terms of finding security vulnerabilities?

6. What do you feel like is your team’s strength in terms of improving the security of the
organization as a whole?

7. How are internal testing teams structured?

8. Are there any tools that would help you identify security vulnerabilities during the
testing pipeline that you have heard are great or wish to have?

A.2 Participants’ Demographics

Tables A.1 - A.3 include detailed demographic information about our participants and
whether they held engineering roles, managerial roles, or both. We mark a participant as a
decider if he/she held a managerial position and a do-er if he/she held a security engineering
position.
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Table A.1: Participants’ demographics.

P Job title Other roles held in the past Years of expe-
rience doing se-
curity testing

Organization
size

Decider Do-er

P1 CISO Programmer, manager, CISO Less than 1 year Large D
P2 Bug bounty

hunter and
part-time secu-
rity engineer

External pen tester, internal red
teamer, bug bounty hunter

1 to 5 years Small D

P3 Security engi-
neer

Bug bounty hunter, pen tester 1 to 5 years Medium D
P4 Lead infras-

tructure secu-
rity engineer

Internal pen tester, internal red
teamer, blue teamer, bug bounty
hunter

1 to 5 years Medium D
P5 Bug bounty

hunter
Bug bounty hunter, pen tester 1 to 5 years Small D

P6 Team lead pen-
etration tester

Internal pen tester, external pen
tester, internal red teamer, ex-
ternal red teamer, bug bounty
hunter

1 to 5 years Small D

P7 Full time devel-
oper and runs
a pen testing
firm

Internal pen tester, external pen
tester, bug bounty hunter, devel-
oper, security officer

1 to 5 years Medium D D

P8 Full time red
teamer

Internal pen tester, external pen
tester, internal red teamer, ex-
ternal red teamer, bug bounty
hunter, vulnerability researcher

6 to 10 years Small D

P9 Security engi-
neer

Pen tester,blue teamer, qual-
ity assurance engineer, purple
teamer

6 to 10 years Large D
P10 Security man-

ager
Blue teamer, purple teamer, bug
bounty hunter, security manager

1 to 5 years Large D D
P11 Security engi-

neer
Quality assurance engineer, bug
bounty hunter

1 to 5 years Small D
P12 CISO CISO More than 10

years
Small D

P13 Security engi-
neer

Internal pen tester, external pen
tester, internal red teamer, ex-
ternal red teamer, blue teamer,
bug bounty hunter

More than 10
years

Large D

P14 Bug bounty
hunter

Bug bounty hunter 1 to 5 years NA D
P15 Pen tester External pen tester, bug bounty

hunter
More than 10
years

Small D
P16 Pen tester Internal pen tester, bug bounty

hunter
1 to 5 years Small D

P17 Security engi-
neer

Internal pen tester, external
pen tester, internal/external red
teamer, blue teamer, CISO

More than 10
years

Large D D
P18 Bug bounty

hunter
External pen tester, internal red
teamer, bug bounty hunter

1 to 5 years NA D
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Table A.2: Participants’ demographics (cont.).

P Job title Other roles held in the past Years of expe-
rience doing se-
curity testing

Organization
size

Decider Do-er

P19 Security engi-
neer

Internal pen tester, bug bounty
hunter

6 to 10 years Large D
P20 Pen tester Quality assurance engineer, ex-

ternal pen tester, external red
teamer

1 to 5 years Small D
P21 Bug bounty

hunter
Bug bounty hunter, external pen
tester

1 to 5 years NA D
P22 Security engi-

neer
Security engineer, blue teamer 1 to 5 years Medium D

P23 Security engi-
neer

Internal pen tester, external pen
tester, internal red teamer, bug
bounty hunter

1 to 5 years Large D
P24 Application se-

curity analyst
Security engineer, red teamer,
pen tester, bug bounty hunter

6 to 10 years Small D
P25 Security engi-

neer
Security engineer, bug bounty
hunter

Less than 1 year Large D
P26 Red teamer Internal pen tester, red teamer 6 to 10 years Large D
P27 Bug bounty

hunter
Internal pen tester, bug bounty
hunter

1 to 5 years Small D
P28 Bug bounty

hunter
Bug bounty hunter 1 to 5 years NA D

P29 CTO CTO, external pen tester 1 to 5 years Small D D
P30 Security man-

ager
Internal pen tester, external pen
tester, internal red teamer, ex-
ternal red teamer, blue teamer,
quality assurance engineer, secu-
rity manager

More than 10
years

Large D D

P31 Security engi-
neer

Internal pen tester, internal red
teamer, blue teamer, purple
teamer

1 to 5 years Large D
P32 Security con-

sultant
Pen tester, red teamer, blue
teamer, purple teamer

1 to 5 years Large D
P33 Security engi-

neer
Internal pen tester More than 10

years
Small D

P34 Security man-
ager

Internal pen tester, external pen
tester, external red teamer, pur-
ple teamer, CISO

More than 10
years

Small D D
P35 Security engi-

neer
Bug bounty hunter, security en-
gineer

1 to 5 years Large D
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Table A.3: Participants’ demographics (cont.).

P Job title Other roles held in the past Years of expe-
rience doing se-
curity testing

Organization
size

Decider Do-er

P36 Pen tester Internal pen tester, external pen
tester, external red teamer,bug
bounty hunter

Less than 1 year Small D
P37 CTO External pen tester, external

red teamer, purple teamer, bug
bounty hunter

More than 10
years

Small D D
P38 Director of pen

testing firm
Internal pen tester, external pen
tester, bug bounty hunter

More than 10
years

Small D D
P39 Blue teamer Blue teamer More than 10

years
Large D

P40 Bug bounty
hunter

External pen tester, internal red
teamer, external red teamer, bug
bounty hunter

More than 10
years

NA D
P41 Application se-

curity lead
Internal pen tester, external
pen tester, internal red teamer,
external red teamer, purple
teamer, bug bounty hunter

More than 10
years

Large D

P42 Technical Cy-
bersecurity Ar-
chitect

Red teamer, blue teamer, purple
teamer

More than 10
years

Large D
P43 Security man-

ager
Pen tester, blue teamer More than 10

years
Large D D

P44 Security man-
ager

Internal pen tester, blue teamer,
quality assurance engineer

More than 10
years

Small D D
P45 CTO Internal pen tester, external pen

tester, internal red teamer, ex-
ternal red teamer, purple teamer

6 to 10 years Small D D
P46 Blue teamer Internal pen. tester, external

pen tester, internal red teamer,
blue teamer, bug bounty hunter

More than 10
years

Medium D
P47 Pen tester Internal pen tester, external pen

tester, internal red teamer, ex-
ternal red teamer

6 to 10 years Small D
P48 CISO Internal pen tester, external

pen tester, blue teamer, purple
teamer, CISO

More than 10
years

Medium D D
P49 CISO CISO Less than 1 year Large D
P50 CISO Internal pen tester, External pen

tester, Internal red teamer, ex-
ternal red teamer, blue teamer,
purple teamer

More than 10
years

Small D D

P51 Secrity man-
ager

Security engineer, security man-
ager

More than 10
years

Large D D
P52 Security man-

ager
Security manager, blue teamer 6 to 10 years Large D D

P53 Security man-
ager

Security manager More than 10
years

Small D



196

Appendix B

Supplemental Materials for Chapter 4

B.1 Interview Guide

1. How do you normally learn that there is a security vulnerability that may affect you?

2. How do you decide whether to remediate or not remediate a security vulnerability?

3. How do you triage discovered security vulnerabilities?

4. What criteria do you use for prioritizing security vulnerabilities and determining their
severity levels?

5. What percentage of security vulnerabilities do you actually end up remediating?

6. Can you describe the process that is normally followed to remediate security vulnera-
bilities at your organization?

7. What type of tools do you use in your vulnerability remediation processes?

8. How do you remediate security vulnerabilities that exist in third-party code?

9. How does your organization determine the due dates for remediating security vulner-
abilities?

10. Which of your teams is responsible for remediating security vulnerabilities?

11. How do you decide who does what after a security vulnerability is discovered?

12. Who would normally need to collaborate with whom in order to remediate a security
vulnerability at your organization?

13. What type of information do you think would help you make better decisions in terms
of how to remediate security vulnerabilities effectively?

14. What metrics do you use to evaluate your progress in remediating security vulnerabil-
ities?

15. What role does your managers play in your vulnerability remediation processes?

16. Are there organizational constraints that hinder your vulnerability remediation efforts?

17. How do you validate whether your vulnerability fixes actually addressed discovered
vulnerabilities? And is that type of checking normally considered in your vulnerability
remediation processes?
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18. Are there non-technical factors that are hindering your vulnerability remediation ef-
forts? Please explain.

19. Do you think that improving asset management at your organization would make your
vulnerability remediation processes more effective? Please explain.

20. What would help you reduce the time between when a security vulnerability is discov-
ered to when it is remediated?

B.2 Survey Questions

General Questions

1. How would you describe your level of involvement in remediating security vulnerabili-
ties at your organization?

2. How would you describe your role in vulnerability remediation?

3. How many years of experience do you have in vulnerability remediation?

4. Are you involved in implementing vulnerability fixes (i.e., writing code for or testing
security patches)?

5. How would you describe the size of the organization you currently work for?

6. How would you describe the main line of business of your organization?

7. If you are involved in implementing fixes for security vulnerabilities, what are your
main sources for technical vulnerability remediation advice?

8. Do you believe that your organization has the financial resources it needs to remediate
security vulnerabilities effectively (e.g., to hire more employees or to buy tools)?

9. Do you believe that your organization is providing you with enough resources that
enable you to remediate security vulnerabilities effectively?

10. Do you believe that your organization has employees who have the technical cyberse-
curity expertise needed to fix security vulnerabilities effectively?

11. Do you receive vulnerability reports through a bug bounty program?

Triaging Vulnerability Reports

1. How does your organization triage the vulnerabilities received from your various vul-
nerability discovery channels?

2. How would you describe the overall technical expertise/background of the person(s)
who triages discovered vulnerabilities at your organization?

3. How would you describe the overall cybersecurity expertise/background of the per-
son(s) who triages discovered vulnerabilities at your organization?

4. Which of the following challenges do you often face when trying to reproduce vulner-
abilities reported to you?
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5. Generally speaking, how much effort does it take you to reproduce a vulnerability
reported by a bug bounty hunter?

6. Generally speaking, how much effort does it take you to reproduce a vulnerability
reported by internal engineers or developers?

7. Generally speaking, how much effort does it take you to reproduce a vulnerability
reported by paid penetration testing services?

8. At your organization, how much effort does it take you to identify the person respon-
sible for fixing a security vulnerability once it is discovered?

9. Does your organization keep track internally of who developed (or is responsible for)
which software that can help you identify whom to contact once a vulnerability needs
to be fixed?

Remediating Discovered Vulnerabilities

1. How likely would you be to recommend your organization’s vulnerability remediation
process to other organizations?

2. Which types of vulnerabilities are you generally least worried about fixing?

3. At your organization, how do you decide whether to remediate or not remediate a
discovered security vulnerability?

4. Out of all the critical and high severity vulnerabilities discovered in your systems which
can be remediated and using a scale from 0 to 100, what percentage of them do you
normally end up remediating? [note: assume that the vulnerabilities have already
been triaged and assigned a “high” or “critical” severity rating, and they are not false
positives]

5. Out of all the medium severity vulnerabilities discovered in your systems which can be
remediated and using a scale from 0 to 100, what percentage of them do you normally
end up remediating? [note: assume that the vulnerabilities have already been triaged
and assigned a “medium” severity rating, and they are not false positives]

6. Out of all the low severity vulnerabilities discovered in your systems which can be
remediated and using a scale from 0 to 100, what percentage of them do you normally
end up remediating? [note: assume that the vulnerabilities have already been triaged
and assigned a “low” severity rating, and they are not false positives]

7. Once the person responsible for fixing a security vulnerability is identified, how much
effort does it take you to communicate the vulnerability to them and articulate the
importance of getting it fixed?

8. At your organization, how much effort does it take you to identify all the pieces of code
(or software components) affected by a vulnerability once it is discovered?

9. Once you have identified all the areas/components affected by a vulnerability, how
much effort does it take you to apply the fix across all the systems affected by it?

10. At your organization, how do you track all the assets that your organization has (i.e.,
asset management)?
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11. At your organization, do you have a formal process to validate whether patches are
solving the vulnerabilities they are supposed to fix?

12. If yes, how do you validate whether your vulnerability fixes are working as intended?

Vulnerability Remediation and Third-Party Code

1. Does your organization have a formal process for remediating vulnerabilities that exist
in third-party code?

2. How easy is it to remediate vulnerabilities that exist in code developed by someone at
your organization relative to vulnerabilities that exist in third-party code?

3. How does your organization handle vulnerabilities that exist in third-party code (e.g.,
libraries, tools or external dependencies)?

4. Do you have a list showing the points of contact for all the third parties you are working
with and who you can contact once you learn that their code has a vulnerability?

5. Have you been in situations where you received ineffective patches from your third party
vendors? [note: by ineffective, we mean patches are not fully fixing the corresponding
vulnerability]

6. If yes, please explain what the issue(s) was with the patch that you received and how
you resolved it.

7. If yes, how did your organization deal with this problem?

8. Does your organization develop products for third-party organizations (e.g., as a con-
tractor for government agencies or other organizations/companies)?

9. If yes, who takes care of remediating vulnerabilities that get discovered in the products
you developed for your customers?

10. If yes and if your organization takes care of vulnerability remediation, does your deci-
sion of whether to remediate or not depend on which client/customer you are remedi-
ating vulnerabilities for?

Vulnerability Management

1. At your organization, who determines how much time your teams have to fix a security
vulnerability?

2. What kind of role(s) would you like your managers (e.g., CISOs) to have in your
organization’s vulnerability remediation decisions?

3. At your organization, who has the authority to approve the decision of not remediating
a security vulnerability?

Challenges and Recommendations

1. If you were to make changes to your organization’s vulnerability remediation process,
how would you improve it? (e.g., in terms of the effectiveness of the vulnerability fixes



APPENDIX B. SUPPLEMENTAL MATERIALS FOR CHAPTER 4 200

and the time it takes you to fix vulnerabilities)

2. What kind of challenges does your organization face when trying to remediate vulner-
abilities effectively and efficiently?

3. What kind of help does your organization need in order to improve your vulnerability
remediation process?
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Supplemental Materials for Chapter 5

C.1 Survey 1: Organizational Survey

This section lists all the questions we included in the survey that we sent to developer
organizations.

Section 1: Data Collection and Transmission

1. Approximately how many mobile apps does your organization develop or distribute
that are available through Google Play?

2. Are any of these apps designed for children?

3. Do any of your apps transfer data to third parties (e.g., ad networks or other domains)?

4. If Yes, please list the third parties that receive data from your apps.

5. What types of data do you collect from the users of your apps?

6. If your app collects data from users, for what purposes do you use the data that you
collect? (If your app(s) do not collect data from users, please indicate that in your
answer)

7. When your app transmits data over the Internet, how confident are you that it always
uses encryption (i.e., SSL, TLS)?

8. Do your apps have privacy policies?

9. Do your app(s)’ privacy policies mention all the data collection and sharing behaviors
of your app(s)?

10. Do your app(s) obtain parental consent before collecting certain types of data from
child users?

11. If Yes, how do your apps obtain parental consent before collecting users’ data?

12. Does your organization think that parental consent needs to be obtained before col-
lecting data from children users?

13. Do any of your apps use age gates to separate child users from adult users?
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14. If Yes, how is data from child users treated differently, after a child user is identified
using your age gate?

15. Does your app obtain users’ consent prior to sending personal information to third
parties?

16. If Yes, what mechanism do you use to obtain user consent?

17. Does your app allow users to opt out of the collection of their personal information?

18. If Yes, what mechanism(s) does your app use to allow users to opt out of data collection?

Section 2: Privacy Compliance Processes

1. Does your organization have a formal process for addressing privacy issues during the
software development process?

2. Is your organization familiar with any of the following laws? (Choices: COPPA, CCPA,
GDPR, None)

3. Which of the following laws does your organization believe your apps are subject to
compliance with? (Choices: COPPA, CCPA, GDPR, None)

4. If your organization believes that your app is exempt from COPPA/GDPR/CCPA,
which of the following does your organization think apply to your app(s)? (Choices:
Our app(s) is not directed to kids, The users can just opt out by enabling the Opt out
of Ads Personalization on their phones, Our app does not target users in the US, We
are allowed under the law to collect data for our internal operations [please explain],
We believe that SDK companies are responsible for protecting data they receive from
our app, Other [please explain])

5. Please describe the processes your organization has in place for complying with various
privacy regulations.

6. When your organization integrates third-party code into its apps (e.g., SDKs), what
processes does it follow to ensure that those third-party components do not violate
your organization’s privacy obligations?

7. Do you offer both free and paid versions of your app(s)?

8. If Yes, does your organization treat paid apps differently than free apps in terms of
the types of data you collect from users or the types of privacy features offered in your
apps?

Section 3: Privacy Laws - COPPA

1. Does your organization believe that your apps are compliant with COPPA?

2. What obligations does your organization believe it has under COPPA?

3. COPPA applies to apps that are directed to kids (under the age of 13) in the US.
Therefore, your apps may be subject to COPPA if you make them available to kids in
the US through Google’s Play store. Under COPPA, developers are required to obtain
verifiable parental consent before collecting certain types of data from kids. Does this



APPENDIX C. SUPPLEMENTAL MATERIALS FOR CHAPTER 5 203

change your organization’s beliefs/understanding about your organization’s obligations
under COPPA?

Section 4: Privacy Laws - GDPR

1. Does your organization believe that your apps are compliant with GDPR?

2. What does your organization believe their obligations are under GDPR?

3. GDPR applies to all users in Europe, and apps or websites that target users under
the age of 16 are subject to the kids provisions of GDPR. Therefore, if you offer your
app(s) to users under the age of 16 in any European country through Google’s Play
store, then your app(s) may be subject to compliance with GDPR. Does that change
your organization’s beliefs about your organization’s obligations under GDPR?

Section 5: Privacy Laws - CCPA

1. Does your organization believe that your apps are compliant with CCPA?

2. What does your organization believe their obligations are under CCPA?

3. CCPA applies to all users in California, and apps or websites that target users under
the age of 16 may be subject to the kids provisions of CCPA. Therefore, if your app is
targeting children and is available to users in California through Google’s Play store,
then it may be subject to compliance with CCPA. Under CCPA, verifiable parental
consent must be obtained in order to opt-in children users (whose ages are under 13)
to the sale of their personal information. Does that change your organization’s beliefs
about your organization’s obligations under CCPA?

Section 6: Final Reflections

1. Based on your organization’s experience, what would make it easier for app developers
to comply with privacy regulations?

2. Is there anything else that you would like to add?

C.2 Survey 2: Developer Perspectives

This section lists the questions we sent to personnel within developer organizations.

Section 1: General Questions

1. Which of the following roles best describes your job function?

2. How many mobile apps have you had a role in developing?

3. Do you individually develop or have you ever worked at an organization that develops
mobile apps directed at kids under the age of 13?
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4. Are you aware of the Designed for Families (DFF) program in the Google Play store?

5. Have you contributed to the development of any mobile apps that participate in the
DFF program, now or previously?

6. If Yes: if given the choice, would you prefer to not participate in the DFF program?

Section 2: Privacy Regulations

1. Have you (or someone else at your organization) ever been notified by Google that one
of your apps is not compliant with the Play Store’s policies?

2. If Yes, please explain the reasons why Google thought that your app was not compliant
with Play Store policies, including what policy they believed your app violated.

3. If you were asked to list all the third parties that get contacted by your apps, how
confident are you that you would be able to identify all of them?

4. If you were asked to list all the types of personal data that your app(s) collect from
users (including persistent identifiers), how confident are you that you will be able to
identify all of them?

5. How knowledgeable are you about each of the following regulations: COPPA, GDPR,
CCPA, CPRA and FILRPPA

6. How do you determine what laws/regulations are applicable to the mobile apps that
you have a role in developing?

7. Which of the following resources do you rely on for guidance on how to comply with
applicable privacy regulations? (please select all that apply) (Choices: In-house legal
counsel, Online sources (e.g., websites and social media), Regular advice from external
lawyers, The Google Play store, None of the above, Other [please explain])

8. How confident are you of your ability to comply with privacy regulations?

9. How confident are you that all third-party code embedded in your app(s) is correctly
configured to comply with applicable privacy regulations?

10. How confident are you of being able to identify all the potential privacy issues that
exist in your app(s)?

11. How confident are you of your ability to fix a privacy issue found in your app by an
external tester?

12. How confident are you of your ability to envision the risks your users might experience
should they exploit a privacy vulnerability that exists in your app (e.g., an attacker
using location data collected by your app)?

13. How challenging is it to make your app(s) compliant with privacy regulations?

14. Please explain your answer to the previous question.

15. What role should central app markets, like the Google Play store or Apple App Store,
take in determining whether mobile apps comply with applicable privacy regulations?
(Choices: Smaller role, Stay the same, Larger role)

16. What, if anything, should central app markets, like the Google Play store or Apple App
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Store, do differently to help developers comply with applicable privacy regulations?

17. How likely do you think you or your company are to be investigated by privacy regu-
lators as a result of violating privacy regulations?

18. How frequently do you check for whether SDKs integrated in your app(s) have released
new versions after your initial integrations?

19. How often do you release updates aimed at fixing a privacy issue found in your app?

20. How concerned are you about the possibility of your app(s) being removed from the
Play Store as a result of a discovered privacy issue?

21. How concerned are you about the possibility of experiencing a decline in the number
of users who use your app(s) once they learn about a privacy issue (e.g., unexpectedly
sharing their data with third parties)?

22. How concerned are you about the possibility of experiencing a decline in revenue if you
must limit your apps’ data collection practices?

Section 3: SDKs

1. Does your organization have a formal process that it uses to vet potential SDKs for
inclusion in your app(s)?

2. Please explain the process your organization uses to decide whether or not to include
a given SDK. For example, is this a decision left to individual developers? Is there a
designated person or department that vets new SDKs?

3. Once a decision has been made to include a new SDK, is there anything that you or
your organization does to ensure that the SDK has been configured correctly?

4. When integrating an SDK in your app(s), how confident are you that you or some-
one within your organization has read that SDK’s: (a) Privacy policy?, (b) Terms of
service?, (c) Quickstart guide? and (d) Configuration documentation?

5. What kind of information do you look for in SDK documentation when trying to make
your app(s) compliant with privacy regulations?

6. Is there someone within your organization who is responsible for ensuring that the use
of third-party SDKs complies with your organization’s privacy policy? Please explain
your answer.

7. Is there someone within your organization who is responsible for ensuring that the use
of third-party SDKs complies with applicable laws? Please explain your answer.

8. How confident are you of your ability to control the types of data accessed and/or
transmitted by SDKs integrated in your app(s)?

9. How confident are you of your ability to limit the transmission of personal data collected
by an SDK integrated in your app with other third parties?
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Section 4: Challenges and Recommendations

1. Briefly summarize the challenges you experience when trying to make changes in your
app(s) to comply with privacy regulations.

2. What kind of support from the Google Play store do you think would make it easier
for you to make your app(s) compliant with privacy regulations?

3. What kind of support from your organization’s leaders do you think would make it
easier for you to develop apps that are compliant with privacy regulations?

4. What kind of support do you need from other people in your organization to make it
easier for you to develop apps that are compliant with privacy regulations?

C.3 Interview Guide

Below, we list the questions we used for our semi-structured interviews.

1. Are you aware of the following privacy regulations: COPPA, GDPR, CCPA?

2. If yes, do you believe that your child apps are compliant with COPPA, CCPA, and/or
GDPR? Please explain.

3. Can you sketch the processes you and your team follow to comply with COPPA, CCPA,
and/or GDPR?

4. Do these processes change when designing apps specifically targeted at children? If
yes, how?

5. Would you change the design or add/remove features when designing apps specifically
targeted at children? Please explain.

6. Have you ever been told by Google that your app is not compliant with the Play Store
rules?

7. What tools do you use to test and/or monitor your compliance with COPPA, CCPA,
and/or GDPR? How effective are these tools in helping you comply with these privacy
regulations?

8. Do you think that you have the resources and/or (technical and legal) expertise that
could help you become compliant with COPPA, CCPA, and/or GDPR?

9. Please explain what you think you would need to improve the compliance of your apps
with these privacy regulations.

10. Do you believe it is difficult to comply with privacy regulations such as COPPA, CCPA
and/or GDPR? What are the challenges that you experience when trying to comply
with them?

11. What kind of third-party code (SDKs) do you integrate into the child apps you develop?

12. Can you explain the reasons why you need to integrate SDKs in your apps?

13. How do you decide whether it is okay to integrate an SDK in your apps or not? Can
you explain your thought/decision process?
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14. Do you read the privacy policies of SDKs before deciding to integrate them in your
apps? If yes, what kind of information do you look for in such privacy policies? And
do you find it helpful to do so?

15. Once you read SDK documentation, do you do any kind of testing to determine what
kind of data is collected by SDKs?

16. Do you know the types of data collected by each SDK you integrate in your apps?

17. What challenges does your organization face when you integrate SDKs in your apps?

18. Are there any other third-party services that you use in your apps? And if so, how
do you make sure that they are COPPA, CCPA, and/or GDPR compliant before you
start using them?

19. What kind of questions do you consider asking third-party providers before you use
their services?

20. Please provide some examples of privacy concerns that were raised to you by end-users
(if any).

21. What are the reasons that may have caused the privacy concerns or issues we have just
discussed?

22. What kind of support do you think developers need in order to comply with privacy
regulations (COPPA, CCPA, GDPR)?

23. What do you think the implications are of not complying with COPPA, CCPA, and
GDPR?

24. Are you concerned about violating the policies of Google Play?

25. Did you know that your app collects this kind of data from end users? Please explain
the purpose of this data collection.

26. Did you know that your app communicates with these domains? Please explain the
purpose of such communication.

27. Were you aware that these SDKs (refer to specific SDKs we detected in their app)
collect this data?

28. Do any of these behaviors contradict what is mentioned in the privacy policy of your
app?

29. Did you inform end users about these kinds of behaviors (collection and transmission
of user data) in your privacy policy or any other means?

30. Do you have any plans for limiting data collection and data sharing with third parties?

31. Do you have any plans for removing specific SDKs from your app? If yes, please
explain.
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D.1 Developer survey

This section lists the questions included in our developer survey which helped us evaluate the
extent to which configuring third-party SDKs for child-appropriate treatment and preparing
accurate privacy labels are supported within existing app development processes. The survey
also asked developers about the types of privacy guidance that they relied on and their
perspectives on how such guidance can be improved.

Part 1: Third-party Software Development Kits (SDKs)

1. Which of the following third-party SDK providers receive personal data from the child-
directed apps that you published on the Google Play Store?

2. For what purposes does your organization use third-party SDKs in its mobile apps?

3. Many third-party SDKs offer privacy configurations that can be used to signal to an
SDK that children are among an app’s target audiences, that a user has provided
consent (or not) or to limit the collection of certain data types (e.g., advertising IDs
and location data). Are you familiar with such types of third-party SDK privacy
configurations?

4. To what extent does your organization make use of third-party SDK privacy-compliance
configurations/settings to limit data sharing with third parties?

5. What are the potential consequences to your organization for not configuring third-
party SDK privacy-compliance settings correctly?

6. To what extent does your organization find that it is challenging to correctly use
third-party SDK privacy compliance configurations to comply with applicable privacy
regulations?

7. What kind of challenges did your team experience in their effort to configure third-party
SDKs for compliance with privacy regulations?
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8. Is there someone within your organization responsible for ensuring that third-party
SDKs bundled within your organization’s mobile apps are kept up-to-date?

9. To what extent does your organization trust that personal data collected by third-
party SDKs through your app(s) will not be used for purposes that are prohibited
(e.g., behavioral advertising) under applicable privacy laws or the Google Play Store
policies?

10. What kind of improvements/changes would your organization like third-party SDK
providers to make in order to make it easier for your organization to use third-party
SDK privacy compliance configurations correctly?

Part 2: Data Safety labels

1. Who is responsible for filling out the details for your apps’ data safety labels?

2. How would you rate the difficulty of accurately filling out the details required for data
safety labels on the Google Play store?

3. Does your development process dedicate time and/or resources to ensuring the accuracy
of information included in your apps’ data safety labels?

4. If Yes, what kind of process did your team(s) follow to ensure the accuracy of the
information included in your apps’ data safety labels?

5. How does your team(s) identify the types of data collected by third-party SDKs before
filling out your apps’ data safety labels?

6. Do you use any dynamic or static testing tools that allow you to identify the types of
data collected by your app(s) before filling out the details needed for the Data Safety
labels (e.g., tools for capturing network traffic)?

7. If Yes, could you provide more details on the tools that you use for testing your app(s)
to identify the types of data your app(s) collect and/or share?

8. What kind of challenges did your team(s) face while filling out the details required for
your apps’ data safety labels?

9. If you were to make changes to the Google Play developer console to make the process
of filling out data safety labels easier for app developers, what would you do?

10. Should filling out the details of the data safety label be automatically done by Google
Play instead of leaving this task to app developers?

11. Do you believe that Google checks your app(s)’ Data Safety label(s) for accuracy?

12. In your opinion, what are the potential consequences for having inaccuracies in the
disclosures made in apps’ data safety labels?

Part 3: Privacy Guidance for App Developers

1. What kind of resources do you have access to through your organization for guid-
ance on how to improve the privacy of your app(s) or comply with applicable privacy
regulations?
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2. Does your developer organization currently provide you with specific guidance or re-
sources to help you improve the privacy of your app(s) or comply with applicable
privacy regulations?

3. If Yes, what kind of privacy guidance do you currently have access to?

4. If you were to be offered privacy guidance, would you use it in your development tasks?

5. If Yes, what type of privacy guidance would you most want to have?

6. Where, in your development process, do you think that developer privacy guidance
would be most likely to be considered?

7. If you were to be offered a specific type of privacy developer guidance, in what format
would you like to receive this guidance?

8. Where would you like to see the privacy developer guidance presented to you?

9. What kind of content in third-party SDK documentation do you find challenging to
understand or find?

10. What kind of help do you need to understand the data collection behaviors of third-
party SDKs integrated in your app?

11. If you were to be offered a specific type of documented privacy developer guidance,
what type of technical content would you like this guidance to have?

12. If you were to be offered a specific type of documented privacy developer guidance,
what type of legal content would you like this guidance to have?

13. Assuming that we provided you with documented guidance to help you improve the
privacy of your app(s), what else would you need?
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D.2 Traffic Snapshots

Figure D.1: Collection of AAIDs and app set ID alongside each other despite correct use of
AdColony’s [8] COPPA configuration.

Figure D.2: Collection of AAIDs and app set ID despite correct use of ironSource’s [131]
COPPA configuration.
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Figure D.3: Transmitting AAIDs alongside FIDs to app-measurement.com.

Figure D.4: Transmitting AAIDs alongside WiFi MAC addresses and SSAIDs to
umeng.com.

D.3 Linking of Different Data Types

Figure D.5 shows the total number of apps that sent AAIDs alongside other types of personal
data, which allows bridging AAIDs after they have been reset by users. Most of the linking
was due to transmitting FIDs alongside AAIDs to app-measurement.com, which is owned
by Firebase [93].
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Figure D.5: Number of apps that transmitted AAIDs alongside other types of personal
data to app-measurement.com and other domains.

D.4 Example of a Data Safety Label

Figure D.6 shows an example of a data safety label prepared by a developer for one of their
DFF-badged apps (5). In this example, the developer disclosed that their apps shares two
of the data types defined in Google Play’s specification for data safety labels [51], which
are “Device IDs” and “App info and performance”. The developer also indicated that their
app does not collect personal data (2), that encryption is used in their communications
that include the disclosed data types (3) and that users cannot request the deletion of their
data (4). In our analyses, we examined the accuracy of these disclosures by comparing
them to apps’ actual data collection and sharing behaviors. For example, if we observed
the app whose label is included in Figure D.6 transmitted AAIDs to live.chartboost.com, we
considered that an accurate disclosure.
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Figure D.6: Example of a data safety label.

Figure D.7 shows an example of data safety label whose developer disclosed that their
app does not collect (1) or share (2) any of the data types considered in Google Play’s
specification for data safety labels [51]. In this example, if we observed that the app whose
label is included in Figure D.7 transmitted AAIDs to graph.facebook.com, we considered that
an inaccurate disclosure of the transmitted data type and the purpose of such transmission.

Figure D.7: Example of a data safety label disclosing that no data is collected or shared.

Figure D.8 shows an example of an app that did not have a data safety label available on
the store at the time of testing. This could resulted from developers not preparing a label for
their apps or preparing one that the store removed after finding inaccurate disclosures [198].
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Figure D.8: Example of an app that did not have a data safety label.

D.5 Timeline of Policy Changes

Figure 6.1 provides an timeline that demonstrates when relevant Google Play policies were
introduced or became effective. This timeline is based on the details available on Google
Play’s policy archive [180]. The dates shown in Figure 6.1 might not necessarily demon-
strate whether these policies were enforced by Google Play at the time. However, anecdotal
evidence from developer forums could provide evidence about the dates on which Google
Play started enforcing its policies. For example, developers posted questions in late 2022
on StackOverflow (e.g., [197, 198]) that requested guidance on how to fix their data safety
labels to react to notifications they received from Google Play.

To our knowledge, all the policies relevant to our experiments were effective before we
started our experiments (early February 2023) except for two of them. One of which required
developers to update the API levels targeted by their apps and the other one required using
specific versions for self-certified SDKs in child-directed apps. The ongoing enforcement of
Google Play’s target API level policy that was happening during or after our pilot tests
could explain why we were only able to test 4,975 apps in the second app runs (Section 6.3).
While developers of child-directed apps were required to comply with the SDK versions
policy starting from May 31 2023 [178], the policy was announced in late November 2022
which could have led developers to update SDKs to one of their more recent versions [179].
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E.1 Privacy Checklist: Initial Version

In the initial version of the privacy checklist, we included five sections which ask developers
to consider checking for the existence of a number of privacy issues, which mainly relate to
transmission of personal data, disclosure of data practices and usage of third-party SDKs.
The content of this checklist is included in the following sections.

Section 1: App Target Audiences

1. Are children among your app’s target audiences? If No, skip Step 1-a.

a) If Yes, did you indicate on your app’s listing on the store that your app is child-
directed?

2. Will your app(s) be used by child users in the United States where COPPA applies?

3. Will your app(s) be used by users in California where CCPA applies?

4. Will your app(s) be used by users in Europe where GDPR applies?

Section 2: Types of Data Your App Collects

1. Have you identified the types of personal data your app(s) collects from users as a first
party?

2. For each data type you identified in Step 2.1, have you checked whether you need to
obtain user consent (or verifiable parental consent for child users) before collecting the
data type from users? (hint: you can make this determination by checking what each
of the laws identified in Steps 1.2, 1.3 and 1.4 requires from app developers.)

3. For each data type you identified in Step 2.1, have you disclosed its collection in your
privacy policy and your app’s Data Safety label on the Google Play Store?

4. For each data type you identified in Step 2.1, have you disclosed the purpose of its
collection in your privacy policy and app’s Data Safety label on the Google Play Store?
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Section 3: Third-Party SDKs Embedded in Your App

1. Have you enumerated all the third-party SDKs integrated in your app?

2. If you answered Yes to Step 1.1, have you checked whether the terms of service of each
third-party SDK you identified in Step 3.1 allows its integration in apps that target
children?

3. For each third-party SDK you identified in Step 3.1, have you checked its documenta-
tion to understand what data it will collect from your users?

4. For each data type you identified in Step 3.3, have you checked whether you need to
obtain user consent (or verifiable parental consent for child users) before collecting
the data type through the use of the SDK that collects it? (hint: you can make this
determination by checking what each of the laws identified in Steps 1.2, 1.3 and 1.4
requires from app developers.)

5. For each data type you identified in Step 3.3, have you disclosed its collection in your
privacy policy and your app’s Data Safety label on the Google Play Store?

6. For each data type you identified in Step 3.3, have you disclosed the purpose of its
collection in your privacy policy and app’s Data Safety label on the Google Play Store?

7. For each third-party SDK you identified in Step 3.1, have you checked whether the SDK
asks developers to include specific disclosures/clauses in their apps’ privacy policies?

8. For each third-party SDK you identified in Step 3.1, have you checked that it is up-to-
date?

9. For each third-party SDK you identified in Step 3.1, have you identified the privacy
settings it offers and followed the steps provided in the SDK documentation to configure
each of these settings properly?

a) If you answered Yes to Step 1.1, have you checked whether each of the third-party
SDKs you identified in Step 3.1 has client or server-side privacy settings that allow
signaling to the SDK that children are among your app’s target audiences and
used the settings accordingly?

b) If you answered Yes to Steps 1.2, 1.3 and 1.4, have you checked whether each of
the third-party SDKs you identified in Step 3.1 has privacy settings that allow
signaling whether a user has consented and used the settings accordingly?

c) If you answered Yes to Steps 1.1 and 1.3, have you checked whether each of the
third-party SDKs you identified in Step 3.1 has privacy settings that allow opting
out child users from the sale of their personal information and used the settings
accordingly?

d) If you answered Yes to Steps 1.1, 1.2 or 1.3, have you checked whether each of
the third-party SDKs you identified in Step 3.1 has privacy settings that allow
limiting the collection of personal data from users until they provide their consent
(or verifiable parental consent for child users)?
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Section 4: Other Disclosures

1. In your app’s privacy policy, have you explained how users can submit requests to:
enquire about the data your app collected about them, request the deletion of their
data, and opt them out of the collection of personal data?

2. In your app’s privacy policy, have you listed all the third parties (or categories of
third-party businesses) that will receive user personal data collected by your app?

3. In your app’s Data Safety label, have you listed the types of access requests that users
can send to you (i.e., data deletion requests, data access requests, and reqeusts to opt
out from data collection and/or sharing)?

Section 5: Resource Access and Data Security

1. Have you removed any unnecessary and/or dangerous permissions your app has before
releasing it to users on the Google Play store?

2. Have you used TLS to encrypt all the data transmissions generated from your app?

3. Have you ensured that any user personal data stored in your systems is encrypted at
rest?

E.2 Interactive Privacy Checklist: Questionnaire Part

Below, we list examples of the questions that we included in the questionnaire part of our
interactive privacy checklist tool.
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Figure E.1: Question on the the countries where apps are available to users.
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Figure E.2: Question on the types of data shared with third parties.
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Figure E.3: Question on whether the third-party analytics or advertising SDKs are
integrated.
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Figure E.4: Question on whether a third-party ad mediation SDK is used.
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E.3 Interactive Privacy Checklist: More Examples of

Checklist Items

Below, we provide more examples of checklist items that are dynamically generated by our
interactive privacy checklist.

Figure E.5: A checklist item generated by our tool providing guidance on using a server-side
privacy configuration offered by ironSource’s SDK [131] for compliance with US state laws.

Figure E.6: A checklist item generated by our tool providing guidance on using a
client-side configuration to communicate whether user consent was obtained.

Figure E.7: A checklist item generated by our tool providing guidance on disclosures to
include in an app’s data safety label.
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E.4 Interview Guide

Below, we list the questions that we asked participants during the interview sessions we
conducted to obtain improved understanding of how developers use available sources of
privacy guidance and evaluate the feasibility of using privacy checklists in their development
processes.

Section 1: Privacy Guidance Available to Developers

1. What resources does your organization rely on for understanding how to comply with
Google Play policies and applicable privacy regulations?

2. How did you find using the privacy guidance provided by Google Play (e.g., through
their email messages, their web pages and/or Google Play console)?

3. What kind of uncertainties do you normally have with regards to how to check whether
your apps have privacy issues before releasing them to users on the Google Play Store?

4. What types of privacy guidance do you currently use or have used before?

5. Have you ever used privacy checklists in your software development processes?

6. Would you be willing to use privacy checklists to help you identify and fix privacy
issues before releasing your apps to users?

7. To what extent do you feel that you need privacy guidance to help you understand
how to comply with Google Play policies and applicable privacy regulations? Please
explain and specify the kinds of help and guidance that you need.

Section 2: Feedback and Reactions on Our Privacy Checklist

1. After reading each of the items included in the generated checklist, we asked partici-
pants:

a) How easy would it be for you to take action?

b) Is someone else in your organization better positioned to take action on them
and/or answer the questions generated by the tool?

c) Would you always be able to take action? Please explain.

2. Is any of the information included in the generated checklist unclear to you? And are
there any terminologies that should be clarified? Please explain.

3. Is the amount of content included in the checklist reasonable? (i.e., should we add
more detail or shorten it?)

4. If you were to be presented with the questions generated by the tool for all your apps,
would you be able to answer them? Please explain.

5. Do you need to consult anyone in your organization before answering any of the ques-
tions generated by the tool? If so, who is that person? And how can we redesign this
tool to make it easier for you to answer these questions?
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6. Would you be willing to incorporate this tool into your development process? Please
explain.

7. Which of your teams/personnel would be most likely to benefit from it? Please explain.

8. How can we make this tool better suit the needs of your development process?

9. After participants reviewed the content of the checklists they generated for their apps,
we asked:

a) Did the tool help you identify any privacy issues that exist in your app(s)?

b) Did the tool help you understand how to fix these issues?

c) Did the tool help you better understand the behaviors of the third-party SDKs
embedded in your app(s)?

d) Did the tool help you identify the disclosures that need to be included in your
apps’ privacy policy and/or data safety label?

e) Did any of the checklist items help you develop a better understanding of your
privacy compliance obligations? Please explain.

10. Do you already use privacy checklists in your development processes? If so, we asked:

a) Where did you get your checklist from?

b) Who developed it?

c) What type of content does your privacy checklist contain?

d) What process was followed to develop it?

e) Who are audiences targeted by your privacy checklist?

f) What are the reasons that motivated you to use a privacy checklist?

g) How do you use it in your organization? And at which point in your development
lifecycle do you use it?

h) How does it guide your software development and test plans?

i) Could you explain how using a privacy checklist impacted your privacy practices?

11. If you were to further customize this checklist to your development process and/or
app(s), what kind of changes would you make to it?

E.5 Survey Questions

Below, we list the questions that we included in the survey that we distributed to privacy
lawyers.

Section 1: General Questions

1. Do you work at a law firm or are you part of a legal team in a company/organization
that develops or distributes mobile apps?

2. Does your firm (or legal team) have a group of lawyers that focuses on advising about
privacy and/or security matters?
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3. I have advised mobile app developers who operate in these countries .. [Options: United
States, United Kingdom, Canada, Germany, Brazil, France, Spain, China, Japan, I
prefer not to answer, Other]

4. I have advised clients to comply with ... [Options: The Children Online Privacy Protec-
tion Act (COPPA), The General Data Protection Regulation (GDPR), The California
Consumer Privacy Act (CCPA), Brazilian General Data Protection Law (LGPD), The
Personal Information Protection Law of the People’s Republic of China (PIPL), The
Health Insurance Portability and Accountability Act (HIPAA), The Gramm-Leach-
Bliley Act, I prefer not to answer, Other]

Section 2: Privacy Guidance

1. How do you communicate your privacy compliance advice to mobile app developers?

2. Who is typically the target audience for your privacy guidance documents?

3. How is privacy guidance presented in the documents you provide to mobile app devel-
opers?

4. Have you ever used any of the privacy checklists available in law databases, such as
Bloomberg Law or Westlaw, when you advise mobile app developers on how to comply
with privacy regulations?

5. When do your clients (i.e., mobile app developers) typically implement the advice
provided in your privacy guidance documents?

Section 3: The Content of the Provided Privacy Guidance

1. Is children’s privacy covered in your oral or documented privacy guidance you provide
to mobile app developers?

2. Generally speaking, which of the following topics is covered in the oral or documented
privacy guidance you provide to mobile app developers? [a list of answer choices was
provided]

3. In terms of designing consent screens, which of the following is addressed by the oral
or documented privacy guidance documents you provide to mobile app developers? [a
list of answer choices was provided]

4. In terms of working with third-party tools and code libraries, which of the following
is addressed by the oral or documented privacy guidance you provide to mobile app
developers? [a list of answer choices was provided]

5. In terms of preparing privacy policies and privacy labels (i.e., for display in app stores)
for mobile apps, your oral or documented privacy guidance provide mobile app devel-
opers with information that allows them to understand how to ... [a list of answer
choices was provided]

6. Which of the following is considered your responsibility (as a lawyer) when working
with mobile app developers? [a list of answer choices was provided]
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7. Which of the following is considered the responsibility of your clients (i.e., mobile app
developers) and not yours (as a lawyer)? [a list of answer choices was provided]

Section 4: Follow-ups with Clients

1. After providing your privacy guidance to mobile app developers, what kind of follow-up
do you normally have with them to check whether they have followed your guidance
correctly?

2. How do you check whether your clients have followed your privacy guidance correctly?

3. Generally speaking, what kind of challenges do you face when providing privacy com-
pliance advice/feedback to mobile app developers?

4. If you were to improve the oral or documented privacy guidance you provide to mobile
app developers, what kind of changes would you make to this guidance to make it more
effective for mobile app developers?
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