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Abstract

A Wireless Image Sensor for Real-Time, In Vivo Fluorescence Microscopy in Cancer
Therapy

by

Rozhan Rabbani

Master in Electrical Engineering and Computer Sciences

University of California, Berkeley

,

Millimeter-scale, implantable wireless sensors enable unprecedented access to in vivo infor-
mation, providing insights for diagnosis and treatment guidance across numerous medical
conditions, including cancer therapy. For instance, one of the high impact therapeutics
where access to cellular-level information from deep inside the body in real-time is critical is
Immunotherapy. This information can be utilized in improving the efficacy of the treatment
leading to higher response rates for patients. However, current imaging modalities suffer
from inadequate resolution and lack of compatibility needed to monitor the tissue and the
immune response continuously. Therefore, there’s a need for a miniaturized image sensor
to monitor the biological processes dynamically. To address these challenges, we propose a
mm-sized, ultrasonically powered, wireless, lensless CMOS image sensor for real-time fluo-
rescence microscopy from within tissue. The proposed device eliminates the need for bulky
optics such as lenses or bulky electronics such as batteries and external wiring. The design
incorporates a 36× 40-pixel CMOS image sensor with power harvesting interface measuring
only 2.4 × 4.7mm2, a sub-mm-sized laser diode (LD), a single piezoceramic and a storage
capacitor. The piezoceramic harvests energy from the acoustic waves to power up the sensor
and transfer data back to an external receiver via ultrasound. The overall system exhibits
detection of 140µm features on a United States Air Force (USAF) resolution test target
opening the door to continual in vivo monitoring of microscopic cell foci and increasing vis-
ibility into the tumor microenvironment. Future work to further decrease the size of this
proposed untethered device will enable minimally invasive implantation of the device using
a biopsy needle eliminating the need for surgeries and facilitating its use for Immunotherapy
patients.
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Chapter 1

Introduction

1.1 Motivation

Miniaturized wireless implantable sensors enable unprecedented access to in vivo informa-
tion, guiding diagnosis and treatment across numerous medical conditions, based on real-time
feedback from the patient’s own tissue [1],[2]. Using this information could lead to quickly
adjusting therapy, which would address a critical challenge in medicine: the significant vari-
ation in patient response to therapy, and the absence of any means to observe the real-time,
multicellular response to treatment in tissue [3].

Monitoring deep inside the body with sufficient resolution to see real-time changes is
critical for understanding the dynamics of biological processes. In cancer therapy, obtain-
ing access to in vivo imaging information is crucial, particularly in Immunotherapy, a game
changing therapeutic which stimulates the patient’s immune system to target and eliminate
cancerous cells [4]. There are several Immunotherapy drugs that work in different ways.
Immune checkpoint inhibitors block the immune system checkpoints which prevent the im-
mune system’s response to cancer. CAR T-cell therapy works by removing some T-cells,
a type of the immune cells, from the blood. Once the T-cells are engineered to express
these receptors to cancer cells, they are injected back to the body to destroy cancer. Some
treatments include using Cytokines which are small proteins that carry messages between
cells in order to stimulate the immune system to attack cancer. A cancer vaccine can also
trigger the immune system to recognize and fight cancer. Although multiple clinical trials
have indicated an increase in overall survival with immunotherapy [5], [6], less than 20-30%
of the overall patients respond to the treatment [7]. Furthermore, the therapy carries risks
such as autoimmune side effects and imposes financial costs [8]. In addition, the possibil-
ity of losing the chance for a cure due to time spent on ineffective therapy underscores the
importance of quickly identifying non-responders and modifying therapy based on an early
response evaluation, which can help personalize the treatment for each patient and increase
its efficacy. Intratumoral imaging at the cellular level is vital for identifying early responders
and non-responders, as well as for gaining insight into the mechanisms of treatment resis-
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tance [9]. This information can be leveraged to personalize the treatment for each patient,
transforming a non-responsive tumor into a responsive one.

1.2 Challenges

There are several critical requirements that must be addressed for an imaging system to
be effectively applicable for monitoring the immune response in immunotherapy. First, the
imaging system is required to image cellular changes at the earliest possible time point. Any
delay leads to prolonging the therapy and lowering the chances of cure. Additionally, since
the immune response is a complex feedback network among many cell types, including cells
acting as positive regulators and others in negative feedback [10], the imaging modalities must
be capable of multiplexed imaging. Additionally, the distribution profile of the cells involved
in the immune system and their relationship to each other spatially is key to assessing
response imposing requirements for the spatial resolution of the imaging system. Patients
exhibit different response ”phenotypes” (defined as the physical distribution of immune cells
within the tumor) [11]. To summarize, in order to study each patient’s response over time
relative to their initial baseline, an imaging system for cancer immunotherapy must meet
several criteria. It should be millimeter-scale, wireless, capable of periodic imaging over days
to months-long time scales and able to image multiple cell types and determine changes in
their spatial arrangement from image to image. These factors can only be observed through
microscopy of tissue biopsies, which is impractical due to the morbidity, cost, and logistics
of repeated biopsies, especially when monitoring deep tissue sites.

Currently, biological response is evaluated with the existing clinical imaging modalities
including computed tomography (CT), magnetic resonance imaging (MRI), positron emis-
sion tomography (PET), single-photon emission computed tomography (SPECT), ultrasound
(US) and multimodal (CT/PET, PET/MRI, etc.) [12],[13]. Although MRI, PET and CT
can image wide areas or the entire body, the clinical resolution of these platforms, defined as
the change in tumor sufficient to be clinically meaningful, is often limited to centimeter-scale
changes. Guidelines for immunotherapy such as iRECIST [14] mandate volumetric changes
of 20% in the tumor size to confirm tumor growth, so even for a small tumor of 1−3cm, this
equates to a minimum of 0.2cm3. With the dimension of a cell being ∼ 10µm, this equates
to a minimum detectable change of 200 million cells, which can take months to manifest
under these modalities.

Hence, the inability of modern clinical imaging tools to detect early response results in the
loss of the opportunity for prompt therapeutic adaptation. Furthermore, the lack of molec-
ular labeling in CT and MRI limits their capacity to monitor anything beyond anatomical
changes, thereby restricting their resolution as discussed earlier. Although molecular-based
PET and SPECT have been introduced for prostate and neuroendocrine cancers, they can
only identify one type of tumor cells at a time, and their spatial resolution, limited to several
millimeters at best, is still in the range of approximately 100 million cells due to the need
to image through the body leading to scattering. Despite the ability to image at depth,
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ultrasound imaging cannot detect microscopic changes due to its limited resolution of ap-
proximately ∼ 1mm and sensitivity to only anatomical changes [15], making it unsuitable
for identifying the specific cell types required for assessing response. Traditional techniques
without real-time monitoring are restricted to snapshots that are incapable of capturing the
dynamics of key biological phenomena. Thus, a novel method for clinically imaging tumor
response is required.

On the contrary, optical microscopy including fluorescence, confocal, bioluminescene,
bright-field, phase contrast microscopy, etc., permits high-resolution, multiplexed imaging,
which provides crucial information regarding the progression of diseases and the efficacy of
treatments [16]. Fluorescence microscopy is a category of optical imaging that depends on
small molecules that absorb light and emit light of a slightly longer wavelength (∼ 50nm)
with lower energy. These molecules enable the visualization of biological entities by conju-
gating with cell or protein-specific antibodies and small molecules. For example, fluorescence
microscopy with systematic injections of fluorescently-tagged cell-specific antibodies allows
for 1) real-time monitoring with 2) cellular-level resolution of 3) multiple cell types simul-
taneously, which is not feasible with other imaging modalities. By changing the wavelength
of the excitation light using appropriate optical filters such as multi-band pass filters to se-
lect emitted light, multiplexed imaging can be easily achieved without requiring additional
changes to the imaging interface. Despite its advantages, optical microscopy is constrained
by the limited depth of penetration of light transmitted from external optical sources, even
with lower Near Infrared (NIR) wavelength absorption in the tissue [17]. Intravital mi-
croscopy (IVM) is an optical imaging modality that can leverage fluorescence to visualize in
vivo processes using a surgically implanted window [18]. Although IVM offers high resolu-
tion, its visualization capabilities are restricted to depths of less than a few millimeters [15],
limiting its use to tumors or organs at the tissue surface.

To enable high-resolution in-depth in vivo microscopy in patients, a platform must have
a miniaturized light source and fluorescence imager, placed together deep inside the body.
The imaging system also requires a wireless interface for power and data transfer to facilitate
noninvasive real-time monitoring. Chronic wires extending out of the body pose an infection
risk. Due to the inefficiency of fluorophores, a high-intensity optical source is necessary, typ-
ically on the order of 100mW/cm2 for microscope illuminations. Implantable light sources
need to be laser diodes or LEDs for compactness. Laser diodes are preferable due to their
single wavelength of illumination, as LEDs have a wider spectrum that can contribute sig-
nificant background to fluorophore emission. However, supplying high power (10s of mW)
and high currents (10sofmA) to enable adequate imaging time (10s to 100s of ms) presents
challenges for the wireless system design. Supplying such a high instantaneous power source
and communicating large amounts of data for each captured image imposes challenges on
the design of the wireless system.
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1.3 Previous Work

Recent works have introduced implantable sensors that exhibit power transfer and data com-
munication for low-power applications up to several mW such as neural recording and stim-
ulation, blood oxygenation sensing, pacemakers, etc. [19],[20],[21],[22]. However, wireless
power transfer for System-on-Chips (SoCs) with high-power operations like optical excita-
tion for fluorescence imaging has not been shown. Although state-of-the-art CMOS image
sensors enable high-resolution fluorescence microscopy for various biomedical applications,
they lack a wireless interface that would allow them to be used as untethered implantable
sensors [23],[24],[25],[26]. Therefore, the proposed image sensors require large batteries or
external wiring to transfer power and data and hence are not practical for chronic real-
time in vivo monitoring. The fully wireless thermoacoustic image sensor introduced in [27]
demonstrates fully wireless operation but does not provide the sensitivity and specificity
needed to track cellular-level changes and components of the immune system dynamically.
Fiber optic probes have shown in vivo imaging but their utility for continuous monitoring is
limited by the invasiveness of the probe [28]. For data transfer, the wireless sensor is required
to ensure robust communication for transmitting large amounts of image data per frame.
High positional variations due to the inherent motion of the tissue in the body rule out
analog communication despite its higher data rate as presented in [29]. Therefore, on-chip
digitization of the sensor outputs to implement digital communication is needed.

1.4 System Overview

This thesis presents the design and implementation of a proof-of-concept mm-scale CMOS
image sensor, capable of 1) on chip illumination 2) imaging with on-chip analog to digital
conversion, and 3) wireless power and data transfer via ultrasound to address the challenges
indicated above. An US link, as opposed to inductive coupling, optical and RF-based links
[22], is chosen to leverage the low tissue attenuation (∼ 0.5dB/cm/MHz) [30] and higher
Food and Drug Administration (FDA) regulatory limit for power flux density (720mW/cm2

[31]) in the tissue. To allow for the high instantaneous power and currents needed for
the laser diode operation, an off-chip storage capacitor stores wireless US energy to supply
the system during intervals with high power consumption. To obviate the need for bulky
optical lenses, a microfabricated angle-selective collimator is utilized to restrict the angle of
incident light resulting in images with higher resolution and less blur building on the work
presented in [32]. This imaging device powers up using wireless energy from the ultrasound
link, and following commands encoded in the US transmissions, proceeds to illuminate using
the attached laser diode while simultaneously capturing an image from fluorescently-labeled
targets, and then serially converts each pixel to an 8-bit digital value and transmits data
back to an external transducer via ultrasound backscattering. The system is capable of
imaging a USAF test target with a resolution of 140µm making the detection of microscopic
cell foci plausible. In the future, the size of the eventual system can be lowered to facilitate
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future implantation using a core biopsy needle, similar to gold-seed fiducial implants used to
mark tumors for radiotherapy [33]. Future work in minimizing the size enables harnessing
a network of such implants for 3D reconstruction of the tumor microenvironment (TME)
as analyzed in [34]. Reducing the eventual form factor will enable implantation through
minimally invasive procedures (such as a biopsy), opening the door to continual in vivo
monitoring at the cellular scale.

The thesis is organized into the following chapters. Chapter 1 is the introduction. In
chapter 2, fluorescence microscopy is introduced and the requirements and challenges of in
vivo fluorescence microscopy for Immunotherapy are outlined to derive the design specifica-
tions of the proposed system.

Chapter 3 provides specific details regarding the imager array and wireless interface. The
properties of the imager array are subsequently utilized to establish the requirements of the
wireless link using a piezoceramic transducer.

Chapter 4 describes the design process of the system and the circuit-level architecture
of main blocks. Each block is characterized separately to confirm functionality. The perfor-
mance of the main blocks and device characterization details are included in this chapter.

Chapter 5 details the benchtop experimental setup for wireless mode fluorescence mi-
croscopy including sample preparation and chip fabrication with the optical components.
The experimental results validating the wireless system’s overall performance for the setup
reported in the are presented in here.

The conclusion and comparison with the state-of-the-art are provided in chapter 7. Addi-
tionally, future directions and steps to facilitate in vivo fluorescence microscopy are included.
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Chapter 2

Fluorescence Microscopy

To design a system for wireless fluorescence microscopy integrating the imager array and
optical source at the system level is critical since external light sources cannot penetrate deep
into the tissue more than a few millimeters. To determine the imager specifications and the
necessary optical power from the light source, it is crucial to quantify the fluorescence signal
from microscopic cell foci in Immunotherapy. In this chapter, the method for quantifying
the fluorescence signal utilizing biological samples from an Immunotherapy experiment is
explained and the optical requirements of the light source are derived.

Figure 2.1: Fluorescence microscopy for fluorescently labeled targets using a laser diode, an
optical filter and a photodiode.

Fluorescence is a phenomena that involves absorbance and emission of light by a fluores-
cent molecule referred to as a fluorophore. It occurs when an electron that is excited to a
higher and more unstable energy state relaxes to its ground state by emitting photons. Fluo-
rescence microscopy starts with labeling the target cells with fluorophore-labeled antibodies
prior to imaging as illustrated in Fig.2.1. For in vivo applications, this is typically accom-
plished through IV administration of the antibody-fluorophore conjugate. The fluorophore
sets the wavelength for imaging, and the antibody specificity ensures the labeling of the tar-
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get cell type. After binding to the target cells, the fluorophores emit photons with a longer
wavelength (shown in red) than the excitation light (shown in blue) after a small Stokes
shift in wavelength (< 50nm). The excitation and emission lights are shown in Fig.2.1.
Due to the inefficiency of the fluorophores in emitting light, higher excitation intensities up
to 6 orders of magnitude are required. Therefore, a high pass or bandpass optical filter is
necessary to reduce the excitation light’s intensity and avoid saturating the photodiodes on
the sensor. The commonly used organic fluorescent dyes in biomedical research (such as Cy5
and IRDye800cw) feature Stokes shifts of only 20 − 30nm [35], [36], necessitating high-Q
optical filters with high out-of-band attenuation (> 60dB) to eliminate bleed-through from
the higher-intensity excitation to the emission band.

2.1 Signal Quantification

The fluorescence signal strength of fluorophores bound to cell foci can be estimated by
taking into account the excitation power of the optical source, the optical properties of the
fluorophores (quantum yield and absorption cross-section), and the number of fluorophores
per cell. The fluorescence signal for a cluster of cells is given by

F = σQPinNflNcell (2.1)

where F represents the fluorescence signal, σ is the absorption cross-section of the fluo-
rophores in cm2, Q is the fluorescence quantum yield, Pin is the incident optical intensity in
mW/cm2, Nfl is the number of fluorophores attached to the target cell, and Ncell is the total
number of cells in the cluster. Typical antibodies demonstrate an average binding of 106 per
cell [37], with 1-5 fluorophores per antibody, resulting in ∼ 106 fluorophores per cell [38],
Typically fluorophores have a quantum yield of 20%, and an average absorption cross-section
on the order of 10−16cm2 [39], [40]. To evaluate the immune system’s response, changes in the
number and position of cells are critical. For example, to detect the fluorescence signal from
a cluster of 500 cells with SNR¿10 dB, using an image sensor designed with the photodiodes
in [32], a high > 50mW/cm2 optical excitation intensity is required.

To derive the specifications for fluorescence microscopy for Immunotherapy applications,
in an experiment Immunotherapy is delivered to mice implanted with tumors, we analyzed
fluorescence images from sectioned lymph nodes of an untreated and treated mouse with
a functional immune system (BL6 mice) against cancer (colorectal cancer, MC38 cell line).
The number of CD8 T-cells, a principal component of the immune system’s response to
cancer, was estimated by staining the lymph node slides with antibodies targeting CD8 T-
cells and counting them. The 1.3mm2 cross-sectional samples in Fig.2.2 indicate an increase
of ∼ 500 − 1000 in the number of CD8 T-cells (Cy5 channel, shown in pink and overlaid
with the cell nuclei of the entire sample shown in blue) proliferating the lymph node of
a responder mouse, which is consistent with the estimated value for Ncell in equation 2.1.
Increasing populations of CD8 T-cells shown in fluorescence images of the TME is also
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supported by current studies in Immunotherapy as an indicator of the immune response
[41], [42].

Figure 2.2: Fluorescence images of CD8 T-cells in the lymph nodes of an untreated and
treated mouse after Immunotherapy.

2.2 Optical Power Requirements

In addition to the emitted photons, the scattered excitation light from the background
contributes to the photodiode signal. Given the typical 20 − 30nm Stokes shift of the
common organic fluorophores and the high excitation intensity (∼ 50mW/cm2), even using
a filter with high out-of-band attenuation of up to 60dB can result in bleed-through of the
excitation light and saturation of the pixels. To avoid background light leakage from the
excitation source through the filter, a laser diode which typically has an FWHM of less than
2nm is chosen over an LED with a longer FWHM of about 100nm.

The electro-optical PIV characterization of the LD (CHIP-635-P5, Roithner LaserTech-
nik) with a peak excitation wavelength of 635nm using a power meter (PM100D, Thorlabs)
is shown in 2.3. The forward voltage is shown on the left axis. The optical power and overall
efficiency of the diode are shown on the right. The nominal forward voltage and current of
2.1V and 37mA, respectively, result in a total measured optical power of 3.4mW and an
electrical to optical efficiency of 4.4%, driving the need for significant power delivery to the
sensor for fluorescence imaging. Details of integrating the LD in the system and supplying
it while imaging the samples are included in chapter 3.
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Figure 2.3: PIV characterization of the sub-mm-sized laser diode
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Chapter 3

Wireless Fluorescence Microscope

The proposed wireless image sensor shown in Fig.3.1 [43] consists of 1) a 36×40-pixel lensless
CMOS image sensor 2) a sub-mm-sized laser diode, 3) a single 1.5×1.5×1.5mm3 piezoceramic
(Lead Zirconate Titanate, PZT) transceiver and 4) an off-chip storage capacitor. Supplying
the high 78mW instantaneous power to the LD, measured in chapter 2, with the available
power of acoustic waves necessitates duty-cycled operation. Thus, the Charge-Up state
(when the required energy for taking an image is stored) is separated from the Imaging state
(when the stored energy is used to illuminate the sample and capture the image) in the time
domain. This section outlines the system-level requirements of integrating the imager array
and acoustic interface for chip-scale fluorescence microscopy.

3.1 Pixel Array

The design of the imager array is based on our previous work in [32]. Each pixel incorporates
a 44 × 44µm2 photodiode and has a pitch of 55µm. The pixels are fabricated in a 0.18µm
1.8/5/32 V TSMC CMOS process with a dark current density of 14aA/µm2 and a responsiv-
ity equal to 0.11A/W . To eliminate bulky optical lenses, on-chip microfabricated structures
based on angle-selective gratings (ASGs) are utilized to restrict the angle of incident light
resulting in images with higher spatial resolution [32]. The use of ASG, along with in-pixel
electronics, yields a fill factor of 28% for the imager array.

Imaging is performed using a global shutter as the LD only illuminates the sample for
a limited time, which is by far the primary power-consuming operation of the imager, and
therefore all pixels must image during this limited time window. This demands that each
pixel be able to amplify, sample and hold its data until it is read out via a single channel
US-based uplink. Each pixel consists of a capacitive trans-impedance amplifier (CTIA) with
a custom-designed integration capacitor Cint = 11fF . The photodiode signal of each pixel
can be computed from

Vsignal = ipdTint/Cint (3.1)

where ipd is the photodiode current and Tint is the integration time [32].
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Figure 3.1: Conceptual system diagram of the wireless imaging system in the tumor mi-
croenvironment.

The pixel size is chosen to maximize sensitivity to the dynamics of small cell foci (a few
100 cells) for evaluating the Immunotherapy response as discussed in chapter 2. To capture
cell movements in real-time, the pixel must be small enough to track the displacement of
cells within consecutive frames. The minimum interval between frames is constrained by
the charging time of the storage capacitor as it is used to supply the energy for the LD’s
operation during the Imaging state. Therefore, given a constant power consumption of the
LD, the minimum frame time is a function of the time it is switched on, Tint. For each value
of Tint, the pixel dimension must be consistent with the typical displacement of cells with an
average velocity of 10 − 20µm/min ([44],[45]) between each frame. Pixels with dimensions
much larger than this displacement may miss the changes in the cell proliferation profile.
Conversely, designing an imager array with the same imaging area using smaller pixels results
in unnecessarily oversampling the scene. As discussed in [37] there is a fundamental trade-off
for the size of a pixel between maximizing the signal and maintaining spatial resolution. The
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received fluorescence signal is proportional to the active area of the photodiodes until the
field of view of a pixel matches the size of the foci being imaged. It should be noted that the
goal is to track changes in cellular distribution (in response to therapy), and not to obtain
intracellular or single-cell imaging. Thus, too small of a pixel will capture noise with only
a minimal detected signal which results in a low SNR. The typical ∼ 10µm dimension of
each cell introduces a lower bound for the pixel size. Given the size of the pixel’s peripheral
circuitry needed to ensure in-pixel low noise amplification and sample and hold for a global
shutter system, shrinking the pixel size lowers both the fill factor and the sensitivity to light.
Subtending a 5mm2 field of view inside the tumor microenvironment which encompasses
approximately 500 CD8 T-cells, a key driver of immune response, (at ∼ 100µm2/cell and
a sparse 1% CD8 T-cell proliferation ratio) with smaller pixels results in larger arrays with
higher power consumption and longer readout times. The spatial resolution also depends
both on the resolution of the angle-selective structures as well as the pixel dimension, and
therefore lowering the pixel size significantly beyond the optical resolution will not result in
further improvements in resolution. Conversely, larger pixels that reduce spatial resolution
collect more dark current in addition to the photodiode signal, both as a linear function of
the area. Given that dark current in this technology is the dominant factor restricting the
dynamic range of the pixel, larger pixel area results in increasing the photodiode shot noise
which limits the SNR and thereby the minimum detectable signal and sensitivity.

3.2 Wireless Link

The operation of the SoC is divided into multiple states. Imaging only takes place when there
is enough charge stored in the off-chip storage capacitor, Cstore, to power the LD for the entire
Imaging state with Tint integration time. To minimize average power consumption, various
blocks, including the LD driver and the pixel array are power gated and only turned on during
their operating states. The simplified model in 3.2 can be used to derive requirements for
Cstore and the wireless link. During imaging, the current of the LD dominates the current
consumption of the rest of the chip modeled with RL. The maximum harvested voltage (Vrect)
is set to be 5V since 5V devices are available in the CMOS process. The maximum voltage
drop on the storage capacitor during imaging is limited to 1.5V to ensure a minimum supply
voltage for chip operation after the Imaging state for data conversion and transmission. To
achieve the required 37mA nominal current for the LD during a 32ms integration time,
required to capture a ∼ 500−1000 cell foci, Cstore is chosen to be 0.8mF . The value of Cstore

can be reduced by using optical sources with higher efficiencies or by allowing a larger voltage
drop during imaging. More importantly, 3D tissue samples of a specimen that contain more
cells as compared to a single layer of cells on a thin slide (which we are basing our calculations
on) inherently produce a larger signal that can be captured with shorter integration times
thereby smaller values for Cstore. Thus, the specifications put forward in this work represent
a conservative estimate of the in vivo imaging needs, which will likely have a greater number
of cells, due to the inherent 3D nature of the tissue (i.e. light penetrates up to several
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millimeters, which includes 200-1000 layers of typical 4µm tissue slices).

Figure 3.2: Simplified block diagram of the system during the Imaging state. Maximum
allowed linear voltage drop on Vrect while supplying the laser driver using the charge stored
in Cstore.

To achieve optimal cell movement capture in the TME at a pixel size of 55µm, the
sensor frame time must be under a few minutes as the cells move at a rate of approximately
10 − 20µm/min. To charge Cstore using energy from acoustic waves, a piezoceramic with
dimensions of 1.5×1.5×1.5mm3 is selected. In 3.3, the impedance and harvested open circuit
voltage of the piezoceramic are characterized against frequency in canola oil with acoustic
properties that replicate tissue, featuring an attenuation of around 0.25dB/cm/MHz. The
frequency dependence of the harvested voltage for the piezoceramic is shown without loading
and loaded with the chip’s equivalent model. The open circuit voltage is measured with an
Olympus acoustic transducer (V303-SU-F0.80IN-PTF). To maintain chip operation, Vrect

must not drop below 3.5V , so the maximum peak harvested voltage on Vrect is increased to
reduce the size of Cstore for the same acoustic intensity. To achieve the maximum rectified
voltage, the operating frequency is tuned to 960kHz, which is between the series and parallel
resonance frequencies of the piezoceramic and the US transducer.
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Figure 3.3: Characterization of the 1.5 × 1.5 × 1.5mm3 piezoceramic: Frequency spectrum
of (a) magnitude and imaginary part of the impedance and (b) harvested voltage of the
piezoceramic with no load vs. being loaded with the equivalent of the chip’s input impedance.
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Chapter 4

System design and implementation

The block diagram of the wireless system is shown in Fig.4.1a. The ASIC block diagram
displays four primary components: 1) the power management unit (PMU), 2) the imaging
front-end, 3) the laser driver, and 4) the Finite State Machine (FSM). The PMU integrates an
active rectifier for efficient AC-DC conversion and multiple low-dropout voltage regulators
(LDOs) to power various subblocks. Fig.4.1b showcases the imager array in the imaging
front-end, with Fig.4.1c presenting the pixel architecture and sample and hold mechanism.
The readout circuitry and differential SAR ADC with a unity-gain buffer for pixel data
conversion follow the imager array, as illustrated in Fig.4.1a. The laser driver uses the charge
from Cstore to supply the LD, and the FSM governs the state transitions and synchronizes
the chip with the external US transducer.

When the emitted US pulses from the external transducer reach the piezoceramic, the
active rectifier converts the signal to a dc voltage (Vrect) and charges Cstore up to 5V . To
ensure that the LDO voltages are established, a power-on reset (POR) signal is activated
when Vrect reaches 4.2V , initializing the chip and resetting the FSM. On-chip LDOs (1 V,
1.8 V, 2.1 V, 2.5 V, 3.3 V) regulate the supply voltage for the analog front-end, the laser
driver, and the FSM. Despite Vrect’s significant drop during the Imaging state, the LDOs can
function with input voltage values as low as 3.5V to ensure the device’s digital conversion
and backscattering functionality. The CLK signal with a frequency of 960kHz is directly
extracted from the piezoceramic terminals. The sensor’s micrograph is displayed in Fig.4.2,
measuring 2.4mm by 4.7mm, with the pixel array accounting for 41% of the overall area.
The design and operation of each block are described in detail below.

4.1 Digital Control

Figure.4.3 illustrates the timing diagram and state transitions of the chip. The chip’s op-
eration is categorized into 4 states: Charge-Up, Imaging, ADC Operation, and Backscatter
Modulation. To simplify data downlink and ensure that on-chip state transitions are syn-
chronized with the external transducer, the projected acoustic carrier is modulated with a
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Figure 4.1: (a) Block diagram of the chip including 4 main blocks: power management,
imaging front end, laser driver and FSM. The chip is connected to the piezoceramic, external
Cstore and laser diode. (b) The architecture of the imager array with the shared reset and
signal lines per column and connected to readout circuitry (c) Schematic of a pixel including
the pixel amplifier and the replica circuit to drain the charge stored on Cint as discussed in
[32] and (d) Sample and hold for correlated double sampling (CDS).

pulse sequence. The different pulse widths of the US signal designated for each state of
operation can be easily programmed in an FPGA, which controls the driver of the US trans-
ducer, as shown in Fig.4.3 (Vpiezo+). An on-chip watchdog control signal demodulates the
incoming US waveform’s envelope to navigate the FSM.
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Figure 4.2: Chip micrograph showing the imager array, readout digital control, ADC, recti-
fier, PTAT, voltage regulators, FSM and laser driver. The chip is 2.4mm by 4.7mm and the
pixel array measures 2mm by 2.2mm. The close-up view shows the pixel with a 55µm pitch
including a 44µm by 44µm photodiode area covered with ASGs and the readout circuitry.

4.2 Power Management

To prevent disruption and prolonging the chip’s power-up, power-intensive blocks such as the
LD driver, pixel array, ADC, and ADC buffers are turned off during Charge-Up. The first
falling edge of the watchdog signal during the Imaging state marks the end of the Charge-Up
period. The duration of the Charge-Up state can be determined empirically by characterizing
the rise time of Vrect to reach its final value (5 V) for a given Cstore. During Imaging, the
LD powered sensor illuminates the sample, and after the image is captured, the pixels are
read out, digitized, and backscattered sequentially. When not in use during data uplink, the
ADC buffers, pixel array, and LD driver are turned off. The voltage of each pixel is digitized
and transmitted wirelessly by modulating the impedance of the same piezoceramic used for
power transfer. Data transmission continues until the watchdog timer counts all 1440 pixels
based on the transitions of the watchdog signal. The data transfer protocol is explained in
the next section.
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Figure 4.3: Timing diagram and state transitions of the system based on the pattern of the
ultrasound waveform received by the piezoceramic (Vpiezo+). The timing control signals
for each pixel’s operation (ΦRST ,ΦRESET , ΦSIGNAL) are shown. LDEn and ADCEn refer to
the control signals to turn on the laser driver and ADC, respectively. ΦSEL indicates the
sampling phase of the ADC when the pixel’s dual outputs (VRES and VSIG) are being read.

4.3 Imaging and Illumination

The chip’s operation transitions from Charge-Up to Imaging state, as indicated by the first
rising edge of the watchdog pulse, as shown in Fig.4.3. During the Imaging state, the laser
driver is enabled, and the pixel array captures the image. The photodiode current generated
from the emitted light is integrated into the feedback capacitor of the pixel CTIAs, Cint,
as illustrated in 4.1c. The output voltage is sampled twice at the beginning and end of
the integration time, generating reference and signal values, respectively. This approach,
known as correlated double sampling (CDS) helps suppress offset and low-frequency noise
of the pixel. A previous work [32] presents a detailed design of the pixels. The laser driver
schematic is shown in Fig.4.1a [46]. To prevent overheating of the LD, the driver supplies
50% duty-cycled 50kHz current pulses to the laser diode, instead of a continuous current.
Thus, the integration time is effectively half the duration of the Imaging state (Tint = 32ms
for a 64ms Imaging state). A PWM controller sets the frequency and duty cycle of the pulses
based on the main CLK frequency. The output of the PWM block drives a complementary
set of switches to control the current of the driver. The supply voltage of the laser driver
is regulated to 2.5 V, complying with the maximum voltage allowed for the LD. An off-chip
resistor in series with the LD can adjust the voltage in case of variations. After the Imaging
state, the laser driver and pixel array are both turned off. The chip can be configured with
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8 different integration times ranging from 8 ms to 64ms in steps of 8 ms based on the signal
intensity and size of Cstore.

4.4 Data Communication

After the image is captured, the chip transitions to the ADC Operation and Backscatter
Modulation states, as directed by the FSM. During each conversion state, the appropriate
row is chosen using digital row-driving circuitry. The signal and reference voltages of each
pixel in a row are then sequentially read and sampled during a 5µs sampling phase using a
differential 8-bit SAR ADC. This sampling phase, referred to as ΦSEL in Fig.4.3, turns on
the ADC input buffers and selects the correct pixel from the imager array. The output of the
ADC is serialized with an 8-bit shift register and is backscattered using pulsed-echo on-off
keying (OOK) modulation to maintain a low BER. The 8-bit packet of each pixel is divided
into 4 sets of 2 bits that fit within the 26.7 us roundtrip of the acoustic waves in canola oil.
The US transducer interrogates the piezoceramic with the modulated waveform and stops
for 2ToF after each sequence of 2 bits to eliminate interference from the high voltage power
waveform with the weaker backscattered signals. After a single ToF, the signal is modulated
based on the acoustic reflection coefficient resulting from the impedance of the chip, RLoad.
At the series (fs) and parallel (fp) resonance frequencies, the normalized backscattered echo
amplitude is proportional to RLoad/(RLoad+RLpiezo,s) and Rpiezo,p/(RLoad+Rpiezo,p), respec-
tively. For the rest of the frequencies, the reflection coefficient can be computed given the
piezoceramic properties and RLoad as quantified in [47]. The modulation switch, SMod in
Fig.4.3, modulates RLoad and the echo amplitude for OOK modulation. A programmable
switch with 4 impedance values (1,2,4,8 kΩ) sets the modulation depth based on the equiv-
alent impedance of the piezoceramic at the frequency of operation. After the second ToF,
the backscattered signal is received on the transducer which is now in the receiving mode.
The FSM alternates between ADC and Backscattering states for each pixel until all image
data for a single frame is transferred.

4.5 Block-level Characterization

The state transitions of the chip are illustrated in Fig.4.4, following a 150s Charge-Up state
with a duty cycle of 40% to prevent overheating of the US transducer, the chip moves to
the Imaging state, which lasts for 64ms and includes a 32ms exposure time (Tint), as well
as a portion of the ADC and Backscatter Modulation states. During the Imaging state,
the voltage drops linearly by 1 V, but Vrect maintains a voltage greater than 3.5V in the
subsequent states. The right panel of Fig.4.4 depicts the ADC and Backscattering states
for a single pixel, along with the modulated piezoceramic signal that corresponds to the bit
values.
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Figure 4.4: (a) State transition diagram including the end of the Charge-Up interval, Imaging
state and parts of the ADC and Backscatter Modulation states. Vrect drops linearly during
the 64 ms Imaging state with an effective 32 ms integration time (Tint). (b) Detailed
transient waveform during the ADC and Backscatter Modulation states for individual pixel.

In order to verify the performance of the laser driver during Tint=48 ms, the optical power
of the laser diode is measured using an external photodetector located inside the power meter
(PM100D, Thorlabs), as shown in Fig.4.5a. The voltage output of the photodetector (Vpd)
is directly proportional to the received optical power from the laser diode. The photodetector
voltage signal, displayed in Fig.4.5b, is a 50 kHz signal with a 50% duty cycle that mirrors
the transitions of the laser diode’s current. Using the PIV characterization of the laser diode
presented in Figure 4, the laser diode current is estimated to vary from 37mA to 29mA,
which corresponds to optical powers of 3.4mW to 0.55mW , respectively. The 22% decrease
in current is attributed to the drop in V rect throughout the Imaging state, which could
be improved with a larger storage capacitor. As a result, the laser driver demonstrates an
average electrical efficiency of 66%.

The conversion and backscattering for all pixels take 389ms for an implantation depth
of 2 cm. The received backscattered waveform is filtered by an FIR filter in software to
reconstruct the image. For measurements taken at 2 cm of depth inside canola oil with
Vrect = 5V , the modulation depth is 15.3%, resulting in a BER of 8.68 × 10−5. Lowering
Vrect to the minimum 3.5 V decreases the modulation depth to 7.4%, increasing the BER to
3.47× 10−3 for 11.52kbits, as shown in Fig.4.6.
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Figure 4.5: Laser driver characterization: (a) Voltage of the embedded photodiode in
PM100D power meter during a 96 ms Imaging interval and the linear drop of Vrect (b)
Close-up showing the 50% duty-cycled, 50 kHz photodetector output voltage indicating the
pulsed current of the laser diode supplied by the laser driver. (The measured sinusoidal
waveform instead of a pulse signal is due to the limited BW of PM100D).

Figure 4.6: Histogram for 0 and 1 bits with a modulation depth of 15.3% and BER of
8.6 × 10−5 for Vrect = 5V and modulation depth of 9.7% and BER of 3.47 × 10−3 for
Vrect = 3.5V .
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Chapter 5

Experimental Results

5.1 Experimental Setup

Once the individual blocks of the system were tested and their performance was verified,
the overall system operation was assessed by imaging a fluorescent dye (Cyanine5.5-NHS)
placed underneath a resolution test target (USAF, Thorlabs). During this measurement, the
acoustic waves generated by the transducer were used to power up the device and capture
an image. Then, the backscattered pixel data was transmitted back to the transducer for
image reconstruction processing.

The setup used for the measurement is depicted in Fig.5.1. The piezoceramic is located
2 cm below the US transducer in canola oil. To minimize reflections from the bottom and
sides of the tank, an acoustic absorber (Aptflex F28P, Precision Acoustics) is utilized. The
transducer is controlled by a high voltage pulser board (Max14808, Maxim Integrated) that
is digitally managed by an FPGA to implement the required interrogation sequence to the
chip, as shown in Fig.4.3. The piezoceramic is connected to the chip in the optical setup
outside, where it is assembled with the optical filter and the fiber optic plate. To evaluate
the image resolution, the USAF resolution target, covered with Cyanine5.5-NHS (Excitation:
683 nm, Emission: 703 nm), is positioned on top of the imager array, providing fine spatial
features.

5.2 Experimental Results

The images presented in Fig.5.2 were captured from the highlighted regions of the resolution
target after a 150 s Charge-Up interval. To prevent the transducer from overheating, the
ultrasound interrogation is 40% duty-cycled instead of being continuous. The backscattered
data is captured by the transducer after a Tint = 32ms and processed using an FIR filter
in MATLAB, with a total readout time of 389ms. The frame time is sufficient to capture
movements of cells within the body [44],[45]. Our platform is capable of distinguishing
metallic patterns and gaps as small as 140µm, making it suitable for detecting clusters of
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Figure 5.1: Measurement setup for imaging patterns in a USAF resolution target covered
with a coverslip containing Cy5.5 fluorescent dye. On the left, the acoustic setup is shown
inside a tank of canola oil. The right panel shows the imaging setup which is powered by
the piezoceramic.

Figure 5.2: Backscattered images from the highlighted regions on the UCSF resolution target.
The scale bar is in V. The images are taken with Tint = 32ms.

a few hundred cells in immunotherapy. The bright pixels in the dark region correspond to
the BER while backscattering with the lower Vrect values. To further improve image quality,
multiple images can be taken and averaged.
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Chapter 6

Conclusion

6.1 Summary and Comparison

Table6.1 presents a comparison between our wireless prototype for untethered chip-scale fluo-
rescence microscopy and recently published implantable imagers. The wired implantable im-
agers in [25], [26], [28] utilize CMOS photodiodes or single photon avalanche diodes (SPADs)
for high-resolution fluorescence microscopy. However, their application for continuous in vivo
monitoring is limited due to the risk of infection from external wiring. The thermoacous-
tic sensor in [29] provides a wireless interface for untethered implantation, but it lacks the
resolution necessary for multicellular-level detection in biological applications.

Our system represents the first wireless prototype for untethered chip-scale fluorescence
microscopy, integrating the optical source to eliminate bulky components such as focusing
lenses, fibers, batteries, or external wiring. This proof-of-concept prototype enables real-
time microscopy within tissue, addressing a key challenge in assessing therapeutic response
and disease progression. The system uses stored wireless energy from an ultrasound link
to provide the high instantaneous power (78mW ) required for the optical source during a
32ms integration time. Each frame’s 11.52kbits of image data are transmitted wirelessly via
ultrasound backscattering using the same piezoceramic transceiver for power transfer. The
device performance is verified by resolving 140µm features on a USAF resolution test target
and wirelessly transmitting the data via ultrasound backscattering.

6.2 Future Work

The proposed wireless fluorescence image sensor is a proof-of-concept device that offers
high-resolution fluorescence microscopy, making it suitable for in vivo imaging inside tissue
without the need for external wiring. To facilitate its use in minimally invasive implantation
using a core biopsy needle, several key steps have been identified, including the following:

The use of a laser diode with higher electrical to optical efficiency, such as the CHIP-
650-P5 from Roithner LaserTechnik, which has a 12.5% efficiency, can significantly reduce
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Figure 6.1: Comparison Table of Implantable Image Sensors.

the required stored charge in Cstore, by more than 64%, while maintaining the same optical
power. Reducing Tint and averaging two consecutive images, each taken with half of the
standard integration time, can maintain the signal-to-noise ratio (SNR) with only a 1dB
reduction in value, which can lower the size of Cstore by 50%.

The scalable design of the CMOS imager sensor allows for various array sizes tailored to
the physical requirements of the application. Sensitivity enhancement techniques can also
be employed to improve the performance of the device.
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