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Abstract

Bottom-Up and Top-Down Attention in Deep Vision Models

by

Baifeng Shi

in Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Trevor Darrell, Chair

Visual attention helps achieve robust perception under noise, corruption, and distribution
shifts in human vision, which are areas where modern neural networks still fall short. In the
first chapter, we present VARS, Visual Attention from Recurrent Sparse reconstruction, a
new attention formulation built on two prominent features of the human visual attention
mechanism: recurrency and sparsity. Related features are grouped together via recurrent
connections between neurons, with salient objects emerging via sparse regularization. VARS
adopts an attractor network with recurrent connections that converges toward a stable
pattern over time. Network layers are represented as ordinary differential equations (ODEs),
formulating attention as a recurrent attractor network that equivalently optimizes the sparse
reconstruction of input using a dictionary of “templates” encoding underlying patterns of data.
We show that self-attention is a special case of VARS with a single-step optimization and no
sparsity constraint. VARS can be readily used as a replacement for self-attention in popular
vision transformers, consistently improving their robustness across various benchmarks.

While VARS is stimulus-driven and highlights all the salient objects in an image, intelli-
gent agents like humans often guide their attention based on the high-level task at hand,
focusing only on task-related objects. This ability of task-guided top-down attention pro-
vides task-adaptive representation and helps the model generalize to various tasks. In the
second chapter, we consider top-down attention from a classic Analysis-by-Synthesis (AbS)
perspective of vision. VARS indicates a functional equivalence between visual attention and
sparse reconstruction; we show that an AbS visual system that optimizes a similar sparse
reconstruction objective modulated by a goal-directed top-down signal naturally simulates
top-down attention. We further propose Analysis-by-Synthesis Vision Transformer (AbSViT),
which is a top-down modulated ViT model that variationally approximates AbS, and achieves
controllable top-down attention. For real-world applications, AbSViT consistently improves
over baselines on Vision-Language tasks such as VQA and zero-shot retrieval where language
guides the top-down attention. AbSViT can also serve as a general backbone, improving
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performance on classification, semantic segmentation, and model robustness.
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Chapter 1

Visual Attention Emerges from
Recurrent Sparse Reconstruction

1.1 Introduction

One of the hallmarks of human visual perception is its robustness under severe noise,
corruption, and distribution shifts [6, 7]. Although having surpassed human performance on
ImageNet [44], convolutional neural networks (CNNs) are still far behind the human visual
systems on robustness [28, 36] – CNNs are vulnerable under random image corruption [47],
adversarial perturbation [116], and distribution shifts [125, 27].

Vision transformers [30] have been reported to be more robust to image corruption and
distribution shifts than CNNs under certain conditions [89, 96]. One hypothesis is that the
self-attention module, a key component of vision transformers, helps improve robustness [96],
achieving state-of-the-art performance on a variety of robustness benchmarks [81]. Although
the robustness of vision transformers still seems to be far behind human vision [49, 28],
recent work suggests that attention is a key to achieving (perhaps human-level) robustness in
computer vision.

The cognitive science literature has also suggested a close relationship between attention
mechanisms and robustness in human vision [60, 133].1 For example, visual attention in
human vision has been shown to selectively amplify certain patterns in the input signal
and repress others that are not desired or meaningful, leading to robust recognition under
challenging conditions such as occlusion [118], clutter [87, 124], and severe corruptions [134].

These findings motivate us to improve robustness of neural networks by designing attention
inspired by the human visual attention. However, despite the existing computational models
of human visual attention[147], their concrete instantiation in DNNs is still missing, and the
connection between human visual attention and existing attention designs is also vague [114].

1Here we limit our focus on bottom-up attention, i.e.,, attention that fully depends on input and is not
modulated by the high-level task. See [147] for a review on different types of attention in the human visual
system.
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In this work, we introduce VARS—Visual Attention from Recurrent Sparse reconstruction—
a new attention formulation inspired by the recurrency and sparsity commonly observed
in the human visual system. Human visual attention contains the process of grouping and
selecting salient features while repressing irrelevant signals [26]. One of its neural foundations
is the recurrent connections between neurons in the same layer, as opposed to the feed-forward
connections from lower to higher layers [115, 38, 9, 71, 65]. By iteratively connecting neurons,
salient features with strong correlations are grouped and amplified [106, 91].

Sparsity, on the other hand, also plays an important role in visual attention, where
distracting information is muted by the sparsity constraint and only the most salient parts of
the input remains [13, 129]. Sparsity is also a natural outcome of recurrent connections [108],
and the two together can be used to formulate visual attention.

Built upon this observation, VARS shows that visual attention naturally emerges from a
recurrent sparse reconstruction of input signals in deep neural networks. We start from an
ordinary differential equation (ODE) description of neural networks and adopt an attractor
network [41, 151, 144] to describe the recurrently connected neurons that arrive at an
equilibrium state over time. We then reformulate the computation model into an encoder-
decoder style module and show that by adding inhibitory recurrent connections between
the encoding neurons, the ODE is equivalent to optimizing the sparse reconstruction of
the input using a learned dictionary of “templates” encoding underlying data patterns. In
practice, the feed-forward pathway of our attention module only involves optimizing the
sparse reconstruction, which can be efficiently solved by the iterative shrinkage-thresholding
algorithm [40].

We present multiple variants of VARS by instantiating the learned dictionary in the
sparse reconstruction as a static (input-independent), dynamic (input-dependent), or
static+dynamic (combination of the two) set of templates. We show that the existing
self-attention design [121], widely adopted in vision transformers, is a special case of VARS
with a dynamic dictionary but only using a single step update of the ODE without sparsity
constraints. VARS extends self-attention and exhibits higher robustness in practice.

We evaluate VARS on five large-scale robustness benchmarks of naturally corrupted,
adversarially perturbed and out-of-distribution images on ImageNet, where VARS consistently
outperforms previous methods. We also assess the quality of attention maps on human eye
fixation and image segmentation datasets, and show that VARS produces higher quality
attention maps than self-attention.

1.2 Related Work

Recurrency in vision. Recurrent connections are as ubiquitous as feed-forward connections
in the human visual system [35]. Various phenomena in human vision are credited to
recurrency, such as visual grouping and pattern completion [107, 91], robust recognition and
segmentation under clutter [122], and even perceptual illusions [85].
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In deep learning, Nayebi et al . [90] find that convolutional recurrent models can better
capture neural dynamics in the primate visual system. Other work has designed recurrent
modules to help networks attend to salient features such as contours [73], to group and
segregate an object from its context [61, 21], or to conduct Bayesian inference of corrupted
images [56]. Zoran et al . [150] combine an LSTM [53] and self-attention to improve adversarial
robustness. However, the LSTM is only used to generate the queries of self-attention and
does not affect the attention mechanism itself. Instead, we show visual attention emerges
from recurrency and can be formulated as a recurrent contractor network, which is equivalent
to optimizing sparse reconstruction of the input signals.

Sparsity in vision. It has long been hypothesized that the primary visual cortex (V1)
encodes incoming stimuli in a sparse manner [94]. Olshausen and Field [93] show that localized
and oriented filters resembling the simple cells in the visual cortex can spontaneously emerge
through dictionary learning via sparse coding. Some work has extended this hypothesis to the
prestriate cortex such as V2 [66]. Rozell et al . [108] propose Locally Competitive Algorithms
(LCA) as a biologically-plausible neural mechanism for computing sparse representations in
the visual cortex based on neural recurrency.

Recently there are studies on designing sparse neural networks, but they mostly focus on
reducing the computational complexity via sparse weights or connections [54, 74, 42]. Other
work has exploited sparse data structure in neural networks [132, 34]. In this work, we draw
a connection between sparsity and recurrency as well as visual attention and build a new
attention formulation on top of it to improve the robustness of deep neural networks.

Visual attention and robustness. Attention widely exists in human brains [110] and
is adopted in machine learning models [121]. A number of studies focus on object-based
and bottom-up attention. Various computational models have been proposed for visual
attention [64, 57, 147], where neural recurrency help highlight salient features.

In deep learning, the attention mechanism is widely used to process language or visual
data [121, 30]. The recently proposed self-attention based vision transformers [30] can scale to
large datasets better than conventional CNNs and achieve better robustness under distribution
shifts [81, 89, 96].

In a complementary line of work to address model robustness, researchers have shown
that model robustness can be improved through data augmentation [37, 104], designing more
robust model architectures [29] and training strategies [80, 128]. Some other work [79, 112]
improves model robustness from a bio-inspired view. In this work, we propose a new attention
design, (partially) inspired by human vision systems, which can be used as a replacement for
self-attention in vision transformers to further improve model robustness.

1.3 VARS Formulation

In this section, we first formulate the neural recurrency based on an ODE description of neural
dynamics (Section 1.3) and show its equivalence to optimizing the sparse reconstruction of
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Figure 1.1: Illustrations on neural dynamics. (a) Feed-forward networks. The output
zℓ−1 from the (ℓ− 1)-th layer’s neurons is processed by the feed-forward function W ℓ into
W ℓ(zℓ−1), used as the input to the ℓ-th layer’s neurons. The ℓ-th layer’s neuron output zℓ is
identical to the input. (b) Recurrent networks. When the ℓ-th layer’s neurons are recurrently
connected, the output zℓ is wired back by weight matrix A serving as an additional input
to the neurons. The final output is the steady state zℓ

∗
= Azℓ

∗
+W ℓ(zℓ−1). (c) Recurrent

networks as encoder-decoder. The neurons with recurrent connections in (b) have the same
steady state as an encoder-decoder structure, where the auxiliary layer encodes zℓ by PT and
its output is decoded by P and sent back. (d) Sparse recurrent networks. We adopt a sparse
structure in the encoding by adding inhibitive recurrent connections −γ(PTP− I) between
uℓ.

the inputs (Section 1.3). Then we draw a connection between visual attention and recurrent
sparse reconstruction and describe the design of VARS (Section 1.3). We find self-attention
is a special case of VARS (Section 1.3) and give different model instantiations in Section 1.3.

Neural Recurrency

ODE descriptions of neural dynamics. We start with an ODE description of feed-forward
neural networks [23]. Let zℓ ∈ Rd denote the output of the ℓ-th layer’s neurons in a neural
network.2 In a feed-forward neural network, the output of the ℓ-th layer is

zℓ = W ℓ(zℓ−1), (1.1)

where W ℓ(·) is a feed-forward function (e.g., a convolutional or fully connected operator).

This equation can be viewed as an equilibrium state (dz
ℓ

dt
= 0) of the following differential

equation:
dzℓ

dt
= −zℓ +W ℓ(zℓ−1), (1.2)

which defines the neural dynamics of ℓ-th layer’s neurons. This can be seen as the (simplified)
dynamics of biological neurons: zℓ is the membrane potential which is charged by the

2Although zℓ may have shape like h× w × c, in our formulation we always use the vectorized version of
the input, i.e., d = hwc.
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feed-forward input W ℓ(zℓ−1) and discharged by the self leakage −zℓ [23]. Note that in the
feed-forward case, the output zℓ of the neurons is identical to the inputW ℓ(zℓ−1). Figure 1.1(a)
provides an illustration.

Horizontal recurrent connections. In the feed-forward case, the input W ℓ(zℓ−1) to the
ℓ-th layer solely depends on the output zℓ−1 from the previous layer. However, when the
neurons in the ℓ-th layer are recurrently connected (illustrated in Figure 1.1(b)), the input

also depends on the ℓ-th layer’s output zℓ itself, which we denote by W̃ ℓ(zℓ−1, zℓ). Therefore,
the output of a recurrently connected layer is the equilibrium state of an updated differential
equation

dzℓ

dt
= −zℓ + W̃ ℓ(zℓ−1, zℓ). (1.3)

In this case, the equilibrium zℓ
∗
= W̃ ℓ(zℓ−1, zℓ

∗
)3 typically does not have a closed-form

solution, and in practice the differential equation is often solved by rolling out each step of
updates as in recurrent neural networks (RNNs) [53] or by using root-finding techniques [4].

Following the previous work [147], we decompose W̃ ℓ(zℓ−1, zℓ) into a feed-forward input
W ℓ(zℓ−1) and an additional recurrent input Aℓzℓ and rewrite Equation 1.3 as

dzℓ

dt
= −zℓ +Aℓzℓ + xℓ (1.4)

where xℓ = W ℓ(zℓ−1) is the feed-forward input of the neurons in the ℓ-th layer and Aℓ ∈ Rd×d,
often assumed symmetric and positive semi-definite [55, 17], is the weight of horizontal
recurrent connections of neurons in the ℓ-th layer (Figure 1.1(b)). Note that Equation 1.4
is also a special case of the continuous attractor neural network [131], which is used as a
computational model for various neural behaviors such as visual attention [147]. In what
follows, for simplicity and without loss of generality, we only focus on a single-layer scenario
and omit the superscript ℓ.

Recurrency Entails Sparse Reconstruction

We have defined the neural recurrency in ODEs and now we build its connection to the
optimization of sparse reconstruction to understand the functionality of recurrency.

We notice that Equation 1.4 can also be viewed as an encoder-decoder structure. Since
{A | A ∈ Sd

+} = {PPT | P ∈ Rd×d′ , d′ ≥ d}, we can reparameterize A as PPT , and turn
Equation 1.4 into

dz

dt
= −z+PPT z+ x, (1.5)

which has the same steady state solution as
dz

dt
= −z+Pu+ x,

du

dt
= −u+PT z.

(1.6)

(1.7)

3We use asterisks to denote equilibrium states.
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Here, we introduce an auxiliary layer u ∈ Rd′ that receives input PTz and converges to
u∗ = PTz∗. Meanwhile z converges to z∗ = Pu∗ + x. We can view the steady state solution
as an equilibrium between an encoder and a decoder, where the column vectors of P serve as
atoms (or “templates”) of a dictionary, u∗ is the encoding of z∗ through the template matching
PTz∗, and z∗ = Pu∗ + x is the decoding of u∗ plus a residual connection x. (Figure 1.1(c)).

Next, we show that this encoder-decoder structure naturally connects with the hypothesis
of sparse coding in V1, which states that the encoding of visual signals should be sparse [94].
Moreover, sparsity naturally emerges as we build the inhibitive recurrent connections between
the encoding neurons (u in our case) [108]. Specifically, the encoding is sparse when there exists
mutual inhibition between neurons that encode the similar feature and mutual excitation
between neurons that encode different features. To show this, we follow [108] and add
recurrent connections between u, modeled by the weight matrix −γ(PTP− I).4 In addition,
we add hyperparameters α and β to control the strength of self-leakage, and the element-wise
activation functions g(·) to gate the output from the neurons [23]. As a result, we update the
dynamics of z and u as (see also Figure 1.1(d)):

dz

dt
= −αz+Pg(u) + x,

du

dt
= −βu− γ(PTP− I)g(u) +PT z.

(1.8)

(1.9)

By taking α = 1 and β = γ = 2 and choosing g as an element-wise thresholding function
g(ui) = sgn(ui) · (|ui| − λ

2
)+, where sgn(·) is the sign function, (·)+ is ReLU, and λ controls

the sparse constraint (see Appendix for more details), Equation 1.8-1.9 have the equilibrium
state as ũ∗ = argmin

ũ∈Rd′

1

2
||Pũ− x||22 + λ||ũ||1,

z∗ = Pũ∗ + x,

(1.10)

(1.11)

where ũ = g(u) is the gated output of the encoding neurons. We can see that by adding
the recurrent connections in u and the activation functions g(·), the output of ℓ-th layer’s
neurons is not only a simple “copy-paste” of the feed-forward input x (Equation 1.1) but also
with a sparse reconstruction of the input Pũ∗. This formulation also indicates that solving
the dynamics of a sparse recurrent network is equivalent to sparse reconstruction of the input
signal.

VARS: Attention from Sparse Reconstruction

The core design of VARS is based on the observation that visual attention is achieved through
(i) grouping different features and different locations into separate objects and (ii) selecting the
most salient objects and suppressing distracting or noisy ones [26]. Note that the dynamics
of sparse encoding u (Equation 1.9) contains a similar process, where the features in z are

4Each uµ encodes z by matching it with the feature template Pµ, the µ-th column of P. The inhibition
strength between uµ and uν is γ(PµTPν − 1), which is higher when uµ and uν encodes similar features.
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Figure 1.2: Overview of VARS. First, we initialize ũ as PTx, the encoding of the input.
Then, for each iteration, we update ũ to minimize the reconstruction error between x and
the decoded Pũ, as well as the sparsity constraint. After multiple steps, the converged ũ∗ is
decoded and output together with a residual term.

grouped by each template Pµ through (Pµ)Tz and fed into the encoding uµ,
5 meanwhile the

recurrent term −γ(PTP− I)g(u) imposes a sparse structure on u so that only the uµ that
encodes the most salient template objects will survive.

Here we introduce VARS, a module that achieves visual attention via sparse reconstruction
following the formulation in Equation 1.10-1.11, i.e.,VARS takes a feed-forward input x and
outputs the sparse reconstruction Pũ∗ of x and a residual term. The VARS module can be
plugged into neural networks to help attend features.

In practice, VARS optimizes the sparse reconstruction (Equation 1.10) iteratively, as
illustrated in Figure 1.2. First, we initialize ũ as the encoding of input x, i.e., ũ← PTx (the
red block in Figure 1.2). Then, for each iteration, we decode ũ into Pũ (the green block
in Figure 1.2) and update ũ by minimizing the reconstruction error 1

2
||Pũ − x||22 and the

sparsity constraint λ||ũ||1. We adopt the update rule in the Learned Iterative Shrinkage
Thresholding Algorithm (LISTA) [40], i.e., each update is

ũ← Sw1·λ
w2·L

(
ũ− 1

w2 · L
(ΓTPTPΓũ−PTx)

)
, (1.12)

5We denote the µ-th column of P by Pµ. For example, in the binary case, if each template contains an
object, i.e., Pµ

i = 1 if the object occupies the location i, then (Pµ)Tx =
∑

i∈{i|Pµ
i =1} xi is the collection of

all features in locations that the object occupies.
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where Sλ(x) = sgn(x) · (|x| − λ)+ is an element-wise thresholding function, and L is the
largest singular value of PTP. w1, w2 ∈ R and Γ ∈ Rd′×d′ are learned parameters so that
after several iterations of Equation 1.12 the output is close to the sparse reconstruction. After
multiple updates, we decode the converged ũ∗ into Pũ∗ and output it together with a residual
term.

Overall, VARS groups features of different objects in the input into different encoding
neurons, and the most salient objects (e.g., “0” in the input in Figure 1.2) are preserved
while other distractors are suppressed by sparse reconstruction. VARS can be easily plugged
into any neural network and is computationally efficient thanks to the LISTA algorithm with
fast convergence (see Section 2.6).

Self-Attention as a Special Case of VARS

Here we show that self-attention can be viewed as a special case of VARS using a dynamic
instantiation of the dictionary with single step approximation and no sparsity constraint.

Self-attention formulation. In self-attention, the input X ∈ RN×C contains N tokens and
C channels. We use the superscript µ for the channel index and the subscript i for the token
index, e.g., Xµ

i is the µ-th channel in the i-th token. In each head, self-attention gives the
output Z by

Zµ
i =

∑
j

K(X,X)ij ·Xµ
j +Xµ

i , (1.13)

where K(X,X) ∈ RN×N measures the similarity between tokens in X, i.e., K(X,X)ij =

e(WXi)
T (W′Xj), with W and W′ as query and key projections.6 Self-attention is compute

intensive given its quadratic computational complexity. Performer [16], a recently proposed
variant of vision transformers, approximates the similarity kernel with the inner product of
the feature maps, i.e., K(X,X) ≈ Φ(X)Φ′(X)T , where Φ(X),Φ′(X) ∈ RN×C′

are specific
(random) feature maps of X.

Connection between self-attention and VARS. Following the formulation in Performer,
we can rewrite Equation 1.13 as

Zµ = Φ(X)Φ(X)TXµ +Xµ. (1.14)

Here we use a symmetric similarity kernel by setting W = W′, which means Φ = Φ′. This
feed-forward computation is a single-step Euler update7 of the differential equation

dZµ

dt
= −Zµ +Φ(X)Φ(X)TZµ +Xµ, (1.15)

which has a similar form with the ODE description of a recurrent layer (Equation 1.5), except
that Equation 1.15 uses Φ(X) as the dictionary which is dependent on the specific input X

6Here we ignore the value projection (as in non-local blocks [127]) as well as the normalization term.
7with initialization Zµ = Xµ and step-size of 1.
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while Equation 1.5 uses a static dictionary P learned from the entire dataset. This shows
self-attention is a variant of recurrent networks using a dynamic dictionary. See Appendix A.1
for the visualization of the dynamic dictionary.

However, compared to VARS (Equation 1.10-1.11), self-attention (Equation 1.15) does not
have the inhibitive recurrent connections (Equation 1.9) to turn into sparse reconstruction,
and updates the ODE (Equation 1.15) only via a single step. Therefore, we introduce VARS
with a dynamic dictionary:

Ũµ∗
= argmin

Ũµ

1

2
||Φ(X)Ũµ −Xµ||22 + 2λ||Ũµ||1

Zµ∗
= Φ(X)Ũµ∗

+Xµ,

(1.16)

(1.17)

which optimizes the sparse reconstruction of each channel Xµ in the input. We refer VARS
with a static dictionary to as VARS-S (Equation 1.10-1.11) and VARS with an dynamic
dictionary as VARS-D (Equation 1.16-1.17).

VARS Instantiations

Dictionary designs. So far, we introduced two instantiations of VARS: VARS with a static
dictionary P (VARS-S) (Equation 1.10-1.11) and VARS with a dynamic dictionary Φ(X)
(VARS-D) (Equation 1.16-1.17). Both variants have their own merits as P learns a general
pattern of the dataset while Φ(X) captures the specialized information on a per input basis.
Therefore, we consider a third instantiation of VARS, VARS-SD to combine both the static
and dynamic dictionaries as [P; Φ(X)], i.e., using the union of atoms in P and Φ(X). We
test all three variants in our experiments.

Instantiation of P. In theory, P can be any real matrix of the specific shape. However,
since each column of P is a template which is a signal in the spatial feature domain, we may
impose certain inductive biases such as translational symmetry when instantiating P. To this
end, we design P by making its templates kernels with different translations, which means
PT is a convolution layer, i.e., (PTx)↑ = conv(x↑) where (·)↑ unflattens a vector into a 2D
signal. Then P is a deconvolution layer with its kernel shared with the convolution layer,
used in both static and static+dynamic dictionaries.

1.4 Experiments

We test VARS on five robustness benchmarks on the ImageNet dataset including naturally
corrupted, out of distribution, and adversarial images (Section 1.4). We also evaluate our
models on the following settings: domain generalization (Section 1.4), image segmentation,
and human eye fixation predictions (Section 1.4). Finally, we analyze and ablate the design
choices of VARS in Section 1.4.

Experimental Setup. We evaluate on multiple datasets (Table 1.1) and the models are
pretrained on ImageNet-1K [25]. For baselines, we consider DeiT [120], a commonly-used
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Table 1.1: Dataset overview. We evaluate VARS on five robustness benchmarks and
perform evaluation in three additional settings.

Dataset Name Type

R
ob

u
st
n
es
s ImageNet-C (IN-C) [47] Natural corruption

ImageNet-R (IN-R) [49] Out of distribution
ImageNet-SK (IN-SK) [125] Out of distribution
PGD [80] Adversarial attack
ImageNet-A (IN-A) [48] Natural adv. example

O
th
er
s PACS [70] Domain generalization

PASCAL VOC [33] Semantic segmentation
MIT1003 [59] Human eye fixation

vision transformer model, and RVT [81], the state-of-the-art vision transformer on various
robustness benchmarks. For generality, we also test on GFNet [103] using a linear token-
mixer instead of self-attention. We apply VARS in the baselines by replacing the global
operators (self-attention or token mixer). For all the models, we adopt the convolutional
patch-embedding [136] to facilitate training and also apply Performer approximation which
VARS is also built on. We use ∗ to denote the modified baselines. Results of both original
and modified baselines are reported.

Evaluation on Robustness Benchmarks

We show the evaluation results on the robustness benchmarks in Table 1.2. First, we can see
vision transformers are generally more robust than the CNN counterparts even with an order
of magnitude smaller numbers of parameters and FLOPs. We can also observe that VARS
consistently improves the baselines across different benchmarks. For example, compared to
DeiT, VARS-SD reduces the error rate from 67% to 62.5% on IN-C and improves the accuracy
from 34.5% to 40.2% on IN-R, from 21.7% to 27.5% on IN-SK, which are over 5 absolute
points improvements. Similar results are observed with GFNet and RVT.

Moreover, when built on top of the RVT network design, VARS-SD outperforms or is on
par with the previous methods across the five benchmarks. Note that VARS is built upon
RVT∗, the modified version of RVT (see Experimental Setup). As shown in Table 1.2, RVT∗

has weaker initial performance than the vanilla RVT model, mainly due to the Performer
approximation of the self-attention.

In Figure 1.3, we visualize the attention maps of self-attention and VARS-S,-D,-SD under
different image corruption scenarios. We see that for a clean image, all the attention designs
can roughly locate salient regions around the main object (airplane). However, self-attention
only highlights the center part of the object while VARS-SD and VARS-D capture the contour
of the object more clearly. For corrupted images, we observe that attention maps from vanilla
self-attention tend to be noisier than VARS. For example, with severe weather corruption
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Figure 1.3: Attention maps under image corruption. We can see VARS consistently
highlights the core parts of the object (airplane) while self-attention can miss them (e.g.,
weather). The attention maps of VARS-SD are most stable and sharp.

(the last row), self-attention misses the main object and rather highlights the snow effect,
while VARS-SD still captures the object and suppresses the noise. We also notice that VARS-S
tend to produce a blurrier attention map compared to the ones with a dynamic dictionary,
which might be due to the weaker expressivity of static dictionary compared to the dynamic
dictionary.

Evaluation on Domain Generalization

Domain generalization is a related setting, which evaluates the models’ generalization to
unseen domains at test time. Here we finetune the ImageNet-pretrained models on three
source domains in PACS [70] and test them on the left-out target domain.

Table 1.3 shows that VARS-SD outperforms the RVT baseline across all four target domains.
Specifically, VARS-SD improves RVT∗ from 81.25% to 86.08% on the Art domain and from
94.19% to 96.47% on the Photo domain. These results indicate that our attention module is
more robust than self-attention when generalizing to unseen domains.
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Table 1.2: Evaluation results on robustness benchmarks. We find that VARS consis-
tently improves over the self-attention counterparts (DeiT∗, GFNet∗ and RVT∗). VARS-SD
outperforms or is on par with previous methods despite using a weaker initial model. The
best performance of each vision transformer architecture is bold and the underlined values
are the overall state-of-the-art performance.

Model GFLOPs Params.(M) Clean↑ IN-C↓ IN-R↑ IN-SK↑ PGD↑ IN-A↑

C
N
N
s

RegNetY-4GF [101] 4.0 20.6 79.2 68.7 38.8 25.9 2.4 8.9
ResNet50 [43] 4.1 25.6 79.0 65.5 42.5 31.5 12.5 5.9
ResNeXt50-32x4d [139] 4.3 25.0 79.8 64.7 41.5 29.3 13.5 10.7
InceptionV3 [117] 5.7 27.2 77.4 80.6 38.9 27.6 3.1 10.0

T
ra
n
sf
or
m
er
s

PiT-Ti [50] 0.7 4.9 72.9 69.1 34.6 21.6 5.1 6.2
ConViT [20] 1.4 5.7 73.3 68.4 35.2 22.4 7.5 8.9
PVT [126] 1.9 13.2 75.0 79.6 33.9 21.5 0.5 7.9
DeiT [120] 1.3 5.7 72.2 71.1 32.6 20.2 6.2 7.3
GFNet [103] 1.3 7.5 74.6 65.9 40.4 27.0 7.6 6.3
RVT [81] 1.3 8.6 78.4 58.2 43.7 30.0 11.7 13.3

DeiT∗ 1.3 5.7 74.7 67.0 34.5 21.7 11.9 9.4
w/ VARS-S 1.0 6.8 73.7 69.8 36.8 24.8 10.8 4.9
w/ VARS-D 1.4 5.4 75.6 64.9 39.6 27.5 13.7 10.2
w/ VARS-SD 1.4 5.8 76.5 62.5 40.2 27.5 13.4 11.5

GFNet-Ti∗ 1.3 7.5 74.6 65.9 40.4 27.0 7.6 6.3
w/ VARS-S 1.3 7.5 74.1 63.5 40.8 28.6 9.5 5.8
w/ VARS-D 1.9 9.8 77.8 58.6 41.2 29.0 15.9 12.6
w/ VARS-SD 1.9 10.4 78.2 57.4 41.0 29.5 16.2 13.0

RVT∗ 1.3 8.6 77.6 60.4 41.7 28.7 11.1 11.1
w/ VARS-S 1.0 9.2 76.8 61.8 43.2 30.1 7.6 9.1
w/ VARS-D 1.2 8.0 78.2 58.7 42.0 29.8 11.7 12.4
w/ VARS-SD 1.5 9.2 78.4 58.3 42.5 30.5 11.4 13.4

Table 1.3: Evaluation of domain generalization on PACS. Our VARS-SD outperforms
the baseline RVT∗ and other variants.

Target Photo Sketch Cartoon Art

RVT∗ 94.19 81.73 79.78 81.25
VARS-S 93.89 82.62 80.16 81.49
VARS-D 96.29 80.40 80.33 84.77
VARS-SD 96.47 82.78 80.98 86.08

Evaluation on Segmentation and Eye Fixation

Attention as coarse image segmentation. Recently, self-supervised vision transform-
ers [10] have been shown to produce attention maps that are similar to the semantic segmen-
tation of foreground objects. Following [10], we evaluate RVT∗ with self-attention and VARS
on the validation set of PASCAL VOC 2012 using the model trained on ImageNet-1K. To
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Table 1.4: Segmentation evaluation on PASCAL VOC using attention maps. Our
VARS-SD improves the mean IOU score of the baseline RVT∗ and is more selective (higher
FN scores).

RVT* VARS-S VARS-D VARS-SD

mIoU↑ 39.92 43.33 42.03 44.15
FP↓ 49.41 23.11 25.23 29.28
FN↓ 3.95 12.08 11.77 8.76

Table 1.5: Evaluation on human eye fixations. Here our VARS-S achieves the highest
score while all variants outperforms RVT∗.

Metric RVT∗ VARS-S VARS-D VARS-SD

NSS 0.502 0.737 0.632 0.678

Figure 1.4: Visualization on eye fixation. VARS’ attention maps are more consistent
with human eye fixation than self-attention’s.

obtain a segmentation map, we normalize an attention map from the global average of tokens
to [0, 1] and use a threshold 0.3 to distinguish foreground objects from the background (class
agnostic). The main evaluation metric is mean IoU which evaluates the overlapping area
between a predicted segmentation map and the ground truth. We also consider false positive
(FP) and false negative (FN) rates as metrics.

Table 1.4 shows that all three variants of VARS achieve higher mean IoU compared to the
self-attention counterpart RVT∗, where VARS-SD improves the score from 39.92% to 44.15%.
Also, the FP rate is substantially reduced by our attention framework, indicating that VARS
can effectively filter out distracting information and preserve only the relevant information
about the foreground objects. Another observation is that VARS has a higher FN rate,
suggesting VARS is more selective than self-attention and emphasize more on the core parts
of the objects.

Alignment with human eye fixations. Since human eye fixation is under the guidance



CHAPTER 1. VISUAL ATTENTION EMERGES FROM RECURRENT SPARSE
RECONSTRUCTION 14

of bottom-up attention [147], here we investigate how close our attention maps are to the
human eye fixation maps. Here we evaluate the ImageNet-pretrained RVT with self-attention
and VARS on MIT1003 [59], containing 1K natural images with eye fixation maps collected
from 15 human observers. We adopt the metric of normalized scanpath saliency (NSS) [97]
that measures an average of normalized attention value at fixated positions.

Table 1.5 shows that RVT with VARS achieves higher NSS scores than RVT with self-
attention (i.e., RVT∗), aligning better with the human eye fixations data. Figure 1.4 shows
the attention maps captured from humans and generated by the models. We notice that
VARS predicts regions that are more closely aligned with human attention, while self-attention
tend to highlight irrelevant background regions.

Analysis and Ablation Study

Recurrent refinement of attention. VARS performs recurrent sparse reconstruction of
the inputs in an iterative manner. In Figure 1.5, we visualize the attention maps VARS-S on
ImageNet validation samples at different updating steps. We can see that VARS refines the
attention maps through recurrent updates, i.e., the attention maps become more focused on
the core parts of the objects while suppressing the background and other distracting objects.

iter. 1 iter. 2 iter. 3

Figure 1.5: Recurrent refinement of attention maps. VARS refines the attention maps
iteratively during the recurrent updates.

Number of recurrent updates. Figure 1.6 (left) shows the accuracy on ImageNet-C over
different number of updates k. We find that the model has a similar performance between
k = 3 and 5 with a drop of performance at k = 1 and 7. We choose k = 3 in our experiments
for efficiency.

Strength of sparse constraints. Figure 1.6 (right) shows the accuracy over different λ
values that determine the level of sparse regularization during the reconstruction of input.
We observe that the curves are relatively flat which indicates VARS is not very sensitive to
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Figure 1.6: Hyperparameter analysis. We study the number of updates (left) and the
level of sparse regularization (right) in sparse reconstruction. VARS performs similarly with
3 to 5 iteration steps and we choose 3 for better efficiency. VARS is not sensitive to the level
of sparse regularization and we use 0.3 in the experiments.

the strength of the sparse regularization. We adopt λ = 0.3 in our experiments which has a
slightly better performance than the other values.

1.5 Conclusion

We introduced a new attention formulation—Visual Attention from Recurrent Sparse re-
construction (VARS)—which takes inspiration from the robustness characteristics of human
vision. We observed a connection among visual attention, recurrency, and sparsity and showed
that contemporary attention models can be derived from recurrent sparse reconstruction
of input signals. VARS adopts an ODE based formulation to describe neural dynamics;
equilibrium states are solved by iteratively optimizing the sparse reconstruction of input.
We showed that self-attention is a special case of VARS with approximate neural dynamics
and no sparsity constraints. VARS is a general attention module that can be plugged into
vision transformers, replacing the self-attention module, offering improved performance. We
conducted extensive evaluation on five robustness benchmarks and three additional datasets
of related settings to understand the properties of VARS. We found VARS increases model
robustness with improved quality of attention maps across various datasets and settings.
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Chapter 2

Top-Down Visual Attention from
Analysis by Synthesis

2.1 Introduction

Human visual attention is often task-guided, i.e.,, we tend to focus on different objects when
processing different tasks [147, 11]. For example, when we answer different questions about
one image, we only attend to the objects that are relevant to the question (Figure 2.1 (b-c)).
This stands in contrast with the widely-used self-attention [30], which is completely stimulus-
driven, i.e.,, it highlights all the salient objects in the image without task-guided selection
(Figure 2.1 (a)). While the stimulus-driven bottom-up attention has shown promising results
in visual representation learning [10], current vision transformers still lack the ability of
task-guided top-down attention, which provides task-adaptive representation and potentially
improves task-specific performances [1, 142, 140]. Although some algorithms of top-down
attention are proposed in the literature [95, 14, 1, 142, 140], they are incompatible with
self-attention-based transformers and principled and unified designs are still missing.

Previous work [68, 15, 8, 102, 69] has studied the mechanism of top-down attention in
human vision systems, hypothesizing top-down attention is a result of the human visual
system performing Analysis by Synthesis (AbS). AbS [63, 146] is a classic idea that suggests
the human visual perception depends on both the input image and a high-level prior about the
latent cause of the image, and different priors can lead to different ways to perceive the same
image (e.g.,, visual illusion [67] and bistable perception [111]). This is formulated as Bayesian
inference maxz p(h|z)p(z), where h is the input image, and z is the latent representation. It
is hypothesized that the high-level goal can be formulated as a prior to direct the low-level
recognition of different objects through AbS, achieving top-down attention. Still, existing
works [145, 15, 86] are conceptual and hardly guide model designs in practice.

In this work, we present a novel perspective on how AbS entails top-down attention,
followed by a new Analysis-by-Synthesis Vision Transformer (AbSViT) based on the findings.
We start from previous work [113], which shows that visual attention (e.g.,, self-attention)
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Figure 2.1: Top-down vs. bottom-up attention. (a) Bottom-up attention is stimulus-
driven, i.e.,, any salient objects (dog and cat) in the image may attract attention. (b-c)
Top-down attention is task-guided. For example, when the task is to answer a question about
a specific object, the attention will only center on that object and ignore the others. In this
way, a more focused representation can be extracted for the current goal.

is functionally equivalent to sparse reconstruction which reconstructs the input using a
dictionary containing templates of separate objects in the input. We show that AbS optimizes
a similar sparse reconstruction objective modulated by a top-down signal. The top-down
signal depends on the prior and acts as a preference on which object templates to choose to
reconstruct the input. Therefore, only the objects consistent with the high-level prior are
selected, equivalent to top-down attention.

Inspired by the connection, we propose AbSViT, a ViT [30] model with prior-conditioned
top-down modulation trained to approximate AbS in a variational way. AbSViT contains
a feedforward (encoding) and a feedback (decoding) pathway. The feedforward path is a
regular ViT, and the feedback path contains linear decoders for each layer. Each inference
starts with an initial feedforward run. The output tokens are manipulated by the prior and
fed back through the decoders to each self-attention module as top-down input for the final
feedforward pass (Figure 2.3).

When only pretrained on ImageNet [25], which contains mostly single-object images,
AbSViT can attend to different objects in multi-object scenes controllably. For real-world
applications, we observe consistent improvements from AbSViT on Vision-Language tasks
such as VQA [3] and zero-shot image retrieval, where language is used as a prior to guide
attention. For tasks without a strong prior, such as ImageNet classification and semantic
segmentation, AbSViT can also serve as a general backbone and achieve substantial improve-
ments. Additionally, the object-centric representation resulting from the top-down attention
design enables better generalization to corrupted, adversarial, and out-of-distribution images.
We hope this work can encourage future exploration of task-guided attention designs and
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visual representation learning.

2.2 Related Work

Top-down visual attention endows us with the crucial ability to selectively collect informa-
tion related to the behavioral goal. Several attempts have been made towards understanding
the mechanism of top-down attention from experimental observations such as multiplicative
tuning [84] and contrast responses [83, 105] in V4, and extra-classical receptive fields in
V1 [2, 109, 12]. Other work tries to build a principled computational model for top-down
attention [145, 15, 86].

Top-down attention has also found numerous applications in computer vision tasks where
additional guidance (e.g.,, language) is available aside from the image. Previous work employs
top-down attention for object detection [92], image captioning [142], and visual question
answering [140, 1]. However, these algorithms are either incompatible with current self-
attention-based models or show inferior performance, as indicated by our experiments. Other
work [78, 77, 143, 30] uses a feedforward model that takes both image and the high-level
guidance (e.g.,, text tokens or [cls] token) as input, which we show is suboptimal compared
to our top-down model design. Dou et al . [31] propose to extract image and text features with
separate encoders and combine them with a multi-modal fusion module during vision-language
pretraining, which works better than using a single multi-modal feedforward model on vision
language tasks. However, in this way, the visual encoder is still bottom-up. We show that
augmenting it with the proposed top-down attention further improves model performance on
standard benchmarks.

Top-down attention explained as Analysis by Synthesis. Analysis by Synthesis (AbS)
is hypothesized as a potential computational model behind top-down attention. lee2002top
starts from a Bayesian inference perspective and explains the top-down modulation in
examples such as illusionary contours and shapes from shading. Yu and Dayan [145] focus
on the top-down attention in Ponser’s task [99] and build a hierarchical model where each
layer corresponds to a computational step of Bayesian inference. Subsequent work [102, 15]
assumes each object is generated by an appearance variable and a location variable and uses
Bayesian inference to perform spatial attention and feature attention. Borji et al . [8] adopt a
Dynamic Bayesian Network to simulate eye fixation in top-down attention. However, these
models do not apply to practical designs in modern deep learning.

Generative model for discriminative learning. It has been widely explored in using
generative models to assist discriminative learning. Specifically, the belief that representation
with strong generative capability can better capture the structure of visual signals has inspired
numerous unsupervised learning algorithms, from the early Restricted Boltzmann Machine [51,
52] and Helmholtz Machine [24], to the following auto-encoder models such as DAE [123] and
VAE [62]. Recent work [45, 119] has shown impressive results on generative unsupervised
learning. Generative models can also help with supervised learning, e.g.,, by refining object
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detection [72] or detecting errors in semantic segmentation [135]. Feedforward models with
generative feedback are also more robust to input corruptions [56]. In our work, AbSViT
also contains a generative feedback path that is able to refine the intermediate representation
and attention and thus improves the performance.

2.3 Preliminaries: Attention as Sparse Reconstruction

Chapter 1 shows that a sparse reconstruction (SR) module functionally resembles visual
attention. An SR module takes an input x ∈ Rd and outputs z = Pũ∗ where P ∈ Rd×d′ is
the dictionary and ũ∗ is the sparse code, i.e.,,

ũ∗ = argmin
ũ∈Rd′

1

2
||Pũ− x||22 + λ||ũ||1. (2.1)

Each atom (column) of P contains a template pattern and each element in ũ is the activation
of the corresponding template. The objective is to reconstruct the input using as few templates
as possible. To solve Equation (2.1), one may adopt a first-order optimization [108, 113] with
dynamics at time t of

du

dt
∝ −u− (PTP− I)ũ+PTx, (2.2)

where the optimization is over an auxiliary variable u and ũ = gλ(u) = sgn(u)(|u| −λ)+ with
sgn(·) as the sign function and (·)+ as ReLU Here u is activated by the template matching
PTx between the dictionary and the input, and different elements in u inhibit each other
through −(PTP− I)ũ to promote sparsity.

To see the connection between visual attention and sparse reconstruction, recall that
attention in the human visual system is achieved via two steps [26]: (i) grouping features
into separate objects or regions, and (ii) selecting the most salient objects or regions while
repressing the distracting ones. A similar process is also happening in SR, i.e.,, if each atom
in P is a template of every single object, then each element in u groups the input features
belonging to that object through PTx, while the sparsity constraint promoted by the lateral
inhibition −(PTP − I)ũ selects the object that is most activated. As shown in [113], SR
modules achieve similar attention effects as self-attention (SA) [121] while being more robust
against image corruptions.

Interestingly, it is also pointed out in [113] that under certain constraints (e.g.,, the key
and query transform is the same), SA can be viewed as solving a similar SR problem but
without sparsity. After adding the sparsity back, SA is an approximation of

Ũ∗ = argmin
Ũ

1

2
||Φ(K)Ũ−V||22 + λ||Ũ||1,

Z = Φ(Q)Ũ∗,

(2.3)

(2.4)

where Q,K,V ∈ R(hw)×c are the query, key, and value matrices, Φ(Q),Φ(K) ∈ R(hw)×d′

are the random features [16] that approximate the softmax kernel Φ(Q)iΦ(K)Tj ≈ eQiK
T
j ,
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Ũ∗ ∈ Rd′×c is the sparse code and Z is the output. This provides a novel perspective on
the mechanism of SA, i.e.,, it is solving a channel-wise sparse reconstruction of the value
matrix V using an input-dependent dictionary Φ(K). Visualization of Φ(K) shows each
atom contains a mask for one single object or region, which means that SA is trying to
reconstruct the input with as few masks as possible, thus only the salient objects are selected
and highlighted (Figure 2.2 (a)).

2.4 Top-Down Attention from AbS

We consider top-down visual attention from an Analysis by Synthesis (AbS) view of vision.
We start from the hierarchical AbS formulation of visual perception (Section 2.4) and show
that it is equivalently optimizing a sparse reconstruction objective that is modulated by a
top-down signal, thus entailing top-down attention (Section 2.4).

Hierarchical AbS

AbS formulates visual perception as a Bayesian inference process. Given the image generation
process p(h|z) and a prior p(z), where h is the image and z is the latent code, AbS finds
z∗ = argmaxz p(h|z)p(z).

In this work, we assume the generation is hierarchical, i.e.,, zL → zL−1 → · · · → z1 → h,
where zℓ is the latent at ℓ-th layer. The MAP estimation is

z∗L, · · · , z∗1 = argmax
zL,··· ,z1

p(h|z1) · · · p(zL−1|zL)p(zL). (2.5)

For each generation process zℓ+1 → zℓ between layer ℓ and ℓ+ 1, we further assume that
zℓ is constructed by a sparse code ũℓ which is generated from zℓ+1 via a non-linear function
gℓ(·), i.e.,,

ũℓ ∼ p(ũℓ|zℓ+1) ∝ exp{−1

2
||Pℓũℓ − gℓ(zℓ+1)||22 − λ||ũℓ||1} (2.6)

zℓ = Pℓũℓ, (2.7)

where Pℓ is the dictionary. Intuitively, it first generates gℓ(zℓ+1) as a blurry and noisy version
of zℓ, then find the sparse code ũℓ to construct a sharper and cleaner version.

Since zℓ is decided by ũℓ, it suffices to optimize the MAP estimation over {ũℓ}Lℓ=1, i.e.,,

ũ∗
L, · · · , ũ∗

1 = argmax
ũL,··· ,ũ1

p(h|ũ1) · · · p(ũL−1|ũL)p(ũL). (2.8)

Solving Equation (2.8) by simple gradient ascent (of the logarithm) gives the dynamics

dũℓ

dt
∝ ∇ũℓ

log p(ũℓ−1|ũℓ) +∇ũℓ
log p(ũℓ|ũℓ+1) (2.9)

where ũℓ is affected by both ũℓ−1 and ũℓ+1.
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Top-Down Attention from AbS

From AbS (Eq. (2.6-2.9)) we can derive the dynamics of ũℓ as

dũℓ

dt
∝ ∇ũℓ

(
−1

2
||Pℓũℓ − (xbu

ℓ + xtd
ℓ )||22 − λ||ũℓ||1 − rℓ(ũℓ)

)
(2.10)

where xtd
ℓ = gℓ(zℓ+1) is the top-down signal and xbu

ℓ = fℓ(zℓ−1) = JT
gℓ−1

zℓ−1 is the bottom-up

signal where Jgℓ−1
is the jacobian of gℓ−1(Pℓũℓ), and rℓ(ũℓ) = ||gℓ−1(Pℓũℓ)||22 is an additional

regularization. Details of the derivation are pushed back to Appendix. One may notice from
Equation (2.10) that, in AbS each layer is solving a similar sparse reconstruction problem as in
Equation (2.1) but with the input of xbu

ℓ +xtd
ℓ , thus simulating attention that is modulated by

both bottom-up and top-down signals. This can also be observed by turning Equation (2.10)
into

dũℓ

dt
∝ −uℓ − (PT

ℓ Pℓ − I)ũℓ +PT
ℓ x

bu
ℓ +PT

ℓ x
td
ℓ −∇rℓ(ũℓ). (2.11)

Comparing with Equation (2.2), here ũℓ is steered by an additional term PT
ℓ x

td
ℓ that acts as

a bias on which atom in Pℓ to choose. For example, if atoms in Pℓ are templates of separate
objects (like in self-attention), then PT

ℓ x
td
ℓ highlights the objects that are consistent with the

top-down signal (Figure 2.2 (b)).
This implies an AbS system naturally entails top-down attention. Intuitively, the prior

reflects which objects the output zL should highlight. Then the affected zL is fed back to
layer L− 1 through gL−1, as a top-down signal to direct which objects to select in layer L− 1.
The same process repeats until the first layer. Different priors will direct the intermediate
layers to select different objects, achieving top-down attention.

Interestingly, if we consider the analogy between self-attention and sparse reconstruction,
Equation (2.10) leads to a smooth way of building a top-down version of self-attention, i.e.,,
we only need to add a top-down signal to the value V, while keeping other parts such as Q
and K (which decides the dictionary) untouched. We will make it clearer in Section 2.5.

2.5 Analysis-by-Synthesis Vision Transformer

Inspired by the connection between top-down attention and AbS, we propose to achieve
top-down attention by building a vision transformer that performs AbS (Equation (2.5)), i.e.,,
if the network has input h and latent representation zℓ after each layer ℓ (which means zL
is the output), the final latent representation should approximate z∗1, · · · , z∗L. Since directly
solving Equation (2.5) requires an iterative optimization which would be extremely costly, in
this work, we adopt a variational approximation to Equation (2.5). Specifically, we optimize
a variational loss

Lvar = −
L−1∑
ℓ=0

log p(zℓ|zℓ+1)− log p(zL)

=

L−1∑
ℓ=0

(
1

2
||Pℓũℓ − gℓ(zℓ+1)||22 + λ||ũℓ||1

)
− log p(zL)

(2.12)
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Figure 2.2: (a) Each atom in the dictionary contains masks for separate objects or regions.
The sparse reconstruction tries to use as few masks as possible to reconstruct the input
feature map, thus only the salient objects are highlighted. (b) The top-down signal xtd

ℓ puts
a bias on the weights of the atoms so that only the objects that agree with xtd

ℓ are selected.

where z0 = h. However, as stated below, there are several caveats we need to work around
when training a network with Equation (2.12) in real-world tasks.

The sparsity regularization. Since the practical model we build in this work is based
on self-attention (Section 2.5), which neither has a sparsity constraint nor solves the SR
explicitly [113], we remove the sparsity regularization by setting λ = 0, which makes
− log p(zℓ|zℓ+1) =

1
2
||Pℓũℓ − gℓ(zℓ+1)||22 = 1

2
||zℓ − gℓ(zℓ+1)||22.

Jointly training the decoder gℓ. Normally, optimizing Equation (2.12) requires knowing
the generation process gℓ beforehand, which in our case is unknown. This can be addressed
by training gℓ jointly with the whole network, similar to VAE [62]. It is natural to use gℓ also
as the feedback path of the network, as shown in Section 2.5.

Trade-off between the generative and discriminative power. The variational loss
forces each zℓ+1 to be capable of generating zℓ. However, we find empirically that enforcing a
strong generative power on the feature will harm its discriminative power in the setting of
supervised learning. To address this, for each term − log p(zℓ|zℓ+1) we stop the gradient on
zℓ and zℓ+1, i.e.,, − log p(zℓ|zℓ+1) =

1
2
||sg(zℓ)− gℓ(sg(zℓ+1))||22, where sg(·) is stop-gradient.

In this way, only the decoder gℓ receives the gradient.

The variable prior. Rigorously speaking, variational methods only approximate AbS
with a fixed prior p(zL). However, top-down attention should be able to flexibly attend to
different objects by changing different priors. The question is, how can we learn a variational
model that generalizes to different priors? In this work, we adopt a simple trick called
Meta-amortized VI [130]. Concretely, we assume the prior pξ(zL) depends on some parameter
ξ, which can be a sentence or a class prototype cueing what objects to look at in the image.
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Figure 2.3: Design of AbSViT. (a) Four steps to every single inference. The operations in
each step are colored as purple and others as gray. AbSViT first passes the image through the
feedforward path. The output tokens are then reweighted by their similarity with the prior
vector ξ and fed back through the decoders to each self-attention module as the top-down
input for the final feedforward run. (b) The top-down input to self-attention is added to the
value matrix while other parts stay the same.

Then we make the model adaptable to ξ during inference to approximate AbS with prior
pξ(zL) given any ξ. See the design details in Section 2.5.

After applying these tricks, our variational loss becomes

Lvar =
1

2

L−1∑
ℓ=0

||sg(zℓ)− gℓ(sg(zℓ+1))||22 − log pξ(zL), (2.13)

which contains layer-wise reconstruction loss and a prior loss. We also try cosine similarity
instead of ℓ2 distance for reconstruction and get similar results. In Section 2.5, we will
show how to build a ViT with prior-conditioned top-down modulation and train it with
Equation (2.13).

AbSViT Design

Figure 2.3 (a) shows the proposed AbSViT which is built upon ViT [30]. Every single inference
consists of 4 steps: (i) pass the image through the feedforward encoder, (ii) modulate the
output tokens with a prior vector ξ, (iii) send the tokens back through the feedback decoder
to intermediate layers, and (iv) run the feedforward path again but with each self-attention
layer also receiving the top-down tokens as input.

Within the whole pipeline, the feedforward encoder has the same architecture as regular
ViT. For the feedback path, we use a single token-wise linear transform for each layer-wise
decoder gℓ. The design of token modulation with prior ξ and the self-attention with top-down
input are introduced below:
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Design of token modulation with ξ. The purpose is to modify the tokens to carry the
information about the prior pξ when fed back to the network. The prior is parameterized
by ξ, which may be a language embedding or a class prototype telling the network which
objects to look at. Therefore, we instantiate the modulation as a simple spatial reweighting,
i.e.,, ziL → α · sim(ξ, ziL) · ziL, where ziL is the i-th output token, sim is the cosine similarity
clamped to [0, 1], and α is a scaling factor controlling the scale of the top-down signal, which
is set to 1 by default. In this way, only the tokens with high similarity to ξ are sent back,
and others are (softly) masked out. Note that the design here is for simplicity and may not
be suitable for general usage. For example, when dealing with transparent images where two
objects overlap, spatial reweighting cannot separate two objects away.

Design of self-attention with top-down input. From the analogy between self-attention
and sparse reconstruction (Equation (2.3)), the value matrix in SA corresponds to the
reconstructed input signal, and the query and key serve as the dictionary. Since the top-down
attention in AbS (Equation (2.10)) adds a top-down signal to the input while keeping the
dictionary untouched, it is natural to design the top-down version of self-attention by simply
adding the top-down signal to the value and keep query and key as the same, as illustrated
in Figure 2.3 (b). We will show in Section 2.6 that this is better than an arbitrary design
where we add the top-down signal to the query, key, and value.

In this paper, we focus on supervised learning and train the model on two types of tasks.
One is Vision-Language (V&L) tasks such as VQA and zero-shot image retrieval, where
the language acts as a prior to cue the model where to look at. The other one is image
understanding, such as ImageNet classification and semantic segmentation, which do not
have a specific prior. When training the network, we optimize the supervised loss as well as
the variational loss (Equation (2.13)), i.e.,,

L =
1

2

L∑
ℓ=1

||sg(zℓ)− gℓ(sg(zℓ+1))||22 − log pξ(zL) + Lsup, (2.14)

where zℓ is the ℓ-th layer’s output after the whole inference cycle, sg is stop-gradient, and gℓ
is the ℓ-th layer’s decoder. The form of prior pξ depends on the task. For V&L tasks, ξ is
the text embedding and we use a CLIP-style prior [100]:

pξ(zL) =
exp{ξT zL}

exp{ξT zL}+
∑

k exp{ξT zk−}
, (2.15)

where the negative samples zk− are the output from other images. For image classification
and segmentation where no specific prior is available, we set ξ as a trainable query vector
that is independent of the input image, and we choose an uninformative prior that does not
contribute to the gradient, i.e.,, ∇ log pξ(zL) = 0.
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Figure 2.4: Controllable top-down attention in multi-object images. For each image, bottom-
up attention will highlight both objects. In contrast, we can use different class prototypes as
the prior to control the top-down attention to focus on different objects, and the classification
result also changes accordingly.

2.6 Experiments

In this section, we first show that AbSViT achieves controllable top-down attention in multi-
object scenes (Section 2.6). Then we test AbSViT on Vision-Language tasks such as VQA
and zero-shot image retrieval (Section 2.6), and also on ImageNet classification and model
robustness (Section 2.6), as well as semantic segmentation (Section 2.6). Finally, we analyze
specific designs of AbSViT in Section 2.6.

Datasets. For VQA, we use VQAv2 [39] for training and testing and compare the attention
map with human attention collected by VQA-HAT [22]. For zero-shot image retrieval, we
use Flickr30K [98]. For image classification, we train and test on ImageNet-1K (IN) [25],
and also test on corrupted images from IN-C [47], adversarial images from IN-A [48], and
out-of-distribution images from IN-R [49] and IN-SK [125]. For semantic segmentation, we
test on PASCAL VOC [32], Cityscapes [19], and ADE20K [148].

Experimental setup. We compare several baselines for goal-directed attention: (i) Per-
ceiverIO [58] uses eξ(·) to reweight the tokens from feedforward output just like in AbSViT,
but directly outputs the reweighted tokens without any feedback, (ii) MaskAtt uses the same
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Figure 2.5: Comparison between different top-down attention algorithms. Prior corresponds
to the left image. AbSViT has cleaner attention map than other baselines.

soft mask for reweighting the output tokens to reweight the value tokens in intermediate self-
attention modules, instead of adding the top-down tokens on them, (iii) Feedback directly
feeds back the output tokens without reweighting. For V&L tasks, we use the METER [31]
framework, which contains a vision backbone, a language backbone, and a multimodal fusion
module. We use ViT [30] as the vision backbone and replace it with AbSViT or the baseline
models. For image classification, we try the backbones of ViT, RVT [82], and FAN [149],
which is state of the art on ImageNet and robustness benchmarks. The scaling factor α is set
as 1 during ImageNet pretraining and evaluation and set as 10 for finetuning on V&L tasks
because we find AbSViT pretrained on supervised single-object classification only learns weak
top-down attention in multi-object scenes (Section 2.7). See the Appendix for additional
implementation details.

Controllable Top-Down Attention of AbSViT

To test the top-down attention in multi-object images, we take a AbSViT pretrained on
ImageNet (Section 2.6) and create multi-object images by randomly sampling two images
from ImageNet and concatenating them side by side. To control the top-down attention, we
use the class prototype (from the last linear layer) of the two classes as ξ. Since in regular
ViT, the class prototypes only align with the [cls] token but not with other output tokens,
here we use a ViT with global average pooling. We set α = 10.

To compare the bottom-up and top-down attention, we visualize the norm of output tokens
from ViT and AbSViT for each class. As shown in Figure 2.4, bottom-up attention highlights
both objects while only the target object is selected by top-down attention. Consequently,
the classification result, which has a tie between two classes when no prior is available, is
biased towards the target class when we turn on the prior. This indicates AbSViT has the
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Model
VQAv2 Flickr-Zero-Shot

test-dev test-std IR@1 IR@5 IR@10

BEiT-B-16 [5] 68.45 - 32.24 - -
CLIP-B-32 [100] 69.69 - 49.86 - -

ViT-B 67.89 67.92 42.40 77.18 86.82
- PerceiverIO 67.87 67.93 42.52 76.92 86.73
- Feedback 67.99 68.13 42.04 77.38 86.90
- MaskAtt 67.53 67.51 41.89 76.53 86.78
- AbSViT 68.72 68.78 45.28 77.98 87.52

Table 2.1: Comparison of different top-down attention algorithms on VQA and zero-shot
image retrieval. AbSViT achieves consistent improvements on both tasks.

Figure 2.6: Comparison of attention map from AbSViT and human attention on VQA.
AbSViT’s attention is adjustable to different questions and is consistent with human attention.

ability to control its attention on different objects given different priors. We also compare
the top-down attention of AbSViT with several baselines (Figure 2.5). We can see that the
attention of PerceiverIO focuses coarsely on the target object but is noisy, possibly because it
lacks a feedback mechanism. MaskAtt, on the other hand, tends to miss parts of the object,
implying that masking attention is less suitable for ViTs.
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AbSViT for Vision-Language Tasks

We test AbSViT on two V&L tasks, VQA, and zero-shot image retrieval. We use the METER
framework and replace the vision backbone with ViT-B, AbSViT-B, and other baselines.
All the vision backbones are pretrained on ImageNet (Section 2.6). Results are shown in
Table 2.1.

On VQAv2, AbSViT surpasses the baselines on both test splits and reaches the same
performance as the unsupervised model (BEiT-B). At the same time, PerceiverIO has no
improvement over ViT, probably because the multimodal fusion in METER can already
perform token reweighting. The pure feedback network helps a little, mainly due to the
feature refinement during the feedback loop. It is worth noticing that MaskAtt, a strategy
frequently used in previous work, actually hurts performance when added to the vision
transformer. On zero-shot image retrieval, AbSViT also has higher performance than all
other baselines. Especially, it has an improvement of ∼ 3% over bottom-up ViT on IR@1.

We also visualize the attention map of AbSViT on VQA and compare it to human
attention. As shown in Figure 2.6, AbSViT can adjust its attention to the objects related
to the question. The attention map is also consistent with human attention.Nevertheless,
the attention map of AbSViT is still not precise enough. For example, in the last example,
when the question is “What is the person holding?”, the top-down attention highlights both
the person and the dogs. Since the model is only pretrained on ImageNet, it may be further
improved by CLIP [100] pretraining.

Image Classification and Robustness

We test AbSViT on ImageNet classification and robustness benchmarks (Table 2.2). We
report mCE (lower the better) [47] for IN-C and accuracy for other datasets. On clean images,
AbSViT consistently improves over baselines, with a similar number of parameters although
higher FLOPs. The clean accuracy on FAN-B is improved to 83.7%, reaching the same
level as ConvNext-B with fewer parameters. On corrupted (IN-C) and adversarial (IN-A)
images, AbSViT boosts the performance by about 1-5% across all the scales. Especially,
the performance on FAN-B is raised by 1% and 5% for IN-C and IN-A, reaching a new
state-of-the-art result. On out-of-distribution images, AbSViT also improves by 3% on Tiny
and Small models and 0.5% on FAN-B.

Figure 2.7 visualizes the attention map of ViT and AbSViT, as well as token weights
generated in eξ(·). The bottom-up attention in ViT is often noisy and only partly detects
the foreground object. On the other hand, the query ξ in AbSViT learns to coarsely detect
the foreground and reweight the feedforward output tokens, which are fed back and generate
top-down attention that better detects the foreground object.

We compare AbSViT with several baseline algorithms for goal-directed attention in
Table 2.3. One may see that a pure feedback model already improves the clean accuracy and
robustness, and AbSViT further boosts the performance by better extracting the foreground
object. Due to a similar reason, PerceiverIO without feedback also slightly improves the
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Model P/F Clean IN-C (↓) IN-A IN-SK IN-R

PiT-Ti [50] 5/0.7 72.9 69.1 6.2 34.6 21.6
ConViT-Ti [20] 6/1.4 73.3 68.4 8.9 35.2 22.4
PVT-Ti [126] 13/1.9 75.0 79.6 7.9 33.9 21.5
GFNet-Ti [103] 8/1.3 74.6 65.9 6.3 40.4 27.0

ViT-Ti [30] 6/1.3 72.5 71.1 7.5 33.0 20.1
Gray - AbS 7/2.6 74.1 66.7 10.1 34.9 22.6

RVT-Ti [82] 9/1.3 78.1 58.8 13.9 42.5 29.1
Gray - AbS 11/2.7 78.6 55.9 17.3 43.2 29.9

FAN-Ti [149] 7/1.3 77.5 59.8 13.1 42.6 29.9
Gray - AbS 9/2.9 78.3 57.4 16.5 42.8 31.2

PiT-S [50] 24/2.9 80.9 52.5 21.7 43.6 30.8
PVT-S [126] 25/3.8 79.9 66.9 18.0 40.1 27.2
Swin-T [75] 28/4.5 81.2 62.0 21.6 41.3 29.1
ConvNext-T [76] 29/4.5 82.1 53.2 24.2 47.2 33.8

ViT-S [30] 22/4.2 80.1 54.6 19.2 41.9 28.9
Gray - AbS 26/9.8 80.7 51.6 24.3 43.1 30.2

RVT-S [82] 22/4.3 81.9 50.5 26.0 47.0 34.5
Gray - AbS 26/10.4 81.9 48.7 31.1 48.5 35.6

FAN-S [149] 28/5.3 82.8 49.1 29.3 47.4 35.6
Gray - AbS 32/11.4 83.0 47.4 34.0 48.3 36.4

PiT-B [50] 74/12.5 82.4 48.2 33.9 43.7 32.3
PVT-L [126] 61/9.8 81.7 59.8 26.6 42.7 30.2
Swin-B [75] 88/15.4 83.4 54.4 35.8 46.6 32.4
ConvNext-B [76] 89/15.4 83.8 46.8 36.7 51.3 38.2

ViT-B [30] 87/17.2 80.8 49.3 25.2 43.3 31.6
Gray - AbS 99/38.9 81.0 48.3 28.2 42.9 31.7

RVT-B [82] 86/17.7 80.9 52.1 26.6 39.6 26.1
Gray - AbS 100/39.5 80.9 51.7 28.5 39.3 26.0

FAN-B [149] 54/10.4 83.5 45.0 33.2 51.4 39.3
Gray - AbS 62/21.8 83.7 44.1 38.4 52.0 39.8

Table 2.2: Results on ImageNet classification and robustness benchmarks. AbSViT improves
performance across different benchmarks and backbones. P/F: # of parameters and FLOPs.
↓: lower is better.

performance. On the other hand, MaskAtt is sometimes harmful (on Clean, IN-C, and IN-A
for RVT), implying that a mask attention design is unsuitable for vision transformers.

Semantic Segmentation

We evaluate the performance of AbSViT as a backbone for semantic segmentation on
three datasets (PASCAL VOC, Cityscapes, and ADE20K). We compare with two baseline
backbones, regular ViT and ResNet-101. We use UperNet [138] as the segmentation head for
all the backbones. Results are shown in Table 2.4. We can see that when using AbSViT as the
backbone, we can achieve 1.2-2.0% improvements over the ViT baseline with approximately
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Model Clean IN-C (↓) IN-A IN-R IN-SK

ViT-Ti 72.5 71.1 7.5 33.0 20.1
- PerceiverIO 72.8 70.4 8.0 32.8 20.5
- Feedback 73.4 67.8 9.7 34.6 22.4
- MaskAtt 72.5 70.6 8.3 33.4 20.5
- AbS 74.1 66.7 10.1 34.9 22.6

RVT-Ti 78.1 58.8 13.9 42.5 29.1
- PerceiverIO 78.3 57.8 13.7 42.8 29.8
- Feedback 79.1 55.7 18.2 44.1 31.3
- MaskAtt 77.9 59.0 13.5 43.0 29.7
- AbS 79.5 54.8 18.7 44.5 32.5

Table 2.3: Comparison of different top-down attention algorithms on ImageNet classification
and robustness.

Figure 2.7: Visualization of the bottom-up attention, token weights, and the top-down
attention in AbSViT. The bottom-up attention is noisy and fails to detect the complete
foreground object. In AbSViT, the query mask can coarsely detect the foreground object and
reweight tokens fed back to direct the top-down attention to better extract the foreground
object.

the same number of parameters. This indicates that AbSViT can be used as a general
backbone for different vision tasks.
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Model PASCAL VOC Cityscapes ADE20K

ResNet-101 [18] 77.1 78.7 42.9

ViT-B 80.1 75.3 45.2
AbSViT-B 81.3 (+1.2) 76.8 (+1.5) 47.2 (+2.0)

Table 2.4: Semantic segmentation results on three datasets.

Model Clean IN-C (↓) IN-A IN-R IN-SK

AbSViT-QKV 73.3 68.0 9.4 33.8 21.2
AbSViT 74.1 66.7 10.1 34.9 22.6

Table 2.5: The predicted design of top-down self-attention (AbSViT) is better than an
arbitrary design (AbSViT-QKV).

Lvar Clean IN-C (↓) IN-A IN-R IN-SK

AbSViT ✗ 73.1 69.0 9.5 33.5 20.8
AbSViT ✓ 74.1 66.7 10.1 34.9 22.6

Table 2.6: Ablation on the variational loss Lvar.

Justification of Model Design

The design of AbSViT follows the principle of AbS. For example, AbSViT adds the top-down
signal only to the value matrix considering the analogy between self-attention and sparse
reconstruction (Section 2.5). At the same time, an arbitrary design may also add it to the
query and key. We also optimize the variational loss to approximate AbS instead of just
building a top-down model and training with the supervised loss. In this section, we show
the advantage of these “destined” designs compared with an arbitrary design, which also
justifies the proposed guiding principle of AbS.

We first try an arbitrary design of self-attention with top-down input by adding the
top-down signal on the query, key, and value instead of only on the value. We name this
design as AbSViT-QKV. We compare AbSViT and AbSViT-QKV on image classification and
robustness (Table 2.5), and we can see that AbSViT is superior to AbSViT-QKV on every
benchmark. This is consistent with our analysis in Section 2.4 that the sparse reconstruction
AbS is optimizing has an additional top-down input (corresponding to V), while the dictionary
(corresponding to Q and K), which contains templates for separate objects, is fixed.

We also test the effect of the variational loss Lvar, which ensures the model is approximating
AbS. We compare AbSViT with its counterpart without Lvar, i.e.,, a top-down model trained
with only supervised loss. As shown in Table 2.6, adding Lvar largely improves the clean
accuracy and robustness. Note that, as discussed in Section 2.5, we do not have a prior loss
− log p(zL) for image classification, which means the improvement completely comes from the
reconstruction loss 1

2

∑L
ℓ=1 ||sg(zℓ)− gℓ(sg(zℓ+1))||22 which forces the decoder to reconstruct

zℓ from zℓ+1. This implies that a generative model (“synthesis”) is important to high-quality
top-down attention in visual recognition (“analysis”).
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Figure 2.8: Visualization of top-down attention with different scaling factor α. Prior
corresponds to the bird. The top-down attention gets more and more biased on the bird
when increasing α.

2.7 Limitations and Future Work

ImageNet Classification Is a Poor Teacher of Top-Down Attention

AbSViT is trained to focus on different objects given different priors in multi-object images.
However, ImageNet classification targets single object classification without any prior, making
it unsuitable for pretraining top-down attention. We find that the ImageNet-supervised
AbSViT only learns weak top-down attention. A simple trick to augment the top-down
attention for downstream tasks such as VQA is manually setting a larger scaling factor α
(e.g.,, α = 10). In Figure 2.8, we visualize the top-down attention with different α. We can
see that, with a prior corresponding to the bird, the attention under α = 1 still highlights
both the bird and the dog but is more and more biased towards the bird as we increase
α. For future exploration, we may learn stronger top-down attention through object-level
unsupervised learning [137, 46] or vision-language pretraining [141, 88].

How Many Syntheses Do We Need for Analysis?

In Section 2.5, we mention that enforcing strong generative capability on the features zℓ
will downgrade the discriminative power regarding classification accuracy. There is a similar
observation in recent self-supervised learning work [45], where reconstruction-based algorithms
have worse linear-probing performance [10]. However, the empirical results in Table 2.6
indicate that at least some degree of generative power is still helpful. This echoes the classical
debate of how much generative capability (“synthesis”) we need for visual discrimination
(“analysis”). As a starting point, we measure the generative power of the ImageNet-pretrained
AbSViT (Figure 2.9). Specifically, we train a linear decoder that projects the bottom-up
input xbu

0 of the first layer to the original image and then visualize the image decoded from
the bottom-up signal xbu

0 , the top-down signal xtd
0 , or their combination xbu

0 + xtd
0 . We

can see that the bottom-up signal contains full information about the original image and
gives a perfect reconstruction. On the other hand, the top-down signal has lost most of
the information, which is reasonable considering that xtd

0 itself is decoded from the last
layer’s feature. Intriguingly, when we combine the bottom-up and the top-down signals,
it can reconstruct only the foreground object, implying AbSViT can selectively preserve
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Figure 2.9: Examples of images decoded from the bottom-up, top-down, or the combination
of bottom-up and top-down signals. The decoder can reconstruct the whole image from the
bottom-up signal while failing to generate anything recognizable from the top-down signal
alone. When decoding from the combination of bottom-up and top-down signals, only the
foreground object is reconstructed.

partial information in the image, and the selection process is adaptive to different priors.
This leaves the question of whether a selective generation process is the best companion
of the discriminative model and how to control the selective process under different priors
adaptively.

2.8 Conclusion

We consider top-down attention by explaining from an Analysis-by-Synthesis (AbS) view of
vision. Starting from previous work on the functional equivalence between visual attention
and sparse reconstruction, we show that AbS optimizes a similar sparse reconstruction
objective but modulates it with a goal-directed top-down modulation, thus simulating top-
down attention. We propose AbSViT, a top-down modulated ViT model that variationally
approximates AbS. We show that AbSViT achieves controllable top-down attention and
improves over baselines on V&L tasks as well as image classification and robustness.
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Appendix A

Appendix

A.1 Additional Qualitative Results

Evolution of Attention Maps during Recurrent Updates in VARS

In Figure A.1 we show more examples of the evolution of attention maps in each step of
the recurrent update in VARS. Here we choose VARS-D built upon the RVT baseline and
visualize the attention map of the last layer in the first block. We can observe that the
attention map is more sharp and concentrated on the salient objects after each iteration.
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Figure A.1: Visualization of the attention maps after each iteration of update in VARS. One
can see that the attention will be more concentrated on the salient objects in the image after
each update.

Visualization of Dynamic Dictionaries in VARS-D and VARS-SD

In VARS-D and VARS-SD, we use the input-dependent dictionary Φ(X) for sparse reconstruc-
tion. Here we visualize the dynamic dictionaries for a deeper understanding (Figure A.2-A.4).
We can see that most atoms in the dictionary are approximately uniform masks on either fore-
ground or background regions. This is a direct consequence from the design of self-attention
and random features [16].
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Figure A.2: Visualization of the dynamic dictionary. The atoms are mostly masks on either
foreground objects or backgrounds.
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Figure A.3: Visualization of the dynamic dictionary. The atoms are mostly masks on either
foreground objects or backgrounds.
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Figure A.4: Visualization of the dynamic dictionary. The atoms are mostly masks on either
foreground objects or backgrounds.



APPENDIX A. APPENDIX 49

Visualization of Attention Maps under Different Image Corruptions

We show additional visualization of the attention maps under different image corruptions in
Figure A.5, where each block contains attention maps of clean images as well as images under
noise, blur, digital, and weather corruptions (from top to down). We show the attention
maps of RVT∗, VARS-S, VARS-D, and VARS-SD (from left to right). One can see that the
attention maps of self-attention baseline is more sensitive to image corruptions, while variants
of VARS tend to output stable attention maps. Meanwhile, the attention maps of VARS-S
are steady but not as sharp as VARS-D and VARS-SD.

Figure A.5: Visualization of the attention maps under image corruptions. Each block contains
clean images as well as images under corruption of noise, blur, digital, and weather (from top
to down). We visualize the attention map of RVT∗, VARS-S, VARS-D, and VARS-SD (from
left to right in each block). Across different images, self-attention is usually more unstable
than the variants of VARS. Meanwhile, VARS-S has attention maps that are consistent under
different corruptions but are not as sharp as those of VARS-D and VARS-SD.
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Comparing Attention Maps with Human Eye Fixation

In Figure A.6 we show addtional results on comparing the attention maps of different models
with the human eye fixation data. We can see that, the attention maps of VARS are more
consistent with human eye fixation than self-attention.

Figure A.6: Comparison between attention maps of different models and human eye fixation
probabilities. The variants of VARS have attention maps that are more consistent with
human eye fixation.
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A.2 Details on Derivation of the Sparse

Reconstruction Problem

We follow [108] and add recurrent connections between u, modeled by the weight matrix
−γ(PTP− I). We also add hyperparameters α and β to control the strength of self-leakage
and the element-wise activation functions g(·) to gate the output from the neurons [23]. As a
result, we fix the dynamics of the recurrent networks as:

dz

dt
= −αz+Pg(u) + x,

du

dt
= −βu− γ(PTP− I)g(u) +PT z.

(A.1)

(A.2)

By taking α = 1 and β = γ = 2, it has the same steady state solution as
du

dt
= −2(u− ũ)−PTPũ+PTx,

z = Pũ+ x,

(A.3)

(A.4)

where ũ = g(u). Now we choose g(·) as the thresholding function g(ui) = sgn(ui) · (|ui|−λ)+,
where sgn(·) is the sign function and (·)+ is ReLU. Under the assumption that g(·) is
monotonically non-decreasing, Eq. A.3 is actually minimizing the energy function

E(ũ) =
1

2
||Pũ− x||2 + 2λ||ũ||1. (A.5)

To see this, one can verify that when u evolves by Eq. A.3, E(ũ) is non-increasing, i.e.,,

dE

dt
= −(2λ ·sgn(u)+PTPũ−PTx)T ·K(u) ·(2λ ·sgn(u)+PTPũ−PTx) = (

du

dt
)TK(u)

du

dt
, (A.6)

where K(u) is a diagonal matrix with K(u)ii = 1 when (i) |ui| > 1, and (ii) |ui| = 1 and
dui

dt
· sgn(ui) > 0, otherwise K(u)ii = 0. Since K(u) is positive semi-definite, Eq. A.6 is

non-positive, which means the energy is non-increasing. Then Eq. A.3 equivalently optimizes
the sparse reconstruction: ũ∗ = argmin

ũ∈Rd′

1

2
||Pũ− x||2 + 2λ||ũ||1

z∗ = Pũ∗ + x.

(A.7)

(A.8)

A.3 Derivation of Eq. (10)

From Eq. (6-7) we have

p(ũℓ|ũℓ+1) ∝ exp{−1

2
||Pℓũℓ − gℓ(Pℓ+1ũℓ+1)||22 − λ||ũℓ||1}. (A.9)
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Then Eq. (10) is derived by

dũℓ

dt
∝ ∇ũℓ

log p(ũℓ−1|ũℓ) +∇ũℓ
log p(ũℓ|ũℓ−1)

= −∇ũℓ

1

2
||Pℓ−1ũℓ−1 − gℓ−1(Pℓũℓ)||22 −∇ũℓ

1

2
||Pℓũℓ − gℓ(Pℓ+1ũℓ+1)||22 −∇ũℓ

λ||ũℓ||1

= PT
ℓ J

T
ℓ−1 (Pℓ−1ũℓ−1 − gℓ−1(Pℓũℓ))−PT

ℓ (Pℓũℓ − gℓ(Pℓ+1ũℓ+1))−∇ũℓ
λ||ũℓ||1

= −PT
ℓ

(
Pℓũℓ − gℓ(Pℓ+1ũℓ+1)− JT

ℓ−1Pℓ−1ũℓ−1

)
−∇ũℓ

λ||ũℓ||1 −PT
ℓ J

T
ℓ−1gℓ−1(Pℓũℓ)

= −∇ũℓ

1

2
||Pℓũℓ − gℓ(zℓ+1)− JT

ℓ−1zℓ−1||22 −∇ũℓ
λ||ũℓ||1 −∇ũℓ

1

2
||gℓ−1(Pℓũℓ)||22

= −∇ũℓ

1

2
||Pℓũℓ − (xtd

ℓ + xbu
ℓ )||22 −∇ũℓ

λ||ũℓ||1 −∇ũℓ

1

2
||gℓ−1(Pℓũℓ)||22.

(A.10)

We informally use ∇ for subgradients as well.

A.4 Additional Results on Natural Images

In Fig.2.4-2.5, we show examples of top-down attention on artificial images. Here we show
more results on natural images containing multiple objects. We borrow the LVIS dataset and
collect images that contain object categories that also appear in ImageNet. We demonstrate
that given different prior, AbSViT is able to focus on different objects in the same image
(Figure A.7). We also compare AbSViT’s top-down attention with several baseline methods
(Figure A.8) and observe that AbSViT has cleaner attention maps than other methods.

Figure A.8: Comparison of top-down attention map between AbSViT and different baselines.

A.5 Additional Implementation Details

ImageNet Pretraining. The ViT and RVT baselines as well as our AbSViT model are
trained using the recipe in [82], and FAN is trained using the recipe in its original paper [149].
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Figure A.7: Visualization of top-down attention on natural images. From left to right,
we show the original images, the bottom-up attention, as well as the top-down attention
regarding to different objects in each image.

Specifically, we use AdamW optimizer to train AbSViT for 300 epochs, with a batch size of
512, a base learning rate of 5e-4, and 5 warm-up epochs. One may use different batch-size and
adjust the learning rate by the linear scaling rule. We use a cosine learning rate scheduling
and weight decay of 0.05. We use the default setting of data augmentation, which includes
Mixup, Cutmix, ColorJittering, AutoAugmentation, and Random Erasing. For AbSViT, the
weights of supervised loss and variational loss are set as 1 and 0.1.

Robustness against Image Corruptions. We evaluate model robustness against image
corruption on ImageNet-C, which contains a total of 19 corruption types. We follow [82]
and evaluate 15 types of corruption including Brightness, Contrast, Defocus Blur, Elastic
Transform, Fog, Frost, Gaussian Noise, Glass Blur, Impulse Noise, JPEG Compression,
Motion Blur, Pixelate, Shot Noise, Snow, and Zoom Blur. Note that other work (e.g. [149])
tests on a different subset of corruption types. To make a fair comparison, all the models are
tested under the aforementioned 15 corruption types.

Semantic Segmentation. We use MMSegmentation [18] as our test bed. We take the
ImageNet pretrained ViT-B and AbSViT-B and finetune them on semantic segmentation on
PASCAL VOC, Cityscapes, and ADE20K. For all the experiments, we use UperNet [138] as
the decoder head and FCNHead as the auxiliary head. We train on 2 GPUs with a total
batch size of 16, using AdamW optimizer, a learning rate of 0.00006, and weight decay of
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0.01. We train for 20k, 40k, and 160k iterations for three datasets, respectively. We use
image resolution of 512x512 for PASCAL VOC and ADE20K, and 512x1024 for Cityscapes.

V&L Finetuning. Following [31], the whole model contains a pretrained visual encoder, a
pretrained text encoder, and a multimodal encoder to merge vision and language. We use
the ImageNet pretrained ViT or AbSViT for the visual encoder, a pretrained RoBERTa for
the text encoder, and the multimodal encoder is trained from scratch. We use a learning rate
of 1e− 5 for visual and text encoders and 5e− 5 for the multimodal encoder. For top-down
attention, we use the [cls] token as the prior ξ. Since the text and visual tokens are not
aligned initially, we train a linear transform to project the text tokens into the same space
as the visual tokens. This is trained by the prior loss, which is set as a CLIP-style loss
(Equation (2.15)) to align the text and visual tokens.


