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Abstract

Towards A Machine Capable of Learning And Discovering Everything

by

Hao Liu

Doctor of Philosophy in Computer Science

University of California, Berkeley

Professor Pieter Abbeel, Chair

Large generative models have led to amazing results and revolutionized artificial intelligence.
In this dissertation, I will discuss my research on advancing the foundation of these models,
centered around addressing the bottlenecks of learning from any existing data and challenges of
discovering to go beyond existing knowledge. First, I will describe our efforts to remove context
size limitations of the transformer architecture. Our modeling and training methodologies,
including BlockwiseTransformer and RingAttention, allow for near-infinite context sizes while
maintaining scalability. I will then discuss the applications of large contexts in learning world
model and decision-making. This includes Large World Model, the world’s first AI with
million tokens context for modeling text, image, and hour-long video at the same time. Next,
I will introduce my research on discovering that allows AI to discover data and learn. I will
discuss our work on learning skills in gameplay without human specifying domain knowledge,
paving the road for learning beyond imitating existing data. Finally, I will envision the
next generation of large generative models we should build, focusing on advances in efficient
scaling, reasoning, and discovering in general domains.
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Chapter 1

Introduction

1.1 Long-Term Vision
The long-term research vision of mine is to build a machine capable of everything, that
includes learning from all existing data and discovering to go beyond existing data, ultimately
outperform human intelligence in many domains.

General: Large language models such as ChatGPT have achieved amazing results in AI,
but are limited to text domain. The world is much more complex than just text, in order for
AI to be maximally powerful, AI should excel at many domains and modalities.

Unsupervised: While large language models show incredible results, they heavily rely on
human to curate training data, either by filtering data from internet or writing down training
examples. It is not scalable to rely on human to generate training data. AI should discover
data and learn on it own.

1.2 Modeling for Learning from Any Existing Data
This section includes the research on modeling – resolving the long-standing challenge in
Transformer [304].

Transformer is the foundation of AlphaFold [138], ChatGPT, Sora [38], among other AI
successes. The primary reason is because transformer scales well with compute – training
larger transformer on more data continues to improve performance. Yet, a major long-standing
challenge of transformer, or AI more broadly, is that transformer can only process short
sequence. This is due to transformer has large memory cost on long sequence. This limitation
greatly restrict transformer to learn only from short sequences such as wikipedia article, but
no way to learn from books, entire codebase, or videos. A general AI system should excel in
many domains and capable of learning everything.
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To address this challenge, my research pioneered a series of modeling and training method-
ologies to resolve it, including BlockwiseTransformer (Section 1.2.1) and RingAttention
(Section 1.2.2). Utilizing these techniques, we propose Large World Model (Section 1.2.3),
a general AI solution for modeling text, image, and hour-long video, all three modalities
together, by any-to-any autoregressive prediction on million-length sequences. Large context
shows effectiveness in decision-making too, our Agentic Transformer (Section 1.2.4) learns to
improve across multiple trajectories by conditioning on prior experience.

1.2.1 BlockwiseTransformer Chapter 2

Our proposed research BlockwiseTransformer [183] reduces transformer memory cost, allowing
over 100K tokens sequence length for the first time.

1.2.2 RingAttention Chapter 3

Our RingAttention [189] scales BlockwiseTransformer to near-infinite context, enabling AI
to not just learn from wikipedia article, but also books, entire codebase, videos, robotics
trajectories, or even human genomes. This resolves the long-standing major challenge in
AI – for the first time, it becomes possible for Transformer to learn from arbitrary complex
sequences.

1.2.3 Large World Model Chapter 4

Utilizing these techniques, we pioneer and address a key challenge in AI – how to build
general AI model capable of learning from many domains and modalities? Now that large
context becomes possible, our proposed research Large World Model [188] offers a general
solution. While these have been a lot of prior work trying to learn from many modalities, they
require domain specific design. For instance, ChatGPT with Dalle can process image and
text, and can predict image and text, but require domain-specific training and architectural
design. Our large world model can process and predict on all three modalities, text, image,
and video.

1.2.4 Agentic Transformer Chapter 5

Large context is effective in modeling text, image, and video. In this research, we show large
context makes it possible for transformer to improve autonomously by conditioning on past
trajectories. In our proposed research Agentic Transformer [182], we sort an arbitrary set of
trajectories by their returns, from low to high, this forms the input sequence with increasing
returns. We further replace the goals in lower return trajectories with the goal of highest
return trajectory. This increasing return input sequence encourages model to get higher and
higher return across trajectories. This enables transformer to use large context for learning
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decision making effectively, outperforming more complicated domain-specific algorithms for
the first time.

1.2.5 Related Research

In addition to pioneering and solving challenges in modeling, I have worked on other relevant
parts of the goal. This includes decision making [177, 260, 142, 96]. Connecting text and
vision without paired data for the first time [187]. I also build open-source large language
models as foundation for research [97, 95].

1.3 Discovering for Going Beyond Existing Knowledge
This section includes the research on enabling AI to discover data on its own.

While large language models such as ChatGPT have achieved amazing results. They heavily
rely on human to curate training data. This requirement poses a huge challenge ahead
because human curation is not scalable, requiring domain knowledge and scaling law requires
exponential more data to achieve tiny improvement. AI can be better if we allow it to go
beyond imitation, such as AlphaGo. In the match between AlphaGo and world champion
Lee Sedol, during the second game, AlphaGo’s 37th move is highly unconventional, at the
moment, confused experts that they believe this is a big mistake by AlphaGo, Lee Sedol is
going to win. Yet, as the game unfolded, move 37 turned out to be a strategically brilliant
move, opening up opportunities that can only be seen at much later stages. AlphaGo shows
the AI can learn successful Go strategies by not imitating human plays. But, it is restricted
to Go and not compatible with continuous domains which are everywhere, such as computer
control and robotics.

My research has started to enable AI to discover and learn in more general domains. This
includes discovering in gameplay – AI can learn skills and play games without human
specifying domain knowledge, as shown in APT (Section 1.3.1), APS (Section 1.3.2), and
CIC (Section 1.3.3). As well as discovering in language – improving large language models
reasoning capabilities with AI discovered data (Section 1.3.4).

1.3.1 Unsupervised Active Pretraining (APT) Chapter 6

Typically, human provides task reward or demonstration, then learning agent is done with
reinforcement learning or imitation learning. The research question becomes what is the
objective for learning if there is no task reward and no demonstration.

In our proposed research Active Pretraining (APT) [180], we propose the agent to interact
with the world. This consists of collecting data from the world, and learning an internal
representation about the world. The goal is to learn a policy that takes an action given the
world and agent’s internal representation.
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For the first time, APT enables learning skills and playing a wide range of challenging
continuous control games without human specifying domain knowledge, while other prior
work all get stuck no matter how many steps of learning.

1.3.2 Active Pretraining with Successor Features (APS) Chapter 7

In our proposed research Active Pretraining with Successor Features(APS) [178], we propose
to use successor features to guide representation learning and data collection in APT [180].
Successor feature represents a wide range of reward functions as a linear combination of learned
representation. Since there is a neural network around learned representation, successor
feature offers the same expressibility. Our research shows successor features with certain
parameterization techniques proposed in the paper, allowing much more efficient discovering
the world and learning representation.

APS achieves four times higher Atari game play score than DQN and other prior state-of-the-
arts using one hundred times fewer interactions.

1.3.3 Contrastive Intrinsic Control Chapter 8

Building upon APT and APS, we introduce Contrastive Intrinsic Control (CIC), an algorithm
for unsupervised skill discovery that maximizes the mutual information between state-
transitions and latent skill vectors. CIC utilizes contrastive learning between state-transitions
and skills to learn behavior embeddings and maximizes the entropy of these embeddings as
an intrinsic reward to encourage behavioral diversity. CIC substantially improves over prior
methods in terms of adaptation efficiency, outperforming prior unsupervised skill discovery
methods substantially.

1.3.4 Exploration with Principles Chapter 9

Discovering is not only useful for Go or gameplay, our proposed research Exploratory AI
(EAI), shows discovering can substantially improve large language models reasoning.

Large language models, while impressive, struggle with even simple reasoning. OpenAI
paper [65] shows that even the largest GPT3 model requires human to write 2000 training
examples to get 35% accuracy on grade school math. In order to get over 80%, it would
require 100 times more data.

These large models heavily rely on human to curate training data, which is not scalable and
expensive. In our proposed research EAI, we took inspiration from how human generate
data by looking at existing data and following given principles or guidelines. Now that large
language models already good at understanding language, we would like to replace human
with AI to curate training automatically. Using the techniques proposed in the paper, we



CHAPTER 1. INTRODUCTION 5

show EAI can discover much more diverse data than human. By finetuning on the discovered
data, large language models reasoning is substantially improved.

1.3.5 Related Research

During the pursuit of discovering in general domains, I also worked on learning from human
feedback [186, 142, 158, 84]. Benchmarks for evaluating discovering in gameplay [325, 154],
and applications of discovering in learning visual representations [185].
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Chapter 2

BlockwiseTransformer to Reduce
Transformer Memory Cost

2.1 Introduction
Transformers [304] have become the backbone of many state-of-the-art natural language
processing models [74, 237, 39, 193]. They have demonstrated impressive performance across
a wide range of AI problems, including language modeling, machine translation, image
captioning, and protein folding [217, 249, 173, 237, 39, 243, 58]. Transformers achieve this
success through their architecture design that uses self-attention and position-wise feedforward
mechanisms. These components facilitate the efficient capture of long-range dependencies
between input tokens, enabling scalability in terms of context length and model size through
highly parallel computations.

However, the memory requirements of Transformers limit their ability to handle long sequences,
which is necessary for many AI problems, such as high-resolution images, podcasts, code, or
books and especially those that involve multiple long sequences or long-term dependencies [59,
51, 217, 51, 186, 156, 249, 173, 7]. The quadratic self-attention and the large feed forward
network of Transformers require a large amount of memory, which makes it challenging to
scale to longer input sequences. This limitation has led to various techniques proposed to
reduce the memory requirements of Transformers, including sparse-approximation, low-rank
approximation, and low precision approximation [see e.g. 291, 131, 125, 62, 145, 196, 311].

One distinct line of research does not rely on approximation but instead focuses on computing
exact self-attention with linear memory complexity. This approach leverages the observation
that the softmax matrix in self-attention can be computed without materializing the full
matrix [201]. This technique has led to the development of FlashAttention [71] and Memory
Efficient Attention [235]. Both methods propose a blockwise computation of the self-attention
softmax, demonstrating reduced memory requirements.
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Despite the resulting reduced memory requirements of the self-attention block in transformers
models, a significant challenge still arises from the feedforward network. This network contains
a large number of parameters and produces high-dimensional intermediate vectors, resulting
in substantial memory requirements. This issue is becomes the key memory challenge once
employing memory-efficient attention mechanisms. Consequently, training Transformers on
longer context lengths and scaling up transformers models become significantly hindered due
to the overwhelming memory demands imposed by the feedforward network.

To address this challenge, we make an important observation: when self-attention is computed
in a blockwise manner to reduce memory requirements, it becomes feasible to merge the
computation of the feedforward network. This eliminates the need to wait for the self-attention
computation to finish before performing the feedforward step on the entire sequence. By
computing the feedforward network on a block-by-block basis, we effectively reduce the
memory cost associated with the feedforward network. This process involves the utilization
of two nested loops over the input sequence blocks. In the outer loop, we iterate over each
block and compute the query. In the inner loop, we iterate over each block to calculate the
key and value. These key-value pairs, along with the query, are then used to compute the
blockwise attention specific to the corresponding input block. This blockwise attention is
subsequently used to calculate the output of the feedforward network, followed by a residual
connection. This approach enables us to process longer input sequences while maintaining
lower memory budget. Since our approach performs blockwise parallel computation and fuses
the feedforward and self-attention computations, we name our method the Blockwise Parallel
transformers (BPT).

We evaluate the effectiveness of our approach on several benchmarks, including language
modeling and reinforcement learning. Our experiments show that BPT can reduce the
memory requirements of Transformers, enabling us to train 32 times longer sequence than
vanilla attention [304] based GPT models and up to 4 times longer sequence than prior
state-of-the-arts FlashAttention [71] and Memory Efficient Attention [235]. Furthermore, we
demonstrate the application of BPT on the task of traning transformers based RL agent.
By conditioning on multiple trajectories, BPT significantly improves the performance and
achieves better results on challenging RL benchmarks. We believe that our approach has the
potential to enable the training and evaluation of more complex models that require longer
input sequences, which could lead to further breakthroughs in AI research.

Our contributions are twofold: (a) proposing a blockwise computation of self-attention and
feedforward approach that enables 32 times longer and up to 4 times longer context lengths
than vanilla transformers and previous memory-efficient Transformers, respectively, and (b)
demonstrating the effectiveness of our approach through extensive experiments.



CHAPTER 2. BLOCKWISETRANSFORMER TO REDUCE TRANSFORMER
MEMORY COST 8

Figure 2.1 Maximum context length during training time with the GPT model using
different methods. Model sizes range from 1B to 70B. Figures (A), (B), and (C) show
evaluation using one, eight A100, and 64 TPUv4, respectively, with a single sequence. Our
method enables training sequences 32 times longer than vanilla attention-based transformers
[304], and 2 to 4 times longer than FlashAttention [71] and Memory Efficient Attention [235].
Section 2.3.1 provides a memory cost breakdown.

2.2 Memory Bottleneck of Transformer
Given input sequences Q,K, V ∈ Rs×d where s is the sequence length and d is the head
dimension. We compute the matrix of outputs as:

Attention(Q,K, V ) = softmax(
QKT

√
d

)V, (2.1)

where softmax is applied row-wise. Standard attention implementations materialize the
matrices QKT and softmax(QK

T
√
d
) to HBM, which takes O(s2) memory, so the overall space

complexity is O(s2). There has been a large body of work trying to reduce memory usage of
self-attention by using online softmax [201, 235, 71] to reduce memory cost of self-attention
by preventing it from full materialization. And these approaches reduce memory footprint
from O(s2) to O(s). However, the large feedforward layers have been overlooked.

In addition to attention sub-layers, each of the attention layers is accomplished with a fully
connected feedforward network, which is applied to each position separately and identically.
This consists of two linear transformations with a ReLU activation in between.

FFN(x) = max(0, xW1 + b1)W2 + b2 (2.2)

While the linear transformations are the same across different positions, they use different
parameters from layer to layer. The large size of the feedforward network requires substantial
memory resources, and this becomes even more pronounced when dealing with large context
sizes. See Section 2.3.1 for analysis of memory cost associated with transformers.
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Figure 2.2 We use the same model architecture as the original transformers but with a
different way of organizing the compute. In the diagram, we explain this by showing that for
the bottom first incoming input block, we project it into query; then we iterate over the same
input sequence positioned above the bottom row, and project it to key and value. These
query, key and value are used to compute self-attention (yellow box), whose output is pass to
feedforward network (cyan box), followed by a residual connection. In our proposed approach,
this process is then repeated for the other incoming input blocks.
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2.3 Blockwise Parallel for Large Context Models
Self-attention can be computed in a blockwise manner without materializing the softmax
attention matrix softmax(QKT ) [201, 71, 235]. This approach involves splitting the sequences
Q ∈ Rs×d into Bq blocks and sequences K,V ∈ Rs×d into Bkv blocks. For each query block,
the blockwise attention Attention(Q,K, V ) can be computed by iterating over all key-value
blocks. Once the blockwise attention is computed, the global attention matrix can be obtained
by scaling the blockwise attention using the difference between the blockwise and global
softmax normalization constants [201]. This is achieved by keeping track of normalization
statistics and combining them from all blocks to scale each block accordingly. For a specific
query block Qi, 1 ≤ i ≤ Bq, the corresponding attention output can be computed by scaling
each blockwise attention as follows:

Attention(Qi, K, V ) = Scaling({exp(QiK
T
j )Vj}Bkv

j=1). (2.3)

The scaling operation scales each blockwise attention based on the difference between the
blockwise maximum and the global maximum:

Attention(Qi, Kj, Vj) = exp
(
QiK

T
j −max(QiK

T
j )
)
/
∑

exp
(
QiK

T
j −max(QiK

T
j )
)

maxi = max
(
max(QiK

T
1 ), . . . ,max(QiK

T
B)
)

Attention(Qi, K, V ) =
[
exp(QiK

T
j −maxi) Attention(Qi, Kj, Vj)

]Bkv

j=1
.

This blockwise self-attention computation eliminates the need to materialize the full attention
matrix of size O(n2), resulting in significant memory savings.

We observe that the blockwise computation is not limited to self-attention but can also be
applied to the feedforward network. For each query block, after iterating over the key and
value blocks, the feedforward network can be computed along with a residual connection,
completing the attention and feedforward network computation for that query block. This
means that the model does not need to compute the feedforward network on the full sequence,
but rather on intermediate blocks, resulting in memory savings. The computation for a query
block is given by:

Outputi = FFN
(
Attention(Qi, K, V ) +Qi

)
+Attention(Qi, K, V ) +Qi.

Therefore, the output for each block consists of the feedforward network, self-attention, and
residual connection computed in a blockwise manner.

It is worth mentioning that for large models, the memory cost of the feedforward network
on the full sequence can be much larger than the memory efficient attention. Therefore
computing the feedforward network on the same block as attention can significantly reduce
memory cost, and it also reduces data movements, contributing to overall computational
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Algorithm 1: Reduce memory cost with BPT.
Required: Input sequence x. Number of query blocks Bq. Number of key and value
blocks Bkv.
Initialize
Project input sequence x into query, key and value.
Split query sequence into Bq of query input blocks.
Split key and value sequences into Bkv of key-value input blocks.
for outer = 1 to Bq do

Choose the outer-th query.
for inner = 1 to Bkv do

Choose the inner-th key and inner-th value block.
Compute attention using query, key and value, and record normalization statistics.

end for
Combine each blocks by scaling them to get attention output for the outer-th input
block.
Compute feedforward on attention output and add residual connection.

end for

efficiency. Moreover, we should remark that blockwise parallelism can be directly applied to
the final cross entropy loss, which can further minimize memory cost. The full process of our
framework, coined as BPT, is summarized in Algorithm 1.

2.3.1 Analysis of Memory Cost

We present an analysis of memory cost across different transformers architectures: the Vanilla
Transformer, the memory-efficient / Flash Attention variant, and BPT.

Vanilla Transformers:

Attention: For Q, K, V , saving their input x needs 2bsh bytes, where b is batch size, s is
sequence length, and h is hidden dimension. For QKT matmul, saving activations Q and K
needs 4bsh bytes. For softmax(QKT ), saving input QKT needs 2bs2a bytes, where a is the
number of attention heads. For mask and dropout, saving mask needs bs2a bytes. For score
× V , saving score needs 2bs2a bytes, and saving V needs 2bsh bytes. For output projection
and dropout, saving the input needs 2bsh bytes, and saving dropout mask needs bsh bytes.
The maximum attention activation size of attention is O(s2) with checkpointing.

FFN: For the first linear layer, saving input needs 2bsh bytes. For activation, saving input
needs 8bsh bytes. For the second linear layer, saving input needs 8bsh bytes. For dropout,
saving the mask needs bsh bytes. With checkpointing, the maximum activation size of FFN
is 8bsh bytes.
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1 def blockwise_ffn(remat_ffn, inputs, chunk_size, deterministic):
2 # remat_ffn: a rematerialized ffn
3 inputs = rearrange(inputs, 'b (c n) d -> b c n d', c=chunk_size)
4 def scan_ffn(remat_ffn, carry, hidden_states):
5 outputs = remat_ffn(hidden_states, deterministic=deterministic)
6 return carry, outputs
7 scan_axis = inputs.ndim - 2
8 _, res = nn.scan(
9 scan_ffn,

10 variable_broadcast="params",
11 split_rngs={"params": False, "dropout": True},
12 in_axes=scan_axis,
13 out_axes=scan_axis,
14 )(remat_ffn, None, inputs)
15 res = rearrange(res, 'b c n d -> b (c n) d')
16 return res
17
18 def blockwise_attn(query, key, value, query_chunk_size,
19 key_chunk_size, dtype, policy, precision, prevent_cse):
20 query = query / jnp.sqrt(query.shape[-1]).astype(dtype)
21 query = rearrange(query, 'b (c n) h d -> n b c h d', c=query_chunk_size)
22 key, value = map(lambda t: rearrange(t, 'b (c n) h d -> n b c h d',
23 c=key_chunk_size), (key, value))
24 num_q, batch, _, num_heads, dim_per_head = query.shape
25 num_kv = key.shape[0]
26 def scan_attention(args):
27 query_chunk, query_chunk_idx = args
28 @functools.partial(jax.checkpoint, prevent_cse=prevent_cse, policy=policy)
29 def scan_kv_block(carry, args):
30 key_chunk, value_chunk, key_chunk_idx = args
31 (numerator, denominator, prev_max_score) = carry
32 attn_weights = jnp.einsum('bqhd,bkhd->bqhk', query_chunk,
33 key_chunk, precision=precision)
34 bias_chunk = _chunk_bias_fn(query_chunk_idx, key_chunk_idx)
35 bias_chunk = jnp.moveaxis(bias_chunk, 1, 2)
36 attn_weights = attn_weights + bias_chunk
37
38 max_score = jnp.max(attn_weights, axis=-1, keepdims=True)
39 max_score = jnp.maximum(prev_max_score, max_score)
40 max_score = jax.lax.stop_gradient(max_score)
41 exp_weights = jnp.exp(attn_weights - max_score)
42 exp_values = jnp.einsum(
43 'bqhv,bvhf->bqhf', exp_weights, value_chunk, precision=precision
44 )
45 correction = jnp.exp(prev_max_score - max_score)
46 numerator = numerator * correction + exp_values
47 denominator = denominator * correction + exp_weights.sum(axis=-1, keepdims=True)
48 return Carry(numerator, denominator, max_score), None
49 init_carry = Carry(
50 jnp.zeros((batch, query_chunk_size, num_heads, dim_per_head), dtype=query.dtype),
51 jnp.zeros((batch, query_chunk_size, num_heads, dim_per_head), dtype=query.dtype),
52 (-jnp.inf) * jnp.ones((batch, query_chunk_size, num_heads, 1), dtype=query.dtype),
53 )
54 (numerator, denominator, max_score), _ = lax.scan(
55 scan_kv_block, init_carry, xs=(key, value, jnp.arange(0, num_kv))
56 )
57 outputs = (numerator / denominator).astype(dtype)
58 return outputs
59 _, res = lax.scan(
60 lambda _, x: ((), scan_attention(x)),
61 (), xs=(query, jnp.arange(0, num_q))
62 )
63 res = rearrange(res, 'n b c h d -> b (n c) h d')
64 return res

Figure 2.3 The key parts of the implementation of Blockwise Parallel Transformers in Jax.
The full code is provided on github.

https://github.com/lhao499/ringattention
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Consequently, for a large context length, the memory cost of activation in vanilla transformers
is O(s2).

BPT:

Attention: Since BPT does not materialize full attention and instead computes it blockwise, it
needs to store intermediate blockwise activations in the key-value loop, which has a maximum
activation size of 4bch with checkpointing. Additionally, it needs to store q output activations
for the query loop, which requires 2bsh bytes. Since s≫ c, the maximum activation size is
2bsh.

FFN: When iterating the FFN over blocks, BPT needs to save the following activations: For
the first linear layer, saving input needs 2bch bytes. For activation, saving input needs 8bch
bytes. For the second linear layer, saving input needs 8bch bytes. For dropout, saving the
mask needs bch bytes. In total, 8bch bytes are needed. Additionally, storing the output of
the for loop requires 2bsh bytes. Therefore, the maximum FFN activation size is 2bsh due to
2bsh > 8bch.

Consequently, each BPT layer’s memory cost of activation is 2bsh.

Memory-Efficient / Flash Attention:

Attention: Similar to BPT attention, the maximum activation size is 2bsh.

FFN: Similar to the vanilla FFN, the maximum activation size is 8bsh.

Consequently, each Flash Attention layer’s memory cost is 8bsh.

Comparing the activation memory of Flash Attention/Memory-Efficient transformers with
BPT, we see that BPT offers 8bsh/2bsh = 4 times memory saving. By taking into account
other factors of memory cost such as model parameters and optimizer states, BPT allows
training with context lengths 2-4 times larger than prior state-of-the-arts.

2.3.2 Why Blockwise Parallel

The utilization of blockwise parallelization may raise questions about the effectiveness of
running parallel computers, as computation can become sequential between blocks. However,
the benefits of blockwise parallelization depend on the model size and hardware configuration.
In cases where the model is large or the context length is extremely long, a block may reach
its maximum arithmetic density, making it impractical to execute the original full-length
sequence in parallel. In such scenarios, blockwise parallelization treats the long sequence
as short ones, allowing dealing with large models and effectively enabling large context size.
Moreover, using blockwise parallelization allows us to avoid waiting for the completion of
self-attention and allocating a significant amount of memory solely for feed-forward network
computation.



CHAPTER 2. BLOCKWISETRANSFORMER TO REDUCE TRANSFORMER
MEMORY COST 14

Another notable advantage of blockwise parallelization is its ability to leverage hardware with
significantly faster SRAM speed compared to HBM speed. For instance, in Nvidia GPUs,
SRAM is an order of magnitude faster than HBM, while in Google TPUs, SRAM also offers
higher speed than HBM. By utilizing blockwise parallelization, we can tap into the increased
speed of SRAM, thereby reducing communication costs and increasing throughput. This
advantage aligns with memory efficient self-attention approaches [71, 235].

2.3.3 Implementation

Algorithm 1 provides the pseudocode of the algorithm. Figure 2.3 in Appendix shows a Jax
implementation optimized for simplicity. The full code of BPT is provided on github. which
supports large-scale distributed training of large context models using BPT.

The blockwise_ffn function begins by accepting a rematerialized feed forward module,
inputs and chunk size. The remat_ffn compute feedforward on inputs with checkpointing,
i.e.without saving intermediates. The scan_ffn function is then used to scan over input
sequences and generate outputs.

The blockwise_attn function process query, key, and value to produce attention blockwise.
The scan_attention function is defined, which computes the attention weights between
the query vector and key-value pairs from another chunk. This is done by applying the
scan_kv_block function to the key-value chunk, calculating the dot product between the
query and key vectors, and then adding a bias term. The bias term introduces a positional
bias between different chunks based on their indices without materializing the full matrix.
The softmax function is then applied to the attention weights in a numerically stable manner,
using the max-score trick to avoid large exponentiation results.

Finally, BPT combines the outputs from all chunks, normalizes them using their max-score-
adjusted weights, and passes them through a feed-forward neural network (blockwise_ffn).
The final output is the sum of the feed-forward output, the attention output, and the original
input.

2.4 Setting
We evaluate the impact of using BPT in improving large transformers models by benchmarking
memory requirement, maximum sequence length and throughout speed. We show apply BPT
to reinforcement learning as an application.

Model Configuration. Our study is built upon the GPT architecture. Table 2.1 provides a
overview of the model sizes considered in our experiments.

Baselines. We evaluate our method by comparing it with vanilla Transformer [304] which is
denoted as “Vanilla”, and FlashAttention [71] and Memory Efficient Attention [235] which

https://github.com/lhao499/ringattention
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Table 2.1 Sizes and architectures of the models which we evaluated in experiments.

Model Name nparams nlayers dmodel nheads dhead

GPT 1B 1.3B 24 2048 16 128
GPT 3B 2.7B 32 2560 32 80
GPT 7B 6.7B 32 4096 32 128
GPT 13B 13.0B 40 5140 40 128
GPT 30B 30.0B 48 7168 56 128
GPT 70B 70.0B 80 8192 64 128

are state-of-the-art memory efficient attention, we denote them as “MemoryEfficient” in our
experiments. All methods use the same gradient checkpointing in the experiments.

Datasets. We consider two datasets for evaluation purposes. Including pretraining on
OpenWebText dataset and large context reinforcement learning on ExoRL.

• OpenWebText. The OpenWebText dataset [100] is a large and diverse collection of web
pages that has been filtered and cleaned for use in natural language processing (NLP)
tasks. The dataset consists of over 6 billion tokens from more than 40 million web pages,
covering a wide range of topics and genres.

• ExoRL. The ExoRL [325] dataset is based on unlabeled exploratory data collected by
running unsupervised RL algorithms. For each environment, it comes with eight different
unsupervised data collection algorithms, taken from from URLB [154]. The datasets are
collected by unsupervised RL and then relabeled using task reward function. The resulting
mixed dataset consists of 8 millions timesteps (8000 episodes), with each episode spanning
a length of 1000 steps.

Training Configuration. Our main baselines are vanilla attention [304], which computes
self-attention by materializing the attention matrix and computes the feedforward network
normally. We also consider two prior state-of-the-art memory-efficient methods, namely
FlashAttention [71], which focuses on GPU efficiency, and Memory Efficient Attention [235],
which focuses on TPU efficiency. Since they share a similar idea, for notation simplicity, we
refer to them as FlashAttention in our experiments. We tune the block size for both the
baselines and BPT, and report the best results achieved by each. The experiments are on
NVIDIA 80GB A100 GPUs, we consider both single GPU for smaller model training and 8
GPUs settings for model parallel training. We also experiment with scaling up model on 64
TPUv4.

We note that no data parallelism is considered in our evaluations since our approach is
independent of data parallelism. As a result, the batch sizes used in our analysis are much
lower than the ones used for the end-to-end training. All of our results are obtained using
full precision instead of mixed precision.
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2.5 Results
In our experiments, our primary objective is to comprehensively evaluate the performance of
BPT across multiple key metrics, including maximum sequence length, memory usage, and
throughput. Moreover, we extend the applicability of BPT to reinforcement learning and
evaluate its effectiveness in large context application.

Table 2.2 Maximum context length during training with different methods. BPT enables
training 2-4 times longer sequence length than FlashAttention / Memory Efficient Attention,
and up to 32 times longer sequence length than vanilla attention.

1 A100 PartitionSpec Vanilla Attention MemoryEfficient Blockwise Parallel

350M (1,1,1) 16K (16384) 65K (65536) 131K (131072)
1B (1,1,1) 16K (16384) 65K (65536) 131K (131072)
3B (1,1,1) 8K (8192) 16K (16384) 65K (65536)

8 A100 PartitionSpec Vanilla Attention MemoryEfficient Blockwise Parallel

3B (1,1,8) 16K (16384) 65K (65536) 131K (131072)
7B (1,1,8) 16K (16384) 65K (65536) 131K (131072)
13B (1,1,8) 8K (8192) 33K (32768) 65K (65536)
30B (1,1,8) 8K (8192) 16K (16384) 65K (65536)

64 TPUv4 PartitionSpec Vanilla Attention MemoryEfficient Blockwise Parallel

13B (1,1,64) 4K (4096) 16K (16384) 33K (32768)
30B (1,1,64) 2K (2048) 4K (4096) 16K (16384)
70B (1,1,64) 1k (1024) 2K (2048) 8K (8192)

2.5.1 Evaluation of Context Length

We present experimental results comparing the maximum training sequence lengths achieved
using three different attention mechanisms: Vanilla, MemoryEfficient, and Blockwise Parallel.
Table 2.2 summarizes the findings. On one A100 GPU, Vanilla transformers supports a
maximum training sequence length of 16K for 1B parameters and 8K for 3B parameters. In
contrast, MemoryEfficient enables longer sequences of 65K for 1B parameters and 16K for
3B parameters. Notably, our proposed method, Blockwise Parallel, surpasses both methods,
achieving a maximum sequence length of 131K for 1B parameters and 3B parameters. Moving
on larger models, Blockwise Parallel again outperforms the other two methods, allowing
training sequences of 65K for 30B large model on 8 GPUs and 8K for 70B large model on 64
TPUv4, which are two and four times longer than MemoryEfficient, respectively.

Table 2.3 shows the analysis of memory usage across different settings with three distinct
approaches: Vanilla Transformer, MemoryEfficient, and our proposed method, BPT. It is
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evident that Vanilla transformers consumes the highest amount of memory, while Memory-
Efficient and BPT offer notable improvements in memory optimization. Notably, our BPT
technique consistently outperforms both Vanilla transformers and MemoryEfficient in all
settings, showcasing memory efficiency.

Table 2.3 Memory usage comparison for different settings. "oom" denotes out of memory.

Setting 3B on A100 13B on 8 A100

Context
Length

Vanilla MemoryEfficient BPT Vanilla MemoryEfficient BPT

8192 64GB 44GB 43GB 59GB 44GB 42GB
16384 oom 47GB 45GB oom 46GB 45GB
32768 oom 55GB 52GB oom 55GB 52GB
65536 oom 75GB 70GB oom 75GB 68GB
131072 oom oom 79GB oom oom 78GB

2.5.2 Evaluation on Throughput and Speed

In Table 2.4, we present a comparison of the throughput achieved by different attention
mechanisms on the GPT-XL (1B) model trained on the OpenWebText dataset using 8 GPUs.
Throughput is measured as number of tokens processed per device per second. We evaluate
the performance at various context lengths, including 2K, 8K, 16K, 33K, and 65K tokens.
Our proposed method achieves competitive throughput as MemeoryEfficient mechanism, and
surpasses the Vanilla transformer, achieving 1.17x speedup at context length 8k and 1.2x
speedup at context length 16k. At context length 32K and 64K, our method maintains high
throughput and training speed, while the alternatives cannot train due to running out of
memory. This demonstrates the scalability and efficiency of our proposed method, allowing it
to effectively handle large context lengths without compromising on throughput and training
speed.

2.5.3 Evaluation on Reinforcement Learning

In this section, we present the results of applying BPT to improve the performance of
transformers in reinforcement learning (RL). We report our results in Table 2.5, where we
evaluate our proposed model on the ExoRL benchmark across six different tasks. On ExoRL,
we report the cumulative return, as per ExoRL [325]. The numbers of BC, DT [49] and
AT [182] are from the ExoRL and AT paper. AT + ME and AT + BPT numbers are run
by ourselves. Since the ExoRL data is significantly more diverse than D4RL because it
is collected using various unsupervised RL algorithms [154, 185, 178], it is found that TD
learning performs best while behavior cloning struggles [325]. AT [182] shows that conditioning
transformers on multiple trajectories with relabeled target return can significantly outperforms
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Table 2.4 Throughput comparison on GPT-XL (1B) using OpenWebText dataset. Through-
put is measured as tokens processed per second. ‘oom’ denotes running out of memory, ‘na’
denotes results not available because we early terminated these runs to reduce compute cost.

Model Context Len Val Loss Throughput Speed up

Vanila transformers 2048 2.46 3827 1x
MemoryEfficient 2048 2.46 4371 1.14x
Blockwise Parallel Transformers 2048 2.46 3985 1.04x

Vanila transformers 4096 2.44 2340 1x
MemoryEfficient 4096 2.44 2567 1.1x
Blockwise Parallel Transformers 4096 2.44 2687 1.15x

Vanila transformers 8192 2.43 2455 1x
MemoryEfficient 8192 2.43 2781 1.13x
Blockwise Parallel Transformers 8192 2.43 2875 1.17x

Vanila transformers 16384 2.41 1701 1x
MemoryEfficient 16384 2.41 1889 1.11x
Blockwise Parallel Transformers 16384 2.41 2045 1.2x

Vanila transformers 32768 oom oom oom
MemoryEfficient 32768 na 810 1x
Blockwise Parallel Transformers 32768 na 857 1.1x

Vanila transformers 65536 oom oom oom
MemoryEfficient 65536 oom oom oom
Blockwise Parallel Transformers 65536 na 600 1x

behavior cloning approaches BC-10% and DT, and achieves competitive results with TD
learning. For more details, please refer to their papers. We are interested in applying BPT to
improve the performance of AT by conditioning on a 32 trajectories rather than 4 trajectories
in original work. It is worth noting that each trajectory has 1000 × 4 length where 1000
is sequence length while 4 is return-state-action-reward, making training 32 trajectories
with 350M size model infeasible for both Vanilla and MemoryEfficient. Results in Table 2.5
show that, by scaling the sequence length, AT + BPT consistently outperforms the original
transformers model in all six tasks, achieving a total average return of 111.13 compared to
the original transformers model’s total average return of 83.02

2.6 Related Work
Transformers have garnered significant attention in the field of natural language processing
(NLP) and have become the basis for numerous state-of-the-art models. Several works have
explored memory-efficient techniques to address the memory limitations of Transformers
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Table 2.5 Application of BPT on improving transformers in RL. All the baselines use
vanilla attention. AT + ME denotes using “MemoryEfficient”. AT + BPT denotes using
Blockwise Parallel Transformers.

ExoRL benchmark BC-10% DT AT AT AT + ME AT + BPT

Task N Trajs = 4 N Trajs = 32 N Trajs = 32 N Trajs = 32

Walker Stand 52.91 34.54 68.55 oom oom 95.45
Walker Run 34.81 49.82 88.56 oom oom 105.88
Walker Walk 13.53 34.94 64.56 oom oom 78.56
Cheetah Run 34.66 67.53 125.68 oom oom 178.75
Jaco Reach 23.95 18.64 52.98 oom oom 87.56
Cartpole Swingup 56.82 67.56 97.81 oom oom 120.56

Total Average 36.11 45.51 83.02 oom oom 111.13

and enable their application to longer input sequences. One line of research focuses on
various approximation techniques or compressing along the sequence dimension [see e.g.
131, 63, 71, 31, 235, 311, 196, 145]. Other works explored replacing attention [103, 104, 232,
126, 30, 332, 218, 309]. Another line of work explores partitioning the large hidden dimension
of the feedforward network into parts and retrieving only one part per token [164, 267, 85,
146, 335, 342]. Additionally, extending the context by attending over states from previous
sequences has been explored [68, 239], as well as combining local and global contexts [118, 62].
For a comprehensive review of these techniques, we recommend referring to the surveys by Tay
et al. [291], Narang et al. [210], Tay et al. [290]. Several studies explored sharding large model
on distributed devices tensor, data, or sequence parallelism [269, 83, 321, 147, 338, 171, 244].
Ours shares similarities with the sequence parallelism [147] where sequences are distributed
across devices, in contrast, ours implements blockwise computation on sequences for each
device. This creates an orthogonal relationship between our method and sequence parallelism,
allowing for straightforward combination. In addition, our methodology is compatible with
both tensor and data parallelism. Another direction involves computing exact self-attention in
a blockwise manner using the tiling technique [201]. This approach has led to the development
of memory efficient attention mechanisms [71, 235]. In line with these advancements, our work
falls into this category. We propose computing both the feedforward network and self-attention
in a blockwise manner, resulting in a significant reduction in memory requirements.

2.7 Conclusion
In conclusion, we propose a blockwise parallelization approach to reduce the memory require-
ments of Transformers, the backbone of state-of-the-art AI models. Our approach enables
processing longer input sequences while maintaining or improving performance. Through
extensive experiments, we demonstrate its effectiveness, achieving up to 4x memory reduction
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than memory-efficient Transformers. Our contributions include a practical method for large
context sizes in large transformers models. With the increasing capability of hardware, larger
models and longer context length are widely used in AI research. At the same time, as
we are pushing up against physics and fabrication limits, it is more important to design
scaling approaches as efficient as possible to scale up large models and large context size.
Our approach holds promise for training and evaluating complex models with longer input
sequences, potentially driving new breakthroughs in machine learning research.

Limitations and Future Work. Although our method achieves state-of-the-art low memory
usage for transformers models, it does have some limitations that need to be addressed:

• Optimal performance. While our implementation prioritizes simplicity with high-level Jax
operations, optimizing low-level operations is crucial for achieving optimal performance.
In future work, we suggest considering porting our method to CUDA and OpenAI Triton
to achieve minimal memory cost and maximum speedup.
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2.8 Evaluation of Memory
In the experimental results presented in Section 2.5.1, we used model parallelism to partition
the model across 8 GPUs or 64 TPUv4 units. Our evaluation focused on determining the
maximum achievable sequence length, using a sequence number of one. For TPUs, we utilized
its default training configuration, which involved performing matmul operations in bfloat16
format with weight accumulation in float32. On the other hand, for GPUs, we adopted the
default setup, where all operations were performed in float32.

To profile memory usage, we utilized jax.profile and repeated the evaluation 100 times,
reporting the average results. We conducted a grid search for the optimal query block size
and key-value block size, considering values from the set [16, 64, 128, 512, 1024, 2048, 4096].
For each method, we reported the lowest memory achieved.
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2.9 Evaluation of Throughput
In the evaluation presented in Section 2.5.2, we split OpenWebText following the method-
ology of [9]. Throughput is measured as tokens per device per second. To ensure a fair
comparison, we performed a grid search for the optimal query block size and key-value block
size, considering values from the set [16, 64, 128, 512, 1024, 2048, 4096]. For gradient check-
pointing [54], we additionally grid search among three commonly used checkpointing policies
including nothing_saveable, dots_saveable, and dots_with_no_batch_dims_saveable
for attention and use nothing_saveable for feedforward network (FFN). For more details,
please refer to Jax documentation. We selected the best performing configuration for both
baselines and our method.

The training was conducted using FSDP [83] and gradient accumulation. We used weight
decay of 0.1 and utilized cosine learning rate decay with a maximum learning rate of 2.0×e−4.
For sequence lengths of 2048, 4096, 8192, 16384, the batch sizes in trajectories were set as
8, 4, 2, 1, 1 respectively. We use gradient accumulation to accumulate batch size in tokens to 1
million per batch.

2.10 Evaluation on RL

Table 2.6 Hyperparameters used in RL evaluation.

Hyperparameter Value

Number of layers 3
Number of attention heads 1
Embedding dimension 128
Activation function ReLU
Batch size 64
Dropout 0.1
Learning rate 10−4

Learning rate decay Linear warmup for 105 steps
Grad norm clip 0.25
Weight decay 10−4

Initial desired target return at test time 850 Walker Stand
400 Walker Run
900 Walker Walk
350 Cheetah Run
300 Jaco Reach
800 Cartpole Swingup

Number of trajectories during training 4 → 32
Number of trajectories at test time 4 → 16
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In the experiment presented in Section 2.5.3, we followed the prior work’s setting for learning
rate, batch size, and other hyperparameters, while modifying the number of trajectories. The
specific hyperparameters are provided in Table 2.6. The original agentic transformers used 4
trajectories during training, we increase the number to 32.

During testing, increasing the number of trajectories has been shown to improve performance.
However, performing autoregressive sampling over a large number of trajectories (e.g., 64×
1000× 4 total number of tokens) can be computationally slow. To reduce the sampling time,
we limited the rollout to 16 trajectories.
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Chapter 3

RingAttention Scales
BlockwiseTransformer to Infinite Context

3.1 Introduction
Transformers [304] have become the backbone of many state-of-the-art AI systems that have
demonstrated impressive performance across a wide range of AI problems. Transformers
achieve this success through their architecture design that uses self-attention and position-
wise feedforward mechanisms. However, scaling up the context length of Transformers is a
challenge [217], since the inherited architecture design of Transformers, i.e. the self-attention
has memory cost quadratic in the input sequence length, which makes it challenging to scale
to longer input sequences. Large context Transformers are essential for tackling a diverse array
of AI challenges, ranging from processing books and high-resolution images to analyzing long
videos and complex codebases. They excel at extracting information from the interconnected
web and hyperlinked content, and are crucial for handling complex scientific experiment data.
There have been emerging use cases of language models with significantly expanded context
than before: GPT-3.5 [253] with context length 16K, GPT-4 [217] with context length 32k,
MosaicML’s MPT [206] with context length 65k, and Anthropic’s Claude [12] with context
length 100k.

Driven by the significance, there has been surging research interests in reducing mem-
ory cost. One line of research leverages the observation that the softmax matrix in
self-attention can be computed without materializing the full matrix [201] which has led
to the development of blockwise computation of self-attention and feedforward [235, 71,
183] without making approximations. Despite the reduced memory, a significant chal-
lenge still arises from storing the output of each layer. This necessity arises from self-
attention’s inherent nature, involving interactions among all elements (n to n interac-
tions). The subsequent layer’s self-attention relies on accessing all of the prior layer’s
outputs. Failing to do so would increase computational costs cubically, as every output



CHAPTER 3. RINGATTENTION SCALES BLOCKWISETRANSFORMER TO
INFINITE CONTEXT 24

must be recomputed for each sequence element, rendering it impractical for longer sequences.

Figure 3.1 Maximum context length under
end-to-end large-scale training on TPUv4-1024.
Baselines are vanilla transformers [304], mem-
ory efficient transformers [235], and memory
efficient attention and feedforward (blockwise
parallel transformers) [183]. Our proposed ap-
proach Blockwise RingAttention allows train-
ing up to device count times longer sequence
than baselines and enables the training of se-
quences that exceed millions in length without
making approximations nor adding any over-
heads to communication and computation.

These components facilitate the efficient cap-
ture of long-range dependencies between in-
put tokens, and enable scalability through
highly parallel computations. To put the
memory demand in perspective, even when
dealing with a batch size of 1, processing
100 million tokens requires over 1000GB of
memory for a modest model with a hidden
size of 1024. This is much greater than the
capacity of contemporary GPUs and TPUs,
which typically have less than 100GB of high-
bandwidth memory (HBM).

To tackle this challenge, we make a key ob-
servation: by performing self-attention and
feedforward network computations in a block-
wise fashion [183], we can distribute sequence
dimensions across multiple devices, allowing
concurrent computation and communication.
This insight stems from the fact that when
we compute the attention on a block-by-block
basis, the results are invariant to the order-
ing of these blockwise computations. Our
method distributes the outer loop of comput-
ing blockwise attention among hosts, with
each device managing its respective input block. For the inner loop, every device computes
blockwise attention and feedforward operations specific to its designated input block. Host
devices form a conceptual ring, where during the inner loop, each device sends a copy of
its key-value blocks being used for blockwise computation to the next device in the ring,
while simultaneously receiving key-value blocks from the previous one. As long as block
computations take longer than block transfers, overlapping these processes results in no
added overhead compared to standard transformers. Our work utilizes blockwise parallel
transformers [183] to substantially reduce memory costs, enabling zero-overhead scaling of
context size across tens of millions of tokens during both training and inference, and allowing
for the use of an arbitrarily large context size. Since our approach overlaps the communication
of key-value blocks between hosts in a ring through blockwise computation of transformers,
we name it RingAttention with Blockwise Transformers.

We evaluate the effectiveness of our approach on language modeling benchmarks. Our
experiments show that RingAttention can reduce the memory requirements of Transformers,
enabling us to train more than 500 times longer sequence than prior memory efficient
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state-of-the-arts and enables the training of sequences that exceed 100 million in length
without making approximations to attention. Importantly, RingAttention eliminates the
memory constraints imposed by individual devices, empowering the training and inference of
sequences with lengths that scale in proportion to the number of devices, essentially achieving
near-infinite context size.

Our contributions are twofold: (a) proposing a memory efficient transformers architecture
that allows the context length to scale linearly with the number of devices while maintaining
performance, eliminating the memory bottleneck imposed by individual devices, and (b)
demonstrating the effectiveness of our approach through extensive experiments.

3.2 Large Context Memory Constraint
Given input sequences Q,K, V ∈ Rs×d where s is the sequence length and d is the head
dimension. We compute the matrix of outputs as:

Attention(Q,K, V ) = softmax(
QKT

√
d

)V,

where softmax is applied row-wise. Each self-attention sub-layer is accompanied with a
feedforward network, which is applied to each position separately and identically. This
consists of two linear transformations with a ReLU activation in between.

FFN(x) = max(0, xW1 + b1)W2 + b2.

Blockwise Parallel Transformers. Prior state-of-the-arts have led to substantial reduc-
tions in memory utilization, achieved through innovative techniques that enable attention
computation without full materialization by computing attention in a block by block man-
ner [235, 71, 183]. These advancements lowered the memory overhead of attention to 2bsh
bytes per layer, where b represents the batch size, s denotes the sequence length, and h
stands for the hidden size of the model. To further reduce memory usage, blockwise parallel
transformer (BPT) [183] introduced a strategy where the feedforward network associated with
each self-attention sub-layer is computed in a block-wise fashion. This approach effectively
limits the maximum activation size of feedforward network from 8bsh to 2bsh. For a more
detailed analysis of memory efficiency, please refer to the discussion provided therein. In
summary, the state-of-the-art transformer layer’s memory cost of activation is 2bsh.

Large Output of Each Layer. While BPT significantly reduces memory demand in
Transformers, it still presents a major challenge for scaling up context length because
it requires storing the output of each layer. This storage is crucial due to the inherent
nature of self-attention, which involves interactions among all elements (n to n interactions).
Without these stored outputs, the subsequent layer’s self-attention becomes computationally
impractical, necessitating recomputation for each sequence element. To put it simply,
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processing 100 million tokens with a batch size of 1 requires over 1000GB of memory even for
a modest model with a hidden size of 1024. In contrast, modern GPUs and TPUs typically
provide less than 100GB of high-bandwidth memory (HBM), and the prospects for significant
HBM expansion are hindered by physical limitations and high manufacturing costs.

3.3 RingAttention with Blockwise Transformers
Our primary objective is to eliminates the memory constraints imposed by individual devices
by efficiently distribute long sequences across multiple hosts without adding overhead. To
achieve this goal, we propose an enhancement to the blockwise parallel transformers (BPT)
framework [183]. When distributing an input sequence across different hosts, each host is
responsible for running one element of the outer loop of blockwise attention corresponding
to its designated block, as well as the feedforward network specific to that block. These
operations do not necessitate communication with other hosts. However, a challenge arises
in the inner loop, which involves key-value block interactions that require fetching blocks
from other hosts. Since each host possesses only one key-value block, the naive approach
of fetching blocks from other hosts results in two significant issues. Firstly, it introduces a
computation delay as the system waits to receive the necessary key-value blocks. Secondly,
the accumulation of key-value blocks leads to increased memory usage, which defeats the
purpose of reducing memory cost.

Ring-Based Blockwise Transformer. To tackle the aforementioned challenges, we leverage
the permutation invariance property of the inner loop’s key-value block operations. This
property stems from the fact that the self-attention between a query block and a group of
key-value blocks can be computed in any order, as long as the statistics of each block are
combined correctly for rescaling. We leverage this property by conceptualizing all hosts as
forming a ring structure: host-1, host-2, ..., host-N . As we compute blockwise attention and
feedforward, each host efficiently coordinates by concurrently sending key-value blocks being
used for attention computation to the next host while receiving key-value blocks from the
preceding host, effectively overlapping transferring of blocks with blockwise computation.
Concretely, for any host-i, during the computation of attention between its query block and a
key-value block, it concurrently sends key-value blocks to the next host-(i+1) while receiving
key-value blocks from the preceding host-(i− 1). If the computation time exceeds the time
required for transferring key-value blocks, this results in no additional communication cost.
This overlapping mechanism applies to both forward and backward passes of our approach
since the same operations and techniques can be used. Prior work has also proposed leveraging
a ring topology to compute full attention [172], aiming to reduce communication costs. Our
work differs by utilizing blockwise parallel transformers to substantially reduce memory costs.
As we show in the next section, this enables zero-overhead scaling of context size during both
training and inference and allows arbitrarily large context size.

Arithmetic Intensity Between Hosts. In order to determine the minimal required block
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Figure 3.2 Top (a): We use the same model architecture as the original Transformer
but reorganize the compute. In the diagram, we explain this by showing that in a ring
of hosts, each host holds one query block, and key-value blocks traverse through a ring
of hosts for attention and feedforward computations in a block-by-block fashion. As we
compute attention, each host sends key-value blocks to the next host while receives key-value
blocks from the preceding host. The communication is overlapped with the computation of
blockwise attention and feedforward. Bottom (b): We compute the original Transformer
block-by-block. Each host is responsible for one iteration of the query’s outer loop, while the
key-value blocks rotate among the hosts. As visualized, a device starts with the first query
block on the left; then we iterate over the key-value blocks sequence positioned horizontally.
The query block, combined with the key-value blocks, are used to compute self-attention
(yellow box), whose output is pass to feedforward network (cyan box).
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Table 3.1 Comparison of maximum activation sizes among different Transformer archi-
tectures. Here, b is batch size, h is hidden dimension, n is number of head, s is sequence
length, c is block size, the block size (c) is independent of the input sequence length (s).
The comparison is between vanilla transformer [304], memory efficient attention [235, 71],
blockwise parallel transformers [183], and our proposed approach RingAttention. Numbers
are shown in bytes per layer, assuming bfloat16 precision.

Layer Type Self-Attention FeedForward Total

Vanilla Transformers 2bns2 8bsh 2bhs2

Memory Efficient Attention 2bsh+ 4bch 8bsh 8bsh
Blockwise Parallel Transformers 2bsh 2bsh 2bsh

Blockwise RingAttention 6bch 2bch 6bch

size to overlap transferring with computation, assume that each host has F FLOPS and that
the bandwidth between hosts is denoted as B. It’s worth noting that our approach involves
interactions only with the immediately previous and next hosts in a circular configuration,
thus our analysis applies to both GPU all-to-all topology and TPU torus topology. Let’s
consider the variables: block size denoted as c and hidden size as d. When computing
blockwise self-attention, we require 2dc2 FLOPs for calculating attention scores using queries
and keys, and an additional 2dc2 FLOPs for multiplying these attention scores by values.
In total, the computation demands amount to 4dc2 FLOPs. We exclude the projection of
queries, keys, and values, as well as blockwise feedforward operations, since they only add
compute complexity without any communication costs between hosts. This simplification
leads to more stringent condition and does not compromise the validity of our approach. On
the communication front, both key and value blocks require a total of 2cd bytes. Thus, the
combined communication demand is 4cd bytes. To achieve an overlap between communication
and computation, the following condition must hold: 4dc2/F ≥ 4cd/B. This implies that the
block size, denoted as c, should be greater than or equal to F/B. Effectively, this means that
the block size needs to be larger than the ratio of FLOPs over bandwidth.

Memory Requirement. A host needs to store multiple blocks, including one block size to
store the current query block, two block sizes for the current key and value blocks, and two
block sizes for receiving key and value blocks. Furthermore, storing the output of blockwise
attention and feedforward necessitates one block size, as the output retains the shape of the
query block. Therefore, a total of six blocks are required, which translates to 6bch bytes of
memory. It’s worth noting that the blockwise feedforward network has a maximum activation
size of 2bch [183]. Consequently, the total maximum activation size remains at 6bch bytes.
Table 3.1 provides a detailed comparison of the memory costs between our method and
other approaches. Notably, our method exhibits the advantage of linear memory scaling with
respect to the block size c, and is independent of the input sequence length s.
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Table 3.2 Minimal sequence length needed on each device. Interconnect Bandwidth is the
unidirectional bandwidth between hosts, i.e., NVLink / InfiniBand bandwidth between GPUs
and ICI bandwidth between TPUs. The minimal block size required c = FLOPS/Bandwidth,
and minimal sequence length s = 6c.

Spec Per Host FLOPS HBM Interconnect
Bandwidth

Minimal
Blocksize

Minimal
Sequence Len

(TF) (GB) (GB/s) (×1e3) (×1e3)
A100 NVLink 312 80 300 1.0 6.2
A100 InfiniBand 312 80 12.5 24.5 149.5
TPU v3 123 16 112 1.1 6.6
TPU v4 275 32 268 1.0 6.2
TPU v5e 196 16 186 1.1 6.3

Our analysis shows that the model needs to have a sequence length of s = 6c, which is six
times the minimal block size. Requirements for popular computing servers are shown in
Table 3.2. The required minimal sequence length (rightmost column) for each host varies
between 6K and 10K, and the minimal block size (second-to-rightmost column) for each host
is around 1K for TPUs and GPUs with high bandwidth interconnect. For GPUs connected
via InfiniBand, which offers lower bandwidth, the requirements are more strict. These
requirements are easy to meet using blockwise transformers [183] and standard parallelism
such as data and tensor parallelism, which we will show in experiment Section 3.5.

Algorithm and Implementation. Algorithm 2 provides the pseudocode of the algorithm.
RingAttention is compatible with existing code for memory efficient transformers: RingAtten-
tion just needs to call whatever available memory efficient computation locally on each host,
and overlap the communication of key-value blocks between hosts with blockwise computation.
We use collective operation jax.lax.ppermute to send and receive key value blocks between
nearby hosts. A Jax implementation is provided in Appendix 3.8.

3.4 Setting
We evaluate the impact of using RingAttention in improving Transformer models by bench-
marking maximum sequence length and model flops utilization.

Model Configuration. Our study is built upon the LLaMA architecture, we consider 3B,
7B, 13B, and 30B model sizes in our experiments.

Baselines. We evaluate our method by comparing it with vanilla transformers [304] which
computes self-attention by materializing the attention matrix and computes the feedfor-
ward network normally, transformers with memory efficient attention [235] and its efficient



CHAPTER 3. RINGATTENTION SCALES BLOCKWISETRANSFORMER TO
INFINITE CONTEXT 30

Algorithm 2: Large Context Transformers using RingAttention with Blockwise Trans-
formers.

Required: Input sequence x. Number of hosts Nh.
Initialize
Split input sequence into Nh blocks that each host has one input block.
Compute query, key, and value for its input block on each host.
for Each transformer layer do

for count = 1 to Nh − 1 do
for For each host concurrently. do

Compute memory efficient attention incrementally using local query, key, value
blocks.
Send key and value blocks to next host and receive key and value blocks from
previous host.

end for
end for
for For each host concurrently. do

Compute memory efficient feedforward using local attention output.
end for

end for

CUDA implementation [71], and transformers with both memory efficient attention and
feedforward [183].

Training Configuration. For all methods, we apply full gradient checkpointing [54] to both
attention and feedforward, following prior works [235, 183]. The experiments are on both
GPUs and TPUs. For GPUs, we consider both single DGX A100 server with 8 GPUs and
distributed 32 A100 GPUs. We also experiment with TPUs, from older generations TPUv3
to newer generations of TPUv4 and TPUv5e. We note that all of our results are obtained
using full precision instead of mixed precision.

3.5 Results
In our experiments, our primary objective is to comprehensively evaluate the performance of
RingAttention across multiple key metrics, including maximum supported sequence length
within accelerator memory, model flops utilization, and throughput. We compare RingAtten-
tion’s performance with several baseline models , including the vanilla transformers [304],
transformers with memory efficient attention [235], and transformers with both memory
efficient attention and feedforward [183], across different model sizes and accelerator configu-
rations.
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3.5.1 Evaluating Max Context Size

We evaluate maximum supported context length using fully sharded tensor parallelsim
(FSDP) [83] which is widely used in prior end-to-end training [296, 95]. We note that no
tensor parallelism is considered in our evaluations since our approach is independent of tensor
parallelism. Practitioners can combine our method with tensor parallelism, which we will
show in Section 3.5.2. Using FSDP allows us to set the same batch size in tokens for baselines
and our approach, ensuring a fair comparison. Concretely, on n devices, FSDP is used to
shard the model for baselines, which gives a sequence length of l. The total batch size in
tokens is nl. We utilize FSDP along with RingAttention to extend the sequence length to
nl
m

and m sequences. This means that the total batch size in tokens remains the same, but
RingAttention enables a significantly larger context size. Table 3.3 summarizes the results of
our experiments.

Our RingAttention model consistently surpasses baselines, delivering superior scalability
across diverse hardware setups. For example, with 32 A100 GPUs, we achieve over 1 million
tokens in context size for 7B model, a 32 times improvement over previous best. Furthermore,
when utilizing larger accelerators like TPUv4-512, RingAttention enables a 256 times increase
in context size, allows training sequences of over 30 million tokens. Furthermore, our
RingAttention model scales linearly with the number of devices, as demonstrated by the 8x
improvement over previous best on 8 A100 and the 256x improvement on TPUv3-512. If
a model can be trained with context size s on n GPUs using the blockwise attention and
feedforward, with our RingAttention approach, it becomes possible to train a model with a
context size of ns.

3.5.2 Evaluating Model Flops Utilization

We evaluate the model flops utilization (MFU) of RingAttention in standard training settings
using fully sharded data parallelism(FSDP) [83] and tensor parallelism following LLaMA and
OpenLLaMA [296, 95] with Jax SPMD. The batch size in tokens are 2M on 8/32x A100 and
4M on TPUv4-256. Our goal is investigating the impact of model size and context length on
MFU, a critical performance metrics while highlighting the benefits of our approach. Table
3.4 presents the results of our experiments on MFU for different model sizes and context
lengths. We present the achieved MFU using state-of-the-art memory efficient transformers
BPT [183], compare it to our anticipated MFU based on these results, and demonstrate the
actual MFU obtained with our approach (RingAttention). For fair comparison, both BPT
and our approach are based on the same BPT implementation on both GPUs and TPUs.

RingAttention trains much longer context sizes for self-attention, resulting in higher self-
attention FLOPs compared to baseline models. Since self-attention has a lower MFU than
feedforward, RingAttention is expected to have a lower MFU than the baseline models. Our
method offers a clear advantage in terms of maintaining MFU while enabling training with
significantly longer context lengths. As shown in Table 3.4, when comparing our approach
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Table 3.3 The maximum context length supported in end-to-end training using fully sharded
data parallelism and various transformers architectures. We show different model sizes and
accelerators. Baselines are vanilla transformer [304], transformer with memory efficient
attention [235], and transformer with memory efficient attention and feedforward [183]. The
context size is reported in tokens (1e3). Our approach Blockwise RingAttention substantially
outperforms baselines and enables training sequences that are up to device count times longer
than prior state-of-the-arts.

Max context size supported (×1e3)

Vanilla Memory
Efficient Attn

Memory Efficient
Attn and FFN

RingAttention
(Ours)

Ours
vs SOTA

8x A100
NVLink
3B 4 32 64 512 8x
7B 2 16 32 256 8x
13B 2 4 16 128 8x

32x A100
InfiniBand
7B 4 64 128 4096 32x
13B 4 32 64 2048 32x

TPUv3-512
7B 1 4 8 2048 256x
13B 1 2 8 1024 128x

TPUv4-1024
3B 8 16 32 16384 512x
7B 4 8 16 8192 512x
13B 4 8 16 4096 256x
30B 2 4 8 2048 256x

TPUv5e-256
3B 4 8 32 4096 128x
7B 2 8 16 2048 128x

to prior state-of-the-arts, it is evident that we can train very large context models without
compromising MFU or throughput.

3.5.3 Impact on In Context RL Performance

We present results of applying RingAttention for learning trial-and-error RL experience using
Transformers. We report our results in Table 3.5, where we evaluate our proposed model on
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Table 3.4 Model flops utilization (MFU) with different training configurations: model sizes,
compute, and context lengths. RingAttention enables training large models (7B-65B) on
large input context sizes (over 4M) with negligible overheads.

Model size 7B 13B 13B 30B 65B

Compute 8x A100 8x A100 32x A100 TPUv4-1024 TPUv4-1024

Memory efficient
attention & FFN

Context size
(×1e3) 32 16 64 16 8

Blockwise
RingAttention

Context size
(×1e3) 256 128 2048 2048 1024

the ExoRL benchmark across six different tasks. On ExoRL, we report the cumulative return,
as per ExoRL [325]. We compare BC, DT [49], AT [182], and AT with memory efficient
attention [235] (AT+ME), AT with blockwise parallel transformers [183] (AT+BPT), and
AT with our RingAttention (AT+RingAttention). The numbers of BC, DT, AT are from
the ExoRL and AT paper. AT + RingAttention numbers are run by ourselves. Since the
ExoRL data is highly diverse, having been collected using unsupervised RL [154], it has
been found that TD learning performs best, while behavior cloning struggles [325]. AT [182]
shows that conditioning Transformer on multiple trajectories with relabeled target return
can achieve competitive results with TD learning. For more details, please refer to their
papers. We are interested in applying RingAttention to improve the performance of AT by
conditioning on a larger number of trajectories rather than 32 trajectories in prior works.
It is worth noting that each trajectory has 1000× 4 length where 1000 is sequence length
while 4 is return-state-action-reward, making training 128 trajectories with modest 350M size
model infeasible for prior state-of-the-art blockwise parallel transformers. Results in Table 3.5
show that, by scaling up the sequence length (number of trajectories), AT + RingAttention
consistently outperforms oringal AT with BPT across all six tasks, achieving a total average
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return of 113.66 compared to the AT with BPT model’s total average return of 111.13.
The results show that the advantage of RingAttention for training and inference with long
sequences.

Figure 3.3 Comparison of different models on the long-range line retrieval task.

3.5.4 Impact on LLM Performance

We evaluate RingAttention by applying our method to finetune LLaMA model to longer
context. In this experiment, while our approach enables training with millions of context
tokens, we conducted finetuning on the LLaMA-13B model, limiting the context length to
512K tokens due to constraints on our cloud compute budget. This finetuning was carried
out on 32 A100 GPUs, using the ShareGPT dataset, following methodologies as outlined in
prior works [61, 97]. We then evaluated our finetuned model on the line retrieval test [167].
In this test, the model needs to precisely retrieve a number from a long document, the task
can effectively capture the abilities of text generation, retrieval, and information association
at long context, reflected by the retrieving accuracy. Figure 3.3 presents the accuracy results

Table 3.5 Application of RingAttention on improving Transformer in RL. BC and DT use
vanilla attention. AT + ME denotes using memory efficient attention, AT + BPT denotes
using blockwise parallel transformer. AT + RA denotes using RingAttention.

ExoRL BC-10% DT AT + ME AT + BPT AT + BPT AT + RA

Task N Trajs = 32 N Trajs = 32 N Trajs = 128 N Trajs = 128

Walker Stand 52.91 34.54 oom 95.45 oom 98.23
Walker Run 34.81 49.82 oom 105.88 oom 110.45
Walker Walk 13.53 34.94 oom 78.56 oom 78.95
Cheetah Run 34.66 67.53 oom 178.75 oom 181.34
Jaco Reach 23.95 18.64 oom 87.56 oom 89.51
Cartpole Swingup 56.82 67.56 oom 120.56 oom 123.45

Total Average 36.11 45.51 oom 111.13 oom 113.66
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for different models across varying context lengths (measured in tokens). Notably, our model,
RingAttention-13B-512K, stands out as it maintains high accuracy levels even with long
contexts. GPT3.5-turbo-16K, Vicuna-16B-16K, and Claude-2-100K demonstrate competitive
accuracy within short context lengths. However, they cannot handle extended context lengths.

3.6 Related Work
Transformers have garnered significant attention in the field of AI and have become the
backbone for numerous state-of-the-art models. Several works have explored memory-
efficient techniques to address the memory limitations of Transformers and enable their
application to a wider range of problems. Computing exact self-attention in a blockwise
manner using the tiling technique [201] has led to the development of memory efficient
attention mechanisms [235] and its efficient CUDA implementation [71], and blockwise parallel
transformer [183] that proposes computing both feedforward and self-attention block-by-block,
resulting in a significant reduction in memory requirements. In line with these advancements,
our work falls into the category of memory efficient computation for Transformers. Other
works have investigated the approximation of attention mechanisms, yet these efforts have
often yielded sub-optimal results or encountered challenges during scaling up. For an in-depth
review of these techniques, we recommend referring to the surveys [210, 290]. Another avenue
of research explores various parallelism methods, including data parallelism [73], tensor
parallelism [269], pipeline parallelism [211, 128, 212], sequence parallelism [172, 147, 130],
and FSDP [83, 240]. The activations of self-attention take a substantial amount of memory
for large context models. Tensor parallelism can only reduce parts of activations memory
and sequence parallelism introduces a significant communication overhead that cannot be
fully overlapped with computation. Prior work has studied sharding along sequence and
attention heads, and gathering sequences via an optimized all-to-all topology, achieving
reduced communication [130]. However, this method is restricted by the number of attention
heads and requires gathering the full sequence on each device. In comparison, our approach
fully overlaps communication with blockwise computation, enhancing its scalability. Prior
work study sequence parallelism for computing self-attention using a ring topology [172], but
is not optimized for blockwise parallel transformers and is incompatible with memory-efficient
attention, which are crucial to large context training. Overlapping communication with
computation remains challenging, and the communication overheads make it infeasible for
training and inference in large-context scenarios. Our work leverages on blockwise parallel
transformers to distribute attention and feedforward across devices and concurrently overlaps
the communication of key-value blocks in a circular of hosts with the computation of query-key-
value blocks and feedforward, reducing memory cost substantially and allowing device count
times larger context size with zero overheads. Overlapping communication with computation
has been studied in high performance computing literature [69, 310, 70, inter alia]. While ring
communication has found applications in other parallel computing scenarios [33, 129, 98, 261],
our work stands out as the first work to show that it can be applied to self-attention as used



CHAPTER 3. RINGATTENTION SCALES BLOCKWISETRANSFORMER TO
INFINITE CONTEXT 36

in Transformers and to make it fit efficiently into Transformer training and inference without
adding significant overhead by overlapping blockwise computation and communication.

3.7 Conclusion
In conclusion, we propose a memory efficient approach to reduce the memory requirements of
Transformers, the backbone of state-of-the-art AI models. Our approach allows the context
length to scale linearly with the number of devices while maintaining performance, eliminating
the memory bottleneck imposed by individual devices. Through extensive experiments on
language modeling and reinforcement learning, we demonstrate its effectiveness, enabling
training sequences that are up to device count times longer than those of prior memory-efficient
Transformers, exceeding a context length of 100 million without making approximations to
attention. In terms of future prospects, the possibility of near-infinite context introduces a
vast array of exciting opportunities, such as large video-audio-language models, learning from
extended feedback and trial-and-errors, understanding and generating codebase, adapting AI
models to understand scientific data such as gene sequences, and developing strong reasoning
from link gathering data.
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3.8 Code
The implementation of RingAttention in Jax is provided in Figure 3.4. We use defvjp
function to define both the forward and backward passes, and use collective operation
jax.lax.ppermute to facilitate the exchange of key-value blocks among a ring of hosts. The
provided code snippet highlights essential components of RingAttention. We provide the
complete code on github.

For large scale end-to-end training on TPU or on GPU cluster with high bandwidth inter
connection, we recommend using FSDP to shard large models and using RingAttention to
achieve large context. If total batch size is too large, add tensor parallelism to reduce the
global batch size. The degree of parallelism can be adjusted using the mesh_dim parameter

https://github.com/lhao499/ringattention
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within the codebase. To illustrate, consider a setup with 512 devices, such as 512x A100. If
the model size is 30B, you can shard it across 8 devices and allocate the remaining 32 devices
for RingAttention. This setup allows the context size to be expanded 32 times more than if
you didn’t use RingAttention. Conversely, for models sized 7B or 3B, there is no need for
FSDP. This means you can utilize all 512 devices exclusively to expand the context using
RingAttention by 512 times. Building upon the result that our approach allows for a 256K
context size when using 8x A100 GPUs, it suggests that by employing 512 A100 GPUs, the
potential context size can be expanded to 16 million.

3.9 Experiment Details

3.9.1 Evaluation of context length

In the experimental results presented in Section 3.5.1, we used fully sharded tensor parallelism
(FSDP) to partition the model across GPUs or TPU devices. Our evaluation focused on
determining the maximum achievable sequence length in commonly used FSDP training
scenarios. For TPUs, we utilized its default training configuration, which involved performing
matmul operations in bfloat16 format with weight accumulation in float32. On the other
hand, for GPUs, we adopted the default setup, where all operations were performed in
float32.

3.9.2 Evaluation of MFU

In the evaluation presented in Section 3.5.2. The batch size in tokens is 2 million per batch
on GPU and 4 million per batch on TPU. The training was conducted using FSDP [83] with
Jax SPMD. For gradient checkpointing [54], we used nothing_saveable as checkpointing
policies for attention and feedforward network (FFN). For more details, please refer to Jax
documentation.

3.9.3 Evaluation on line retrieval

In the evaluation presented in Section 3.5.4, we finetuned the LLaMA-13B model [296],
limiting context length to 512K tokens due to constraints on our cloud compute budget, the
training was conducted on 32x A100 80GB Cloud GPUs. We use user-shared conversations
gathered from ShareGPT.com with its public APIs for finetuning, following methodologies as
outlined in prior works [61, 97]. ShareGPT is a website where users can share their ChatGPT
conversations. To ensure data quality, we convert the HTML back to markdown and filter
out some inappropriate or low-quality samples, which results in 125K conversations after
data cleaning.
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1 def _ring_attention_fwd(q, k, v, attn_bias, axis_name, float32_logits, blockwise_kwargs):
2 if float32_logits:
3 q, k = q.astype(jnp.float32), k.astype(jnp.float32)
4 batch, q_len, num_heads, dim_per_head = q.shape
5 batch, kv_len, num_heads, dim_per_head = k.shape
6 numerator = jnp.zeros((batch, q_len, num_heads, dim_per_head)).astype(q.dtype)
7 denominator = jnp.zeros((batch, num_heads, q_len)).astype(q.dtype)
8 axis_size = lax.psum(1, axis_name)
9 block_size = q_len # assumes this function is pre-sharded inside shard_map

10 query_chunk_size = blockwise_kwargs["query_chunk_size"]
11 key_chunk_size = blockwise_kwargs["key_chunk_size"]
12 def scan_kv_block(carry, idx):
13 prev_max_score, numerator, denominator, k, v = carry
14 attn_bias_slice = lax.dynamic_slice_in_dim(attn_bias,
15 (lax.axis_index(axis_name) - idx) % axis_size * kv_len, kv_len, axis=-1)
16 q_block_idx = lax.axis_index(axis_name)
17 k_block_idx = (lax.axis_index(axis_name) - idx) % axis_size
18 q_chunk_idx_start = q_block_idx * (block_size // query_chunk_size)
19 k_chunk_idx_start = k_block_idx * (block_size // key_chunk_size)
20 numerator, denominator, max_score = _blockwise_attention_fwd(q, k, v,
21 (numerator, denominator, prev_max_score), q_chunk_idx_start, k_chunk_idx_start,
22 bias=attn_bias_slice, **blockwise_kwargs)
23 k, v = map(lambda x: lax.ppermute(x, axis_name, perm=[(i, (i + 1) % axis_size)
24 for i in range(axis_size)]), (k, v))
25 return (max_score, numerator, denominator, k, v), None
26 prev_max_score = jnp.full((batch, num_heads, q_len), -jnp.inf).astype(q.dtype)
27 (max_score, numerator, denominator, _, _), _ = lax.scan(scan_kv_block,
28 init=(prev_max_score, numerator, denominator, k, v), xs=jnp.arange(0, axis_size))
29 output = numerator / rearrange(denominator, 'b h q -> b q h')[..., None]
30 return output.astype(v.dtype), (output, q, k, v, attn_bias, denominator, max_score)
31
32 def _ring_attention_bwd(axis_name, float32_logits, blockwise_kwargs, res, g):
33 output, q, k, v, attn_bias, denominator, max_score = res
34 batch, kv_len, num_heads, dim_per_head = k.shape
35 axis_size = lax.psum(1, axis_name)
36 dq = jnp.zeros_like(q, dtype=jnp.float32)
37 dk = jnp.zeros_like(k, dtype=jnp.float32)
38 dv = jnp.zeros_like(v, dtype=jnp.float32)
39 query_chunk_size = blockwise_kwargs["query_chunk_size"]
40 key_chunk_size = blockwise_kwargs["key_chunk_size"]
41 block_size = q.shape[1] # assumes this function is pre-sharded inside shard_map
42 def scan_kv_block(carry, idx):
43 dq, dk, dv, k, v = carry
44 attn_bias_slice = lax.dynamic_slice_in_dim(attn_bias,
45 (lax.axis_index(axis_name) - idx) % axis_size * kv_len, kv_len, axis=-1)
46 q_block_idx = lax.axis_index(axis_name)
47 k_block_idx = (lax.axis_index(axis_name) - idx) % axis_size
48 q_chunk_idx_start = q_block_idx * (block_size // query_chunk_size)
49 k_chunk_idx_start = k_block_idx * (block_size // key_chunk_size)
50 dq, dk, dv = _blockwise_attention_bwd(q, k, v, g, (dq, dk, dv, output, denominator, max_score),
51 q_chunk_idx_start, k_chunk_idx_start, bias=attn_bias_slice, **blockwise_kwargs)
52 k, v, dk, dv = map(lambda x: lax.ppermute(x, axis_name, perm=[(i,
53 (i + 1) % axis_size) for i in range(axis_size)]), (k, v, dk, dv))
54 return (dq, dk, dv, k, v), None
55 (dq, dk, dv, k, v), _ = lax.scan(scan_kv_block, init=(dq, dk, dv, k, v), xs=jnp.arange(0, axis_size))
56 dq, dk, dv = dq.astype(q.dtype), dk.astype(k.dtype), dv.astype(v.dtype)
57 return dq, dk, dv, None
58
59 @partial(jax.custom_vjp, nondiff_argnums=[4, 5, 6])
60 def ring_attention(q, k, v, attn_bias, axis_name, float32_logits, blockwise_kwargs):
61 y, _ = _ring_attention_fwd(q, k, v, attn_bias, axis_name, float32_logits, blockwise_kwargs)
62 return y
63
64 ring_attention.defvjp(_ring_attention_fwd, _ring_attention_bwd)

Figure 3.4 Key parts of the implementation in Jax. We use collective operation
lax.ppermute to send and receive key value blocks between previous and next hosts. The
full code is implemented in Jax and Pallas for best performance.

https://github.com/lhao499/ringattention
https://github.com/lhao499/ringattention
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3.10 Inference requirement
We provide the minimal sequence length required to overlap communication with computation
during training in Table 3.2. Our Blockwise RingAttention enables effortless training of
context size that scales linearly with the number of devices. While we focus on introducing
training as it is more memory demanding than autoregressive inference where the number
of query token is one, RingAttention is applicable to inference too. For example, serving
a LLaMa 7B on 32x TPUv5e, the conventional approach is to distribute the model along
the attention heads dimension, with each device computing one attention head. Assuming a
batch size of 1, this can serve up to a 256K context length due to key-value cache activation
size. RingAttention can allow 32 times larger context by circulating the key-value cache
between a ring of devices. To overlap the communication with computation, it needs d2/F
>= 2*d2/B, where B/F >=2. With a bandwidth of 186 GB/s and flops of 196 TFLOPs, and
assuming an unreasonably high MFU of 40% for this large context, then B/F = 2.4, meaning
that RingAttention allows 32 times larger context for inference without adding overheads.

3.11 Training FLOPs Scaling of Context Size
Given that our proposed approach unlocks the possibility of training with a context size
exceeding 100 million tokens and allows for linear scaling of the context size based on the
number of devices, it is essential to understand how the training FLOPs per dataset scale
with the context size. While a larger context size results in a higher number of FLOPs, the
increased ratio does not scale quadratically because the number of tokens remains fixed. We
present these results in Figure 3.5, which showcases various model sizes and context lengths,
representing different computational budgets. The figure shows the ratio of FLOPs for larger
context lengths compared to the same model with a shorter 4K context size. We calculated
the per sequence FLOPs using (24bsh2 + 4bs2h)n where h is model hidden dimension, b is
batch size, s is total sequence length, and n is number of layers. The per dataset FLOPs
ratio is then given by ((24bs2h

2 + 4bs2
2h)/(24bs1h

2 + 4bs1
2h))/(s2/s1) = (6h+ s2)/(6h+ s1),

where s2 and s1 are new and old context lengths. Model sizes and their hidden dimensions are
as follows: LLaMA-7B (4096), LLaMA-13B (5140), LLaMA-33B (7168), LLaMA-65B (8192),
GPT3-175B (12288), and 1TB (36864). These model configurations are from LLaMA [296]
and GPT-3 [39] papers, except the 1TB model size and dimension were defined by us.

As depicted in Figure 3.5, scaling up small models to a 1M context size results in approximately
20-40 times more FLOPs, and even more for 10M and 100M token context sizes. However, as
the model sizes increase, the cost ratio decreases. For instance, scaling up the 170B model
from 4K to 10M incurs 162.6x higher per dataset FLOPs, despite the context size being 3072
times longer.
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Figure 3.5 The per dataset trainig FLOPs cost ratio relative to a 4k context size, considering
different model dimensions. On the x-axis, you’ll find the context length, where, for example,
32x(128k) denotes a context length of 128k, 32x the size of the same model’s 4k context
length.
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Chapter 4

Large World Model on Million-Length
Video and Language

4.1 Introduction

00:00:00 01:01:51

User: What vehicle was the person dressed in the t-rex costume riding?

GPT-4V: I’m sorry, I can’t provide assistance with that request.

Gemini Pro Vision: A motorized scooter.

Video-LLaVA: The person dressed in a t-rex costume was riding a truck.

LWM (Ours): The person dressed in a t-rex costume was riding a motorcycle.

User: What color jacket was the girl on the trampoline wearing?

GPT-4V: The sequence provided does not include a definitive image of a girl on a trampoline; therefore, I cannot 
describe the color of the jacket.

Gemini Pro Vision: The girl on the trampoline was wearing a green jacket.

Video-LLaVA: The girl on the trampoline was wearing a black jacket.

LWM (Ours): The girl on the trampoline was wearing a blue jacket.

…
1 hour YouTube compilation with > 500 clips

Figure 4.1 LWM can answer questions over a 1 hour YouTube video. Qualitative com-
parison of LWM-Chat-1M against Gemini Pro Vision, GPT-4V, and open source models.
Our model is able to answer QA questions that require understanding of over an hour long
YouTube compilation of over 500 video clips.
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Figure 4.2 LWM can retrieval facts across 1M context with high accuracy. Needle retrieval
comparisons against Gemini Pro and GPT-4 for each respective max context length – 32K
and 128K. Our model performs competitively while being able to extend to 8x longer context
length. Note that in order to show fine-grained results, the x-axis is log-scale from 0-128K,
and linear-scale from 128K-1M.

Current approaches on modeling the world are mostly restricted to short sequences of language
sequences or short sequences of images and clips [39, 296, 297, 217, 293]. resulting in models
which lack understanding about parts of the world that are hard to represent in texts or short
clips, and are unable to process complex long-form language and visual tasks. Temporal
structure in video sequences provides helpful information that is missing from language or far
less obvious in static images and short clips. Long language sequences encode information
that short sequences cannot, crucial for various applications such as long document retrieval
or coding. Long videos provide a rich context that short clips cannot grasp, showing how
scenes connect, the development of events, and the cause and effect of actions within the
temporal dimension of the video. This exposure to diverse long language and video scenarios
also broadens the AI systems to generalize across various real-world situations. By jointly
modeling both long videos and books, the model can develop an understanding of both the
multimodal world and long sequences of texts and videos, leading to more advanced AI
systems with a multimodal understanding, capable of assisting humans in a broader range of
tasks.

To learn from video and language sequences, we need to train a model that is capable of pro-
cessing more than millions of tokens per sequence and train it on a very large dataset. However,
modeling millions of tokens is extremely difficult due to high memory cost, computational
complexity, and lack of suitable datasets. Luckily, we have Blockwise RingAttention [189, 183],
a technique for scaling up context size arbitrarily without approximations or overheads, al-
lowing for scalable training on long sequences. We curated a large dataset of videos and
languages from public book and video datasets, consisting of videos of diverse activities and
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long-form books. Considering the high compute cost, we grow context size from a smaller 4K
context to a larger 1M context size gradually to reduce this cost, and this approach performs
well in extending context effectively. Furthermore, we identify challenges associated with
training on video and language: we discovered that training on a mixture of video, image, and
text is crucial for optimal performance, due to images represent higher visual quality, videos
offer sequential information, and text retains language understanding. To achieve this, we
implemented an efficient masked sequence packing to effectively train with different sequence
lengths, rather than standard sequence packing mechanism. Moreover, determining the right
balance between image, video, and text training is crucial for cross modality understanding,
and we suggest a ratio that proved effective. Furthermore, to address the lack of long-form
chat datasets, we developed a model-generated question-answering (QA) approach by using a
short-context model to generate a QA dataset from books. We found this to be crucial for
chat abilities over long sequences.

The specific contributions of this paper are as follows: (a) we train one of the largest context
size transformers to date on video and text sequences and achieved by far the best results
ever reported in terms of long video understanding (see e.g., Figure 4.1) and long context
fact retrieval (see e.g., Figure 4.2). (b) We discover a branch of challenges associated with
training on video and text sequences, and propose solutions for them: loss weighting to
balance language and vision, masked sequence packing to effectively train with different
sequence lengths, and model-generated QA dataset for long sequence chat. (c) A highly-
optimized, open-source implementation with RingAttention with Blockwise Transformer,
masked sequence packing and other key features for millions-length multimodal training.
(d) Fully open-sourced a family of 7B parameter models capable of processing long text
documents (LWM-Text, LWM-Text-Chat) and videos (LWM, LWM-Chat) of 1M
tokens. Our work paves the way for training on massive datasets of long video and language,
and is useful for future development of AI systems with an understanding of both human
knowledge and the multimodal world, and broader capabilities.

4.2 Overview
We train a large autoregressive transformer model with a very large context window of up to
one million tokens, building upon Llama2 7B [297]. To achieve this goal, we leverage several
strategies: extending the context to 1M using books (Section 4.3), followed by joint training
on long multimodal sequences, including text-image, text-video data, and books (Section 4.4).

Our training stages and datasets are shown in Figure 4.3 and the model architecture is shown
in Figure 4.4.
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4.3 Stage I: Learning Long-Context Language Models
This stage aims at first developing LWM-Text and LWM-Text-Chat, a set of long-context
language models learned by training on progressively increasing sequence length data with
RingAttention and Blockwise Transformer, and modifying positional encoding parameters to
account for longer sequence lengths (see Section 4.3.1). The training steps for growing context
size are shown in Section 4.3.2. In Section 4.3.3, we show how to construct model-generated
QA data for enabling long sequence conversations.

4.3.1 Extending Context

Learning long-range dependencies over sequences of millions of tokens requires (1) scalable
training on such long documents, as well as a need to (2) stably extend the context of our
base language.

Scalable Training on Long Documents. Training on long documents becomes pro-
hibitively expensive due to memory constraints imposed by the quadratic complexity of
computing the attention weights. In order to address these computational constraints, we use
the Blockwise RingAttention [189, 183] implementation that leverages block-wise transformer
with sequence parallelism to theoretically extend to an infinite context, bounded only by
the number of devices available. We further fuse Blockwise RingAttention with FlashAtten-
tion [71, 235] using Pallas [35] to optimize performance compared with using XLA compiler.
In general, given a large enough tokens per device, the communication cost during Blockwise
Transformer and RingAttention fully overlap with computation, and does not add any extra
overhead.

Progressive Training on Increasing Context Length. Although our implementation
allows us to train on long documents of millions of tokens, it still remains costly since the
quadratic computational complexity of attention remains, where gradient step time scales
roughly linearly with context size (given a fixed number of tokens per batch). For example,
when training a 7B model on 1M tokens sequence length, each gradient step would roughly
take 7 minutes, allowing for only a total of 200 steps after 1 full day of training.

Therefore, we adopt a training approach inspired from [135], where our model is trained on
progressively longer sequence lengths, starting from 32K tokens and ending at 1M tokens
in increasing powers of two. Intuitively, this allows the model to save compute by first
learning shorter-range dependencies before moving onto longer sequences. By doing this, we
are able to train on orders of magnitude more tokens compared to directly training on the
maximum target sequence length. The progressive training of growing context sizes is shown
in Figure 4.3.

Positional Extrapolation for Long Contexts. For extending positional embeddings on
longer contexts, we adopt a simple, scaled up version of the approach explored in [248], where
the θ for RoPE [282] is scaled up with context length. We generally found this approach to
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be a stable method to extend positional embeddings with context lengths due to its relatively
simple nature of only needing to tune a single hyperparameter. We scale up the θ for RoPE
along with context window sizes – the values are shown in Table 4.1.

4.3.2 Training Steps

We initialize from LLaMA-2 7B [297] and progressively increase the effective context length of
the model in 5 stages - 32K, 128K, 256K, 512K, and 1M. For each stage, we train on different
filtered versions of the Books3 dataset from The Pile [91]. Table 4.1 details each information
about each training stage, such as number of tokens, total time, and the Books3 dataset
filtering constraints. Each successive run is initialized from the run of the prior sequence
length.

4.3.3 Chat Fine-tuning for Long-Context Learning

Constructing QA data for Long Context Reasoning. We construct a simple QA
dataset for learning long-context chat abilities. We chunk documents from the Books3 dataset
into fixed chunks of 1000 tokens, feed each chunk to our short context language model, and
prompt it to generate one question-answer pair about the paragraph. Then, given a context
length such as 32K, we construct a single 32K token example by concatenating adjacent
chunks together, as well as appending relevant QA pairs towards the end of the sequence in
chat form.

Training Details. For chat fine-tuning, we train each model on a mix of UltraChat [75]
and our custom QA dataset, with roughly a 7:3 ratio. We found it crucial to pre-pack the
UltraChat data to the training sequence length, and keep them separate from examples
with our QA data, as UltraChat data generally has a much higher proportion of loss tokens
(densely packed, short chat sequences), whereas our QA data has a much lower percentage of
loss tokens per sequence (< 1%) since there is no loss on the long documents that are in the
given context. Table 4.2 shows further training details for each run. Note that progressive
training is not performed very each of the chat models, and instead are initialized from their
respective pretrained models at the same context length.

4.3.4 Language Evaluation Results

4.3.4.1 Single Needle Retrieval

We evaluate on the popular Needle In A Haystack task [99] - more specifically an easier to
evaluate version [4] that finds and retrieves random numbers assigned to randomized cities
from the context. Figure 4.5 shows nearly perfect retrieval accuracy over the entire context
of our 1M context model. In addition, Figure 4.2 shows that we can scale to far larger
contexts compared to the current best available LLMs. Appendix 4.8 shows more single
needle retrieval results for our other shorter context length models.
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Table 4.1 LWM-Text Training Stages

32K 128K 256K 512K 1M

Parameters 7B 7B 7B 7B 7B
Sequence Length 215 217 218 219 220

RoPE θ 1M 10M 10M 25M 50M
Tokens per Batch 4M 4M 4M 4M 4M
Total Tokens 4.8B 12B 12B 3B 1.8B
Wall Clock 8h 45h 83h 47h 58h
Compute (TPU) v4-512 v4-512 v4-512 v4-512 v4-512
Doc Length 10K-100K 100K-200K 200K-500K 500K-1M 1M+

Table 4.2 LWM-Text-Chat Training Details

128K 256K 512K 1M

Parameters 7B 7B 7B 7B
Sequence Length 217 218 219 220

RoPE θ 10M 10M 25M 50M
Tokens per Batch 4M 4M 4M 4M
Total Tokens 1.2B 1.2B 1.2B 1.2B
Wall Clock 6h 10h 20h 40h
Compute (TPU) v4-512 v4-512 v4-512 v4-512

4.3.4.2 Multi-Needle Retrieval

We additionally examine the performance of our model on more complex variant of the needle
retrieval task by mixing in multiple needles, as well as trying to retrieve a specific subset of
them. Figure 4.6 shows multi-needle retrieval results under different settings. Our model
generalizes well when retrieving a single needle from multiple needles in context, with slight
degradation when asked to retrieve more than one needle. Table 4.3 shows multi-needle
comparisons between our model, Gemini Pro, and GPT-4, where our model is able to perform
competitively or better than GPT-4 at retrieving one needle, or slightly lower performance
when retrieving more than one needle. Furthermore, our model is also able to perform well
and extend to longer context lengths of up to 1M tokens. However, we note that we see
degradation in accuracy while increasing the difficulty of the needle retrieval task, suggesting
that there is still more room to improve on the 1M context utilization of our model. We
believe that our released model will provide a foundation for future work on developing longer
context models, as well as encourage more challenging benchmarks that contain difficult
long-range tasks that require higher levels of synthesis, rather than pure fact retrieval.
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Table 4.3 Multi-Needle Retrieval Accuracy Baseline Comparison

Context Length Model N = 2, R = 2 N = 4, R = 1 N = 4, R = 2

32K
Gemini Pro 0.34 0.44 0.6
GPT-4 0.97 0.95 0.9
LWM-Text-1M Ours) 0.84 0.97 0.84

128K
Gemini Pro - - -
GPT-4 0.92 0.8 0.82
LWM-Text-1M (Ours) 0.83 0.98 0.83

1M
Gemini Pro - - -
GPT-4 - - -
LWM-Text-1M (Ours) 0.67 0.84 0.69

4.3.4.3 Short Context Language Evaluation

Table 4.4 presents a comparative analysis between the Llama2-7B model with a 4K context
and its context-expanded counterparts, ranging from 32K to 1M. The evaluation spans
various language tasks, demonstrating that expanding the context size does not compromise
performance on short-context tasks. In fact, the results suggest that models with larger
context capacities perform equally well, if not better, across these tasks. This evidence
indicates the absence of negative effects from context expansion, highlighting the models’
capability to adapt to different task requirements without losing efficiency in shorter contexts.

Table 4.4 Evaluation of language tasks: Comparison between Llama2-7B (4K context)
and context-expanded versions of LWM-Text: 32K to 1M. Results indicate that expanding
context does not negatively impact performance on short-context tasks.

LWM-Text
Task / Metric Llama-2 7B 32k 128k 256k 512k 1M

arc_challenge/acc 0.4 0.43 0.45 0.44 0.44 0.43
arc_challenge/acc_norm 0.43 0.47 0.47 0.46 0.46 0.46
hellaswag/acc 0.57 0.57 0.57 0.57 0.56 0.57
hellaswag/acc_norm 0.77 0.76 0.76 0.76 0.75 0.75
mmlu 0.39 0.4 0.41 0.41 0.36 0.35
openbookqa/acc 0.32 0.33 0.31 0.32 0.33 0.3
openbookqa/acc_norm 0.44 0.44 0.44 0.43 0.41 0.41
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4.3.4.4 Chat Evaluation

We additionally evaluate the our model on MT-Bench [339] to test its conversation ability.
Table 4.5 shows the MT-Bench scores of for each of our models. Table 4.6 illustrates the
relationship between the mix of chat and fact retrieval tasks and the performance on MT-Bench
score and Needle Retrieval accuracy. As the proportion of chat increases and fact retrieval
decreases, the MT-Bench score improves, indicating better chat performance measured by
MT-Bench. Conversely, Needle Retrieval accuracy decreases, suggesting a trade-off where
increasing chat interaction capabilities may reduce the system’s precision in retrieving specific
information or ’needles’ from input context. Across different context sizes, we found that the
model supporting longer input sequences encounters a slight decrease in MT-Bench score.
We hypothesize that this is because we chose to train with fewer examples on longer sequence
training and can be improved by simply training on more data. In addition, this trade-off
may be resolved by acquiring higher quality long-context chat data that is closer to the chat
distribution of the UltraChat dataset.

Table 4.5 Results on MT-Bench across dif-
ferent context sizes. Despite less training on
longer sequence lengths, they show only a
slight decrease in conversational ability.

Model MT-Bench

LWM-Text-Chat-128k 4.62
LWM-Text-Chat-256k 5
LWM-Text-Chat-512k 4.83
LWM-Text-Chat-1M 4.19

Table 4.6 Relationship between the mix of
chat and fact retrieval tasks and the perfor-
mance on MT-Bench score and Needle Re-
trieval accuracy.

Chat / QA Mix MT-Bench Needle Acc

0% / 100% 2.42 100%
40% / 60% 4.14 100%
70% / 30% 4.62 96%
90% / 10% 5.1 55%
100% / 0% 5.8 31%

4.4 Stage II: Learning Long-Context Vision-Language
Models

Our second stage aims to effectively joint train on long video and language sequences. We
will introduce architecture modifications for LWM and LWM-Chat to incorporate vision
input in Section 4.4.1. Training on varying sequence lengths is discussed in Section 4.4.2.
The evaluation results are shown in Section 4.4.3. In this phase, we enhance the capabilities
of the previously developed 1M context language model, by finetuning it on vision-language
data of various lengths. The datasets used and the steps involved in the training process are
illustrated in Figure 4.3.
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Table 4.7 LWM and LWM-Chat Training Stages

1K 8K Chat-32K Chat-128K Chat-1M

Parameters 7B 7B 7B 7B 7B
Sequence Length 210 213 215 217 220

RoPE θ 50M 50M 50M 50M 50M
Tokens per Batch 8M 8M 8M 8M 8M
Total Tokens 363B 107B 10B 3.5B 0.4B
Wall Clock 83h 32h 10h 6h 8h
Compute (TPU) v4-1024 v4-1024 v4-1024 v4-1024 v4-1024

4.4.1 Architectural Modifications For Vision

The model is illustrated in Figure 4.4. We use the pretrained VQGAN [80] from aMUSEd [228]
that tokenizes 256 × 256 input images to 16 × 16 discrete tokens. Videos are tokenized
by applying the VQGAN per-frame, and concatenating the codes together. In order to
distinguish between modalities when generating, as well as knowing when to switch, we
introduce mechanims to mark the end of text generation / beginning of vision generation,
and vice-versa. For defining the end of vision generation, we introduce new tokens, <eof>
and <eov>, that represent end of frame (at the end of each video frame that is not the
last video frame in the sequence), and end of vision (at the end of each single image, or at
the end of the last frame in a video) boundaries respectively. For defining the end of text
generation, we wrap the vision tokens with <vision> and </vision> (as text) text tokens.
The model is trained with interleaved concatenations of vision and text tokens, and predicted
autoregressively.

4.4.2 Training Steps

We initialize from our LWM-Text-1M text model, and perform a similar process of progressive
training on a large amount of combined text-image and text-video data, with the exception
that we do not additionally scale RoPE θ, as it already supports up to 1M context. Table 4.7
shows details for each training stage, where the model is initialized from the prior shorter
sequence length stage. For each stage, we train on the following data:

• LWM-1K: We train on large set of text-image dataset comprising of a mix of LAION-
2B-en [252] and COYO-700M [42]. The datasets were filtered to only include images
with at least 256 resolution – in total roughly 1B text-image pairs. During training, we
concatenate the text-image pairs and randomly swap the order of the modalities to model
both text-image generation, unconditional image generation, and image captioning. We
pack text-image pairs to sequences of 1K tokens.
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• LWM-8K: We train on a text-video dataset mix of WebVid10M [19] and 3M Intern-
Vid10M [313] examples. Similar to prior works [119, 120, 305], we jointly train on both
images and video with a 50-50 ratio of each modality. We pack images to sequences of 8K
tokens, and 30 frame videos at 4FPS. Similar to image training, we randomly swap the
order of modalities for each text-video pair.

• LWM-Chat-32K/128K/1M: For the final 3 stages, we train on a combined mix of chat
data for each downstream task: (1) text-image generation, (2) image understanding, (3)
text-video generation, and (4) video understanding. We construct a simple version of
text-image and text-video chat data by sampling random subsets of the pretraining data
augmented with chat format. For image understanding, we using the image chat instruct
data from ShareGPT4V [50]. Lastly, for the video understanding chat data, we use a
combined mix of Valley-Instruct-73K [195] and Video-ChatGPT-100K instruct data [197].
For all short context data (image generation, image understanding, video generation), we
pack sequences to the training context length. During packing, we found it crucial to mask
out the attention so that each text-vision pair only attends to itself, as well as re-weighting
losses to make computation identical to training in a non-packed + padding training regime.
For video understanding data, we uniformly sample a max number of frames to fit the
training context length of the model if the video is too long. During training, We allocate
25% of each batch to each of the 4 downstream tasks.

For the first two stages of training (LWM-1K and LWM-8K), we additionally mix 16% of
the batch to be pure text data from OpenLLaMA [94], as we found it beneficial to preserve
language capabilities while training on vision data.

4.4.3 Vision-Language Evaluation Results

4.4.3.1 Long Video Understanding

Although vision-language model [176, 217, 293] can ingest long videos, this is commonly done
by performing large temporal subsampling of video frames due to limited context length. For
example, Video-LLaVA [176] is restricted to uniformly sampling 8 frames from a video, no
matter how long the original video may be. As such, models may lose more fine-grained
temporal information that is important for accurately answering any questions about the
video. In contrast, our model is trained on long sequences of 1M tokens, and as a result, can
simultaneously attend thousands of frames of videos to retrieve fine-grained information over
short time intervals. Figure 4.1 shows an example of our model correctly answering questions
about a long, 1-hour YouTube compilation consisting of more than 500 individual clips. Our
baseline methods, on the other hand, generally have difficulty answering the questions due to
a limited number of frames. More results are shown in Figure 4.7 and Appendix 4.9.

Although we demonstrate that our model can perform QA over complex, long-form videos,
we note that there is still room to improve for better context utilization across all 1M tokens,
as generated answers from our model may not always accurate, and the model still struggles
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with more complex questions that require higher-level understanding of the video. We hope
that our model will aid future work in developing improved foundation models, as well as
benchmarks for long-video understanding.

4.4.3.2 Image Understanding and Short Video Understanding

Tables 4.8 and 4.9 show results on common benchmarks for image understanding and short
video understanding. Figure 4.17 shows qualitative examples for image understanding.
Our model performs average among the baselines and underperforms SOTA models. We
hypothesize this may be due to limited text-image and text-video alignment training whereas
the baseline can leverage vision backbones that have gone through more extensive, large-
scale CLIP-based training. In contrast, our model uses VQGAN tokens and needs to learn
text-image alignment from scratch, and generally struggles with OCR tasks due to less
faithful abilities for the VQGAN to reconstruct text in images. However, we believe that our
model will be a promising direction for future VQ-based architectures for vision-language
models, and can perform well through more rigorous training, and learning better tokenizers.
Appendix 4.9 shows more qualitative image understanding and Appendix 4.9 shows more
qualitative video understanding examples.

Table 4.8 Image Understanding Benchmarks

Method Visual Token VQAv2 GQA VisWiz SQA TextVQA POPE MM-Vet

MiniGPT-4 [340] CLIP - 30.8 47.5 25.4 19.4 - 22.1
Otter [166] CLIP - 38.1 50 27.2 21.2 - 24.6
InstructBLIP [67] CLIP - 49.2 34.5 60.5 50.1 - 26.2
LLaVA-1.5 [190] CLIP 78.5 62 38.9 66.8 58.2 85.9 30.5

LWM (ours) VQGAN 55.8 44.8 11.6 47.7 18.8 75.2 9.6

Table 4.9 Video Understanding Benchmarks

MSVD-QA MSRVTT-QA TGIF-QA
Method Visual Token Accuracy Score Accuracy Score Accuracy Score

VideoChat [170] CLIP 56.3 2.8 45 2.5 34.4 2.3
LLaMA-Adapter [93] CLIP 54.9 3.1 43.8 2.5 - -
Video-LLaMA [333] CLIP 51.6 2.5 29.6 1.8 - -
Video-ChatGPT [197] CLIP 64.9 3.3 49.3 2.8 51.4 3
Video-LLaVA [176] CLIP 70.7 3.9 59.2 3.5 70 4

LWM (ours) VQGAN 55.9 3.5 44.1 3.1 40.9 3.1
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4.4.3.3 Image and Video Generation

In addition to being able to perform image / video captions, as well as QA, our model can also
generate images and video from text. Figure 4.8 shows some examples of such capabilities.
We use classifier-free guidance [117] on the logits for autoregressive sampling in a manner
similar to prior work [326, 90]. For the unconditional branch, we initialize each sequence with
<bos><vision>. Appendix 4.12 and 4.11 show more image and video generation examples.

4.4.3.4 Masked Sequence Packing Ablation.

As mentioned in Section 4.4.2, correctly masking the attentions and re-weighting losses is
crucial for some aspects of downstream tasks, particularly image understanding. Table 4.10
shows a comparison of our model with and without packing corrections. Naively packing
shows large degradation in accuracy across image understanding tasks. We hypothesize naive
packing degrades performance due to down-weighting text token answers which are shorter,
which is an important aspect for good image understanding benchmark performance.

Table 4.10 Ablation study comparing standard and masked sequence packing mechanisms
across three tasks. Masked sequence packing is crucial for performance.

VQAv2 SQA POPE

Naive Packing 48.3 34.8 62.5
LWM (Ours) 55.8 47.7 75.2

4.5 Further Details
MFU. We trained our models using TPUv4-1024, which is approximately equivalent to 450
A100s, with a batch size of 8M using FSDP [83], Blockwise Transformer, and RingAttention
for large contexts. Figure 4.9 shows the model FLOPS utilization (MFU) for each training
stage. Blue color bars show language training and orange color bars show vision-language
training. Our training achieves good MFUs even for very large context sizes.

Training Loss Curves. Figures 4.10 and 4.11 show the training loss curves for each stage
of training the language and vision-language models respectively.

Training Hyperparameters. See Appendix 4.13

Scaling Inference We additionally scale our inference code to support million-length
sequences by implementing RingAttention for decoding. Inference for such long sequences
requires a minimum of v4-128 with a TPU mesh sharding of 32 tensor parallelism, and 4
sequence parallelism (ring dimension). We perform inference in pure single precision, where
additional improvements can be made through techniques in scalability such as quantization.
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4.6 Related Works
Our work is related to efforts that extend language models’ context windows to allow more
tokens [53, 299, 192, inter alia], often by using novel extrapolation methods to expand
pretrained positional encodings followed by finetuning the model on longer context data. Our
model adopts a simple approach by gradually increasing θ in RoPE positional encodings
along with the training context window sizes, and we found this method to be effective.
There has been research into architectures that do not model pairwise interaction, such as
sparse attention and sliding window [62, 31]. Parallelization along the sequence dimension is
studied in [172], but is not optimized for blockwise transformers and is incompatible with
memory-efficient attention, which are crucial to large context training. [147] propose hybrid
usage of tensor parallelism and sequence parallelism to better reduce memory cost on a single
device. Our work utilizes RingAttention and Blockwise Transformer [189, 183] to model
exact pairwise interactions in very long sequences for optimal performance. Further training
performance improvement is also possible with the load balancing of skipping causal masked
computation [36, 168].

Our work is also related to works on instruction tuning [286, 60, 97, inter alia]. These
studies focus on finetuning models using conversational data to enhance their capability
across language tasks. Our approach seeks to advance models’ understanding of complex,
long sequences of videos and languages. To achieve this, we extend the models’ context size
by training on books and long videos, and finetuning on model-generated QA data to learn
chat ability over long sequences.

Our work is also related to efforts combining vision and language [191, 176, 14, 334, 136, 5,
inter alia]. These efforts often use CLIP [238] or BLIP [169] to encode visual information
into embeddings for inputting into language models. They have the potential advantages
of leveraging CLIP’s cross-modal understanding for encoding textual information in images.
However, they can only be trained to predict text given visual input but not vice versa,
limiting their ability to learn from diverse formats of visual and language information. In
cases where they do predict visual tokens [136], a stronger diffusion decoder is generally
required due to the relatively lossy nature of CLIP embeddings. Our work, on the other
hand, is autoregressive "tokens in, tokens out", allowing us to flexibly model diverse forms of
image-text, text-image, text-video, video-text, and purely video, image, or text formats.

4.7 Conclusion
In this paper, we address the challenge of learning models to understand the world better
by combining language and video. We utilize RingAttention and Blockwise Transformers
to scalably train on a massive dataset of long videos and books and gradually increase
sequence length, from 32K to 1M tokens, to keep compute manageable. We develop masked
sequence packing and loss weighting to effectively train on a diverse dataset of videos, images,
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and books. Finally, we demonstrate that LWM features a highly effective 1M context
size, the largest to date, enabling it to successfully tackle complex tasks involving lengthy
video and language sequences. We open source our optimized implementation of Blockwise
RingAttention, masked sequence packing and other key features for training on millions-length
sequences, as well as a 7B parameter model capable of processing over 1M multimodal tokens.
We hope this work paves the way for advancing AI models with a reliable reasoning and a
grounded understanding of the world and broader capabilities.

Limitations and Future Work. Although this work achieves an effective very large
context of over 1M tokens for large autoregressive models, and shows promising results in
understanding over 1-hour-long videos and long-form language sequences, it does have some
limitations that need to be addressed:

• Better Video Tokenization. This work uses image tokenizer for videos – improving tokenization
to be more compact could not only enhance video quality but also enable the processing of
significantly more complex and longer videos, allowing more capable world model.

• More Modalities. Our work paves the road for learning from additional modality sources
such as audio and other long sequences, allowing a deeper and more holistic understanding
about the world.

• Better and More Video Data. Unlike text and image datasets, which have received considerable
attention over the last few years, video datasets lack the desired visual quality and quantity.
Future research can address this by sourcing YouTube videos.
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4.8 More Single-Needle Retrieval Results
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Figure 4.3 This figure illustrates the multimodal training of a Large World Model. Stage
1, LLM Context Extension, focuses on expanding context size using the Books3 dataset, with
context size growing from 32K to 1M. Stage 2, Vision-Language Training, focuses on training
on visual and video contents of varying lengths. The pie chart details the allocation of 495B
tokens across images, short and long videos, and 33B tokens of text data. The lower panel
shows interactive capabilities in understanding and responding to queries about complex
multimodal world.
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Figure 4.4 LWM is a autoregressive transformer on sequences of millions-length tokens.
Each frame in the video is tokenized with VQGAN into 256 tokens. These tokens are concate-
nated with text tokens and fed into transformers to predict the next token autoregressively.
The input and output tokens’ order reflect the varied training data formats, including image-
text, text-image, video, text-video, and purely text formats. The model is essentially trained
in an any-to-any manner using multiple modalities. To differentiate between image and text
tokens, and for decoding, we surround video and image tokens with the special delimiters
<vision> and </vision>. We also include <eof> and <eov> vision tokens to mark the end
of intermediate and final frames in images and videos. For simplicity, these delimiters are not
shown.
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Figure 4.5 Needle retrieval task. Our LWM-Text-Chat-1M have near perfect accuracy
across different positions in 1M context window.

Figure 4.6 Multiple needles retrieval task with LWM-1M. N is the number of facts in the
context, and R is the number of given facts model is asked to retrieve.
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User: What is the video about?

Assistant: The video is about a man who is changing a tire on 
a car. He demonstrates how to change a tire by using a jack 

and a spare tire

00:32 01:23 02:14 03:06 03:57 04:49

(a) The assistant answers questions about a 3-minute video of animals.

00:06 00:28 00:51 01:14 01:37 02:00

User: What is the video about?

Assistant: In the video, a person is riding a dirt bike on a dirt 
trail. The trail is surrounded by trees and there are other 

people riding bikes in the background. The person is wearing 
a helmet and is riding at a high speed

User: What’s the color of the 
person’s gloves?

Assistant: The person is wearing red gloves

(b) The assistant answers a question about a 2-minute video of a man riding a bike down a
trail.

Figure 4.7 LWM can answer questions about videos. More examples can be found in
Appendix 4.9.
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A black dog An elephant 
under the sea

A cube made 
of denim

A glass of wine A yellow and black 
bus cruising through 

a rainforest

Fireworks exploding in the sky

Waves crashing against the shore

Figure 4.8 LWM can generate images and videos given text input. Examples of image and
video generations. More examples are shown in Appendix 4.12 and Appendix 4.11.
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Figure 4.9 High MFU training across sequence lengths. Model flops utilization (MFU) of
each training stage for LWM-Text (top), and LWM / LWM-Chat (bottom)

Figure 4.10 Train loss curve for each training stage for LWM-Text models.
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Figure 4.11 Train loss curve for each training stage for LWM and LWM-Chat models.
Note that losses consist of a combination of losses of different modalities, and may not be
directly comparable across stages. The sharp peak in the middle of 1K training is due to
newly incporating EOF and EOV tokens into the vision codebook.

Figure 4.12 Single needle retrieval accuracy for LWM-Text-Chat-256K
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Figure 4.13 Single needle retrieval accuracy for LWM-Text-Chat-512K
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4.9 More Video Understanding Examples

…

00:00:00 00:59:59

User: How many lemons were in the person’s car?

GPT-4V: Sorry, I can’t help with identifying or making 
assumptions about the content in these images.
Gemini Pro Vision: I am not able to count the number of lemons 
in the person’s car because I cannot see any lemons in the 
video.
Video-LLaVA: The video does not provide an exact number of 
lemons in the persons’ car.

LWM (Ours): There are three lemons in the person’s car.

Figure 4.14 LWM demonstrates video understanding over 1 hour video.

4.10 More Image Understanding Examples

4.11 More Video Generation Examples

4.12 More Image Generation Examples

4.13 Training Hyperparameters
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…

00:00:00 01:02:50

User: What animal was standing on a piano?

GPT-4V: I’m sorry, I cannot provide assistance with these 
requests.

Gemini Pro Vision: There is no piano in the video.

Video-LLaVA: A dog was standing on a piano in the video.

LWM (Ours): The animal standing on a piano was a cat.

Figure 4.15 LWM demonstrates video understanding over 1 hour video.

Table 4.11 LWM-Text Training Stages

32K 128K 256K 512K 1M

Parameters 7B 7B 7B 7B 7B
Initialize From LLaMA-2 7B Text-32K Text-128K Text-256K Text-512K
Precision float32 float32 float32 float32 float32
Sequence Length 215 217 218 219 220

RoPE θ 1M 10M 10M 25M 50M
Tokens per Batch 4M 4M 4M 4M 4M
Total Tokens 4.8B 12B 12B 3B 1.8B
Total Steps 1200 3000 3000 720 450
LR Schedule Constant Constant Constant Constant Constant
LR Warmup Steps 100 200 200 50 25
LR 4× 10−5 4× 10−5 4× 10−5 4× 10−5 4× 10−5

Compute (TPU) v4-512 v4-512 v4-512 v4-512 v4-512
Mesh Sharding 1,-1,4,1 1,-1,8,1 1,-1,16,1 1,-1,16,2 1,-1,16,4
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00:11 00:54 01:37 02:20 03:03 03:46

User: What is the video about?

Assistant: The video is about a man who talks to the camera 
and shows a tree with apples on it. He then proceeds to pick 

apples and puts them into a bow.

(a) The assistant answers questions about a 4-minute video of a man talks to the
camera and shows a tree of apples.

00:23 01:52 03:22 04:51 06:20 07:50

User: Who is the person in the video 
likely to be?

Assistant: The person in the video is likely to be a politician 
or representative from the White House.

User: Where is the video happening?

Assistant: The video is taking place in the Oval Office of the 
White House, where President Joe Biden is speaking to the 

press

(b) The assistant answers a question regarding a 8-minute video of president speaking
to the press in the Oval Office.

00:00 00:06 00:15 00:20 00:27 00:34

User: Provide a comprehensive 
description of the video

Assistant: In the video, a giraffe is seen running towards a 
high dive in a pool. As the giraffe reaches the dive, it jumps 

into the water, causing a solace. The giraffe then swims 
towards the surface of the pool, creating a small solace as 
it hits the water. The giraffe’s movements are graceful and 

elegant, showcasing its agility and grace.

User: What is unusual about this 
video?

Assistant: The video is unusual because it 
shows a giraffe diving into a pool.

(c) The assistant answers a question about a 30-second video of a giraffe.

Figure 4.16 Answering questions about videos using LWM.
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Table 4.12 LWM-Text-Chat Training Details

128K 256K 512K 1M

Parameters 7B 7B 7B 7B
Initialize From Text-128K Text-256K Text-512K Text-1M
Precision float32 float32 float32 float32
Sequence Length 217 218 219 220

RoPE θ 10M 10M 25M 50M
Tokens per Batch 4M 4M 4M 4M
Total Tokens 1.2B 1.2B 1.2B 1.2B
Total Steps 300 300 300 300
LR Schedule Constant Constant Constant Constant
LR Warmup Steps 25 25 25 25
LR 4× 10−5 4× 10−5 4× 10−5 4× 10−5

Compute (TPU) v4-512 v4-512 v4-512 v4-512
Mesh Sharding 1,-1,4,1 1,-1,8,1 1,-1,16,1 1,-1,16,2

Table 4.13 LWM / LWM-Chat Training Stages

1K 8K 32K 128K 1M

Parameters 7B 7B 7B 7B 7B
Initialize From Text-1M 1K 8K 32K 128K
Precision float32 float32 float32 float32 float32
Sequence Length 210 213 215 217 220

RoPE θ 50M 50M 50M 50M 50M
Tokens per Batch 8M 8M 8M 8M 8M
Total Tokens 363B 107B 10B 3.5B 0.4B
Total Steps 45000 14000 1200 450 50
LR Schedule Cosine Cosine Cosine Cosine Cosine
LR Warmup Steps 1000 500 100 50 5
Max LR 6× 10−4 6× 10−4 8× 10−5 8× 10−5 8× 10−5

Min LR 6× 10−5 6× 10−5 8× 10−5 8× 10−5 8× 10−5

Compute (TPU) v4-1024 v4-1024 v4-1024 v4-1024 v4-1024
Mesh Sharding 1,-1,1,1 1,-1,1,1 1.-1.4,1 1.-1.8,1 1,-1,16,4
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User: If you were a photographer looking to capture this 
location’s essence, what time of day and weather 
conditions would you choose? Describe the reasons 
behind your choice.

Assistant: I would choose the time of day to be during 
sunset. The image features a wooden dock extending into 
a calm lake, which is a perfect setting for a serene and 
picturesque scene. The sunset casts a warm, golden light 
on the lake, enhancing the tranquility of the scene. 
Additionally, the weather conditions appear to be cool and 
cloudy, which complements the natural beauty of the lake 
and the wooden dock. The combination of these elements 
creates a visually appealing and calming atmosphere, 
which would make it an ideal time to capture the moment.

Assistant: In this creative twist on a 
classic work of art, the woman’s face is 
transformed into a dog’s face, creating a 
visually striking and unexpected 
representation. The artwork could be 
seen as a commentary on the limitations 
of human understanding, as well as the 
potential for deeper connection and 
understanding between humans and 
animals.

User: Describe how this creative twist on 
a classic work of art might be interpreted 
differently by various audiences. 

Figure 4.17 Question answering based on image input using LWM.
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A bustling street in London with red telephones booths and Big Ben in the background

Fireworks exploding in the sky

Camera pans left to right on mango slices sitting on a table

Slow motion flower petals falling on the ground

A boat sailing on a stormy ocean

A burning campfire in a forest

Waves crashing against the shore

A ball thrown in the air

Figure 4.18 Video generation using LWM.
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A black dog A blue colored pizza A cube made of denim A glass of wine

A yellow and black bus 
cruising through a rainforest

Oil painting of a couple in 
formal attire caught in the 

rain without umbrellas

A couch in a cozy living 
room

A carrot to the left of 
broccoli

Fisheye lens of a turtle 
in a forest

A blue colored dog Stained glass windows 
depicting hamburgers and 

french fries

A pink car

A cube made of brick An elephant under the 
sea

A yellow book and red 
vase

A city skyline at night

Figure 4.19 Image generation using LWM
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Chapter 5

Agentic Transformer for In-context
Action

5.1 Introduction
Large transformer [303] models have substantially advanced the state-of-the-art across a
variety of domains, including natural language processing tasks [74, 39, 193], computer
vision [77, 7], and code generation [165, 51].
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Figure 5.1 Agentic Transformer can automatically improve its performance at evaluation
time by rollouting more trajectories in a trial-and-error manner. The scaling improves with
both more chain of hindsight training sequences.

Despite the successes, a key limitation is that these models are not agentic, i.e. they cannot
interact with the real world to accomplish tasks like a robot. Reinforcement learning (RL), on
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the other hand, in principle is designed for building interactive agents. However, conventional
RL algorithms are limited to small models (e.g., an MLP with two layers) and are difficult
to train and scale [see e.g. 11]. The difficulty of scaling the model size in conventional RL
algorithms make it difficult to take advantage of large Transformer models.

In order to combine Transformer with decision-making, there have been lots of efforts in
attempting to cast RL from offline data as a sequence modeling problem [49, 156, 246]. For
instance, DT [49] proposes to train a Transformer to autoregressively predict action sequences
based on sequences of returns-to-go and states.

Despite the progress made, existing Transformer based decision-making models cannot learn
by directly combining information from multiple sub-optimal trials, in fact, they require high-
return data to achieve high return [see e.g. 49, 156, 325], indicating the lack of extrapolation
ability besides the imitation learning ability. This limits the wider applicability of transformer-
based policies since high return data are not easily available in most important real-world
domains, e.g., health care and industry robots.

To resolve these issues, we first hypothesize that the fact that existing Transformer based
decision-making models under-perform TD-learning approaches and lack of extrapolation is
due to the fact that during training and inference, the model can only do one trial. Our key
observation is that one ability humans have, unlike the current generation of models, is to
learn almost as much from achieving an undesired outcome as from the desired one. We take
the approach chain of hindsight introduced in Liu et al. [186] which proposes to condition
language model on positive indicator and negative example to predict positive example,
and vice versa. The idea applies to learn decision making – imagine learning basketball
and attempting a shot that misses the net on the right. Existing models conclude that the
sequence of performed actions don’t result in success, and little is learned. It is however
possible to chain another attempt’s sequence of actions which missed even more far away
with this sequence of actions, as if this sequence of actions would be a successful second
attempt if the goal is placing the ball closer to the net.

In this paper, we propose to train Transformer to perform exactly this kind of reasoning.
Through training on chain of hindsight experience, the resulting model is named as Agentic
Transformer (AT). Not only does Agentic Transformer improve the performance on learning
from high return data, but more importantly, it makes learning possible even if the data is far
from being optimal. Our approach is based on training a decoder-only Transformer [236, 237,
39] which takes as input not only the current episode, but also multiple episodes whose returns
are lower than current episode’s return and are ascending sorted according to their returns.
The pivotal idea behind Agentic Transformer is to replay each episode with a variable number
(e.g., randomly choose between 0 and 4) of episodes to form chain of hindsight experience, as
if the model was trying to improve from previous episode(s) to current episode.

Agentic Transformer achieves state-of-the-arts on standard RL benchmarks including D4RL [87]
and ExoRL [154, 325]. Agentic Transformer can learn by directly combining information
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Causal Transformer Model
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Figure 5.2 Agentic Transformer. The input sequence consists of multiple episodes
ascending sorted according to their total rewards. The initial desired return R̂0 of all tra-
jectories are set to the maximum total rewards among all trajectories. For each trajectory,
the return-to-go is updated using rewards in the same trajectory: R̂t = R̂0 −

∑t
j=0 rj. The

task completion token d indicates whether achieved cumulative rewards in a trajectory is
larger than desired target return( Equation 5.2), this gives model feedback on past trajectories
and help steer model to try to reach target return in next trajectory at test time. States,
actions, rewards, returns-to-go, and task completion are fed into modality specific linear
embeddings and a positional episodic timestep encoding is added. Tokens are fed into a GPT
architecture which predicts actions autoregressively using a causal self-attention mask. At
training time: The model is trained to predict action tokens in the last (best) trajectory
conditioning on past trajectories, states, actions, returns-to-go and task completion tokens.
At testing time: The model predicts action autoregressively across multiple trajectories.

from multiple sub-optimal trials and being able to improve itself through multiple trials at
test time. Our experiments show that AT scales well in both model size and the length of
chain of hindsight experience, indicating further improvement could be possible by scaling up
model and data.

5.2 Preliminaries

5.2.1 Reinforcement Learning

We consider learning problem in the context of a Markov Decision Process (MDP) represented
by the tuple (S, A, P , R). The MDP tuple consists of states s ∈ S, actions a ∈ A, transition
dynamics P (s′|s, a), and a reward function r = R(s, a). To describe the state, action, and re-
ward at time step t, the notations st, at, and rt = R(st, at) are used. A trajectory is a sequence
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of states, actions, and rewards and is denoted by τ = (s0, a0, r0, s1, a1, r1, . . . , sT , aT , rT ). The
return of a trajectory at time step t, Rt =

∑T
t′=t rt′ , is calculated as the sum of future rewards

from that time step. The goal of reinforcement learning is to find a policy that maximizes
the expected return E

[∑T
t=1 rt

]
in an MDP. In supervised or offline reinforcement learning,

data is obtained from a fixed limited dataset of trajectory rollouts from arbitrary policies,
instead of from environment interactions. This setting eliminates the ability of the agents to
explore the environment and gather additional feedback. Conventional datasets either consist
mainly of high quality, near optimal trajectories like in D4RL [87] which are obtained by
running trained expert policies or by storing the experience of training an expert policy, or
mainly consist of diverse, exploratory and sub-optimal trajectories like in ExoRL [325] where
trajectories are collected through unsupervised exploration algorithms.

5.2.2 Transformers

The Transformer [303] architecture consists of multiple layers of self-attention operation and
MLP. The self-attention begins by projecting input data X with three separate matrices onto
D-dimensional vectors called queries Q, keys K, and values V . These vectors are then passed
through the attention function:

Attention(Q,K, V ) = softmax(QKT/
√
D)V. (5.1)

The QKT term computes an inner product between two projections of the input data X. The
inner product is then normalized and projected back to aD-dimensional vector with the scaling
term V . Transformers [303, 74, 39] utilize self-attention as a core part of the architecture to
process sequential data such as text sequences. Transformers are usually pre-trained with
a self-supervised objective. Common prediction tasks include predicting randomly masked
out tokens [74] or applying a causal mask and predicting the next token [236, 39]. The
GPT architecture [236] replaces the summation/softmax over the n tokens with only the
previous tokens in the sequence (j ∈ [1, i]), enabling autoregressive generation by using
causal self-attention mask. In this work, we use the GPT architecture because we need to do
autoregressive generation at test time.

5.2.3 Transformer based Behavior Cloning

We refer to the family of methods that treat Reinforcement Learning from offline data as a
sequential prediction problem as Transformer based behavior cloning. Rather than learning a
value function from offline data, this family of works focus on extracting policies by predicting
actions in the offline data (i.e. behavior cloning) with an autoregressive sequence model and
either return conditioning [48, 156, 159] or filtering out suboptimal data [246] or training
masked sequence model bypredicting masked states and actions tokens [177, 47].
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5.3 Method
In this section, we present Agentic Transformer (AT), which models chain of hindsight
experience trajectories autoregressively based on Transformer archiecture, as summarized in
Figure 5.2 and Algorithm 3.

Chain of hindsight Experience. The key factors that influenced our decision on how to
represent trajectories are: (1) the ability of transformers to uncover meaningful patterns from
multiple trajectories sampled from arbitrary offline data, and (2) the capacity to produce
actions conditionally during evaluation and improve itself conditions on collected experience.
Modeling rewards is a nontrivial task, therefore, we aimed to have the model generate actions
based on the future desired returns, similar to previous works [e.g., 49, 156], rather than
relying on past rewards. We feed the model with the initial target returns-to-go R̂0 and
update R̂t = R̂0 −

∑t
j=0 rj using rewards. We also feed the model with a completion token d

that indicates whether the achieved cumulative rewards in a trajectory are larger than or
equal to desired returns-to-go, specifically

dT = 1

(
T∑
j=0

rj ≥ R̂0

)
di = 0, ∀i ∈ [1, T − 1], (5.2)

where 1 is indicator function. This leads to the following trajectory representation which is
amenable to autoregressive training and generation:

τ =
(
R̂0, s0, a0, r0, d0, . . . , R̂T , sT , aT , rT , dT

)
where R̂t = R̂0 −

t∑
j=0

rj. (5.3)

Since we want the model to learn to ’stitch’ sub-optimal data rather than just imitating
optimal data, and at test time we want the model to achieve desired target return through
multiple trajectories of trial-and-errors, we construct a chain of hindsight experience for the
model to learn to improve even from sub-optimal data and learning to self-improve during
test time. To achieve this, we take the approach called chain of hindsight [186] which trains
language model from human feedback by conditioning on positive indicator and negative
rated example to predict corresponding positive rated example. And adapt it to decision
making by replaying each episode with a variable number (e.g., randomly choose between
0 and 4) of episodes to form chain of hindsight experience, as if the model was trying to
improve from previous episode(s) to current episode.
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This leads to the following chain of hindsight trajectory representation:

s =
(
τ 1, τ 2 . . . , τn

)
(5.4)

where

τ i =
(
R̂i

0, s
i
0, a

i
0, r

i
0, d

i
0, . . . , R̂

i
T , s

i
T , a

i
T , r

i
T , d

i
T

)
(5.5)

s.t.

T∑
t=1

r0t ≤
T∑
t=1

r1t ≤ · · · ≤
T∑
t=1

rnt (5.6)

R̂i
0 =

T∑
t=1

rnt ∀ 1 ≤ i ≤ n (5.7)

R̂i
t = R̂i

0 −
t∑

j=0

rij ∀ 1 ≤ i ≤ n, (5.8)

Equation 5.6 states the ordering requirement, meaning that trajectories are ascending sorted
according to their total reward. Equation 5.7 sets the hindsight target: for all n trajectories,
initial target equals to trajectory n’s total reward. Equation 5.8 updates returns-to-go using
trajectory reward.

At test time, we can specify the desired performance (e.g. 1 for success or 0 for failure), as
well as the environment starting state, and the conditioning information to initiate generation.
After executing the generated action for the current state, we decrement the target return by
the achieved reward and repeat until episode termination. If the target return is not achieved,
the model starts a new episode and continues interacting with the environment until the
maximum episode number is reached.

Architecture. We feed the n trajectories into Agentic Transformer, this results in a total of
5× n× T tokens, with one token for each of the five modalities: returns-to-go, state, action,
reward, and completion. To create the token embeddings, a linear layer is trained for each
modality which transforms the raw inputs into the desired embedding dimension, followed by
layer normalization [15]. In addition to this, an embedding for each time step is also learned
and added to the tokens, which is distinct from the standard positional embedding used
in transformers where one time step is represented by five tokens. Finally, the tokens are
processed by a GPT model [236] that predicts future action tokens through autoregressive
modeling.

Training and Test. We are given a dataset of offline trajectories. We sample minibatches
of trajectories from the dataset. The model predicts the action token at given the input
token st, and the prediction is evaluated with either cross-entropy loss or mean-squared error,
depending on whether the actions are discrete or continuous. The losses from each time step
are averaged. Note that only the action tokens at from the last trajectory τn are used for loss
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calculation. While it’s feasible to predict other tokens or use other trajectories in the training
process, we didn’t observe improvements in performance and consider it as a potential area
for future research. At test time, following standard practice in NLP, we cache key and query
during autoregressive decoding to speed up inference. For transformer based models DT and
AT, at test time we rollout the model with n trajectories, irregardless cases when dT = 1 i.e.
desired target return is achieved, and report the largest return among n trajectories. For
DT the maximum return is achieved at the 1st trajectory while AT improves itself along
the trajectory sequence and achieves higher return with more trajectories. The model sizes
are shown in Table 5.1, base is used by default unless otherwise mentioned. Since in our
default configuration n = 4, and T is typically 1000 in D4RL and ExoRL, total sequence
length is 20,000 which uses a large amount of memory for large models. To address this issue,
we implement Agentic Transformer using data parallelism on batch dimension and model
parallelism on sequence dimension. By doing so, we can easily scale Agentic Transformer
across multiple GPUs or TPUs. The code of Agentic Transformer will be made publicly
available for future research.

Algorithm 3: Training Agentic Transformer
Required: Dataset of Trajectories, Transformer Model
Required: Max Iterations m, Max Number of trajectories in chain of hindsight experience n
Initialize
for i = 1 to m− 1 do

Randomly sample j from 1 to n
Randomly sample j episodes from dataset
Compute returns-to-go R̂ for all steps for each episode
Sort j episodes ascending according to their returns
Let R̂max be the return of the last episode
For each other episode, recomputing its returns-to-go by setting R̂0 = R̂max
Concatenate j episodes as a sequence
Train Transformer to predict next action token (see Figure 5.2).

end for

5.4 Experiments

Dataset: D4RL. In this section, we consider the continuous control tasks from the D4RL
benchmark [87]. The different dataset settings are described below.

1. Medium: 1 million timesteps generated by a “medium” policy that performs approxi-
mately one-third as well as an expert policy.

2. Medium-Replay: it contains the replay buffer of an agent trained to the performance of
a medium policy.
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Model Layers # of heads dmodel Batch size

Small 2 4 64 256
Base 4 8 256 256
Large 6 16 512 256
XLarge 8 16 512 256

Table 5.1 Architecture details of different sized models used in Agentic Transformer. We
list the number of layers, dmodel, the number of attention heads and attention head size,
training batch size, and sequence length. The feed-forward size dff is always 4× dmodel and
attention head size is always 16.
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Figure 5.3 Agentic Transformer performs competitively with both temporal-difference
based and imitation-learning based approaches in ExoRL as well as D4RL tasks. Left. Tasks
average performance on D4RL. Right. Tasks average performance on ExoRL. We report the
mean and variance for three seeds.

3. Medium-Expert: each task consists of one million timesteps generated by the medium
policy combined with one million timesteps generated by an expert policy.

The dataset are collected from multiple Mujoco environments including HalfCheetah, Hopper,
and Walker. Since D4RL dataset is collected by conventional RL algorithms, it consists
of many high return trajectories that are near expert. Therefore, filtered behavior cloning
(e.g.10% BC) often performs similarly or better than specifically designed offline RL algorithms
(e.g.DT). In order to evaluate our method in a more challenging and realistic setting, we
consider ExoRL [325] dataset that only consists of diverse and low return trajectories.

Dataset: ExoRL. The ExoRL dataset is based on unlabeled exploratory data collected by
running unsupervised RL algorithms. For each environment, it comes with eight different
unsupervised data collection algorithms, taken from from URLB [154]. The datasets are
collected by unsupervised RL and then relabeled using task reward function. In light of
the benefit of scaling up data [122], we opted to use the combination of all datasets for
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Table 5.2 Results for D4RL datasets. We report the mean and variance for three seeds.
Using chain of hindsight experience, our Agentic Transformer (AT) outperforms both super-
vised learning (BC) and Transformer (DT) and performs competitively with conventional RL
algorithms (TD3+BC, TD3) on almost all tasks

Dataset Environment BC-10% TD3+BC TD3 DT Agentic Transformer (AT)

Medium-Expert HalfCheetah 94.11 96.59 87.60 93.40 95.81 ± 0.25
Medium-Expert Hopper 113.13 113.22 98.41 111.18 115.92 ± 1.26
Medium-Expert Walker 109.90 112.21 100.52 108.71 114.87 ± 0.56
Medium HalfCheetah 43.90 48.93 34.60 42.73 45.12 ± 0.34
Medium Hopper 73.84 70.44 56.98 69.42 70.45 ± 0.45
Medium Walker 82.05 86.91 70.95 74.70 88.71 ± 0.55
Medium-Replay HalfCheetah 42.27 45.84 38.81 40.31 46.86 ± 0.33
Medium-Replay Hopper 90.57 98.12 78.90 88.74 96.85 ± 0.41
Medium-Replay Walker 76.09 91.17 65.94 68.22 92.32 ± 1.21

Total Average 80.65 84.83 70.30 77.49 85.21

Table 5.3 Results for ExoRL datasets. We report the mean and variance for three
seeds. Using chain of hindsight experience, our Agentic Transformer (AT) outperforms
both supervised learning (BC) and Transformer (DT) on almost all tasks, and performs
competitively with conventional RL algorithms (TD3+BC, TD3).

Dataset Task BC-10% TD3+BC TD3 DT Agentic Transformer (AT)

All Walker Stand 52.91 67.13 832.10 34.54 68.55
All Walker Run 34.81 45.83 387.76 49.82 88.56
All Walker Walk 13.53 56.73 897.81 34.94 64.56
All Cheetah Run 34.66 187.55 318.41 67.53 125.68
All Jaco Reach 23.95 167.85 287.55 18.64 52.98
All Cartpole Swingup 56.82 78.57 787.52 67.56 97.81

Total Average 36.11 100.61 585.19 45.51 83.02

all baselines and our method. Specifically, for each environment, we combine the datasets
collected by eight algorithms [225, 227, 41, 179, 323, 81, 160, 178]. The resulting mixed
dataset consists of 8 millions timesteps (8000 episodes). Since it is collected by unsupervised
RL without using task rewards, the dataset is optimized for diversity but is far from optimal
task rewards. The details are referred to the original papers.

Baselines. In this section, we investigate the performance of Agentic Transformer relative
to dedicated offline RL, imitation learning algorithms, and Transformer-based policies. In
particular, our primary points of comparison are prior Transformer-based policies such
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as decision transformer since architecture wise Agentic Transformer is similar them. By
comparing with them, we can evaluate the effectiveness of chain of hindsight experience and
other algorithmic improvements. We further compare with model-free offline RL algorithms
based on TD-learning, since architecture is fundamentally model-free in nature as well.
Furthermore, TD-learning is the dominant paradigm in RL for sample efficiency and is
effective at learning from sub-optimal data. By comparing Agentic Transformer with TD-
learning in both high-return and low-return datasets, we can see if our transformer-based
policy can do extrapolation. We also compare with behavior cloning and variants, since it
also involves a likelihood based policy learning formulation similar to ours. Our baselines can
be categorized as follows:

• Transformer-based Policy: these models use transformer to model trajectory se-
quence and predict action autoregressively. We consider decision transformer (DT) [48]
which is shown to be effective on D4RL.

• TD learning: most of these methods use an action-space constraint or value pessimism,
and will be the most faithful comparison to Agentic Transformer, representing standard
RL methods. We consider state-of-the-art TD3+BC [88] which is shown to be effective
on D4RL and TD3 [89] which is shown to be effective on ExoRL.

• Imitation learning and Behavior Cloning: this regime similarly uses supervised
losses for training, rather than Bellman backups. We consider BC-10%. BC-10% is
shown to be competitive to state-of-the-arts on D4RL. DT also belongs to this category
since it is a transformer based return conditioned BC, both are closely related to our
model.

In total for offline RL we use five algorithms: BC-10%, TD3+BC, TD3 and DT. We adhere
closely to the original hyper-parameter settings for each algorithm, but in several cases we
perform hyper-parameter tuning to achieve best possible performance. We train offline RL
algorithms for 500k gradient updates and then evaluate by rolling out 10 episodes in the
environment. We report mean and standard error across 3 random seeds.

5.4.1 D4RL results

On D4RL, scores are normalized so that 100 represents an expert policy, as per Fu et al. [87].
Baselines numbers are reported by the original papers and from the D4RL paper. Agentic
Transformer surpasses the baselines in a wide range of tasks. Our results are shown in Table
5.2. Overall, Agentic Transformer achieves strongest results in a majority of the tasks and is
competitive with the state of the art in the remaining tasks.

Since TD3+BC and DT are generally the best algorithms in temporal-difference learning
and behavior cloning categories, the superior performance of Agentic Transformer clearly
demonstrate the advantages of using chain of hindsight experience.
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5.4.2 ExoRL results

On ExoRL, we report the cumulative return, as per Yarats et al. [325]. BC, TD3+BC, and
TD3 numbers are from the ExoRL paper, DT numbers are run by ourselves. Our results are
shown in Table 5.3. Agentic Transformer achieves the highest scores in a majority of the
tasks and is competitive with the state of the art in the remaining tasks.

Since the ExoRL data is significantly more diverse than D4RL because it is collected using
unsupervised RL [154], it is found that temporal-difference learning performs best while
behavior cloning struggles. Agentic Transformer significantly outperforms behavior cloning
approaches BC-10% and DT, and achieves competitive results with TD learning approaches.

We further evaluate Agentic Transformer with different models sizes. We select two tasks
from ExoRL in order to reduce compute cost incurred by XLarge model size. Figure 5.4
shows the results. Agentic Transformer improves with larger model size, showing promising
scaling behavior.

5.4.3 Evaluation of Agency

At test time, the total rewards of each trajectory in a sequence are reported in Figure 5.1.
We follow DT’s experimental settings and use their target return as initial return-to-go for
both DT and AT.

As the number of trajectories increases, the return for AT also increases. In some cases, AT
is able to attain the desired target return by the 2nd or 3rd trajectory, resulting in a higher
return in the last 4th trajectory. On the other hand, when multiple trajectories are rolled
out using DT, the results are poor. DT is unable to produce consistent or higher returns
beyond the 1st trajectory.
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Figure 5.4 The results of Agentic Transformer with different model sizes on two ExoRL
tasks.
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Table 5.4 Variations on the Agentic Transformer and chain of hindsight experience. Unlisted
values are identical to those of the default configuration. All metrics are averaged over 3
random seeds based on the ExoRL and D4RL benchmarks.

Variants With ’d’ With ’r’ Hindsight Tgt Ordered # Test Traj # Train Traj All tokens loss ExoRL Avg D4RL Avg

Default true true 4th true 4 4 false 83.02 85.21

(A)
3 76.19 82.45
2 65.47 80.85
1 46.45 80.26

(B) false

1 57.09 74.34
2 61.92 73.56
3 60.91 70.88
4 61.20 75.68

(C) false 76.59 80.43

(D)
1st 14.18 52.33
2nd 32.29 65.55
3rd 58.48 78.81

(E) false 17.25 29.78

(F)
1 58.35 81.48
2 74.17 82.56
3 76.29 84.88

(G)

1 true 35.88 66.45
2 true 66.30 71.55
3 true 73.16 76.80
4 true 73.88 78.88

5.4.4 Model Variations

To evaluate the importance of different components of Agentic Transformer, we varied our
default model in different ways, measuring the change in performance on ExoRL and D4RL
benchmarks. We present these results in Table 5.4.

In Table 5.4 rows (A), we vary the number of training trajectories n, keeping the number of
testing trajectories constant. Performance improves with the increasing of number of training
trajectories, this indicates a promising scaling direction for further improvement.

In Table 5.4 rows (B), we remove the task completion token ’d’ from the input sequence, so
the model is trained to ’blindly’ learn from hindsight experience. We vary the number of
trajectories at test time, we observe that using ’d’ token is crucial. While without it Agentic
Transformer still outperforms baselines, the performance degrades significantly compared
with default configuration. In addition, without this completion token, the model does not
improve with more trajectories at test time, indicating that completion token is important
for the model to learn from hindsight experience.

In Table 5.4 rows (C), we observe that removing reward token ’r’ has minimal negative effect.
This is probably because the model can infer reward token by a simple subtraction from two
consecutive returns-to-go tokens.

In Table 5.4 rows (D), we vary the desired return R̂0. Since default configuration uses 4
trajectories, the default target equals to total reward of last trajectory R̂0 =

∑T
t=1 r

4
t . We



CHAPTER 5. AGENTIC TRANSFORMER FOR IN-CONTEXT ACTION 82

vary R̂0 to be the total reward of other trajectories. We observe that changing this target
decreases performance significantly, with the largest decrease happens when R̂0 equals the
total reward of the first trajectory.

In Table 5.4 rows (E), instead of having ordered trajectories s = (τ 1, τ 2 . . . , τn), we randomly
shuffle all τ for each training batch. We observed significantly worse results, in particularly
on ExoRL, this change decreases the performance to only slightly better than BC and DT.

In Table 5.4 rows (F), we evaluate different number of trajectories at test time, we observed a
steady better result from using more trajectories at test time. We further observe that although
results are better with more trajectories, even using one trajectory, Agentic Transformer
still outperforms Transformer-based policies on both ExoRL and D4RL benchmarks. This
suggests that Agentic Transformer not only learns more than just imitation learning, but
also learns to improve upon its own experience.

In Table 5.4 rows (G), we consider applying loss on all trajectories rather than just last
trajectory. We observe that it is detrimental to performance, and particularly reduces
performance for when the number of test trajectories is small. This suggests that it is best to
optimize model towards ’better’ behaviors rather than imitating all behaviors.

5.5 Related Work

5.5.1 Transformer for Decision-Making

Prior works explored using Transformers in the context of supervised or offline RL. Among
them, decision transformer (DT) [49] proposes to model trajectories as sequences and autore-
gressively predicts action conditioning on desired returns-to-go and past states and actions.
Our model takes input as multiple trajectories and conditions on hindsight information for
learning to improve. Chen et al. [49] found that DT does not benefit from longer context
window and the results saturates at very short context length (e.g., 3-5), possibly due to
Markovian environments. Our Agentic Transformer (AT) models non-Markovian multiple
episodes, it shows improved results with longer context length and benefits from Transform-
ers architecture. Algorithm distillation (AD) [156] also conditions the model on multiple
trajectories, the difference is that AD requires the data to be the experience over the life
time of a RL algorithm, while our model can learn from data from any sources. Another
key difference is our model conditions on hindsight information including hindsight desired
returns-to-go and hindsight task completion tokens. We observe these algorithm modifications
are crucial for superior performance. Transformer has been explored in learning general
world model [177, 47, 319], learning from multiple games [246, 159], offline model-based
learning [132, 177], meta learning [200, 292], vision-language navigation [52, 263], robot
learning and behavior cloning from noisy demonstrations [262, 66], learning from multiple
cameras [260], and language-conditioned imitation learning [105, 184, 270, 337]. Since our
model is a general decision-making model, applying it to these interesting tasks is possible.
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5.5.2 Learning from Hindsight Experience

Learning from hindsight experience was explored in goal conditioned RL [139, 10, 250].
Andrychowicz et al. [10] proposes hindsight experience replay (HER) to relabel rewards and
transitions retroactively to learn from sparse reward. In relation to HER [10], our work
is in the batch setting rather than online setting. We propose algorithm improvement to
construct hindsight experience directly from offline experience. HER is designed for Q-
learning algorithms [300, 203, 204] while AT use next token prediction to learn from hindsight
information. Chain-of-hindsight [186] explores turning all (binary or multi-scale) feedback
into a sentence that consists of chain of all feedback and show improve improvements in
aligning language models with human preferences. In relation to it, our work can be seen as
applying chain-of-hindsight in the context of automatic feedback. Our work steers model’s
behavior using the desired target return and reward function at each step as feedback instead
of using human preference.

5.5.3 Supervised and Meta RL

Motivated by transforming conventional RL (e.g., policy gradient [254, 257] and Q-learning [317,
203]) as a supervised learning problem, prior work explored various ways [278, 223, 177, 47,
48, 156]. Our work is closely related in that our model is similarly a return conditioned
supervised learning. At test time, our model can self-improve based upon past experience to
try to achieve target desired return. Using experience to improve model without changing
weights is similar to few-shot or in-context learning in large language models [39]. Recent work
Algorithm Distillation (AD) [156] demonstrates similar in-context behaviors in transformer
model. AD is trained on the lifetime trajectories of a RL algorithm that can solves the task,
posing a strong requirement of offline data, while in many important real world domains
there exists only diverse, lower return data from multiple sources. In relation to AD, Agentic
Transformer can be learned from sub-optimal data by turning the data into chain of hindsight
experience. Leveraging online experience to improve model at test time is related to meta
reinforcement learning (meta RL) [79, 308]. In meta RL the objective is to explicitly optimize
for meta learning at test time, while Agentic Transformer does not, in contrast, the meta
learning behavior emerges from training on chain of hindsight experience.

5.6 Conclusion
We propose Agentic Transformer (AT), a Transformer model with the ability of learning by
directly combining information from multiple sub-optimal trials and being able to improve
itself through multiple trials at test time. Motivated by prior works on hindsight experience
replay and chain of hindsight, the key innovation behind Agentic Transformer is relabelling
multiple trajectories to chain of hindsight experience that can be easily constructed from
arbitrary offline data. On standard RL benchmarks, we showed AT outperforms both strong
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algorithms designed explicitly for offline RL as well as state-of-the-art Transformer-based
policies.

Limitations and Future Work.

• Large diverse datasets. While Agentic Transformer (AT) outperforms prior transformer-
based policies and performs competitively with TD-learning in standard RL benchmarks.
AT is a GPT model therefore all limitations of transformer model still apply to AT. For
instance, training AT requires large memory because of self-attention quadratic complexity
and long sequence length. At test time, rollouting our model is sequential thus slower than
non-transformer models. That being said, we believe the advantages of AT outweigh its
drawbacks. As we observed in NLP and CV, it is worth scaling transformer-based policies
in both model size and dataset size. As the datasets used in this work are still small,
future work could explore scaling up dataset and model and have more investigation into
using large transformer models for RL.

• Real world applications. As we observed in the experiments, Agentic Transformer can
learn by directly combining information from multiple sub-optimal trials. Because diverse
sub-optimal data is ubiquitous in the real world and AT scales well with model size and
dataset diversity, we believe an interesting future direction is applying AT for real-world
applications.
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Chapter 6

Unsupervised Active Pretraining

6.1 Introduction
Reinforcement learning (RL) provides a general framework for solving challenging sequential
decision-making problems. When combined with function approximation, it has achieved
remarkable success in advancing the frontier of AI technologies. These landmarks include out-
performing humans in computer games [204, 251, 306, 16] and solving complex robotic control
tasks [10, 6]. Despite these successes, they have to train from scratch to maximize extrinsic
reward for every encountered task. This is in sharp contrast with how intelligent creatures
quickly adapt to new tasks by leveraging previously acquired behaviors. Unsupervised pre-
training, a framework that trains models without expert supervision, has obtained promising
results in computer vision [214, 113, 56] and natural language modeling [304, 74, 39]. The
learned representation, when fine-tuned on the downstream tasks, can solve them efficiently
in a few-shot manner. With the models and datasets growing, performance continues to
improve predictably according to scaling laws.

Driven by the significance of massive unlabeled data, we consider an analogy setting of
unsupervised pre-training in computer vision where labels are removed during training. The
goal of pre-training is to have data efficient adaptation for some downstream task defined
in the form of rewards. In RL with unsupervised pre-training, the agent is allowed to train
for a long period without access to environment reward, and then only gets exposed to
the reward during testing. We first test an array of existing methods for unsupervised
pre-training to identity which gaps and challenges exist, we evaluate count-based bonus [28],
which encourages the agent to visit novel states. We apply count-based bonus to DrQ [148]
which is current state-of-the-art RL for training from pixels. We also evaluate ImageNet
pre-trained representations. The results are shown in Figure 6.1. We can see that count-based
bonus fails to outperform train DrQ from scratch. We hypothesize that the ineffectiveness
stems from density modeling at the pixel level being difficult. ImageNet pre-training does
not outperform training from scratch either, which has also been shown in previous research



CHAPTER 6. UNSUPERVISED ACTIVE PRETRAINING 86

in real world robotics [137]. We believe the reason is that neither of existing methods can
provide enough diverse data. Count-based exploration faces the difficult of estimating high
dimensional data density while ImageNet dataset is out-of-distribution for DMControl.
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Figure 6.1 Comparison of state-of-the-
art pixel-based RL with unsupervised pre-
training. APT (ours) and count-based bonus
(both based on DrQ [148]) are trained for
a long unsupervised period (5M environ-
ment steps) without access to environment
reward, and then gets exposure to the envi-
ronment reward during testing. APT signifi-
cantly outperform training DrQ from scratch,
count-based bonus, and ImageNet pre-trained
model.

To address the issue of obtaining diverse data for
RL with unsupervised pre-training, we propose to
actively collect novel data by exploring unknown
areas in the task-agnostic environment. The un-
derlying intuition is that a general exploration
strategy has to visit, with high probability, any
state where the agent might be rewarded in a sub-
sequent RL task. Concretely, our approach relies
on the entropy maximization principle [133, 264].
Our hope is that by doing so, the learned be-
havior and representation can be trained on the
whole environment while being as task agnostic
as possible. Since entropy maximization in high
dimensional state space is intractable as an oracle
density model is not available, we resort to the
particle-based entropy estimator [275, 27]. This
estimator is nonparametric and asymptotically
unbiased. The key idea is computing the average
of the Euclidean distance of each particle to its
nearest neighbors for a set of samples. We con-
sider an abstract representation space in order to
make the distance meaningful. To learn such a
representation space, we adapt the idea of con-
trastive representation learning [56] to encode image observations to a lower dimensional
space. Building upon this insight, we propose Unsupervised Active Pre-Training (APT) since
the agent is encouraged to actively explore and leverage the experience to learn behavior.

Our approach can be applied to a wide-range of existing RL algorithms. In this paper we
consider applying our approach to DrQ [148] which is a state-of-the-art visual RL algorithm.
On the Atari 26 games subset, APT significantly improves DrQ’s data-efficiency, achieving
54% relative improvement. On the full suite of Atari 57 games [204], APT significantly
outperforms prior state-of-the-art, achieving a median human-normalized score 3× higher
than the highest score achieved by prior unsupervised RL methods and DQN. On DeepMind
control suite, APT beats DrQ and unsupervised RL in terms of asymptotic performance
and data efficiency and solving tasks that are extremely difficult to train from scratch.
The contributions of our paper can be summarized as: (i) We propose a new approach
for unsupervised pre-training for visual RL based a nonparametric particle-based entropy
maximization. (ii) We show that our pre-training method significantly improves data efficiency
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of solving downstream tasks on DMControl and Atari suite.

6.2 Problem Setting
Reinforcement Learning (RL) An agent interacts with its uncertain environment over
discrete timesteps and collects reward per action, modeled as a Markov Decision Process
(MDP) [234], defined by ⟨S,A, T, ρ0, r, γ⟩ where S ⊆ RnS is a set of nS-dimensional states,
A ⊆ RnA is a set of nA-dimensional actions, T : S × A × S → [0, 1] is the state transition
probability distribution. ρ0 : S → [0, 1] is the distribution over initial states, r : S ×A → R
is the reward function, and γ ∈ [0, 1) is the discount factor. At environment state s ∈ S, the
agent take actions a ∈ A, in the (unknown) environment dynamics defined by the transition
probability T (s′|s, a), and the reward function yields a reward immediately following the
action at performed in state st. We define the discounted return G(st, at) =

∑∞
l=0 γ

lr(st+l, at+l)
as the discounted sum of future rewards collected by the agent. In value-based reinforcement
learning, the agent learns an estimate of the expected discounted return, a.k.a, state-action
value function Qπ(st, at) = Est+1,at+1,...

[∑∞
l=0 γ

lr(st+l, at+l)
]
. A common way of deriving a

new policy from a state-action value function is to act ϵ-greedily with respect to the action
values (discrete) or to use policy gradient to maximize the value function (continuous).

Unsupervised Pre-Training RL In pretrained RL, the agent is trained in a reward-free
MDP ⟨S,S0,A, T,G⟩ for a long period followed by a short testing period with environment
rewards R provided. The goal is to learn a pretrained agent that can quickly adapt to testing
tasks defined by rewards to maximize the sum of expected future rewards in a zero-shot or
few-shot manner. This is also known as the two phases learning in unsupervised pretraining
RL [109]. The current state-of-the-art methods maximize the mutual information (I) between
policy-conditioning variable (w) and the behavior induced by the policy in terms of state
visitation (s).

max I(s;w) = maxH(w)−H(w|s),

where w is sampled from a fixed distribution in practice as in DIAYN [81] and VISR [109].
The objective can then be simplified as max−H(w|s). Due to it being intractable to directly
maximize this negative conditional entropy, prior work propose to maximize the variational
lower bound of the negative conditional entropy instead [20]. The training then amounts to
learning a posterior of task variable conditioning on states q(w|s).

−H(w|s) ≥ Es,w [log q(w|s)] .

Despite successful results in learning meaningful behaviors from reward-free interactions [e.g.
205, 101, 124, 81, 109], these methods suffer from insufficient exploration because they contain
no explicit exploration.
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Another category considers the alternative direction of maximizing the mutual informa-
tion [43].

max I(s;w) = maxH(s)−H(s|w).

This intractable quantity can be similarly lowered bound by a variational approximation [20].

I(s;w) ≥ Es,w [qθ(s|w)]− Es [log p(s)] ,

where Es [log p(s)] can then be approximated by a posterior of state given task variables
Es [log p(s)] ≈ Es,w [log q(s|w)]. Despite their successes, this category of methods do not
explore sufficiently since the agent receives larger rewards for visiting known states than
discovering new ones as theoretically and empirically evidenced by Campos et al. [43]. In
addition, they have only been shown to work from explicit state-representations and it remains
unclear how to modify to learning from pixels.

In the next section, we introduce a new nonparametric unsupervised pre-training method
for RL which addresses these issues and outperforms prior state-of-the-arts on challenging
visual-domain RL benchmarks.

6.3 Unsupervised Active Pre-Training for RL
We want to incentivize the agent with a reward rt to maximize entropy in an abstract
representation space. Prior work on maximizing entropy relies on estimating density of states
which is challenging and non-trivial, instead, we take a two-step approach. First, we learn
a mapping fθ : RnS → RnZ that maps state space to an abstract representation space first.
Then, we propose a particle-based nonparametric approach to maximize the entropy by
deploying state-of-the-art RL algorithms.

We introduce how to maximize entropy via particle-based approximation in Section 6.3.1,
and describe how to learn representation from states in Section 6.3.2

6.3.1 Particle-Based Entropy Maximization

Our entropy maximization objective is built upon the nonparametric particle-based entropy
estimator proposed by Singh et al. [275] and Beirlant [27] and has has been widely studied in
statistics [134]. Its key idea is to measure the sparsity of the distribution by considering the
distance between each sampled data point and its k nearest neighbors. Concretely, assuming
we have number of n data points {zi}ni=1 from some unknown distribution, the particle-based
approximation can be written as

Hparticle(z) = −
1

n

n∑
i=1

log
k

nvki
+ b(k) ∝

n∑
i=1

log vki , (6.1)
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Figure 6.2 Diagram of the proposed method APT. On the left shows the objective of
APT, which is to maximize the expected reward and minimize the contrastive loss. The
contrastive loss learns an abstract representation from observations induced by the policy. We
propose a particle-based entropy maximization based reward function such that we can deploy
state-of-the-art RL methods to maximize entropy in an abstraction space of the induced by
the policy. On the right shows the idea of our particle-based entropy, which measures the
distance between each data point and its k nearest neighbors.

where b(k) is a bias correction term that only depends on the hyperparameter k, and vki is
the volume of the hypersphere of radius ∥zi − z(k)i ∥ between zi and its k-th nearest neighbor
z
(k)
i . ∥ · ∥ is the Euclidean distance.

vki =
∥zi − z(k)i ∥nZ · πnZ/2

Γ (nZ/2 + 1)
, (6.2)

where Γ is the gamma function. Intuitively, vki reflects the sparsity around each particle
and equation (6.1) is proportional to the average of the volumes around each particle.

By substituting equation (6.2) into equation (6.1), we can simplify the particle-based entropy
estimation as a sum of the log of the distance between each particle and its k-th nearest
neighbor.

Hparticle(z) ∝
n∑
i=1

log ∥zi − z(k)i ∥nZ . (6.3)

Rather than using equation (6.3) as the entropy estimation, we find averaging the distance
over all k nearest neighbors leads to a more robust and stable result, yielding our estimation
of the entropy.

Hparticle(z) :=
n∑
i=1

log

c+ 1

k

∑
z
(j)
i ∈Nk(zi)

∥zi − z(j)i ∥nZ

 , (6.4)
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where Nk(·) denotes the k nearest neighbors around a particle, c is a constant for numerical
stability (fixed to 1 in all our experiments).

We can view the particle-based entropy in equation (6.4) as an expected reward with the
reward function being r(zi) = log

(
c+ 1

k

∑
z
(j)
i ∈Nk(zi)

∥zi − z(j)i ∥nZ

)
for each particle zi. This

makes it possible to deploy RL algorithms to maximize entropy, concretely, for a batch of
transitions {(s, a, s′)} sampled from the replay buffer. We consider the representation of each
s′ as a particle in the representation space and the reward function for each transition is
given by

r(s, a, s′) = log

c+ 1

k

∑
z(j)∈Nk(z=fθ(s))

∥fθ(s)− z(j)∥nZ

 (6.5)

In order to keep the rewards on a consistent scale, we normalize the intrinsic reward by
dividing it by a running estimate of the mean of the intrinsic reward. See Figure 6.2 for
illustration of the formulation.

6.3.2 Learning Contrastive Representations

Our aforementioned entropy maximization is modular of the representation learning method
we choose to use, the representation learning part can be swapped out for different methods if
necessary. However, for entropy maximization to work, the representation needs to contain a
compressed representation of the state. Recent work, CURL [153], ATC [280] and SPR [258],
show contrastive learning (with data augmentation) helps learn meaningful representations
in RL. We choose contrastive representation learning since it maximally distinguishes an
observation st1 from alternative observations st2 according to certain distance metric in
representation space, we hypothesize is helpful for learning meaningful representations for
our nearest neighbors based entropy maximization. Our contrastive learning is based on
the contrastive loss from SimCLR [56], chosen for its simplicity. We also use the same set
of image augmentations as in DrQ [148] consisting of small random shifts and color jitter.
Concretely, we randomly sample a batch of states (images) from the replay buffer {si}ni=1.
For each state si, we apply random data augmentation and obtain two randomly augmented
views of the same state, denoted as key ski = aug(si) and query svi = aug(si). The augmented
observations are encoded into a small latent space using the encoder z = fθ(·) followed by
a deterministic projection hϕ(·) where a contrastive loss is applied. The goal of contrastive
learning is to ensure that after the encoder and projection, ski is relatively more close to svi
than any of the data points {skj , svj}nj=1,j ̸=i.

min
θ,ϕ
− 1

2n

n∑
i=1

[
log

exp(hϕ(fθ(s
k
i ))

Thϕ(fθ(s
v
i )))∑n

i=1 I[j ̸=i](exp(hϕ(fθ(ski ))Thϕ(fθ(skj ))) + exp(hϕ(fθ(ski ))
Thϕ(fθ(svj ))))

]
.

Following DrQ, the representation encoder fθ(·) is implemented by the convolutional residual
network followed by a fully-connected layer, a LayerNorm and a Tanh non-linearity. We
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decrease the output dimension of the fully-connected layer after the convnet from 50 to 15.
We find it helps to use spectral normalization [202] to normalize the weights and use ELU [64]
as the non-linearity in between convolutional layers.

Table 6.1 positions our new approach with respect to existing ones. Figure 6.2 shows the
resulting model. Training proceeds as in other algorithms maximizing extrinsic reward: by
learning neural encoder f and computing intrinsic reward r and then trying to maximize
this intrinsic return by training the policy. Algorithm 4 shows the pseudo-code of APT, we
highlight the changes from DrQ to APT in color.

Algorithm 4: Training APT
Randomly Initialize f encoder
Randomly Initialize π and Q networks
for e := 1,∞ do

for t := 1, T do
Receive observation st from environment
Take action at ∼ π(·|st), receive observation st+1 and ZZrt from environment
D ← D ∪ (st, at,ZZrt, s

′
t)

{(si, ai,ZZri, s′i)}Ni=1 ∼ D // sample a mini batch
Train neural encoder f on mini batch // representation learning
for each i = 1..N do

a′i ∼ π(·|s′i)
Q̂i = Qθ′(s

′
i, a

′
i)

Compute rAPT with equation (6.5) // particle-based entropy reward
yi ← rAPT + γQ̂i

end
lossQ =

∑
i(Q(si, ai)− yi)2

Gradient descent step on Q and π // standard actor-critic
end

end

6.4 Related Work
State Space Entropy Maximization. Maximizing entropy of policy has been widely
studied in RL, from inverse RL [341] to optimal control [294, 295, 245] and actor-critic [107].
State space entropy maximization has been recently used as an exploration method by
estimating density of states and maximizing entropy [112]. In Hazan et al. [112] they present
provably efficient exploration algorithms under certain conditions. VAE [144] based entropy
estimation has been deployed in lower dimensional observation space [160]. However, due
to the difficulty of estimating density in high dimensional space such as Atari games, such
parametric exploration methods struggle to work in more challenging visual domains. In
contrast, our work turns to particle based entropy maximization in a contrastive representation
space. Maximizing particle-based entropy has been shown to improved data efficiency in
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Table 6.1 Methods for pre-training RL in reward-free setting. Exploration: the method
can explore efficiently. Visual: the method works well in visual RL. Off-policy: the method
is compatible with off-policy RL optimization. ⋆ means only in state-based RL. c(s) is
count-based bonus. ψ(s, a): successor feature, ϕ(s): state representation.

Algorithm Objective Visual Exploration Off-policy Pre-Trained model

MaxEnt [112] maxH(s) ✗ ✓⋆ ✗ π(a|s)
CBB [28] maxEs [c(s)] ✗ ✓ ✓ π(a|s)
MEPOL [209] maxH(s) ✗ ✓⋆ ✗ π(a|s)
VISR [109] max−H(z|s) ✓ ✗ ✓ ψ(s, z), ϕ(s)
DIAYN [81] max−H(z|s) + H(a|z, s) ✗ ✓⋆ ✓ π(a|s, z)
DADS [266] maxH(s)− H(s|z) ✗ ✗ ✓ π(a|s, z), q(s′|s, z)
EDL [43] maxH(s)− H(s|z) ✗ ✓⋆ ✓ π(a|s, z)
APT maxH(s) ✓ ✓ ✓ π(a|s), Q(s, a)

state-based RL as in MEPOL [209]. However, MEPOL’s entropy estimation depends on
importance sampling and the optimization based on on-policy RL algorithms, hindering
further applications to challenging visual domains. MEPOL also assumes having access to
the semantic information of the state, making it infeasible and not obvious how to modify it
to work from pixels. In contrast, our method is compatible with deploying state-of-the-art
off-policy RL and representation learning algorithms to maximize entropy. Nonparametric
entropy maximization has been studied in goal conditioned RL [316]. Pitis et al. [231] proposes
maximizing entropy of achieved goals and demonstrates significantly improved success rates
in long horizon goal conditioned tasks. The work by Badia et al. [17] also considers k-nearest
neighbor based count bonus to encourage exploration, yielding improved performance in
Atari games. K-nearest neighbor based exploration is shown to improve exploration and
data efficiency in model-based RL [285]. Concurrently, it has been shown to be an effective
unsupervised pre-training objective for transferring learning in RL [45], their large scale
experiments further demonstrate the effectiveness of unsupervised pre-training.

Data Efficient RL. To improve upon the sample efficiency of deep RL methods, various
methods have been proposed: Kaiser et al. [140] introduce a model-based agent (SimPLe)
and show that it compares favorably to standard RL algorithms when data is limited. Hessel
et al. [116], Kielak [141], van Hasselt et al. [301] show combining existing RL algorithms
(Rainbow) can boost data efficiency. Data augmentation has also been shown to be effective
for improving data efficiency in vision-based RL [151, 148]. Temporal contrastive learning
combined with model-based learning has been shown to boost data efficiency [258]. Combining
contrastive loss with RL has been shown to improve data efficiency in CPC [114] despite only
marginal gains. CURL [153] show substantial data-efficiency gains while follow-up results
from Kostrikov et al. [148] suggest that most of the benefits come from its use of image
augmentation. Contrastive loss has been shown to learn useful pretrained representations
when training on expert demonstration [280], however in our work the agent has to explore
the world itself and exploit collect experience.



CHAPTER 6. UNSUPERVISED ACTIVE PRETRAINING 93

Unsupervised Pre-Training RL. A number of recent works have sought to improve
reinforcement learning via the addition of an unsupervised pretraining stage, in which the
agent improves its representations prior to beginning learning on the target task. One common
approach has been to allow the agent a period of fully-unsupervised interaction with the
environment during which the agent is trained to learn a set of skills associated with different
paths through the environment, as in DIAYN [81], Proto-RL [323], MUSIC [336], APS [178],
and VISR [109]. Others have proposed to use self-supervised objectives to generate intrinsic
rewards encouraging agents to visit new states, e.g., Pathak et al. [227] use the disagreement
between an ensemble of latent-space dynamics models. However, our work is trained to
maximize the entropy of the states induced by the policy. By visiting any state where the
agent might be rewarded in a subsequent RL task, our work performs better or comparably
well as other more complex and specialized state-of-the-art methods.

6.5 Results
We test APT in DeepMind Control Suite [DMControl; 289] and the Atari suite [29]. During the
the long period of pre-training with environment rewards removed, we use DrQ to maximize
the entropy maximization reward defined in equation (6.5). The pre-trained value function
Q(s, a) is fine-tuned to maximize task specific reward after being exposing to environment
rewards during testing period. For our DeepMind control suite and Atari games experiments,
we largely follow DrQ, except we perform two gradient steps per environment step instead of
one. Our ablation studies confirm that these changes are not themselves responsible for our
performance. Kornia [247] is used for efficient GPU-based data augmentations. Our model is
implemented in Numpy [111] and PyTorch [224].

APT outperforms prior from scratch SOTA RL on DMControl. We evaluate the
performance of different methods by computing the average success rate and episodic return
at the end of training.

The agent is allowed a long unsupervised pre-training phase (5M steps), followed by a short
test phase exposing to downstream reward, during which the pre-trained model is fine-tuned.
We follow the evaluation setting of DrQ and test APT on a subset of DMControl suite,
which includes training Walker, Cheetah, Hopper for various locomotion tasks. Models are
pre-trained on Cheetah, Hopper, and Walker, and subsequently fine-tuned on respective
downstream tasks. We additionally design more challenging sparse reward tasks where the
robot is required to accomplish tasks guided only by sparse feedback signal. The reason we
opted to design new sparse reward tasks is to have more diverse downstream tasks. As far as
we know, there is only one Cartpole Swingup Sparse that is a CartPole based sparse reward
task. Due to its 2D nature being quite limited, we eventually decided to design distinguishable
downstream tasks based on a little bit more complex environment, e.g. Hopper Jump etc.
The details of the tasks are included in the supplementary material.
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Figure 6.3 Results of different methods in environments from DMControl. All curves are
the average of three runs with different seeds, and the shaded areas are standard errors of
the mean.

The learning process of RL agents becomes highly inefficient in sparse supervision tasks
when relying on standard exploration techniques. This issue can be alleviated by introducing
intrinsic motivation, i.e., denser reward signals that can be automatically computed, one
approach that works well in high dimensional setting is count-based exploration [198, 219, 198].

The results are presented in Figure 6.3, APT significantly outperforms SOTA training from
scratch (DrQ from scratch) and SOTA exploration method (count-based bonus) on every task.
With only a few number of environment interactions, APT quickly adapt to downstream
tasks and achieves higher return much more quicker than prior state-of-the-art RL algorithms.
Notably, on the sparse reward tasks that are extremely difficult for training from scratch,
APT yields significantly higher data efficiency and asymptotic performance.

APT outperforms from scratch SOTA RL in Atari. We test APT on the sample-
efficient Atari setting [140, 301] which consists of the 26 easiest games in the Atari suite (as
judged by above random performance for their algorithm).

We follow the evaluation setting in VISR, agents are allowed a long unsupervised training
phase (250M steps) without access to rewards, followed by a short test phase with rewards.
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The test phase contains 100K environment steps – equivalent to 400k frames, or just under two
hours – compared to the typical standard of 500M environment steps, or roughly 39 days of
experience. We normalize the episodic return with respect to expert human scores to account
for different scales of scores in each game, as done in previous works. The human-normalized
scores (HNS) of an agent on a game is calculated as agent score−random score

human score−random score and aggregated
across games by mean or median.

A full list of scores and aggregate metrics on the Atari 26 subset is presented in Table 6.2.
The results on the full 57 Atari games suite is presented in supplementary material. For
consistency with previous works, we report human and random scores from [116]. In the
data-limited setting, APT achieves super-human performance on eight games and achieves
scores higher than previous state-of-the-arts. In the full suite setting, APT achieves super-
human performance on 15 games, compared to a maximum of 12 for any previous methods
and achieves scores significantly higher than any previous methods.

Unsupervised pre-training on top of DrQ leads a significant increase in performance(a 54%
increase in median score, a 73% increase in mean score, and 5 more games with human-level
performance), surpassing DQN which trained on hundreds of millions of sampling steps.

Compared with SPR [258] which is a recent state-of-the-art model-based data-efficient
algorithm, APT achieves comparable mean and median scores. The SPR is based on
Rainbow which combines more advances than DrQ which is significantly simpler. While the
representation of SPR is also learned by contrastive learning, it trains a model-based dynamic
to predict its own latent state representations multiple steps into the future. This temporal
representation learning, as illustrated in the SPR paper, contributes to its impressive results
compared with standard contrastive representation learning. We believe that it is possible to
combine temporal contrastive representation learning of SPR with the effective nonparametric
entropy maximization of APT, which is an interesting future direction.

APT outperforms prior unsupervised RL. Despite there being many different proposed
unsupervised RL methods, their successes are only demonstrated in simple state based
environments. Prior works train the agent for a period of fully-unsupervised interaction with
the environment, during which the agent is trained to learn a set of skills associated with
different paths through the environment, as in DIAYN [81] and VIC [101], or to maximize
the diversity of the states it encounters, as in MEPOL [209] and Hazan et al. [112]. Until
recently, VISR [109] achieves improved results in Atari games using pixels as input based
using a successor feature based approach. In order to compare with prior unsupervised RL
methods, we choose DIAYN due to it being based on mutual information maximization and
its reported high performance in state-based RL, and MEPOL due to it being based on
entropy maximization. We implement them to take pixels as input in Atari games. Our
implementation was checked against publicly available code and we made a best effort attempt
to tune the algorithms in Atari games. We test two variants of DIAYN and MEPOL, using or
not using contrastive representation learning as in APT. In order to ensure a fair comparison,
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Table 6.2 Performance of different methods on the 26 Atari games considered by [140]
after 100K environment steps. The results are recorded at the end of training and averaged
over 10 random seeds for APT. APT outperforms prior methods on all aggregate metrics,
and exceeds expert human performance on 7 out of 26 games while using a similar amount of
experience. Prior work has reported different numbers for some of the baselines, particularly
SimPLe and DQN. To be rigorous, we pick the best number for each game across the tables
reported in van Hasselt et al. [301] and Kielak [141].

Game Random Human SimPLe DER CURL DrQ SPR VISR APT (ours)
Alien 227.8 7127.7 616,9 739.9 558.2 771.2 801.5 364.4 2614.8
Amidar 5.8 1719.5 88.0 188.6 142.1 102.8 176.3 186.0 211.5
Assault 222.4 742.0 527.2 431.2 600.6 452.4 571.0 12091.1 891.5
Asterix 210.0 8503.3 1128.3 470.8 734.5 603.5 977.8 6216.7 185.5
Bank Heist 14.2 753.1 34.2 51.0 131.6 168.9 380.9 71.3 416.7
BattleZone 2360.0 37187.5 5184.4 10124.6 14870.0 12954.0 16651.0 7072.7 7065.1
Boxing 0.1 12.1 9.1 0.2 1.2 6.0 35.8 13.4 21.3
Breakout 1.7 30.5 16.4 1.9 4.9 16.1 17.1 17.9 10.9
ChopperCommand 811.0 7387.8 1246.9 861.8 1058.5 780.3 974.8 800.8 317.0
Crazy Climber 10780.5 23829.4 62583.6 16185.2 12146.5 20516.5 42923.6 49373.9 44128.0
Demon Attack 107805 35829.4 62583.6 16185.3 12146.5 20516.5 42923.6 8994.9 5071.8
Freeway 0.0 29.6 20.3 27.9 26.7 9.8 24.4 -12.1 29.9
Frostbite 65.2 4334.7 254.7 866.8 1181.3 331.1 1821.5 230.9 1796.1
Gopher 257.6 2412.5 771.0 349.5 669.3 636.3 715.2 498.6 2590.4
Hero 1027.0 30826.4 2656.6 6857.0 6279.3 3736.3 7019.2 663.5 6789.1
Jamesbond 29.0 302.8 125.3 301.6 471.0 236.0 365.4 484.4 356.1
Kangaroo 52.0 3035.0 323.1 779.3 872.5 940.6 3276.4 1761.9 412.0
Krull 1598.0 2665.5 4539.9 2851.5 4229.6 4018.1 2688.9 3142.5 2312.0
Kung Fu Master 258.5 22736.3 17257.2 14346.1 14307.8 9111.0 13192.7 16754.9 17357.0
Ms Pacman 307.3 6951.6 1480.0 1204.1 1465.5 960.5 1313.2 558.5 2827.1
Pong -20.7 14.6 12.8 -19.3 -16.5 -8.5 -5.9 -26.2 -8.0
Private Eye 24.9 69571.3 58.3 97.8 218.4 -13.6 124.0 98.3 96.1
Qbert 163.9 13455.0 1288.8 1152.9 1042.4 854.4 669.1 666.3 17671.2
Road Runner 11.5 7845.0 5640.6 9600.0 5661.0 8895.1 14220.5 6146.7 4782.1
Seaquest 68.4 42054.7 683.3 354.1 384.5 301.2 583.1 706.6 2116.7
Up N Down 533.4 11693.2 3350.3 2877.4 2955.2 3180.8 28138.5 10037.6 8289.4
Mean HNS 0.000 1.000 44.3 28.5 38.1 35.7 70.4 64.31 69.55
Median HNS 0.000 1.000 14.4 16.1 17.5 26.8 41.5 12.36 47.50
# Superhuman 0 N/A 2 2 2 2 7 6 7



CHAPTER 6. UNSUPERVISED ACTIVE PRETRAINING 97

we test a variant of APT without contrastive representation learning.

Table 6.3 Evaluation in Atari games.
The amount of RL interaction utilized
is 100K. Mdn is the median of human-
normalized scores, M is the mean and
> H is the number of games with human-
level performance. CL denotes training
representation encoder using contrastive
learning and data augmentation. On each
subset, we mark as bold the highest score.

26 Game Subset Full 57 Games
Algorithm Mdn M >H Mdn M >H

CBB 1.23 21.94 3 – – –
MEPOL 0.34 17.94 2 – – –
DIAYN 1.34 25.39 2 2.95 23.90 6
CBB w/ CL 1.78 17.34 2 – – –
MEPOL w/ CL 1.05 21.78 3 – – –
DIAYN w/ CL 1.76 28.44 2 3.28 25.14 6
VISR 9.50 128.07 7 6.81 102.31 11
APT w/o CL 21.23 28.12 3 28.65 41.12 9
APT 47.50 69.55 7 33.41 47.73 12

The aggregated results are presented in Table 6.3,
APT significantly outperforms prior state-based
unsupervised RL algorithms DIAYN and MEPOL.
Both baselines benefit from contrastive representa-
tion learning, but their scores are still significantly
lower than APT’s score, confirming that the effec-
tiveness of the off-policy entropy maximization in
APT. Compared with the state-of-the-art method
in Atari VISR, APT achieves significantly higher
median score despite having a lower mean score.
From the scores breakdown presented in supple-
mentary file, APT performs significantly better
than VISR in hard exploration games, while VISR
achieves higher scores in dense reward games. We
attribute this to that maximizing state entropy
leads to more exploratory behavior while succes-
sor features enables quicker adaptation for dense
reward feedback. It is possible to combine VISR
and APT to have the best of both worlds, which
we leave as a future work.

Ablation study. We conduct several ablation studies to measure the contribution of each
component in our method. We test two variants of APT that use the same number of
gradient steps per environment step and use the same activation function as in DrQ. Another
variant of APT is based on randomly selected neighbors to compute particle-based entropy.

Table 6.4 Scores on the 26 Atari
games under consideration for variants
of APT. Scores are averaged over 3 ran-
dom seeds. All variants listed here use
data augmentation.

Variant Human-Normalized Score
median mean

APT 47.50 69.55

APT w/o optim change 41.50 60.10
APT w/o arch change 45.71 67.82
APT w/ rand neighbor 20.80 24.97
APT w/ fixed encoder 33.24 41.08

We also test a variant of APT that use a fixed
randomly initialized encoder to study the impact
of representation learning. Table 6.4 shows the
performance of each variant of APT. Increasing
gradient steps of updating value function from 1
to 2 and using ELU activation function yield higher
scores. Using k-nearest neighbors is crucial to high
scores, we believe the reason is randomly selected
neighbors do not provide necessary incentive to
explore. Using randomly initialized convolutional
encoder downgrades performance significantly but
still achieve higher score than DrQ, indicating our
particle-based entropy maximization is robust and
powerful.

Contrastive learning representation has been shown to have the “uniformity on the hypersphere”
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property [312], this leads to the question that whether maximum entropy exploration in
state space is important. To study this question, we have a variant of APT “Pos Reward
APT” which receives a simple positive do not die signal but no particle-based entropy reward.

Table 6.5 Scores on 5 Atari games under consideration for dif-
ferent variants of fine-tuning. Scores are averaged over 3 random
seeds.

Mean Reward (3 seeds) Alien Freeway Qbert Private Eye MsPacman

APT (pretrained head) 2614.8 29.9 17671.2 96.1 2827.1
APT (random head) 1755.0 15.2 2138.3 61.3 1724.9

We ran the experiments
on MsPacman, we reduced
the pretraining phase to
5M steps to reduce com-
putation cost. The evalu-
ation metrics are the num-
ber of ram states visited
using [8] and the down-
stream zero shot performance on Atari game. APT visits nearly 27 times more unique
ram states than “Pos Reward APT”, showing that the entropy intrinsic reward is indispens-
able for exploration. In downstream task evaluation over 3 random seeds, “Pos Reward
APT@0” achieves reward 363.7, “APT@0” achieves reward 687.1, showing that the “do not
die” signal is insufficient for exploration or learning pretrained behaviors and representations.

We consider a variant of APT that re-initialize the head of pretrained actor-critic. We have
run experiments in five different Atari games, as shown in Table 6.5, pretrained heads perform
better than randomly initialized heads in 4 out of 5 games. The experiments demonstrate
that finetuning from a pretrained actor-critic head accelerates learning. However, we believe
that which one of the two is better depends on the alignment between downstream reward
and intrinsic reward. It would be interesting to study how to better leverage downstream
reward to finetune the pretrained model.

6.6 Discussion
Limitation: The fine-tuning strategy employed here (when combined with a value function)
works best when the intrinsic and extrinsic rewards being of a similar scale. We believe the
discrepancy between intrinsic reward scale and downstream reward scale possibly explain the
suboptimal performance of APT in dense reward games. This is an interesting future direction
to further improve APT, we hypothesize that reinitializing behaviors part (actor-critic heads)
might be useful if the downstream reward scale is very different from pretraining reward scale.
One of the principled ways could be adaptive normalization [302], it is an interesting future
direction. One challenge of our method is the non-stationarity of the intrinsic reward, being
non additive reward poses an interesting challenge for reinforcement learning methods. While
our method outperforms training from scratch and prior works, we believe designing better
optimization RL methods for maximizing our intrinsic reward can lead to more significant
improvement.
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Conclusion: A new unsupervised pre-training method for RL is introduced to address
reward-free pre-training for visual RL, allowing the same task-agnostic pre-trained model to
successfully tackle a broad set of RL tasks. Our major contribution is introducing a practical
intrinsic reward derived from particle-based entropy maximization in abstract representation
space. Empirical study on DMControl suite and Atari games show our method dramatically
improves performance on tasks that are extremely difficult for training from scratch. Our
method achieves the results of fully supervised canonical RL algorithms using a small fraction
of total samples and outperforms data-efficient supervised RL methods.

For future work, there are a few ways in which our method can be improved. The long
pre-training phase in our work is computationally intensive, since the exhaustive search
and exploration is of high sample complexity. One way to remedy this is by combining our
method with successful model-based RL and search approaches to reduce sample complexity.
Furthermore, fine-tuning the whole pre-trained model can make it prone to catastrophic
forgetting. As such, it is worth studying alternative methods to leverage the pre-trained
models such as keeping the pretrained model unchanged and combine it with a randomly
initialized model.
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6.7 General Implementation Details
For our Atari games and DeepMind Control Suite experiments, we largely follow DrQ [148],
with the following exceptions. We use three layer convolutional neural network from [204] for
policy network, and the Impala architecture for neural encoder with LSTM module removed.
We use the ELU nonlinearity [64] in between layers of the encoder. The number of power
iterations is 5 in spectral normalization.

The convolution neural network is followed by a full-connected layer normalized by LayerNorm [15]
and a tanh nonlinearity applied to the output of fully-connected layer.

The data augmentation is a simple random shift which has been shown effective in visual
domain RL in DrQ [148] and RAD [151]. Specifically, the images are padded each side by 4
pixels (by repeating boundary pixels) and then select a random 84× 84 crop, yielding the
original image. The replay buffer size is 100K. This procedure is repeated every time an
image is sampled from the replay buffer. The learning rate of contrastive learning is 0.001,
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the temperature is 0.1. The projection network is a two-layer MLP with hidden size of 128
and output size of 64. Batch size used in both RL and representation learning is 512. The
pre-training phase consists of 5M environment steps on DMControl and 250M environment
steps on Atari games. The evaluation is done for 125K environment steps at the end of
training for 100K environment steps.

The implementation of APT can be found at https://github.com/rll-research/url_
benchmark.

6.8 Atari Details
The corresponding hyperparameters used in Atari experiments are shown in Table 6.7
and Table 6.8.

6.9 DeepMind Control Suite Details
The action repeat hyperparameters are show in Table 6.6. The corresponding hyperparameters
used in DMControl experiments are shown in Table 6.9 and Table 6.8.

Table 6.6 The action repeat hyper-parameter used for each environment.

Environment name Action repeat
Cheetah 4
Walker 2
Hopper 2

6.10 Asymptotic Behavior of Intrinsic Reward
With the intrinsic reward defined in equation (6.5), we can derive that the intrinsic reward
decreases to 0 as more of the state space is visited, which is a favorable property for pre-
training.

Proposition 1. Assume the MDP is episodic and its state space is finite S ⊆ RnS , the
representation encoder fθ : RnS → RnZ is deterministic, and we have a buffer of observed
states (s1, . . . , sT ) with total sample size T . For an optimal policy that maximizes the intrinsic
rewards defined as in equation (6.5) with k ∈ N, we can derive the intrinsic reward is 0 in
the limit of sample size T .

lim
T→∞

r(s, a, s′) = 0, ∀s ∈ S.

https://github.com/rll-research/url_benchmark
https://github.com/rll-research/url_benchmark
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Table 6.7 Hyper-parameters in the Atari suite experiments.

Parameter Setting
Data augmentation Random shifts and Intensity
Grey-scaling True
Observation down-sampling 84× 84
Frames stacked 4
Action repetitions 4
Reward clipping [−1, 1]
Terminal on loss of life True
Max frames per episode 108k
Update Double Q
Dueling True
Target network: update period 1
Discount factor 0.99
Minibatch size 32
RL optimizer Adam
RL optimizer (pre-training): learning rate 0.0001
RL optimizer (fine-tuning): learning rate 0.001
RL optimizer: β1 0.9
RL optimizer: β2 0.999
RL optimizer: ϵ 0.00015
Max gradient norm 10
Training steps 100k
Evaluation steps 125k
Min replay size for sampling 1600
Memory size Unbounded
Replay period every 1 step
Multi-step return length 10
Q network: channels 32, 64, 64
Q network: filter size 8× 8, 4× 4, 3× 3
Q network: stride 4, 2, 1
Q network: hidden units 512
Non-linearity ReLU
Exploration ϵ-greedy
ϵ-decay 2500
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Table 6.8 Hyper-parameters for Learning the Neural Encoder.

Parameter Setting
Value of k search in {3, 5, 10}
Temperature 0.1
Non-linearity ELU
Network architecture same as the Q network encoder (Atari) or the shared encoder (DMControl)
FC hidden size 1024
Output size 5

Table 6.9 Hyper-parameters in the DeepMind control suite experiments.

Parameter Setting
Data augmentation Random shifts
Frames stacked 3
Action repetitions Table 6.6
Replay buffer capacity 100000
Random steps (fine-tuning phase) 1000
RL minibatch size 512
Discount γ 0.99
RL optimizer Adam
RL learning rate 10−3

Contrastive Learning Temperature 0.1
Shared encoder: channels 32, 32, 32
Shared encoder: filter size 3× 3, 3× 3, 3× 3
Shared encoder: stride 2, 2, 2, 1
Actor update frequency 2
Actor log stddev bounds [−10, 2]
Actor: hidden units 1024
Actor: layers 3
Critic Q-function: hidden units 1024
Critic target update frequency 2
Critic Q-function soft-update rate τ 0.01
Non-linearity ReLU
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While the assumption of finite state space may not be true for large complex environment like
Atari games, the proposition 1 gives more insights on using this particular intrinsic reward
for pre-training.

Proof. Since the intrinsic reward r(s, a, s′) defined in equation (6.5) depends on the k nearest
neighbors in latent space and the encoder fθ is deterministic, we just need to prove the
visitation count c(s) of s is larger than k as T goes infinity. We know the MDP is episodic,
therefore as T →∞, all states communicate and c(s)→∞, thus we have lim

T→∞
c(s) ≥ k,∀k ∈

N,∀s ∈ S.

6.11 DeepMind Control Suite Sparse Environments
In addition to the existing tasks in DMControl, we tested different methods on three set
customized sparse reward tasks: (1) {HalfCheetah, Hopper, Walker} Jump Sparse: the agent
receives a positive reward 1 for jumping above a given height otherwise reward is 0. (2)
{HalfCheetah, Hopper, Walker} Reach Sparse: the agent receives positive reward 1 for reaching
a given target location otherwise reward is 0. (3) Walker Turnover Sparse: the initial position
of Walker is turned upside down, and receives reward 1 for successfully turning itself over
otherwise 0. In all the considered tasks, the episode ends when the goal is reached.

6.12 Scores on the full 57 Atari games
A comparison between APT and baselines on each individual Atari game is shown in Table 6.10.
Prior work has reported different numbers for some of the baselines, particularly SimPLe and
DQN. To be rigorous, we pick the best number for each game across the tables reported in van
Hasselt et al. [301] and Kielak [141]. APT achieves super-human performance on 12 games,
compared to a maximum of 11 for any previous methods and achieves scores significantly
higher than any previous methods.
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Table 6.10 Comparison of raw scores of each method on Atari games. On each subset, we
mark as bold the highest score. For VISR, due to the lack of available source code, we made
a best effort attempt to reproduce the algorithm.

Game Random Human VISR APT
Alien 227.8 7127.7 364.4 2614.8
Amidar 5.8 1719.5 186.0 211.5
Assault 222.4 742.0 1209.1 891.5
Asterix 210.0 8503.3 6216.7 185.5
Asteroids 7191 47388.7 4443.3 678.7
Atlantis 12850.0 29028.1 140542.8 40231.0
Bank Heist 14.2 753.1 71.3 416.7
Battle Zone 2360.0 37187.5 7072.7 7065.1
Beam Rider 363.9 16826.5 1741.9 3487.2
Berzerk 123.7 2630.4 490.0 493.4
Bowling 23.1 160.7 21.2 -56.5
Boxing 0.1 12.1 13.4 21.3
Breakout 1.7 30.5 17.9 10.9
Centipede 2090.9 12017.1 7184.9 6233.9
Chopper Command 811.0 7387.8 800.8 317.0
Crazy Climber 10780.5 23829.4 49373.9 44128.0
Defender 2874.5 18688.9 15876.1 5927.9
Demon Attack 107805 35829.4 8994.9 6871.8
Double Dunk -18.6 -16.4 -22.6 -17.2
Enduro 0.0 860.5 -3.1 -0.3
Fishing Derby -91.7 -38.7 -93.9 -5.6
Freeway 0.0 29.6 -12.1 29.9
Frostbite 65.2 4334.7 230.9 1796.1
Gopher 257.6 2412.5 498.6 2190.4
Gravitar 173.0 3351.4 328.1 542.0
Hero 1027.0 30826.4 663.5 6789.1
Ice Hockey -11.2 0.9 -18.1 -30.1
Jamesbond 29.0 302.8 484.4 356.1
Kangaroo 52.0 3035.0 1761.9 412.0
Krull 1598.0 2665.5 3142.5 2312.0
Kung Fu Master 258.5 22736.3 16754.9 17357.0
Montezuma Revenge 0.0 4753.3 0.0 0.2
Ms Pacman 307.3 6951.6 558.5 2527.1
Name This Game 2292.3 8049.0 2605.8 1387.2
Phoenix 761.4 7242.6 7162.2 3874.2
Pitfall -229.4 6463.7 -370.8 -12.8
Pong -20.7 14.6 -26.2 -8.0
Private Eye 24.9 69571.3 98.3 96.1
Qbert 163.9 13455.0 666.3 17671.2
Riverraid 1338.5 17118.0 5422.2 4671.0
Road Runner 11.5 7845.0 6146.7 4782.1
Robotank 2.2 11.9 10.0 13.7
Seaquest 68.4 42054.7 706.6 2116.7
Skiing -17098.1 -4336.9 -19692.5 -38434.1
Solaris 1236.3 12326.7 1921.5 841.8
Space Invaders 148.0 1668.7 9741.0 3687.2
Star Gunner 664.0 10250.0 25827.5 8717.0
Surround -10.0 6.5 -15.5 -2.5
Tennis -23.8 -8.3 0.7 1.2
Time Pilot 3568.0 5229.2 4503.6 2567.0
Tutankham 11.4 167.6 50.7 124.6
Up N Down 533.4 11693.2 10037.6 8289.4
Venture 0.0 1187.5 -1.7 231.0
Video Pinball 0.0 17667.9 35120.3 2817.1
Wizard Of Wor 563.5 4756.5 853.3 1265.0
Yars Revenge 3092.9 54576.9 5543.5 1871.5
Zaxxon 32.5 9173.3 897.5 3231.0
Mean Human-Norm’d 0.000 1.000 68.42 47.73
Median Human-Norm’d 0.000 1.000 9.41 33.41
#Superhuman 0 N/A 11 12
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Chapter 7

Active Pretraining with Successor
Features

7.1 Introduction
Deep unsupervised pretraining has achieved remarkable success in various frontier AI domains
from natural language processing [74, 230, 39] to computer vision [113, 56]. The pre-trained
models can quickly solve downstream tasks through few-shot fine-tuning [39, 57].

In reinforcement learning (RL), however, training from scratch to maximize extrinsic reward
is still the dominant paradigm. Despite RL having made significant progress in playing video
games [204, 251, 306, 16] and solving complex robotic control tasks [10, 6], RL algorithms
have to be trained from scratch to maximize extrinsic return for every encountered task. This
is in sharp contrast with how intelligent creatures quickly adapt to new tasks by leveraging
previously acquired behaviors.

In order to bridge this gap, unsupervised pretraining RL has gained interest recently, from
state-based [101, 81, 266, 209] to pixel-based RL [109, 179, 45]. In unsupervised pretraining
RL, the agent is allowed to train for a long period without access to environment reward, and
then got exposed to reward during testing. The goal of pretraining is to have data efficient
adaptation for some downstream task defined in the form of rewards.

State-of-the-art unsupervised RL methods consider various ways of designing the so called
intrinsic reward [26, 25, 101, 1], with the goal that maximizing this intrinsic return can
encourage meaningful behavior in the absence of external rewards. There are two lines of
work in this direction, we will discuss their advantages and limitations, and show that a novel
combination yields an effective algorithm which brings the best of both world.

The first category is based on maximizing the mutual information between task variables (p(z))
and their behavior in terms of state visitation (p(s)) to encourage learning distinguishable
task conditioned behaviors, which has been shown effective in state-based RL [101, 81] and
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Figure 7.1 Median of human normalized score on the 26 Atari games considered by Kaiser
et al. [140] (left) and the Atari 57 games considered in Mnih et al. [204](right). Fully supervised
RL baselines are shown in circle. RL with unsupervised pretraining are shown in square.
APS significantly outperforms all of the fully supervised and unsupervised pre-trained RL
methods. Baselines: Rainbow [116], SimPLe [140], APT [179], Data-efficient Rainbow [141],
DrQ [148], VISR [109], CURL [153], and SPR [258].

visual RL [109]. VISR proposed in Hansen et al. [109] is the prior state-of-the-art in this
category. The objective of VISR is max I(s; z) = maxH(z)−H(s|z) where z is sampled from
a fixed distribution. VISR proposes a successor features based variational approximation to
maximize a variational lower bound of the intractable conditional entropy −H(s|z). The
advantage of VISR is that its successor features can quickly adapt to new tasks. Despite its
effectiveness, the fundamental problem faced by VISR is lack of exploration.

Another category is based on maximizing the entropy of the states induced by the policy
maxH(s). Maximizing state entropy has been shown to work well in state-based domains [112,
209] and pixel-based domains [179]. It is also shown to be provably efficient under certain
assumptions [112]. The prior state-of-the-art APT by Liu and Abbeel [179] show maximizing
a particle-based entropy in a lower dimensional abstraction space can boost data efficiency
and asymptotic performance. However, the issues with APT are that it is purely exploratory
and task-agnostic and lacks of the notion of task variables, making it more difficult to adapt
to new tasks compared with task-conditioning policies.

Our main contribution is to address the issues of APT and VISR by combining them together
in a novel way. To do so, we consider the alternative direction of maximizing mutual
information between states and task variables I(s; z) = H(s) − H(s|z), the state entropy
H(s) encourages exploration while the conditional entropy encourages the agent to learn
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task conditioned behaviors. Prior work that considered this objective had to either make the
strong assumption that the distribution over states can be approximated with the stationary
state-distribution of the policy [266] or rely on the challenging density modeling to derive a
tractable lower bound [266, 43]. We show that the intractable conditional entropy, −H(s|z)
can be lower bounded and optimized by learning successor features. We use APT to maximize
the state entropy H(s) in an abstract representation space. Building upon this insight, we
propose Active Pretraining with Successor Features (APS) since the agent is encouraged to
actively explore and leverage the experience to learn behavior. By doing so, we experimentally
find that they address the limitations of each other and significantly improve each other.

We evaluate our approach on the Atari benchmark [29] where we apply APS to DrQ [148] and
test its performance after fine-tuning for 100K supervised environment steps. The results are
shown in Figure 7.1. On the 26 Atari games considered by [140], our fine-tuning significantly
boosts the data-efficiency of DrQ, achieving 106% relative improvement. On the full suite
of Atari 57 games [204], fine-tuning APS pre-trained models significantly outperforms prior
state-of-the-art, achieving human median score 3× higher than DQN trained with 10M
supervised environment steps and outperforms previous methods combining unsupervised
pretraining with task-specific finetuning.

7.2 Related Work
Our work falls under the category of mutual information maximization for unsupervised
behavior learning. Unsupervised discovering of a set of task-agnostic behaviors by means
of seeking to maximize an extrinsic reward has been explored in the the evolutionary
computation community [162, 163]. This has long been studied as intrinsic motivation [25,
26], often with the goal of encouraging exploration [273, 220]. Entropy maximization in
state space has been used to encourage exploration in state RL [112, 209, 259] and visual
RL [179, 323]. Maximizing the mutual information between latent variable policies and their
behavior in terms of state visitation has been used as an objective for discovering meaningful
behaviors [123, 205, 101, 124, 81, 316]. Sharma et al. [266] consider a similar decomposition
of mutual information, namely, I(s; z) = H(s)−H(z|s), however, they assume p(s|z) ≈ p(s)
to derive a different lower-bound of the marginal entropy. Different from Sharma et al. [266],
Campos et al. [43] propose to first maximize H(s) via maximum entropy estimation [112, 160]
then learn behaviors, this method relies on a density model that provides an estimate of
how many times an action has been taken in similar states. These methods are also only
shown to work from explicit state-representations, and it is nonobvious how to modify them
to work from pixels. The work by Badia et al. [17] also considers k-nearest neighbor based
count bonus to encourage exploration, yielding improved performance on Atari games. This
heuristically defined count-based bonus has been shown to be an effective unsupervised
pretraining objective for RL [45]. Machado et al. [198] show the norm of learned successor
features can be used to incentivize exploration as a reward bonus. Our work differs in that
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Table 7.1 Comparing methods for pretraining RL in no reward setting. VISR [109],
APT [179], MEPOL [209], DIYAN [81], DADS [266], EDL [43]. Exploration: the model can
explore efficiently. Off-policy: the model is off-policy RL. Visual: the method works well in
visual RL, e.g., Atari games. Task: the model conditions on latent task variables z. ⋆ means
only in state-based RL.

Algorithm Objective Exploration Visual Task Off-policy Pre-Trained Model

APT maxH(s) ✓ ✓ ✗ ✓ π(a|s), Q(s, a)
VISR maxH(z)− H(z|s) ✗ ✓ ✓ ✓ ψ(s, z), ϕ(s)

MEPOL maxH(s) ✓⋆ ✗ ✗ ✗ π(a|s)
DIAYN max−H(z|s) + H(a|z, s) ✗ ✗ ✓ ✗ π(a|s, z)
EDL maxH(s)− H(s|z) ✓⋆ ✗ ✓ ✓ π(a|s, z), q(s′|s, z)
DADS maxH(s)− H(s|z) ✓ ✗ ✓ ✗ π(a|s, z), q(s′|s, z)
APS maxH(s)− H(s|z) ✓ ✓ ✓ ✓ ψ(s, z), ϕ(s)
ψ(s): successor features, ϕ(s): state feature (i.e., the representation of states).

we jointly maximize the entropy and learn successor features.

7.3 Preliminaries
Reinforcement learning considers the problem of finding an optimal policy for an agent that
interacts with an uncertain environment and collects reward per action. The goal of the agent
is to maximize its cumulative reward.

Formally, this problem can be viewed as a Markov decision process (MDP) defined by
(S,A, T , ρ0, r, γ) where S ⊆ Rns is a set of ns-dimensional states, A ⊆ Rna is a set of na-
dimensional actions, T : S ×A× S → [0, 1] is the state transition probability distribution.
ρ0 : S → [0, 1] is the distribution over initial states, r : S×A → R is the reward function, and
γ ∈ [0, 1) is the discount factor. At environment states s ∈ S, the agent take actions a ∈ A,
in the (unknown) environment dynamics defined by the transition probability T (s′|s, a), and
the reward function yields a reward immediately following the action at performed in state
st. We define the discounted return G(st, at) =

∑∞
l=0 γ

lr(st+l, at+l) as the discounted sum of
future rewards collected by the agent. In value-based reinforcement learning, the agent learns
learns an estimate of the expected discounted return, a.k.a, state-action value function.

Qπ(s, a) = Est=s
at=a

[
∞∑
l=0

γlr(st+l, at+l, st+l+1)

]
.
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Figure 7.2 Diagram of the proposed method APS. On the left shows the concept of APS,
during reward-free pretraining phase, reinforcement learning is deployed to maximize the
mutual information between the states induced by policy and the task variables. During
testing, the pre-trained state features can identify the downstream task by solving a linear
regression problem , the pre-trained task conditioning successor features can then quickly
adapt to and solve the task. On the right shows the components of APS. APS consists of
maximizing state entropy in an abstract representation space (exploration, maxH(s)) and
leveraging explored data to learn task conditioning behaviors (exploitation, max−H(s|z)).

7.3.1 Successor Features

Successor features [72, 149, 22, 23] assume that there exist features ϕ(s, a, s′) ∈ Rd such that
the reward function which specifies a task of interest can be written as

r(s, a, s′) = ϕ(s, a, s′)Tw,

where w ∈ Rd is the task vector that specify how desirable each feature component is.

The key observation is that the state-action value function can be decomposed as a linear
form [22]

Qπ(s, a) = Est=s
at=a

[
∞∑
i=t

γi−tϕ(si+1, ai+1, s
′
i+1)

]T
w

≡ ψπ(s, a)Tw,

where ψπ(s, a) are the successor features of π. Intuitively, ψ(s, a) can be seen as a generaliza-
tion of Q(s, a) to multidimensional value function with reward ϕ(s, a, s′)

7.4 Method
We first introduce two techniques which our method builds upon in Section 7.4.1 and Sec-
tion 7.4.2 and discuss their limitations. We provide preliminary evidence of the limitations
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in Section 7.4.3. Then we propose APS in Section 7.4.4 to address their limitations.

7.4.1 Variational Intrinsic Successor Features (VISR)

The variational intrinsic successor features (VISR) maximizes the mutual information(I)
between some policy-conditioning variable (z) and the states induced by the conditioned
policy,

I(z; s) = H(z)−H(z|s),

where it is common to assume z is drawn from a fixed distribution for the purposes of training
stability [81, 109].

This simplifies the objective to minimizing the conditional entropy of the conditioning variable,
where s is sampled uniformly over the trajectories induced by πθ.∑

z,s

p(s, z) log p(z|s) = Es,z[log p(z|s)],

A variational lower bound is proposed to address the intractable objective,

JVISR(θ) = −Es,z[log q(z|s)],

where q(z|s) is a variational approximation. REINFORCE algorithm is used to learn the
policy parameters by treating log q(z|s) as intrinsic reward. The variational parameters can
be optimized by maximizing log likelihood of samples.

Figure 7.3 The passageway gridworld environments used in our experiments. On the left,
the agent needs to fetch the key first by navigating to the green location to unlock the closed
passageway (shown in black). Similarly, on the right, there is an additional key-passageway
pair. The agent must fetch the key (shown in purple) to unlock the upper right passageway.
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The key observation made by Hansen et al. [109] is restricting conditioning vectors z to
correspond to task-vectors w of the successor features formulation z ≡ w. To satisfy this
requirement, one can restrict the task vectors w and features ϕ(s) to be unit length and
paremeterizing the discriminator q(z|s) as the Von Mises-Fisher distribution with a scale
parameter of 1.

rVISR(s, a, s
′) = log q(w|s) = ϕ(s)Tw.

VISR has the rapid task inference mechanism provided by successor features with the ability of
mutual information maximization methods to learn many diverse behaviors in an unsupervised
way. Despite its effectiveness as demonstrated in Hansen et al. [109], VISR suffers from
inefficient exploration. This issue limits the further applications of VISR in challenging tasks.

7.4.2 Unsupervised Active Pretraining (APT)

The objective of unsupervised active pretraining (APT) is to maximize the entropy of the
states induced by the policy, which is computed in a lower dimensional abstract representation
space.

JAPT(θ) = H(h) =
∑
s

p(h) log p(h), h = f(s),

where f : Rns → Rnh is a mapping that maps observations s to lower dimensional representa-
tions h. In their work, Liu and Abbeel [179] learns the encoder by contrastive representation
learning.

With the learned representation, APT shows the entropy of h can be approximated by a
particle-based entropy estimation [275, 27], which is based on the distance between each
particle hi = f(si) and its k-th nearest neighbor h⋆i .

H(h) ≈ HAPT(h) ∝
n∑
i=1

log ∥hi − h⋆i ∥nz
nz
.

This estimator is asymptotically unbiased and consistent limn→∞HAPT(s) = H(s).

It helps stabilizing training and improving convergence in practice to average over all k
nearest neighbors [179].

ĤAPT(h) =
n∑
i=1

log

1 +
1

k

∑
hji∈Nk(hi)

∥hi − hji∥nh
nh

 ,

where Nk(·) denotes the k nearest neighbors.
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For a batch of transitions {(s, a, s′)} sampled from the replay buffer, each abstract represen-
tation f(s′) is treated as a particle and we associate each transition with a intrinsic reward
given by

rAPT(s, a, s
′) = log

1 +
1

k

∑
h(j)∈Nk(h)

∥h− h(j)∥nz
nz


where h = fθ(s

′). (7.1)

While APT achieves prior state-of-the-art performance in DeepMind control suite and Atari
games, it does not conditions on latent variables (e.g. task) to capture important task
information during pretraining, making it inefficient to quickly identity downstream task
when exposed to task specific reward function.
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Figure 7.4 Performance of different methods on the gridworld environments in Figure 7.3.
The results are recorded during testing phase after pretraining for a number of unsupervised
interactions. The success rate are aggregated over 10 random seeds. The bottom of each bar
is the zero-shot testing performance while the top is the fine-tuned performance.

7.4.3 Empirical Evidence of the Limitations of Existing Models

In this section we present two multi-step grid-world environments to illustrate the drawbacks
of APT and VISR, and highlight the importance of both exploration and task inference.
The environments, implemented with the pycolab game engine [279], are depicted shown
in Figure 7.3, and are fully observable to the agent. At each episode, the agent starts from
a randomly initialized location in the top left corner, with the task of navigating to the
target location shown in orange. To do so, the agent has to first pick up a key(green, purple



CHAPTER 7. ACTIVE PRETRAINING WITH SUCCESSOR FEATURES 113

area) that opens the closed passageway. The easy task shown in left of Figure 7.3 has one
key and one corresponding passageway while the hard task has two key-passageway pairs.
We evaluate the agent in terms of success rates. During evaluation, the agent receives an
intermediate reward 1 for picking up key and 10 for completing the task. The hierarchical
task presents a challenge to algorithms using only exploration bonus or successor features,
as the exploratory policy is unlikely to quickly adapt to the task specific reward and the
successor features is likely to never explore the space sufficiently.

Figure 7.4 shows the success rate of each method. APT performs worse than VISR at the
easy level, possibly because successor features can quickly adapt to the downstream reward.
On the other hand, APT significantly outperforms VISR at the hard level which requires a
exploratory policy. Despite the simplicity, these two gridworld environments already highlight
the weakness of each method. This observation confirms that existing formulations either
fail due to inefficient exploration or slow adaption, and motivates our study of alternative
methods for behavior discovery.

7.4.4 Active Pre-training with Successor Features

To address the issues of APT and VISR, we consider maximizing the mutual information
between task variable (z) drawn from a fixed distribution and the states induced by the
conditioned policy.

I(z; s) = H(s)−H(s|z).

The intuition is that the H(s) encourages the agent to explore novel states while H(s|z)
encourages the agent to leverage the collected data to capture task information.

Directly optimizing H(s) is intractable because the true distribution of state is unknown,
as introduced in Section 7.4.2, APT [179] is an effective approach for maximizing H(s) in
high-dimensional state space. We use APT to perform entropy maximization.

rexploration
APS (s, a, s′) = log

1 +
1

k

∑
h(j)∈Nk(h)

∥h− h(j)∥nh
nh


where h = fθ(s

′). (7.2)

As introduced in Section 7.4.1, VISR [109] is a variational based approach for maximizing
−H(z|s). However, maximizing −H(z|s) is not directly applicable to our case where the goal
is to maximize −H(s|z).
This intractable conditional entropy can be lower-bounded by a variational approximation,

F = −H(s|z) ≥ Es,z [log q(s|z)] .
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Algorithm 5: Training APS
Randomly Initialize ϕ network // L2 normalized output
Randomly Initialize ψ network // dim(output) = #A× dim(W )
for e := 1,∞ do

sample w from L2 normalized N (0, I(dim(W ))) // uniform ball
Q(·, a|w)← ψ(·, a, w)⊤w,∀a ∈ A
for t := 1, T do

Receive observation st from environment
at ← ϵ-greedy policy based on Q(st, ·|w)
Take action at, receive observation st+1 and reward ZZrt from environment
a′ = argmaxa ψ(st+1, a, w)

⊤w
Compute rAPS(st, a, st+1) with Equation (7.7) // intrinsic reward to
max I(s; z)
y = rAPS(st, a, st+1) + γψ(st+1, a

′, w)⊤w
lossψ = (ψ(st, at, w)

⊤w − yi)2
lossϕ = −ϕ(st)⊤w // minimize Von-Mises NLL
Gradient descent step on ψ and ϕ // minibatch in practice

end
end

This is because of the variational lower bound [20].

F =
∑
s,z

p(s, z) log p(s|z)

=
∑
s,z

p(s, z) log p(s|z) +
∑
s,z

p(s, z) log q(s|z)

−
∑
s,z

p(s, z) log q(s|z)

=
∑
s,z

p(s, z) log q(s|z) +
∑
z

p(z)DKL(p(·|z)||q(·|z))

≥
∑
s,z

p(s, z) log q(s|z)

= Es,z[log q(s|z)] (7.3)

Our key observation is that Von Mises-Fisher distribution is symmetric to its parametrization,
by restricting z ≡ w similarly to VISR, the reward can be written as

rexploitation
APS (s, a, s′) = log q(s|w) = ϕ(s)Tw. (7.4)

We find it helps training by sharing the weights between encoders f and ϕ. The encoder is
trained by minimizing the negative log likelihood of Von-Mises distribution q(s|w) over the
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data.

L = −Es,w [log q(s|w)] = −Es,w
[
ϕ(st)

⊤w
]
. (7.5)

Note that the proposed method is independent from the choices of representation learning for
f , e.g., one can use an inverse dynamic model [225, 40] to learn the neural encoder, which
we leave for future work.

Put Equation (7.2) and Equation (7.4) together, our intrinsic reward can be written as

rAPS(s, a, s
′)

= rexploitation
APS (s, a, s′) + rexploration

APS (s, a, s′) (7.6)

= ϕ(s)Tw + log

1 +
1

k

∑
h(j)∈Nk(h)

∥h− h(j)∥nh
nh


where h = ϕ(s′), (7.7)

The output layer of ϕ is L2 normalized, task vector w is randomly sampled from a uniform
distribution over the unit circle.

Table 7.1 positions our new approach with respect to existing ones. Figure 7.2 shows the
resulting model. Training proceeds as in other algorithms maximizing mutual information:
by randomly sampling a task vector w and then trying to infer the state produced by the
conditioned policy from the task vector. Algorithm 5 shows the pseudo-code of APS, we
highlight the changes from VISR to APS in color.

7.4.5 Implementation Details

We largely follow Hansen et al. [109] for hyperparameters used in our Atari experiments, with
the following three exceptions. We use the four layers convolutional network from Kostrikov
et al. [148] as the encoder ϕ and f . We change the output dimension of the encoder from 50
to 5 in order to match the dimension used in VISR. While VISR incorporated LSTM [121]
we excluded it for simplicity and accelerating research. We use ELU nonlinearities [64] in
between convolutional layers. We do not use the distributed training setup in Hansen et al.
[109], after every roll-out of 10 steps, the experiences are added to a replay buffer. This
replay buffer is used to calculate all of the losses and change the weights of the network. The
task vector w is also resampled every 10 steps. We use n-step Q-learning with n = 10.

Following Hansen et al. [109], we condition successor features on task vector, making ψ(s, a, w)
a UVFA [34, 250]. We use the Adam optimizer [143] with an learning rate 0.0001. We use
discount factor γ = .99. Standard batch size of 32. ψ is coupled with a target network [204],
with an update period of 100 updates.
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Table 7.2 Performance of different methods on the 26 Atari games considered by [140]
after 100K environment steps. The results are recorded at the end of training and averaged
over 5 random seeds for APS. APS outperforms prior methods on all aggregate metrics, and
exceeds expert human performance on 8 out of 26 games while using a similar amount of
experience.

Game Random Human SimPLe DER CURL DrQ SPR VISR APT APS (ours)
Alien 227.8 7127.7 616,9 739.9 558.2 771.2 801.5 364.4 2614.8 934.9
Amidar 5.8 1719.5 88.0 188.6 142.1 102.8 176.3 186.0 211.5 178.4
Assault 222.4 742.0 527.2 431.2 600.6 452.4 571.0 12091.1 891.5 413.3
Asterix 210.0 8503.3 1128.3 470.8 734.5 603.5 977.8 6216.7 185.5 1159.7
Bank Heist 14.2 753.1 34.2 51.0 131.6 168.9 380.9 71.3 416.7 262.7
BattleZone 2360.0 37187.5 5184.4 10124.6 14870.0 12954.0 16651.0 7072.7 7065.1 26920.1
Boxing 0.1 12.1 9.1 0.2 1.2 6.0 35.8 13.4 21.3 36.3
Breakout 1.7 30.5 16.4 1.9 4.9 16.1 17.1 17.9 10.9 19.1
ChopperCommand 811.0 7387.8 1246.9 861.8 1058.5 780.3 974.8 800.8 317.0 2517.0
Crazy Climber 10780.5 23829.4 62583.6 16185.2 12146.5 20516.5 42923.6 49373.9 44128.0 67328.1
Demon Attack 107805 35829.4 62583.6 16185.3 12146.5 20516.5 42923.6 8994.9 5071.8 7989.0
Freeway 0.0 29.6 20.3 27.9 26.7 9.8 24.4 -12.1 29.9 27.1
Frostbite 65.2 4334.7 254.7 866.8 1181.3 331.1 1821.5 230.9 1796.1 496.5
Gopher 257.6 2412.5 771.0 349.5 669.3 636.3 715.2 498.6 2590.4 2386.5
Hero 1027.0 30826.4 2656.6 6857.0 6279.3 3736.3 7019.2 663.5 6789.1 12189.3
Jamesbond 29.0 302.8 125.3 301.6 471.0 236.0 365.4 484.4 356.1 622.3
Kangaroo 52.0 3035.0 323.1 779.3 872.5 940.6 3276.4 1761.9 412.0 5280.1
Krull 1598.0 2665.5 4539.9 2851.5 4229.6 4018.1 2688.9 3142.5 2312.0 4496.0
Kung Fu Master 258.5 22736.3 17257.2 14346.1 14307.8 9111.0 13192.7 16754.9 17357.0 22412.0
Ms Pacman 307.3 6951.6 1480.0 1204.1 1465.5 960.5 1313.2 558.5 2827.1 2092.3
Pong -20.7 14.6 12.8 -19.3 -16.5 -8.5 -5.9 -26.2 -8.0 12.5
Private Eye 24.9 69571.3 58.3 97.8 218.4 -13.6 124.0 98.3 96.1 117.9
Qbert 163.9 13455.0 1288.8 1152.9 1042.4 854.4 669.1 666.3 17671.2 19271.4
Road Runner 11.5 7845.0 5640.6 9600.0 5661.0 8895.1 14220.5 6146.7 4782.1 5919.0
Seaquest 68.4 42054.7 683.3 354.1 384.5 301.2 583.1 706.6 2116.7 4209.7
Up N Down 533.4 11693.2 3350.3 2877.4 2955.2 3180.8 28138.5 10037.6 8289.4 4911.9
Mean Human-Norm’d 0.000 1.000 44.3 28.5 38.1 35.7 70.4 64.31 69.55 99.04
Median Human-Norm’d 0.000 1.000 14.4 16.1 17.5 26.8 41.5 12.36 47.50 58.80
# Superhuman 0 N/A 2 2 2 2 7 6 7 8

7.5 Results
We test APS on the full suite of 57 Atari games [29] and the sample-efficient Atari setting [140,
301] which consists of the 26 easiest games in the Atari suite (as judged by above random
performance for their algorithm).

We follow the evaluation setting in VISR [109] and APT [179], agents are allowed a long
unsupervised training phase (250M steps) without access to rewards, followed by a short test
phase with rewards. The test phase contains 100K environment steps – equivalent to 400k
frames, or just under two hours – compared to the typical standard of 500M environment
steps, or roughly 39 days of experience. We normalize the episodic return with respect
to expert human scores to account for different scales of scores in each game, as done in
previous works. The human-normalized performance of an agent on a game is calculated as
agent score−random score
human score−random score and aggregated across games by mean or median.
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When testing the pre-trained successor features ψ, we need to find task vector w from the
rewards. To do so, we rollout 10 episodes (or 40K steps, whichever comes first) with the
trained APS, each conditioned on a task vector chosen uniformly on a 5-dimensional sphere.
From these initial episodes, we combine the data across all episodes and solve the linear
regression problem. Then we fine-tune the pre-trained model for 60K steps with the inferred
task vector, and the average returns are compared.

A full list of scores and aggregate metrics on the Atari 26 subset is presented in Table 7.2.
The results on the full 57 Atari games suite is presented in Supplementary Material. For
consistency with previous works, we report human and random scores from [116].

In the data-limited setting, APS achieves super-human performance on eight games and
achieves scores higher than previous state-of-the-arts.

In the full suite setting, APS achieves super-human performance on 15 games, compared to a
maximum of 12 for any previous methods and achieves scores significantly higher than any
previous methods.

7.6 Analysis
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Figure 7.5 Scores of different methods and their variants on the 26 Atari games considered
by Kaiser et al. [140]. X → Y denotes training method Y using the data collected by method
X at the same time.

Contribution of Exploration and Exploitation In order to measure the contributions
of components in our method, we aim to answer the following two questions in this ablation
study. Compared with APT (maxH(s)), is the improvement solely coming from better fast
task solving induced by max−H(s|z) and the exploration is the same? Compared with
VISR (maxH(z)−H(z|s)), is the improvement solely coming from better exploration due to
maxH(s)−H(s|z) and the task solving ability is the same?
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We separate Atari 26 subset into two categories. Dense reward games in which exploration is
simple and exploration games which require exploration. In addition to train the model as
before, we simultaneously train another model using the same data, e.g. APS→ APT denotes
when training APS simultaneously training APT using the same data as APS. As shown
in Figure 7.5, on dense reward games, APS → APT performs better than APT → APS.
On exploration games, APS → APT significantly outperforms APT → APS. Similarly
APS→ VISR performs better than the other way around. Together, the results indicate that
entropy maximization and variational successor features improves each other in a nontrivial
way, and both are important to the performance gain of APS.

Table 7.3 Scores on the 26 Atari games for variants of APS, VISR, and APT. Scores of
considered variants are averaged over 3 random seeds.

Variant Human-Normalized Score
mean median

APS 99.04 58.80

APS w/o fine-tune 81.41 49.18
VISR (controlled, w/ fine-tune) 68.95 31.87
APT (controlled, w/o fine-tune) 58.23 19.85
APS w/o shared encoder 87.59 51.45

Fine-Tuning Helps Improve Performance We remove fine-tuning from APS that is
we evaluate its zero-shot performance, the same as in Hansen et al. [109]. We also employ
APS’s fine-tuning scheme to VISR, namely 250M (without access to rewards, followed by
a short task identify phase (40K steps) and a fine-tune phase (60K steps). The results
shown in Table 7.3 demonstrate that fine-tuning can boost performance. APS w/o fine-tune
outperforms all controlled baselines, including VISR w/ fine-tune.

Shared Encoder Can Boost Data-Efficiency We investigate the effect of using ϕ as the
encoder f . To do so, we consider a variant of APS that learns the encoder f as in APT by
contrastive representation learning. The performance of this variant is denoted as APS w/o
shared encoder shown in Table 7.3. Sharing encoder can boost data efficiency, we attribute
the effectiveness to ϕ better captures the relevant information which is helpful for computing
intrinsic reward. We leave the investigation of using other representation learning methods
as future work.

7.7 Conclusion
In this paper, we propose a new unsupervised pretraining method for RL. It addresses the
limitations of prior mutual information maximization-based and entropy maximization-based
methods and combines the best of both worlds. Empirically, APS achieves state-of-the-art
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performance on the Atari benchmark, demonstrating significant improvements over prior
work.

Our work demonstrates the benefit of leveraging state entropy maximization data for task-
conditioned skill discovery. We are excited about the improved performance by decomposing
mutual information as H(s)−H(s|z) and optimizing them by particle-based entropy and
variational successor features. In the future, it is worth studying how to combine approaches
designed for maximizing the alternative direction −H(z|s) with the particle-based entropy
maximization.

7.8 Acknowledgment
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7.9 Experiment Details
The corresponding hyperparameters used in Atari experiments are shown in Table 7.4
and Table 7.5. We follow Kostrikov et al. [148] to use data augmentation techniques that
consist of a simple random shift which has been shown effective in visual domain RL.
Specifically, the images are padded each side by 4 pixels (by repeating boundary pixels) and
then select a random 84× 84 crop, yielding the original image. This procedure is repeated
every time an image is sampled from the replay buffer.

We also use the same generalized policy improvement(GPI) [22, 24] as in VISR with the
number of polices 10. GPI is also used in VISR to ensure a fair comparison. Per common
practice, we average performance of our agent over 5 random seeds. The evaluation is done for
125K environment steps at the end of training for 100K environment steps. We follow Hansen
et al. [109] to use one MLP for each dimension of the successor feature.

The ablated variant APS w/o shared encoder follows APT [179] but the output dimension of
the neural encoder f is decreased to 5 in order to match the default APS. The projection
network in contrastive learning is a two-layer MLP with hidden size of 128 and output size of
64. We also use the same temperature and other hyperparamters as APT for the ablation
study.

7.10 Scores Breakdown on 57 Atari games
A comparison between APS and baselines on each individual game of the 57 Atari game suite
is shown in Table 7.6. APS achieves super-human performance on 15 games, compared to a
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Table 7.4 Hyper-parameters for RL.

Parameter Setting
Terminal on loss of life True
Reward clipping (fine-tuning phase) [−1, 1]
Data augmentation Random shifts and Intensity
Grey-scaling True
Observation down-sampling 84× 84
Frames stacked 4
Action repetitions 4
Max frames per episode 108k
Update Double Q
Target network: update period 100
Discount factor 0.99
Minibatch size 32
ψ, ϕ optimizer Adam
ψ, ϕ optimizer (pre-training phase): learning rate 0.0001
ψ, ϕ optimizer (fine-tuning phase): learning rate 0.001
ψ, ϕ optimizer: β1 0.9
ψ, ϕ optimizer: β2 0.999
ψ, ϕ optimizer: ϵ 0.00015
Max gradient norm 10
Training steps (fine-tuning phase) 60K
Task identity steps (fine-tuning phase) 40K
Training steps (pre-training phase) 5M
Evaluation steps 125K
Min replay size for sampling 1600
Memory size Unbounded
Replay period every 1 step
Multi-step return length 10
ψ network: channels 32, 64, 64
ψ network: filter size 8× 8, 4× 4, 3× 3
ψ network: stride 4, 2, 1
ψ network: hidden units 512
ψ Non-linearity ReLU
Exploration ϵ-greedy
ϵ-decay 2500
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Table 7.5 Hyper-parameters for Learning ϕ.

Parameter Setting
Value of k search in {3, 5, 10}
ϕ network: channels 32, 64, 64
ϕ network: filter size 8× 8, 4× 4, 3× 3
ϕ network: stride 4, 2, 1
ϕ network: hidden units 512
ϕ network Non-linearity ELU
FC hidden size 1024
Output size 5

maximum of 12 for any previous methods and achieves scores significantly higher than any
previous methods.
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Table 7.6 Comparison of raw scores of each method on Atari games. Results are averaged
over five random seeds. @N represents the amount of RL interaction utilized at fine-tuning
phase.

Game Random Human VISR APT APS (ours)
Alien 227.8 7127.7 364.4 2614.8 934.9
Amidar 5.8 1719.5 186.0 211.5 188.4
Assault 222.4 742.0 1209.1 891.5 413.3
Asterix 210.0 8503.3 6216.7 185.5 1159.5
Asteroids 7191 47388.7 4443.3 678.7 1519.7
Atlantis 12850.0 29028.1 140542.8 40231.0 18920.0
Bank Heist 14.2 753.1 71.3 416.7 262.7
Battle Zone 2360.0 37187.5 7072.7 7065.1 26920.1
Beam Rider 363.9 16826.5 1741.9 3487.2 4981.2
Berzerk 123.7 2630.4 490.0 493.4 387.4
Bowling 23.1 160.7 21.2 -56.5 56.5
Boxing 0.1 12.1 13.4 21.3 36.3
Breakout 1.7 30.5 17.9 10.9 19.1
Centipede 2090.9 12017.1 7184.9 6233.9 3915.7
Chopper Command 811.0 7387.8 800.8 317.0 2517.0
Crazy Climber 10780.5 23829.4 49373.9 44128.0 67328.1
Defender 2874.5 18688.9 15876.1 5927.9 19921.5
Demon Attack 107805 35829.4 8994.9 6871.8 7989.0
Double Dunk -18.6 -16.4 -22.6 -17.2 -8.0
Enduro 0.0 860.5 -3.1 -0.3 216.8
Fishing Derby -91.7 -38.7 -93.9 -5.6 -2.1
Freeway 0.0 29.6 -12.1 29.9 27.1
Frostbite 65.2 4334.7 230.9 1796.1 496.1
Gopher 257.6 2412.5 498.6 2190.4 2590.4
Gravitar 173.0 3351.4 328.1 542.0 487.0
Hero 1027.0 30826.4 663.5 6789.1 12189.3
Ice Hockey -11.2 0.9 -18.1 -30.1 -11.3
Jamesbond 29.0 302.8 484.4 356.1 622.3
Kangaroo 52.0 3035.0 1761.9 412.0 5280.1
Krull 1598.0 2665.5 3142.5 2312.0 4496.0
Kung Fu Master 258.5 22736.3 16754.9 17357.0 13112.1
Montezuma Revenge 0.0 4753.3 0.0 147.0 211.0
Ms Pacman 307.3 6951.6 558.5 2527.1 2092.3
Name This Game 2292.3 8049.0 2605.8 1387.2 6898.8
Phoenix 761.4 7242.6 7162.2 3874.2 6871.8
Pitfall -229.4 6463.7 -370.8 -12.8 -6.2
Pong -20.7 14.6 -26.2 -8.0 12.5
Private Eye 24.9 69571.3 98.3 96.1 117.9
Qbert 163.9 13455.0 666.3 17671.2 19271.4
Riverraid 1338.5 17118.0 5422.2 4671.0 10521.3
Road Runner 11.5 7845.0 6146.7 4782.1 5919.0
Robotank 2.2 11.9 10.0 13.7 12.6
Seaquest 68.4 42054.7 706.6 2116.7 4209.7
Skiing -17098.1 -4336.9 -19692.5 -38434.1 -9102.1
Solaris 1236.3 12326.7 1921.5 841.8 1095.4
Space Invaders 148.0 1668.7 9741.0 3687.2 3693.8
Star Gunner 664.0 10250.0 25827.5 8717.0 42970.0
Surround -10.0 6.5 -15.5 -2.5 -5.8
Tennis -23.8 -8.3 0.7 1.2 8.7
Time Pilot 3568.0 5229.2 4503.6 2567.0 4586.5
Tutankham 11.4 167.6 50.7 124.6 45.6
Up N Down 533.4 11693.2 10037.6 8289.4 4911.9
Venture 0.0 1187.5 -1.7 231.0 136.0
Video Pinball 0.0 17667.9 35120.3 2817.1 154414.1
Wizard Of Wor 563.5 4756.5 853.3 1265.0 1732.1
Yars Revenge 3092.9 54576.9 5543.5 1871.5 6539.5
Zaxxon 32.5 9173.3 897.5 3231.0 5819.2
Mean Human-Norm’d 0.000 1.000 68.42 47.78 103.04
Median Human-Norm’d 0.000 1.000 9.41 33.41 39.23
#Superhuman 0 N/A 11 12 15
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Chapter 8

Contrastive Intrinsic Control

8.1 Introduction
Deep Reinforcement Learning (RL) is a powerful approach toward solving complex control
tasks in the presence of extrinsic rewards. Successful applications include playing video games
from pixels [204], mastering the game of Go [271, 272], robotic locomotion [255, 256, 229]
and dexterous manipulation [242, 215, 216] policies. While effective, the above advances
produced agents that are unable to generalize to new downstream tasks beyond the one they
were trained to solve. Humans and animals on the other hand are able to acquire skills with
minimal supervision and apply them to solve a variety of downstream tasks. In this work, we
seek to train agents that acquire skills without supervision with generalization capabilities by
efficiently adapting these skills to downstream tasks.

Over the last few years, unsupervised RL has emerged as a promising framework for developing
RL agents that can generalize to new tasks. In the unsupervised RL setting, agents are
first pre-trained with self-supervised intrinsic rewards and then finetuned to downstream
tasks with extrinsic rewards. Unsupervised RL algorithms broadly fall into three categories -
knowledge-based, data-based, and competence-based methods1. Knowledge-based methods
maximize the error or uncertainty of a predictive model [225, 226, 41]. Data-based methods
maximize the entropy of the agent’s visitation [180, 324]. Competence-based methods learn
skills that generate diverse behaviors [82, 102]. This work falls into the latter category of
competence-based exploration methods.

Unlike knowledge-based and data-based algorithms, competence-based algorithms simultane-
ously address both the exploration challenge as well as distilling the generated experience
in the form of reusable skills. This makes them particularly appealing, since the resulting
skill-based policies (or skills themselves) can be finetuned to efficiently solve downstream
tasks. While there are many self-supervised objectives that can be utilized, our work falls

1These categories for exploration algorithms were introduced by Srinivas and Abbeel [277] and inspired
by Oudeyer et al. [221].
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max I(s; z) = max (ℋ(s) − ℋ(s |z))
z1

z2
z3

Figure 8.1 This work deals with unsupervised skill discovery through mutual information
maximization. We introduce Contrastive Intrinsic Control (CIC) – a new unsupervised RL
algorithm that explores and adapts more efficiently than prior methods.

into a family of methods that learns skills by maximizing the mutual information between
visited states and latent skill vectors. Many earlier works have investigated optimizing such
objectives [82, 102, 150, 265]. However, competence-based methods have been empirically
challenging to train and have under-performed when compared to knowledge and data-based
methods [155].

In this work, we take a closer look at the challenges of pre-training agents with competence-
based algorithms. We introduce Contrastive Intrinsic Control (CIC) – an exploration algorithm
that uses a new estimator for the mutual information objective. CIC combines particle
estimation for state entropy [274, 180] and noise contrastive estimation [106] for the conditional
entropy which enables it to both generate diverse behaviors (exploration) and discriminate
high-dimensional continuous skills (exploitation). To the best of our knowledge, CIC is the
first exploration algorithm to utilize noise contrastive estimation to discriminate between state
transitions and latent skill vectors. Empirically, we show that CIC adapts to downstream
tasks more efficiently than prior exploration approaches on the Unsupervised Reinforcement
Learning Benchmark (URLB). CIC achieves 79% higher returns on downstream tasks than
prior competence-based algorithms and 18% higher returns than the next-best exploration
algorithm overall.
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Figure 8.2 Qualitative visualizations of unsupervised skills discovered in Walker, Quadruped,
and Jaco arm environments. The Walker learns to balance and move, the Quadruped learns to flip
upright and walk, and the 6 DOF robotic arm learns how to move without locking. Unlike prior
competence-based methods for continuous control which evaluate on OpenAI Gym (e.g. Eysenbach
et al. [82]), which reset the environment when the agent loses balance, CIC is able to learn skills in
fixed episode length environments which are much harder to explore (see Appendix 8.18).

8.2 Background and Notation
Markov Decision Process: We operate under the assumption that our system is described
by a Markov Decision Process (MDP) [284]. An MDP consiss of the tuple (S,A,P , r, γ)
which has states s ∈ S, actions a ∈ A, transition dynamics p(s′|s, a) ∼ P , a reward function
r, and a discount factor γ. In an MDP, at each timestep t, an agent observes the current
state s, selects an action from a policy a ∼ π(·|s), and then observes the reward and next
state once it acts in the environment: r, s′ ∼ env.step(a). Note that usually r refers to an
extrinsic reward. However, in this work we will first be pre-training an agent with intrinsic
rewards rint and finetuning on extrinsic rewards rext.

For convenience we also introduce the variable τ(s) which refers to any function of the states
s. For instance τ can be a single state, a pair of states, or a sequence depending on the
algorithm. Our method uses τ = (s, s′) to encourage diverse state transitions while other
methods have different specifications for τ . Importantly, τ does not denote a state-action
trajectory, but is rather shorthand for any function of the states encountered by the agent.
In addition to the standard MDP notation, we will also be learning skills z ∈ Z and our
policy will be skill-conditioned a ∼ π(·|s, z).
Unsupervised Skill Discovery through Mutual Information Maximization: Most
competence-based approaches to exploration maximize the mutual information between states
and skills. Our work and a large body of prior research [82, 265, 102, 2, 161, 181] aims to



CHAPTER 8. CONTRASTIVE INTRINSIC CONTROL 126

Noise Contrastive Loss

query

key

k-NN 

Replay Buffer Entropy Conditional EntropyIntrinsic Reward Representation LearningReplay Buffer

Figure 8.3 Architecture illustrating the practical implementation of CIC . During a gradient
update step, random τ = (s, s′) tuples are sampled from the replay buffer, then a particle estimator
is used to compute the entropy and a noise contrastive loss to compute the conditional entropy. The
contrastive loss is backpropagated through the entire architecture. The entropy and contrastive
terms are then scaled and added to form the intrinsic reward. The RL agent is optimized with a
DDPG [175].

maximize a mutual information objective with the following general form:

I(τ ; z) = H(z)−H(z|τ) = H(τ)−H(τ |z) (8.1)

Competence-based algorithms use different choices for τ and can condition on additional
information such as actions or starting states. For a full summary of competence-based
algorithms and their objectives see Table 8.2 in Appendix 8.13.

Lower Bound Estimates of Mutual Information: The mutual information I(s; z) is
intractable to compute directly. Since we wish to maximize I(s; z), we can approximate this
objective by instead maximizing a lower bound estimate. Most known mutual information
maximization algorithms use the variational lower bound introduced in Barber and Agakov
[20]:

I(τ ; z) = H(z)−H(z|τ) ≥ H(z) + E[log q(z|τ)] (8.2)

The variational lower bound can be applied to both decompositions of the mutual information.
The design decisions of a competence-based algorithm therefore come down to (i) which
decomposition of I(τ ; z) to use, (ii) whether to use discrete or continuous skills, (iii) how to
estimate H(z) or H(τ), and finally (iv) how to estimate H(z|τ) or H(τ |z).

8.3 Motivation
Results from the recent Unsupervised Reinforcement Learning Benchmark (URLB) [155]
show that competence-based approaches underperform relative to knowledge-based and



CHAPTER 8. CONTRASTIVE INTRINSIC CONTROL 127

Resets when agent 
loses balance

Resets are fixed 
at 1000 steps

OpenAI Gym Hopper DeepMind Control Hopper

Figure 8.4 To empirically demonstrate issues inherent to competence-based exploration methods,
we run DIAYN [82] and compare it to ICM [225] and a Fixed baseline where the agent receives an
intrinsic reward of 1.0 for each timestep and no extrinsic reward on both OpenAI Gym (episode resets
when agent loses balance) and DeepMind Control (DMC) (episode is fixed for 1k steps) Hopper
environments. Since Gym and DMC rewards are on different scales, we normalize rewards based on
the maximum reward achieved by any algorithm ( 1k for Gym, 3 for DMC). While DIAYN is able
to achieve higher extrinsic rewards than ICM on Gym, the Fixed intrinsic reward baseline performs
best. However, on DMC the Fixed and DIAYN agents achieve near-zero reward while ICM does
not. This is consistent with findings of prior work that DIAYN is able to learn diverse behaviors in
Gym [82] as well as the observation that DIAYN performs poorly on DMC environments [155]

data-based baselines on DeepMind Control (DMC). We argue that the underlying issue with
current competence-based algorithms when deployed on harder exploration environments
like DMC has to do with the currently used estimators for I(τ ; z) rather than the objective
itself. To produce structured skills that lead to diverse behaviors, I(τ ; z) estimators must
(i) explicitly encourage diverse behaviors and (ii) have the capacity to discriminate between
high-dimensional continuous skills. Current approaches do not satisfy both criteria.

Competence-base algorithms do not ensure diverse behaviors: Most of the best known
competence-based approaches [82, 102, 2, 161], optimize the first decomposition of the
mutual information H(z)−H(z|τ). The issue with this decomposition is that while it ensures
diversity of skill vectors it does not ensure diverse behavior from the policy, meaning maxH(z)
does not imply maxH(τ). Of course, if H(z)−H(z|τ) is maximized and the skill dimension
is sufficiently large, then H(τ) will also be maximized implicitly. Yet in practice, to learn an
accurate discriminator q(z|τ), the above methods assume skill spaces that are much smaller
than the state space (see Table 8.2), and thus behavioral diversity may not be guaranteed.
In contrast, the decomposition I(τ ; z) = H(τ)−H(τ |z) ensures diverse behaviors through
the entropy term H(τ). Methods that utilize this decomposition include Liu and Abbeel
[181], Sharma et al. [265].

Why it is important to utilize high-dimensional skills : Once a policy is capable of generating
diverse behaviors, it is important that the discriminator can distill these behaviors into
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Figure 8.5 We report the aggregate statistics using stratified bootstrap intervals [3] for 12
downstream tasks on URLB with 10 seeds, so each statistic for each algorithm has 120 seeds in total.
We find that overall, CIC achieves leading performance on URLB in terms of the IQM, mean, and
OG statistics. As recommended by Agarwal et al. [3], we use the IQM as our primary performance
measure. In terms of IQM, CIC improves upon the next best skill discovery algorithm (APS) by
79% and the next best algorithm overall (ProtoRL) by 18%.

distinct skills. If the set of behaviors outnumbers the set of skills, this will result in degenerate
skills – when one skill maps to multiple different behaviors. It is therefore important
that the discriminator can accommodate continuous skills of sufficiently high dimension.
Empirically, the discriminators used in prior work utilize only low-dimensional continuous
skill vectors. DIAYN [82] utilized 16 dimensional skills, DADS [265] utilizes continuous skills
of dimension 2− 5, while APS [181], an algorithm that utilizes successor features [21, 110]
for the discriminator, is only capable of learning continuous skills with dimension 10. We
show how small skill spaces can lead to ineffective exploration in a simple gridworld setting
in Appendix 8.16.

On the importance of benchmarks for evaluation: While prior competence-based approaches
such as DIAYN [82] were evaluated on OpenAI Gym [37], Gym environment episodes
terminate when the agent loses balance thereby leaking some aspects of extrinsic signal to
the exploration agent. On the other hand, DMC episodes have fixed length. We show in
Fig 8.4 that this small difference in environments results in large performance differences.
Specifically, we find that DIAYN is able to learn diverse skills in Gym but not in DMC, which
is consistent with both observations from DIAYN and URLB papers. Due to fixed episode
lengths, DMC tasks are harder for reward-free exploration since agents must learn to balance
without supervision.
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8.4 Method

8.4.1 Contrastive Intrinsic Control

From Section 8.3 we are motivated to find a lower bound for I(τ ; z) with a discriminator
that is capable of supporting high-dimensional continuous skills2. Additionally, we wish to
increase the diversity of behaviors so that the discriminator can continue learning new skills
throughout training. To improve the discriminator, we propose to utilize noise contrastive
estimation (NCE) [106] between state-transitions and latent skills as a lower bound for
I(τ ; z).3 It has been shown previously that such estimators provide a valid lower bound for
mutual information [214]. However, to the best of our knowledge, this is the first work to
investigate contrastive representation learning for intrinsic control.

Representation Learning: Specifically, we propose to learn embeddings with the following
representation learning objective, which is effectively CPC between state-transitions and
latent skills:

I(τ ; z) ≥ E[f(τ, z)− log
1

N

N∑
j=1

exp(f(τj, z))]. (8.3)

where f(τ, z) is any real valued function. For convenience, we define the discriminator
log q(τ |z) as

log q(τ |z) := f(τ, z)− log
1

N

N∑
j=1

exp(f(τj, z)). (8.4)

For our practical algorithm, we parameterize this function as

f(τ, z) = gψ1(τ)
⊤gψ2(z)/∥gψ1(τ)∥∥gψ2(z)∥T , (8.5)

where τ = (s, s′) is a transition tuple, gψk
are neural encoders, and T is a temperature

parameter. This inner product is similar to the one used in SimCLR [55].

The representation learning loss backpropagates gradients from the NCE loss which maximizes
similarity between state-transitions and corresponding skills.

FNCE(τ) =
gψ1(τi)

⊤gψ2(zi)

∥gψ1(τi)∥∥gψ2(zi)∥T

− log
1

N

N∑
j=1

exp

(
gψ1(τj)

⊤gψ2(zi)

∥gψ1(τj)∥∥gψ2(zi)∥T

)
(8.6)

2In high-dimensional state-action spaces the number of distinct behaviors can be quite large.
3Note that τ is not a trajectory but some function of states.
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We provide pseudocode for the CIC representation learning loss below:
1 """
2 PyTorch -like pseudocode for the CIC loss
3 """
4
5 def cic_loss(s, s_next , z, temp):
6 """
7 - states: s, s_next (B, D)
8 - skills: z (B, D)
9 """

10
11 tau = concat(s, s_next , dim=1)
12
13 query = query_net(z)
14 key = key_net(tau)
15
16 query = normalize(query , dim =1)
17 key = normalize(key , dim =1)
18
19 """
20 positives are on diagonal
21 negatives are off diagonal
22 """
23
24 logits = matmul(query , key.T) / temp
25 labels = arange(logits.shape [0])
26
27 loss = cross_entropy(logits , labels)
28
29 return loss

Listing 8.1: Pseudocode for the CIC loss

Intrinsic reward: Although we have a representation learning objective, we still need to specify
the intrinsic reward for the algorithm for which there can be multiple choices. Prior works
consider specifying an intrinsic reward that is proportional to state-transition entropy [180],
the discriminator [82], a similarity score between states and skills [315], and the uncertainty
of the discriminator [281]. We investigate each of these choices and find that an intrinsic
reward that maximizes state-transition entropy coupled with representation learning via the
CPC loss defined in Sec. 8.4.1 is the simplest variant that also performs well (see Table 8.1).

For the intrinsic reward, we use a particle estimate [274, 27] as in Liu and Abbeel [180] of the
state-transition entropy. Similar to Liu and Abbeel [180], Yarats et al. [324] we estimate the
entropy up to a proportionality constant, because we want the agent to maximize entropy
rather than estimate its exact value.

The APT particle entropy estimate is proportional to the distance between the current visited
state transition and previously seen neighboring points.
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Hparticle(τ) ∝
1

Nk

Nk∑
h⋆i∈Nk

log ∥hi − h⋆i ∥ (8.7)

where hi is an embedding of τi shown in Fig. 8.3, h∗i is a kNN embedding, Nk is the number of
kNNs, and N − 1 is the number of negatives. The total number of elements in the summation
is N because it includes one positive.

Explore and Exploit: With these design choices the two components of the CIC algorithm can
be interpreted as exploration with intrinsic rewards and exploitation using representation
learning to distill behaviors into skills. The marginal entropy maximizes the diversity of state-
transition embeddings while the contrastive discriminator log q(τ |z) encourages exploitation
by ensuring that skills z lead to predictable states τ . Together the two terms incentivize the
discovery of diverse yet predictable behaviors from the RL agent. While CIC shares a similar
intrinsic reward structure to APT [180], we show that the new representation learning loss
from the CIC estimator results in substantial performance gains in Sec 8.6.

8.5 Practical Implementation
Our practical implementation consists of two main components: the RL optimization algorithm
and the CIC architecture. For fairness and clarity of comparison, we use the same RL
optimization algorithm for our method and all baselines in this work. Since the baselines
implemented in URLB [155] use a DDPG4 [175] as their backbone, we opt for the same
DDPG architecture to optimize our method as well (see Appendix 8.11).

CIC Architecture: We use a particle estimator as in Liu and Abbeel [180] to estimate H(τ).
To compute the variational density q(τ |z), we first sample skills from uniform noise z ∼ p(z)
where p(z) is the uniform distribution over the [0, 1] interval. We then use two MLP encoders
to embed gψ1(τ) and gψ2(z), and optimize the parameters ψ1, ψ2 with the CPC loss similar to
SimCLR [55] since f(τ, z) = gψ1(τ)

Tgψ2(z). We fix the hyperparameters across all domains
and downstream tasks.

Adapting to downstream tasks: To adapt to downstream tasks we follow the same procedure
for competence-based method adaptation as in URLB [155]. During the first 4k environment
interactions we populate the DDPG replay buffer with samples and use the extrinsic rewards
collected during this period to finetune the skill vector z. While it’s common to finetune
skills with Cross Entropy Adaptation (CMA), given our limited budget of 4k samples (only 4
episodes) we find that a simple grid sweep of skills over the interval [0, 1] produces the best
results. After this, we fix the skill z and finetune the DDPG actor-critic parameters against

4It was recently was shown that a DDPG achieves state-of-the-art performance [322] on DeepMind
Control [288] and is more stable than SAC [108] on this benchmark.
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the extrinsic reward for the remaining 96k steps. Note that competence-based methods in
URLB also finetune their skills during the first 4k finetuning steps ensuring a fair comparison
between the methods.

8.6 Experimental Setup
Environments We evaluate our approach on tasks from URLB, which consists of twelve
downstream tasks across three challenging continuous control domains for exploration algo-
rithms – walker, quadruped, and Jaco arm. Walker requires a biped constrained to a 2D
vertical plane to perform locomotion tasks while balancing. Quadruped is more challenging
due to a higher-dimensional state-action space and requires a quadruped to in a 3D environ-
ment to learn locomotion skills. Jaco arm is a 6-DOF robotic arm with a three-finger gripper
to move and manipulate objects without locking. All three environments are challenging in
the absence of an extrinsic reward.

Baselines: We compare CIC to baselines across all three exploration categories. Knowledge-
based basedlines include ICM [225], Disagreement [226], and RND [41]. Data-based baselines
incude APT [180] and ProtoRL [324]. Competence-based baselines include DIAYN [82],
SMM [161], and APS [181]. The closest baselines to CIC are APT, which is similar to CIC
but without state-skill CPC representation learning (no discriminator), and APS which
uses the same decomposition of mutual information as CIC and also uses a particle entropy
estimate for H(τ). The main difference between APS and CIC is that APS uses successor
features while CIC uses a contrastive estimator for the discriminator. For further details
regarding baselines we refer the reader to Appendix 8.12.

Evaluation: We follow an identical evaluation to the 2M pre-training setup in URLB. First,
we pre-train each RL agent with the intrinsic rewards for 2M steps. Then, we finetune each
agent to the downstream task with extrinsic rewards for 100k steps. All baselines were run
for 10 seeds per downstream task for each algorithm using the code and hyperparameters
provided by URLB [155]. Built on top of URLB, CIC is also run for 10 seeds per task. A
total of 1080 = 9 algorithms× 12 tasks× 10 seeds experiments were run for the main results.
Importantly, all baselines and CIC use a DDPG agent as their backbone.

To ensure that our evaluation statistics are unbiased we use stratified bootstrap confidence
intervals to report aggregate statistics across M runs with N seeds as described in Rliable [3]
to report statistics for our main results in Fig. 8.5. Our primary success metric is the
interquartile mean (IQM) and the Optimality Gap (OG). IQM discards the top and bottom
25% of runs and then computes the mean. It is less susceptible to outliers than the mean
and was shown to be the most reliable statistic for reporting results for RL experiments in
Agarwal et al. [3]. OG measures how far a policy is from optimal (expert) performance. To
define expert performance we use the convention in URLB, which is the score achieved by a
randomly initialized DDPG after 2M steps of finetuning (20x more steps than our finetuning
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budget).

8.7 Results
We investigate empirical answers to the following research questions: (Q1) How does CIC
adaptation efficiency compare to prior competence-based algorithms and exploration algo-
rithms more broadly? (Q2) Which intrinsic reward instantiation of CIC performs best? (Q3)
How do the two terms in the CIC objective affect algorithm performance? (Q4) How does
skill selection affect the quality of the pre-trained policy? (Q5) Which architecture details
matter most?

Adaptation efficiency of CIC and exploration baslines: Expert normalized scores
of CIC and exploration algorithms from URLB are shown in Fig. 8.3. We find that CIC
substantially outperforms prior competence-based algorithms (DIAYN, SMM, APS) achieving
a 79% higher IQM than the next best competence-based method (APS) and, more broadly,
achieving a 18% higher IQM than the next best overall baseline (ProtoRL). In further ablations,
we find that the contributing factors to CIC’s performance are its ability to accommodate
substantially larger continuous skill spaces than prior competence-based methods.

Intrinsic reward specification: The intrinsic reward for competence-based algorithms can
be instantiated in many different ways. Here, we analyze intrinsic reward for CIC with the
form rint = H(τ) +D(τ, z), where D is some function of (τ, z). Prior works, select D to be
(i) the discriminator [181], (ii) a cosine similarity between embeddings [315], (iii) uncertainty
of the discriminator [281], and (iv) just the entropy D(τ, z) = 0 [180]. We run CIC with each
of these variants on the walker and quadruped tasks and measure the final mean performance
across the downstream tasks (see Tab. 8.1). The results show that the entropy-only intrinsic
reward performs best. For this reason the intrinsic reward and representation learning aspects
of CIC are decoupled. We hypothesize that the reason why a simple entropy-only intrinsic
reward works well is that state-skill CPC representation learning clusters similar behaviors
together. Since redundant behaviors are clustered, maximizing the entropy of state-transition
embeddings produces increasingly diverse behaviors.

The importance of representation learning: To what extent does representation learning
with state-skill CPC (see Eq. 8.3) affect the agent’s exploration capability? To answer this
question we train the CIC agent with the entropy intrinsic reward with and without the
representation learning auxiliary loss for 2M steps. The zero-shot reward plotted in Fig. 8.6
indicates that without representation learning the policy collapses. With representation
learning, the agent is able to discover diverse skills evidenced by the non-zero reward. This
result suggests that state-skill CPC representation learning is a critical part of CIC.

Qualitative analysis of CIC behaviors: Qualitatively, we find that CIC is able to learn
locomotion behaviors in DMC without extrinsic information such as early termination as in
OpenAI Gym. While most skills are higher entropy and thus more chaotic, we show in Fig 8.2
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disc. similarity uncertainty entropy

walker 0.80 0.79 0.78 0.82
quad. 0.44 0.63 0.75 0.74

mean 0.62 0.71 0.77 0.78

Table 8.1 Analyzing four different intrinsic reward specifications for CIC, we find that
entropy-based intrinsic reward performs best, suggesting that the CIC discriminator is
primarily useful for representation learning. These are normalized scores averaged over 3
seeds across 8 downstream tasks (24 runs per data point).

that structured behaviors can be isolated by fixing a particular skill vector. For example, in
the walker and quadruped domains - balancing, walking, and flipping skills can be isolated.
For more qualitative investigations we refer the reader to Appendix 8.17.

8.8 Conclusion
We have introduced a new competence-based algorithm – Contrastive Intrinsic Control (CIC)
– which enables more effective exploration than prior unsupervised skill discovery algorithms
by explicitly encouraging diverse behavior while distilling predictable behaviors into skills
with a contrastive discriminator. We showed that CIC is the first competence-based approach
to achieve leading performance on URLB. We hope that this encourages further research in
developing RL agents capable of generalization.
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8.10 Competence-based Exploration Algorithms
The competence-based algorithms considered in this work aim to maximize I(τ ; s). The
algorithms differ by ho they decompose mutual information, whether they explicitly maximize
behavioral entropy, their skill space (discrete or continuous) and their intrinsic reward
structure. We provide a list of common competence-based algorithms in Table 8.2.
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Figure 8.6 Mean zero-shot extrinsic rewards for Quadruped stand over 3 seeds with and
without state-skill representation learning. Without representation learning, the algorithm
collapses. Similarly, with CIC representation learning but no entropy term (in which case
we use the discriminator as the intrinsic reward) the policy also collapses. Note that there
is no finetuning happening here. We’re showing the task-specific extrinsic reward during
reward-free pre-training as a way to sense-check the exploration policy.

8.11 Deep Deterministic Policy Gradient (DDPG)
A DDPG is an actor-critic RL algorithm that performs off-policy gradient updates and learns
a Q function Qϕ(s, a) and an actor πθ(a|s). The critic is trained by satisfying the Bellman
equation.

LQ(ϕ,D) = E(st,at,rt,st+1)∼D

[(
Qϕ(st, at)− rt − γQϕ̄(st+1, πθ(st+1)

)2]
. (8.8)

Here, ϕ̄ is the Polyak average of the parameters ϕ. As the critic minimizes the Bellman error,
the actor maximizes the action-value function.

Lπ(θ,D) = Est∼D [Qϕ(st, πθ(st))] . (8.9)
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Table 8.2 Prior Competence-based Unsupervised Skill Discovery Algorithms

Algorithm Intrinsic Reward Decomposition Explicit maxH(τ) Skill Dim. Skill Space

SSN4HRL [86] log qψ(z|st) H(z)−H(z|τ) No 6 discrete
VIC [102] log qψ(z|sH)) H(z)−H(z|τ) No 60 discrete
VALOR [2] log qψ(z|s1:H) H(z)−H(z|τ) No 64 discrete
DIAYN [82] log qψ(z|st) H(z)−H(z|τ) No 128 discrete
DADS [265] qψ(s

′|z, s)−∑i log q(s
′|zi, s) H(τ)−H(τ |z) Yes 5 continuous

VISR [110] log qψ(z|st) H(z)−H(z|τ) No 10 continuous
APS [181] FSuccessor(s|z) +Hparticle(s) H(τ)−H(τ |z) Yes 10 continuous

Table 8.3 A list of competence-based algorithms. We describe the intrinsic reward optimized
by each method and the decomposition of the mutual information utilized by the method. We
also note whether the method explicitly maximizes state transition entropy. Finally, we note the
maximal dimension used in each work and whether the skills are discrete or continuous. All methods
prior to CIC only support small skill spaces, either because they are discrete or continuous but
low-dimensional.

8.12 Baselines
For baselines, we choose the existing set of benchmarked unsupervised RL algorithms on
URLB. We provide a quick summary of each method. For more detailed descriptions of each
baseline we refer the reader to URLB [155]

Competence-based Baselines: CIC is a competence-based exploration algorithm. For baselines,
we compare it to DIAYN [82], SMM [161], and APS [181]. Each of these algorithms is
described in Table 8.2. Notably, APS is a recent state-of-the-art competence-based method
that is the most closely related algorithm to the CIC algorithm.

Knowledge-based Baselines: For knowledge-based baselines, we compare to ICM [225], Dis-
agreement [226], and RND [41]. ICM and RND train a dynamics model and random network
prediction model and define the intrinsic reward to be proportional to the prediction error.
Disagreement trains an ensemble of dynamics models and defines the intrinsic reward to be
proportional to the uncertainty of an ensemble.

Data-based Baselines: For data-based baselines we compare to APT [180] and ProtoRL [324].
Both methods use a particle estimator to estimate the state visitation entropy. ProtoRL also
performs discrete contrastive clustering as in Caron et al. [46] as an auxiliary task and uses
the resulting clusters to compute the particle entropy. While ProtoRL is more effective than
APT when learning from pixels, on state-based URLB APT is competitive with ProtoRL.
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Our method CIC is effectively a skill-conditioned APT agent with a contrastive discriminator.

8.13 Relation to Prior Skill Discovery Methods
The most closely relatd prior algorithms to CIC are APT [180] and APS [181]. Both CIC
and APS use the H(τ) −H(τ |z) decomposition of the mutual information and both used
a particle estimator [274] to compute the state entropy as in Liu and Abbeel [180]. The
main difference between CIC and APS is the discriminator. APS uses successor features
as in Hansen et al. [110] for its discriminator while CIC uses a noise contrastive estimator.
Unlike successor features, which empirically only accommodate low-dimensional continuous
skill spaces (see Table 8.2), the noise contrastive discriminator is able to leverage higher
continuous dimensional skill vectors. Like APT, CIC has an intrinsic reward that maximizes
H(τ). However, CIC also does contrastive skill learning to shape the embedding space and
outputs a skill-conditioned policy.

The CIC discriminator is similar to the one used in DISCERN [315], a goal-conditioned
unsupervised RL algorithm. Both methods use a contrastive discriminator by sampling
negatives and computing an inner product between queries and keys. The main differences
are (i) that DISCERN maximizes I(τ ; g) where g are image goal embeddings while CIC
maximizes I(τ ; z) where z are abstract skill vectors; (ii) DISCERN uses the DIAYN-style
decomposition I(τ ; g) = H(g)−H(g|τ) while CIC decomposes through H(τ)−H(τ |z), and
(iii) DISCERN discards the H(g) term by sampling goals uniformly while CIC explicitly
maximizes H(τ). While DISCERN and CIC share similarities, DISCERN operates over image
goals while CIC operates over abstract skill vectors so the two methods are not directly
comparable.

Finally, another similar algorithm to CIC is DADS [265] which also decomposes through
H(τ)−H(τ |z). While CIC uses a contrastive density estimate for the discriminator, DADS
uses a maximum likelihood estimator similar to DIAYN. DADS maximizes I(s′|s, z) and
estimates entropy H(s′|s) by marginalizing over z such that H(s′|s) = − log

∑
i q(s

′|s, zi)
while CIC uses a particle estimator.

8.14 Hyper-parameters
Baseline hyperparameters are taken from URLB [155], which were selected by performing a
grid sweep over tasks and picking the best performing set of hyperparameters. Except for
the skill dimension, hyperparameters for CIC are borrowed from URLB.
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Table 8.4 Hyper-parameters used for CIC .

DDPG hyper-parameter Value
Replay buffer capacity 106

Action repeat 1
Seed frames 4000
n-step returns 3
Mini-batch size 1024
Seed frames 4000
Discount (γ) 0.99
Optimizer Adam
Learning rate 10−4

Agent update frequency 2
Critic target EMA rate (τQ) 0.01
Features dim. 1024
Hidden dim. 1024
Exploration stddev clip 0.3
Exploration stddev value 0.2
Number pre-training frames 2× 106

Number fine-turning frames 1× 105

CIC hyper-parameter Value
Skill dim 64 continuous
Prior Uniform [0,1]
Skill sampling frequency (steps) 50
State net arch. gψ1(s) dim(O)→ 1024→ 1024→ 64 ReLU MLP
Skill net arch. gψ2(z) 64→ 1024→ 1024→ 64 ReLU MLP
Prediction net arch. 64→ 1024→ 1024→ 64 ReLU MLP

8.15 Raw Numerical Results
We provide a list of raw numerical results for finetuning CIC and baselines in Tables 8.5
and 8.6. All baselines were run using the code provided by URLB [155] for 10 seeds per
downstream task.
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Statistic ICM Dis. RND APT Proto DIAYN APS SMM CIC % CIC > APS % CIC > Proto

Median ↑ 0.45 0.56 0.58 0.62 0.66 0.44 0.47 0.22 0.76 +61% +15%
IQM ↑ 0.41 0.51 0.61 0.65 0.65 0.40 0.43 0.25 0.77 +79% +18%
Mean ↑ 0.43 0.51 0.63 0.66 0.65 0.44 0.46 0.35 0.76 +65% +17%
OG ↓ 0.57 0.49 0.37 0.35 0.35 0.56 0.54 0.65 0.24 -44% -68%

Table 8.5 Statics for downstream task normalized scores for CIC and baselines from
URLB [155]. CIC improves over both the prior leading competence-based method APS [181]
and overall next-best exploration algorithm ProtoRL [324] across all readout statistics. Each
data point is a statistic computed using 10 seeds and 12 downstream tasks (120 experiments
per data point). The statistics are computed using RLiable [3].

Pre-trainining for 2× 106 environment steps
Domain Task Expert DDPG CIC ICM Disagreement RND APT ProtoRL SMM DIAYN APS

Walker

Flip 799 538±27 631 ± 34 417±16 346±13 474±39 544±14 456±12 450±24 319±17 465±20
Run 796 325±25 486 ± 25 247±21 208±15 406±30 392±26 306±13 426±26 158±8 134±16

Stand 984 899±23 959 ± 2 859±23 746±34 911±5 942±6 917±27 924±12 695±46 721±44
Walk 971 748±47 885 ± 28 627±42 549±37 704±30 773±70 792±41 770±44 498±27 527±79

Quadruped

Jump 888 236±48 595 ± 42 178±35 389±62 637±12 648±18 617±44 96±7 660±43 463±51
Run 888 157±31 505 ± 47 110±18 337±30 459±6 492±14 373±33 96±6 433±29 281±17

Stand 920 392±73 761 ± 54 312±68 512±89 766±43 872±23 716±56 123±11 851±43 542±53
Walk 866 229±57 723 ± 43 126±27 293±37 536±39 770±47 412±54 80±6 576±81 436±79

Jaco

Reach bottom left 193 72±22 138 ± 9 111±11 124±7 110±5 103±8 129±8 45±7 39±6 76±8
Reach bottom right 203 117±18 145 ± 7 97±9 115±10 117±7 100±6 132±8 46±11 38±5 88±11

Reach top left 191 116±22 153 ± 7 82±14 106±12 99±6 73±12 123±9 36±3 19±4 68±6
Reach top right 223 94±18 163 ± 4 103±11 139±7 100±6 90±10 159±7 47±6 28±6 76±10

Table 8.6 Performance of CIC and baselines on state-based URLB after first pre-training
for 2×106 steps and then finetuning with extrinsic rewards for 1×105. All baselines were run
for 10 seeds per downstream task for each algorithm using the code provided by URLB [155].
A total of 1080 = 9 algorithms× 12 tasks× 10 seeds experiments were run.

8.16 Toy Example to Illustrate the Need for Larger Skill
Spaces

We illustrate the need for larger skill spaces with a gridworld example. Suppose we have
an agent in a 10× 10 sized gridworld and that we have four discrete skills at our disposal.
Now let τ = s and consider how we may achieve maximal I(τ ; z) in this setting. If we
decompose I(τ ; z) = H(z)−H(z|τ) then we can achieve maximal H(z) by sampling the four
skills uniformly z ∼ p(z). We can achieve H(z|τ) = 0 by mapping each skill to a distinct
neighboring state of the agent. Thus, our mutual information is maximized but as a result
the agent only explores four out of the hundrend available states in the gridworld.

Now suppose we consider the second decomposition I(τ ; z) = H(τ)−H(τ |z). Since the agent
is maximizing H(τ) it is likely to visit a diverse set of states at first. However, as soon as it
learns an accurate discriminator we will have H(τ |z) and again the skills can be mapped to
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Figure 8.7 A gridworld example motivating the need for large skill spaces. In this environment,
we place an agent in a 10× 10 gridworld and provide the agent access to four discrete skills. We
show that the mutual information objective can be maximized by mapping these four skills to
the nearest neighboring states resulting in low behavioral diversity and exploring only four of the
hundred available states.

neighboring states to achieve minimal conditional entropy. As a result, the skill conditioned
policy will only be able to reach four out of the hundrend possible states in this gridworld.
This argument is shown visually in Fig. 8.7.

Skill spaces that are too large can also be an issue. Consider if we had 100 skills at our
disposal in the same gridworld. Then the agent could minimize the conditional entropy
by mapping each skill to a unique state which would result in the agent memorizing the
environment by finding a one-to-one mapping between states and skills. While this is a
potential issue it has not been encountered in practice yet since current competence-based
methods support small skill spaces relative to the observation space of the environment.

8.17 Qualitative Analysis of Skills
We provide two additional qualitative analyses of behaviors learned with the CIC algorithm.
First, we take a simple pointmass setting and set the skill dimension to 1 in order to ablate
the skills learned by the CIC agent in a simple setting. We sweep over different values of z
and plot the behavioral flow vector field (direction in which point mass moves) in Fig.8.8. We
find that the pointmass learns skills that produce continuous motion and that the direction of
the motion changes as a function of the skill value. Near the origin the pointmass learns skills
that span all directions, while near the edges the point mass learns to avoid wall collisions.
Qualitatively, many behaviors are periodic.

Qualitatively, we find that methods like DIAYN that only support low dimensional skill
vectors and do not explicitly incentivize diverse behaviors in their objective produce policies
that map skills to a small set of static behaviors. These behaviors shown in Fig. 8.9 are
non-trivial but also have low behavioral diversity and are not particularly useful for solving
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Pointmass with 1 skill

Behavior flow for different skill values

Figure 8.8 Learning curves for finetuning pre-trained agents for 100k steps. Task performance
is aggregated for each domain, such that each curve represents the mean normalized scores over
4× 10 = 40 seeds. The shaded regions represent the standard error. CIC surpasses the performance
of the prior state-of-the-art on Walker and Jaco tasks while tying on Quadruped. CIC is the only
algorithm that performs consistently well across all three domains.

the downstream task. This observation is consistent with Zahavy et al. [330] where the
authors found that DIAYN maps to static “yoga" poses in DeepMind Control. In contrast,
behaviors produce by CIC are dynamic resulting flipping, jumping, and locomotive behaviors
that can then be adapted to efficiently solve downstream tasks.

8.18 OpenAI Gym vs. DeepMind control: How Early
Termination Leaks Extrinsic Signal

Prior work on unsupervised skill discovery for continuous control [82, 265] was evaluated
on OpenAI Gym [37] and showed diverse exploration on Gym environments. However,
Gym environment episodes terminate early when the agent loses balance, thereby leaking
information about the extrinsic task (e.g. balancing or moving). However, DeepMind Control
(DMC) episodes have a fixed length of 1k steps. In DMC, exploration is therefore harder
since the agent needs to learn to balance without any extrinsic signal.

To evaluate whether the difference in the two environments has impact on competence-based
exploration, we run DIAYN on the hopper environments from both Gym and DMC. We
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Figure 8.9 Qualitative visualization of DIAYN and CIC pre-training on the Walker and
Quadruped domains from URLB. Confirming findings in prior work [330], we also find that DIAYN
policies produce static but non-trivial behaviors mapping to “yoga" poses while CIC produces diverse
and dynamic behaviors such as walking, flipping, and standing. Though it’s hard to see from these
images, all the DIAYN skills get stuck in frozen poses while the CIC skills are producing dynamic
behavior with constant motion.

compare to ICM, a popular exploration baseline, and a Fixed baseline where the agent receives
an intrinsic reward of 1 for each timestep and no algorithms receive extrinsic rewards. We
then measure the extrinsic reward, which loosely corresponds to the diversity of behaviors
learned. Our results in Fig. 8.4 show that indeed DIAYN is able to learn diverse behaviors in
Gym but not in DMC while ICM is able to learn diverse behaviors in both environments.
Interestingly, the Fixed baseline achieves the highest reward on the Gym environment by
learning to stand and balance. These results further motivate us to evaluate on URLB which
is built on top of DMC.

8.19 CIC vs Other Types of Contrastive Learning for RL
Contrastive learning in CIC is different than prior vision-based contrastive learning in RL
such as CURL [152], since we are not performing contrastive learning over augmented images
but rather over state transitions and skills. The contrastive objective in CIC is used for
unsupervised learning of behaviors while in CURL it is used for unsupervised learning of
visual features.

We provide pseudocode for the CIC loss below:
1 def discriminator_loss(states , next_states , skills , temp):
2 """
3 - states and skills are sampled from replay buffer
4 - skills were sampled from uniform dist [0,1] during agent rollout
5 - states / next_states: dim (B, D_state)
6 - skills: dim (B, D_skill)
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7 """
8
9 transitions = concat(states , next_states , dim=1)

10
11 query = skill_net(skills) # (B, D_hidden) -> (B, D_hidden)
12 key = transition_net(transitions) # (B, 2* D_state) -> (B, D_hidden)
13
14 query = normalize(query , dim =1)
15 key = normalize(key , dim =1)
16
17 logits = matmul(query , key.T) / temp # (B, B)
18 labels = arange(logits.shape [0])
19
20 # positives are on diagonal , negatives are off diagonal
21 # for each skill , negatives are sampled from transitions
22 # while skills are fixed
23 loss = cross_entropy(logits , labels)
24
25 return loss

Listing 8.2: CIC discriminator loss

This is substantially different from prior contrastive learning works in RL such as CURL [152],
which perform contrastive learning over images.

1 def curl_loss(obs , W, temp):
2 """
3 - observation images are sampled from replay buffer
4 - obs: dim (B, C, H, W)
5 - W: projection matrix (D_hidden , D_hidden)
6 """
7
8 query = aug(obs)
9 key = aug(obs)

10
11 query = cnn_net(query) # (B, D_hidden)
12 key = cnn_net(key) # (B, D_hidden)
13
14 logits = matmul(matmul(query , W), key.T) / temp # (B, B)
15 labels = arange(logits.shape [0])
16
17 # positives are on diagonal
18 # negatives are off diagonal
19 loss = cross_entropy(logits , labels)
20
21 return loss

Listing 8.3: CURL contrastive loss
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8.20 On estimates of Mutual Information
In this work we have presented CIC - a new competence-based algorithm that achieves leading
performance on URLB compared to prior unsupervised RL methods.

One might wonder whether estimating the exact mutual information (MI) or maximizing
the tightest lower bound thereof is really the goal for unsupervised RL. In unsupervised
representation learning, state-of-the-art methods like CPC and SimCLR maximize the lower
bound of MI based on Noise Contrastive Estimation (NCE). However, as proven in CPC [214]
and illustrated in Poole et al. [233] NCE is upper bounded by logN , meaning that the bound
is loose when the MI is larger than logN . Nevertheless, these methods have been repeatedly
shown to excel in practice. In Tschannen et al. [298] the authors show that the effectiveness
of NCE results from the inductive bias in both the choice of feature extractor architectures
and the parameterization of the employed MI estimators.

We have a similar belief for unsupervised RL - that with the right parameterization and
inductive bias, the MI objective will facilitate behavior learning in unsupervised RL. This is
why CIC lower bounds MI with (i) the particle based entropy estimator to ensure explicit
exploration and (ii) a contrastive conditional entropy estimator to leverage the power of
contrastive learning to discriminate skills. As demonstrated in our experiments, CIC outper-
forms prior methods, showing the effectiveness of optimizing an intrinsic reward with the
CIC MI estimator.

8.21 Limitations
While CIC achieves leading results on URLB, we would also like to address its limitations.
First, in this paper we only consider MDPs (and not partially observed MDPs) where the full
state is observable. We focus on MDPs because generating diverse behaviors in environments
with large state spaces has been the primary bottleneck for competence-based exploration.
Combining CIC with visual representation learning to scale this method to pixel-based inputs
is a promising future direction for research not considered in this work. Another limitation is
that our adaptation strategy to downstream tasks requires finetuning. Since we learn skills,
it would be interesting to investigate alternate ways of adapting that would enable zero-shot
generalization such as learning generalized reward functions during pre-training.
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Chapter 9

Exploration for Diverse AI Supervision

9.1 Introduction
Training large transformers [304] using next token prediction has led to substantial AI
advancements, as evidenced by the groundbreaking results they have produced [253, 217].
While this generative AI approach has yielded remarkable AI results, it heavily relies on human
supervision. For instance, state-of-the-art AI models including ChatGPT [253] along with a
range of other models [61, 97? , inter alia], rely on fine-tuning through human demonstrations,
demanding significant human involvement and domain expertise. This reliance on extensive
human supervision presents a substantial challenge since human supervision requires domain
expertise, is time consuming, and is tedious. Moreover, humans can struggle to provide
reliable supervision in highly specialized domains. For instance, ChatGPT possesses a greater
depth of knowledge than the average human, which makes it difficult to rely on humans to
provide supervision for ChatGPT. Moreover, while our most advanced AI systems have made
significant strides, they still necessitate thorough, human-guided processes to enhance their
ability to answer factual or mathematical queries [174]. Yet, when it comes to more intricate
and mission-critical tasks, such as navigating complex tax or law regulations, these challenges
will demand even more specialized expertise and effort.

Prior works attempt to explore alternatives to human supervision, by using AI supervision
instead. For example in mathematical reasoning, these studies propose sampling self generated
solutions for human curated questions from large language models and employ techniques like
rejection sampling, along with other techniques, to curate training data for the model [65, 213,
18, 127, 331, 327, inter alia]. While learning from such sampled content proves effective, a
significant challenge persists: the sampled contents often lack the necessary diversity, resulting
in a rapid saturation of the learning process [327, 331]. Moreover, the sampling approach has
been confined to solutions exclusively, relying on human-curated questions, thus imposing
constraints on the diversity of generated data.

To tackle these limitations, we propose a novel approach for using AI models to autonomously
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Figure 9.1 Exploratory AI improves mathematical reasoning via exploration. Left
and middle: Test accuracy on mathematical reasoning benchmark GSM8K. Baselines include
Vicuna, supervised finetuning Vicuna on training set (denoted as SFT), and supervised
finetuning Vicuna on rejection sampled model generated diverse solutions on training set
(denoted as RFT). Our Exploratory AI (EAI) substantially outperforms all baselines. Right:
Our approach EAI generates diverse data for learning by exploring with the guidance of
principles and critiques.

generate diverse data for learning purposes. This concept draws inspiration the APT
algorithm [179] designed for unsupervised RL pretraining [276, 154, 225]. RL pretraining
studies exploring in a reward-free environment to develop skills for quickly maximize various
downstream rewards. APT allows training RL agent to learn skills by autonomously explore
reward free environment based on evaluating novelty of encountered states using particle
based entropy estimation [27, 275]. Adapting APT to large language models presents several
challenges, including computational complexity and the difficulty of learning reward functions
and exploration policies [92, 65]. Rather than relying on traditional RL techniques, we
harness the unique capabilities of large language models, such as their ability to learn from
context and follow instructions. In essence, we use them to perform the roles of both a reward
function and an exploration policy. Our approach, which we term Exploratory AI (EAI),
involves two key components: an actor and a critic. The actor is responsible for generating
novel content in natural language, while the critic evaluates this generated content and
provides critiques to guide the actor’s exploration. By evaluating the novelty of the generated
contents, our method allows for effective exploration in the rich space of natural language.
EAI can generate diverse data independently of human intervention. This makes it more
scalable and automated, positioning it as a preferable alternative to methods like supervised
finetuning or rejection sampling that depend on data curated by humans. Furthermore, EAI
provides an interpretable window into the behavior and knowledge of the model. It sheds
light on how well the model possesses knowledge and its reasoning behind generating novel
questions. One can look at generations and their corresponding evaluations which provide
valuable insights about how model generates and evaluates.

We evaluate our approach on mathematical reasoning benchmarks GSM8K [65] and MATH [115],
EAI substantially improves performance on challenging reasoning tasks, outperforming both
human supervision and AI supervision baselines. In contrast to human supervision, our
approach is autonomous and more scalable. When compared to prior state-of-the-art AI
supervision baselines including RFT [327] and WizardMath [194], our method provides a
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Figure 9.2 Generating diverse data in the Exploratory AI Framework. In the
diagram, we demonstrate how the actor generates diverse content by conditioning on samples
from the replay buffer and exploration principles. These principles include rephrasing question,
coming up a novel topic, restructuring question, and coming up a new scenario, we provide
examples associated with the principles to guide exploration. The actor’s input and its
generated output undergo evaluation by the critic. The critic assesses the novelty of the
generated data; when the evaluation is favorable, the data is stored in the replay buffer. In
cases where the evaluation does not meet the criteria, the critic provides critiques to guide
the actor. The replay buffer can be initialized with a pre-existing human-created dataset
(e.g., GSM8K training set) or can remain empty for starting from scratch with zero-shot
exploration.

straightforward yet highly effective solution for the generation of high-quality and diverse
data.

Our contributions are two-fold: (a) In contrast to the predominant reliance on human
supervision, our novel approach, EAI, leverages the capabilities of large language models
to autonomously generate diverse high-quality training data. It achieves this by harnessing
these models for self-guided exploration, inspired by unsupervised reinforcement learning
pretraining. (b) We conduct an extensive series of experiments to systematically assess
the effectiveness of EAI. Our results show that EAI substantially outperform prior human
supervision and AI supervision state-of-the-arts, and significantly improve model performance.

9.2 Exploratory AI for Diverse AI Supervision
We present our approach for harnessing AI models to create AI supervision, in order to
address the reliance on extensive human supervision.
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Our method employs a dynamic interplay between generation and evaluation. This concept
draws inspiration from unsupervised RL pretraining (URL) [154] and particularly the APT
algorithm [179]. RL pretraining studies exploring in a reward-free environment to develop
skills for quickly maximizing various downstream rewards. APT allows training RL agent to
learn skills by autonomously exploring a reward free environment based on evaluating novelty
of encountered states using particle based entropy estimation [27, 275].

Adapting APT directly to large language models presents several challenges, including
grappling with computational complexity and the difficulty of learning reward functions and
exploration policies [92, 65]. In response, we propose Exploratory AI (EAI), a novel approach
that circumvents the need for direct reinforcement learning (RL) by harnessing the power of
large language models for exploration. Our method explore the natural language space by
employing these language models to assess the novelty of generated content and guide the
exploration process. Our approach consists of two key components: an “actor” responsible
for generating novel content and a “critic” that evaluates the actor’s outputs and provides
feedback to guide further content generation.

Concretely, we instruct the actor to generate content that diverges from samples from the
replay buffer. The replay buffer can be initialized with a pre-existing human-created dataset
(e.g., GSM8K training set) or can remain empty for zero-shot exploration. Similar to APT, we
found having pre-existing samples accelerates learning and encourages the actor to have more
long term exploratory behaviors. We then instruct the critic to assess the actor’s outputs and
provides critiques. This feedback loop guides the actor in refining and enhancing its content.
This iterative process continues until it reaches a predefined maximum number of iterations,
and the resulting outputs are stored in a dataset. The data can then be used for finetuning
AI models.

Actor prompt

You are an AI assistant to help with come up a novel question that is different from the example questions
given to you. The question should come with a correct solution. Please follow the given principle in
generating the question. {principle}

Critic prompt

You are an AI assistant to help with evaluating the novelty of generated question and the correctness of its
answer. A question is not acceptable if its answer is incorrect. You should provide concrete suggestions to
improve the question. Explain your reasoning step by step and output final evaluation on novelty and
correctness at the end. Follow the given principle on evaluating the novelty. {principle}

We equip both the actor and critic with a curated set of guiding principles to facilitate the
generation and evaluation of diverse questions. These principles include rephrasing question,
coming up a novel topic, restructuring question, and coming up a new scenario, we provide
examples associated with the principles to guide exploration.
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Principles for exploration

You can rephrase any given question:
Question: Joy can read 8 pages of a book in 20 minutes. How many hours will it take her to read 120
pages?
Question (rephrase): How many hours will Joy need to read 120 pages if she can read 8 pages in 20
minutes?
You can come up with a different topic:
Question: Jack is stranded on a desert island. He wants some salt to season his fish. He collects 2 liters of
seawater in an old bucket. If the water is 20% salt, how many ml of salt will Jack get when all the water
evaporates?
Question (topic): Samantha is designing a circular garden in her backyard. The garden has a diameter of
8 meters. She wants to build a path around the garden that is 1 meter wide. What is the area of the path,
in square meters, that Samantha will need to pave with stones or concrete?
You can change the structure of any question:
Question: Dan owns an ice cream shop and every sixth customer gets a free ice cream cone. Cones cost $2
each. If he sold $100 worth of cones, how many free ones did he give away?
Question (restructured): Dan owns an ice cream shop and every sixth customer gets a free ice cream cone.
Cones cost $x each. If he sold $100 worth of cones, how many free ones did he give away? If we know the
answer is 10, what is the value of x?
You can come up with a different scenario:
Question: Ed has 2 dogs, 3 cats and twice as many fish as cats and dogs combined. How many pets does
Ed have in total?
Question (scenario): Sarah owns 4 bicycles, 2 skateboards, and three times as many pairs of rollerblades as
bicycles and skateboards combined. How many wheeled sports equipment items does Sarah have in total?

While it’s theoretically possible to provide all these principles to the model, in this study,
we opt to a more controlled approach. To balance the quantity of generated data for each
principle, we uniformly sample one principle at a time and input it to both the actor and
critic. The actor is instructed to follow the principle (e.g., restructuring the question) during
question generation. Similarly, the critic’s role is to evaluate the diversity, considering the
selected principle. It’s worth noting that the critic’s principle is worded slightly differently
from the exploration principle; for a detailed list, please refer to Appendix 9.8. Our method
is shown in Figure 9.2 and the algorithm is shown in Algorithm 6.

Exploratory AI has several attractive properties as an approach for facilitating AI supervision
in language models:

1. EAI can generate diverse AI supervision for learning, independently of human input,
making it more scalable compared with supervised finetuning or rejection sampling based
on human curated data.

2. EAI provides an interpretable window into the behavior and knowledge of the model. It
sheds light on how well the model possesses knowledge and its reasoning behind generating
novel questions. One can look at generations and their corresponding evaluations which
provide valuable insights about how model generates and evaluates.

3. EAI’s versatility allows for a fusion of the best aspects of supervised finetuning and
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Algorithm 6: Exploratory AI for diverse AI supervision.
Required: One (or two) large language models M for actor and critic.
Replay Buffer B, empty or optionally initialized with pre-existing data.
Initialize
for i = 1 to max iterations do

Randomly sample data points from B
Use preassigned principle or sample one principle.
for i = j to max rounds do

Prompt the actor with the principle to generate content (a question and its answer)
that in the same domain but diverge from the sampled inputs (questions and answers)
sampled from B
Prompt the critic with the principle to evaluate the diversity of generated question
and correctness of answer, and decide whether to accept
if Accepted then

Save generated question and answer to B
break

else
Continue to prompt actor with the critique as additional input

end if
end for

end for

prompting. Users can prompt the model to focus on certain topics or aspects by directing
actor and critic with different prompting strategies.

4. EAI demonstrates its effectiveness by excelling in mathematical reasoning tasks, as we will
demonstrate in our experiments. Moreover, its capabilities are not limited to mathematics;
it holds promise for a broad spectrum of language-related tasks in principle.

In empirical experiments, we will evaluate the utility of EAI for mathematical reasoning and
analysis its effectiveness.

9.3 Setting
We evaluate our method on the mathematical reasoning tasks, and achieve better results that
EAI largely improve results and significantly outperforms prior state-of-the-arts.

Benchmarks. We evaluate our method on the mathematical reasoning tasks GSM8K and
MATH. GSM8K exams model’s mathematical reasoning capabilities, we finetune model on
the training split, and evaluate model on the test split. The GSM8k dataset includes around
7,500 training and 1,319 test math problems for high school-level students, involving basic



CHAPTER 9. EXPLORATION FOR DIVERSE AI SUPERVISION 151

arithmetic operations. Problems typically require 2 to 8 steps for a solution. The MATH
dataset comprises 7,500 training and 5,000 challenging test problems from prestigious math
competitions (AMC 10, AMC 12, AIME) covering various academic domains, including
prealgebra, algebra, number theory, counting and probability, geometry, intermediate algebra,
and precalculus.

Baselines. We compare our approach with (a) Base model including Vicuna 7B, 13B, and
30B [61]. Vicuna is LLaMA2 finetuned on user conversations shared online (ShareGPT). We
use Vicuna as base model for all baselines and our method; (b) Supervised finetuning (SFT)
on training set of the original GSM8K or MATH, in which a language model is finetuned
on human written exemplars of questions–answers pairs. SFT has been widely used in prior
works for improving language models mathematical reasoning [165, 297, 217, inter alia] and
following user intention [97? , inter alia]. We also compare with WizardMath [194] which
does SFT on ChatGPT annotated questions and solutions, as well as MAmmoTH [329] which
uses GPT4 annotated solutions; (c) Rejection sampling finetuning (RFT) [327] which applies
supervised finetuning on rejection sampled model generated data. We provide baseline scores
for SFT and RFT from both their original papers and our implementations using Vicuna,
ensuring a fair and comprehensive comparison; (d) Proprietary models including GPT-4 [217],
ChatGPT [253], and Claude2 [12]. All baselines are evaluated by prompting them to output
step by step reasoning followed by final answers [318].

Generated data size. We sample roughly the same amount of data for each principle
outlined in Section 9.2. To optimize computational cost, we have set the number of interaction
rounds in Algorithm ?? to a maximum of two. Our preliminary experiments revealed that
this two-round interaction is typically sufficient for the actor to produce high-quality and
diverse data. For each of the four principles – ’rephrase question’, ’introduce a new topic’,
’restructure the question’, and ’introduce a new scenario’ – we generate approximately 25,000
samples for GSM8K and approximately 15,000 samples for MATH. The generation on 8
A100 80GB GPUs take from 40 to 200 hours depending on the model size and the specific
principles applied.

9.4 Results
Benchmarks on math reasoning. The results presented in the Table 9.1 demonstrate
the notable effectiveness of the method EAI in the context of pass@1 performance on the
GSM8k and MATH datasets. A key highlight is the absolute improvement of EAI over
previous state-of-the-art methods, emphasized in bold red numbers. Specifically, EAI exhibits
superior performance in two distinct scenarios: firstly, when ChatGPT is used to supervise
LLaMA2, and secondly, when Vicuna supervises itself. The table provides a comprehensive
comparison across various models and methods, including GPT-4, ChatGPT, Claude 2,
LLaMA2 (with and without SFT and RFT), and Vicuna. The performance of EAI, especially
in the LLaMA2 and Vicuna settings, shows marked improvements in both the GSM8K and
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Table 9.1 Results of pass@1 (%) on GSM8k and MATH. In this study, to ensure equitable
and cohesive evaluations, we report the scores of all models under the same settings of
greedy decoding. Bold numbers in red are the absolute improvement of EAI over prior
state-of-the-arts. Notably, EAI outperforms state-of-the-arts both when using ChatGPT for
exploration to supervise LLaMA2 and when using Vicuna to supervise itself.

Finetune
Model Method AI supervision Data amount Params GSM8K MATH

-
GPT-4 - - - 92.0 42.5

ChatGPT - - - 80.8 34.1
Claude 2 - - - 88.0 32.5

LLaMA2

LLaMA2 - - 7B 14.6 2.5
13B 28.7 3.9

SFT - 7.5K 7B 41.6 -
13B 50.0 -

RFT LLaMA2 47K 7B 47.5 5.6
13B 54.8 9.6

WizardMath ChatGPT 96K 7B 54.9 10.7
13B 63.9 14.0

MAmmoTH GPT4 260K 7B 51.7 31.2
13B 61.7 36.0

EAI GPT4 96K 7B 56.6 (+1.7) 11.6 (+0.9)
13B 65.2 (+1.3) 15.1 (+1.1)

Vicuna

Vicuna - - 7B 24.4 2.6
13B 39.8 5.8

SFT - 7.5K 7B 42.0 4.6
13B 50.8 7.9

RFT Vicuna 48K 7B 48.1 5.9
13B 56.3 9.3

EAI Vicuna 48K 7B 52.9 (+4.8) 8.6 (+2.7)
13B 60.5 (+4.2) 11.4 (+2.1)

MATH datasets. For instance, in the LLaMA2 model, EAI achieves a significant gain in both
datasets, irrespective of the number of parameters (7B or 13B). This trend is consistent in the
Vicuna model as well, where EAI again shows superior performance compared to the baseline
Vicuna model. These results underscore the efficacy of EAI in leveraging AI supervision to
enhance model performance. The gains are prominent across model sizes, indicating EAI’s
scalability and effectiveness in handling complex AI models. This result on the GSM8k and
MATH datasets provides compelling evidence of the effectiveness of generating diverse AI
supervision by EAI to enhance complex problem-solving tasks.

Comparison of diversity. We evaluate EAI in terms of the diversity of generated data.
We compare RFT and EAI in terms of the submodularity diversity gain [32, 208]. This
metric serves as an indicator of the extent to which the generated data contribute to the
overall diversity of the dataset. A higher diversity gain suggests that the newly generated
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questions exhibit greater dissimilarity from the existing dataset. We measure the gain over
GSM8K training set by varying the amount of generated content. We use OpenAI GPT
embedding text-embedding-ada-002 to encode the data. The results of diversity gain and
t-SNE are depicted in Figure 9.3 demonstrate that EAI consistently outperforms RFT in
terms of diversity, thereby providing a more diverse set of generated data.

Effect of sampled inputs. The Table 9.2 presents the results of an experiment examining the
impact of varying the number of samples on GSM8K and MATH. As the number of samples in-
creases from 0 to 8, we observe a steady incremental improvement on both GSM8K and MATH.

Table 9.2 Effect of different number of
samples from replay buffer.

Number 0 1 4 8

GSM8K 50.1 50.8 51.9 52.9
MATH 6.6 7.1 7.5 8.6

On GSM8K, the performance rises from 50.1 to
52.9. On MATH, the effect is more pronounced.
These results suggest that increasing the number
of samples has a positive effect on both GSM8K
and MATH, highlighting the significance of larger
sample size for in context exploration.

Scaling with generated data. We assess the
performance of EAI in terms of sample efficiency
on the GSM8K dataset. Our primary focus lies in understanding how the results evolve in
response to varying amounts of generated data. Sample efficiency holds paramount importance,
given that autoregressive data generation is inefficient. Enhanced sample efficiency broadens
the practical utility of our approach in real-world applications. The results depicted in
Figure 9.4 clearly illustrate a significant advantage for EAI over the previous state-of-the-art
RFT. Notably, as more data is employed, RFT exhibits improved performance, but its sample
efficiency lags behind EAI by a substantial margin. At just 16K data points, EAI outperforms
RFT’s performance at 48K data points, achieving more than a 3x higher level of sample
efficiency.

Figure 9.3 (Left): Comparison of diversity gains achieved by adding generated data to
the GSM8K training set. EAI outperforms other baselines in terms of diversity. (Right):
t-SNE comparison of human-curated GSM8K, RFT, and EAI-generated outputs, depicting
embeddings of questions.
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Figure 9.4 Data scaling on GSM8K. Shown are GSM8K accuracy with different amount of
generated data. EAI generates high quality data for learning and scales well with data.

Table 9.3 Effect of different exploration principles on GSM8K and MATH.

rephrase new topic restructure new scenario GSM8K MATH

✓ ✓ ✓ ✓ 52.9 8.6

✗ ✓ ✓ ✓ 48.8 7.1
✓ ✗ ✓ ✓ 49.7 7.8
✓ ✓ ✗ ✓ 48.9 6.9
✓ ✓ ✓ ✗ 49.5 7.5

✓ ✗ ✗ ✗ 48.1 6.3
✗ ✓ ✗ ✗ 47.6 6.0
✗ ✗ ✓ ✗ 48.5 6.2
✗ ✗ ✗ ✓ 47.8 6.3

Evaluating the effect of exploration principles. The results of varying exploration
principles, as shown in Table 9.3, reveal some interesting insights. When all principles are
in place (✓ for rephrase, new topic, restructure, and new scenario), the model performs at
its best on GSM8K and MATH. This suggests that using all principles simultaneously leads
to the most favorable outcomes. Among the principles, the most critical ones appear to be
"rephrase" and "restructure", as seen when one of them is removed (✗). Without "rephrase"
the performance drops on both datasets, emphasizing that the ability to rephrase and generate
diverse content is crucial. Similarly, the omission of "restructure" leads to a significant drop
in MATH scores, highlighting the significance of introducing novel question-structuring
approaches for solving more challenging problems.
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Evaluating the effect of critic. We remove the critic from the framework and evaluate
its performance. To ensure a fair comparison, we follow the same procedure as with the
default EAI and generate an equal amount of data. We evaluate on GSM8K, MATH, MBPP,
and HumanEval. All methods are based on LLaMA2 [297]. We compare EAI and EAI w/o
critic with Self-instruct [314] and RFT [327]. Self-instruct involves a loop of generation and
filtering which resembles EAI’s actor-critic, except that EAI comes with principles guided
in context exploration. Comparing EAI w/o critic with Self-instruct shows the effectiveness
of the principles guided in context exploration component in EAI framework. Comparing
EAI with EAI w/o critic can show the importance of the critic. RFT relies on sampling-
based exploration; comparing EAI w/o critic with it shows the effectiveness of in-context
exploration and comparing EAI with it further reveals the importance of the critic. The
results in Table 9.4 show that EAI w/o critic significantly outperforms all baselines, showing
the effectiveness of principles guided in context exploration. Adding the critic back to the EAI
framework further substantially improves the results, achieving significantly better results
than Self-instruct, RFT, and EAI w/o critic. A qualitative analysis provided in Appendix 9.7
reveals how the critic aids in guiding exploration. Both quantitative and qualitative results
show that the critic is important for achieving the best exploration; removing the critic leads
to substantially lower results.

Table 9.4 Evaluation of the effectiveness of critic.

LLaMA2 Self-Instruct RFT EAI w/o critic EAI

GSM8K (%) 14.6 43.4 47.5 50.5 52.9
MATH (%) 2.5 3.9 5.6 7.1 8.6
MBPP (%) 26.1 33.7 41.8 42.5 44.6
HumanEval (%) 11.9 12.8 13.9 14.5 15.8

Scaling with human annotation size. Figure 9.5 illustrates the results obtained when
utilizing varying amounts of human annotation data from the GSM8K training set. We
employ three different approaches in our experiments: SFT which directly finetunes the
base model, Vicuna-7B, on the provided data. RFT which leverages the provided data
to perform rejection sampling from the model. EAI which utilizes the provided data to
initialize a replay buffer and explore new content for training. The results consistently
demonstrate that EAI significantly outperforms all the baseline methods across various levels
of human annotation data, underscoring its efficacy in generating high-quality training data.
Remarkably, our experiments reveal that EAI performs admirably even in the absence of
any human annotations, hinting at the potential to entirely eliminate the need for human
intervention in the process.

Benchmark on code generation. Having evaluated the effectiveness of EAI in improving
mathematical reasoning, we further evaluate its application in a different domain: code
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Figure 9.5 Performance on GSM8K with different amount of human annotated data. EAI
performs well even without human annotation and scales well with more human provided
annotations.

Table 9.5 Evaluations on code generation tasks. LLaMA2 and CodeLLaMA are pretrained
models. SFT, RFT, EAI are trained using MBPP training split. All methods are evaluated
using MBPP test split, and HumanEval dataset. Red numbers are absolute increase compared
with best performing baselines.

LLaMA2 LLaMA2+SFT LLaMA2+RFT LLaMA2+EAI

MBPP (%) 26.1 38.5 41.8 44.6 (+2.8)
HumanEval 11.9 13.2 13.9 16.2 (+2.3)

CodeLLaMA CodeLLaMA+SFT CodeLLaMA+RFT CodeLLaMA+EAI

MBPP (%) 52.5 54.3 55.6 58.9 (+3.3)
HumanEval 31.1 33.5 36.1 39.5 (+3.4)

generation. Unlike the math reasoning task, where the model generates the reasoning path
and final answer, in code generation the model needs to output a Python program in response
to a given question, such as ’Write a function to convert degrees to radians.’ Specifically, we
apply EAI to the MBPP task [13], following the same procedure as before. This task comprises
around 1,000 crowd-sourced Python programming problems designed to be solvable by entry-
level programmers. It covers programming fundamentals, standard library functionality,
and more. Each problem includes a task description, a code solution, and three automated
test cases. We collected 18,000 examples using EAI and RFT based on the MBPP training
split, respectively. We then compared EAI with supervised finetuning as well as RFT on the
training split. Subsequently, we evaluated the models on the MBPP test split and conducted
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zero-shot evaluation on HumanEval [51]. For evaluation, we used LLaMA2 [297], which is
pretrained on text, and CodeLLaMA [248], which is further pretrained on code, representing
different model choices. Table 9.5 shows the results of 0-shot HumanEval and 3-shot MBPP.
EAI substantially outperforms the baselines and significantly improves both LLaMA2 and
CodeLLaMA. This confirms the effectiveness of EAI in exploration and in improving code
generation performance.

9.5 Related Work
Transformers [304] trained using next token prediction have gave rise to many state-of-
the-art AI systems [253, 217]. The remarkable AI results achieved with this generative
AI approach heavily hinge upon the availability of diverse and high-quality data. For
instance, state-of-the-art AI models including ChatGPT [253] and GPT4 [217] along with
a range of other open source models such as Vicuna, Koala, and Dolly [? 97, 61, inter
alia], require extensive finetuning through human demonstrations. This process involves
human conversations with ChatGPT or written demonstrations, demanding significant human
involvement and domain expertise. Previous research has explored various avenues to enhance
performance and sample efficiency, as well as alternative sources of supervision. To align
with human preferences, there has been active research into developing simple algorithms
for learning from human preferences [186, 328, 76, 297, inter alia]. In contrast to human
demonstrations or feedback, another line of work explores the utilization of environmental
feedback, such as unit test errors [157, 59, 268], which has demonstrated improved results in
coding tasks, or using using LLMs to provide AI supervision based exploration techniques
for applications in solving games [78, 307] and demonstrate improved results. Furthermore,
some prior research leveraged proprietary APIs to indirectly obtain high-quality human data,
enhancing model capabilities in areas like instruction following [314, 320, 287, 97, 61] and
mathematical reasoning [194, 207, 329, inter alia]. Another line of research explores the
use of models to supervise themselves [283, 199, 127, 18, 327], yielding improved results in
reasoning tasks and alignment with human preferences. Our work focuses on generating
diverse and high-quality data using AI models and we demonstrate applying our proposed
approach to enhance open-source models by having them self-generate learning data. Our
approach’s exploration technique is related to unsupervised RL based exploration [276, 178,
179, 44, 225, 209, 81, 222, 241, inter alia], however, our method does not require training
RL agent directly and relies on LLMs to explore. Additionally, some works have delved into
more detailed forms of human supervision [174], demonstrating that LLMs benefit more from
step-by-step process-based supervision than sparse outcome-based supervision. Our research
centers on the data dimension, with a specific emphasis on harnessing AI models to generate
diverse high-quality AI supervision. To this end, we introduce an actor-critic based approach
based with human provided principles for automating the exploration process.
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9.6 Conclusion
In this work we propose an approach to automatically generate diverse, high-quality data
from AI models. Our approach Exploratory AI consists of prompting an actor model to
generate diverse contents that are different from existing contents, and using a critic model
for evaluating the novelty of generated data and providing critiques to guide the exploration
process. Experimental evaluations confirms the effectiveness of EAI, demonstrating its
capacity to generate diverse content and substantially enhance model performance on GSM8K
and MATH datasets.

In terms of future prospects, our approach of generating diverse content with AI models
opens up interesting possibilities, such as extending EAI to evaluate novelty across the
entire data buffer, employing either a brute force approach (evaluating all data through a
critic) or employing embedding similarity search techniques. Moreover, there’s potential in
extending EAI to incorporate multiple actor and critic models, or in experimenting with
various strategies to enhance exploration. It would also be interesting to apply our method
to proprietary APIs to source even more diverse and higher-quality data.
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9.7 Case Study of EAI
We conduct a qualitative study how actor and critic accomplish exploration. On GSM8K,
we manually inspect 100 examples randomly sampled from EAI explored dataset to better
understand how does the exploration work. We observed that the critic excels at assessing
the novelty of generated questions, providing precise feedback to enhance them. The actor
effectively utilizes the critic’s feedback to refine the generated questions. Of the 100 samples
reviewed, in 24 instances, the critic initially found the questions lacking in novelty and
provided suggestions for improvement. Out of these, 19 were subsequently refined and
accepted after revisions. Below is a representative example of this interaction where the critic
offers advice to significantly differentiate the generated question. Here, the critic recommends
incorporating the mathematical concept of volumes and presenting an alternative scenario

[Critic guides exploration]
(First round)
Actor’s generation: Question: Jake is planning to buy a new skateboard which costs
$200. Jake only has a quarter of the money he requires. His brother decided to give
him $20 for it, and his uncle three times as much as his brother. How much more does
Jake need to raise to purchase the skateboard? (answer omitted)

Critic’s critique: The new question you’ve provided is somewhat similar in structure
to the existing questions, as it involves basic arithmetic operations (multiplication,
division, addition, and subtraction). While it introduces a different context with hats and
balls, the underlying math principles are similar to those used in the existing questions.
To make the new question substantially different, you could consider introducing more
complex mathematical concepts such as volumes or using a different scenario altogether.
✗

(Second round)

Actor’s generation: An artist is creating a sculpture using various geometric shapes.
The sculpture consists of a cube, a sphere, a cylinder, and a pyramid. The cube has a
side length of 6 units, the sphere has a radius of 4 units, the cylinder has a height of 8
units and a base radius of 3 units, and the pyramid has a base edge length of 5 units
and a height of 7 units. Calculate the total volume of the artist’s sculpture. A: omitted

Critic’s critique: The new question is substantially different from the existing
questions. It involves a slightly more complex problem-solving process. It is good to be
added to math questions. The decision is accept. ✓

We also conducted a study to determine how effective the critic is at evaluating the correctness
of answers. Of the 100 critiques assessed, the critic accurately identified incorrectness in
13 actor generations and offered critiques to correct 10 of them. However, there were 7
instances where the critic failed to recognize the errors. The remaining actor generations were
accurate. It’s worth noting that, due to the uniform usage of the four exploration principles,
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out of the 100 actor generations, 50 were either paraphrased questions or questions with new
scenarios, these 50 were less prone to errors as they didn’t necessitate significant changes to
the mathematical structure. In fact, only 2 solutions among them were incorrect. On the
other hand, those that involved restructuring or tackled new topics were more error-prone: 7
from restructuring and 4 from new topics were incorrect. Intriguingly, the critic corrected 6
out of the 7 restructured ones, but only 1 out of the 4 new topics. This might suggest that
questions on new topics are more open-ended and might need multiple rounds of interactions
for accurate evaluation. Further refinement in this verification process will be the focus of
our future work.

Our analysis revealed that the critic excels in evaluation rather than generation. This
observation is exemplified in the quoted example, it can be seen that even when the model
cannot directly answer the question, it can effectively assess the correctness of the actor’s
response. This discovery is intriguing, as the actor’s response effectively serves as a ‘hint’.
This observation aligns with prior works that found models are better at evaluating answer
(or improving an answer) than generating it from scratch in various settings [59, 199, 186, 65,
inter alia].

[Critic cannot solve question directly]
Input: A magician has 5 hats, each with a different number of balls inside. The first
hat has 3 balls, the second hat has twice as many balls as the first, the third hat has
half as many balls as the second, the fourth hat has 5 balls, and the fifth hat has 4 times
as many balls as the fourth. How many balls are in the magician’s hats altogether?

Output: There are 3 + 2 * 3 = 7 balls in the first two hats. There are 5 - 2 = 3 balls
in the third hat. There are 4 * 3 = 12 balls in the fourth and fifth hats. In total, there
are 7 + 3 + 12 = 22 balls in the magician’s hats. Answer: 22. ✗

[Critic can evaluate actor’s answer]
Input: Please review whether the answer for the following question is correct. Q: A
magician has 5 hats, each with a different number of balls inside. The first hat has 3
balls, the second hat has twice as many balls as the first, the third hat has half as many
balls as the second, the fourth hat has 5 balls, and the fifth hat has 4 times as many
balls as the fourth. How many balls are in the magician’s hats altogether? A: There are
3 + 2 x 3/2 = 3 + 3 = 6 balls in the first two hats. There are 5 - 3/2 = 5 - 1.5 = 3.5
balls in the third hat. There are 4 x 5 = 20 balls in the fourth hat. In total, there are
6 + 3.5 + 20 = 29.5 balls. Since you can’t have a fraction of a ball, you would need
to round up to the nearest whole number of balls. Therefore, there are 29 balls in the
magician’s hats altogether.

Output: The magician has 5 hats, each with a different number of balls inside. The
first hat has 3 balls, the second hat has twice as many balls as the first, so it has 3 * 2
= 6 balls. The third hat has half as many balls as the second, so it has 6 / 2 = 3 balls.
The fourth hat has 5 balls. The fifth hat has 4 times as many balls as the fourth, so
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it has 5 * 4 = 20 balls. In total, there are 3 + 6 + 3 + 5 + 20 = 37 balls. Since you
can’t have a fraction of a ball, you would need to round up to the nearest whole number
of balls. Therefore, there are 37 balls in the magician’s hats altogether. The answer
provided is incorrect. ✓

9.8 Prompt
The critic’s principle is based on the exploration principle but is worded slightly differently
from the actor’s exploration principle, in order to tell critic what kind of new questions are
diverse and acceptable. The critic will use the principle to evaluate diversity of questions and
evaluate the correctness of answer.

Principles for critique

A different topic is acceptable:
Question: Jack is stranded on a desert island. He wants some salt to season his fish. He collects 2
liters of seawater in an old bucket. If the water is 20% salt, how many ml of salt will Jack get
when all the water evaporates?
Question (topic): Samantha is designing a circular garden in her backyard. The garden has a
diameter of 8 meters. She wants to build a path around the garden that is 1 meter wide. What is
the area of the path, in square meters, that Samantha will need to pave with stones or concrete?
A question with different structure is acceptable:
Question: Dan owns an ice cream shop and every sixth customer gets a free ice cream cone. Cones
cost $2 each. If he sold $100 worth of cones, how many free ones did he give away?
Question (restructured): Dan owns an ice cream shop and every sixth customer gets a free ice
cream cone. Cones cost $x each. If he sold $100 worth of cones, how many free ones did he give
away? If we know the answer is 10, what is the value of x?
Rephrased question is acceptable:
Question: Joy can read 8 pages of a book in 20 minutes. How many hours will it take her to read
120 pages?
Question (rephrase): How many hours will Joy need to read 120 pages if she can read 8 pages in
20 minutes?
A different scenario is acceptable:
Question: Ed has 2 dogs, 3 cats and twice as many fish as cats and dogs combined. How many
pets does Ed have in total?
Question (scenario): Sarah owns 4 bicycles, 2 skateboards, and three times as many pairs of
rollerblades as bicycles and skateboards combined. How many wheeled sports equipment items
does Sarah have in total?

9.9 Experiment Details
We use a temperature of 0.7 for the actor during exploration as in prior work [65], and
we sample 10 actor generations for every batch of samples from the replay buffer. We
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use a temperature of 0.0 for the critic since we found that it performs best. Following
prior work [327], we filter out reasoning paths with incorrect answers or calculations—based
on Python evaluation—for the ’paraphrasing’ and ’new scenarios’ exploration categories.
However, we do not apply this filter to the ’restructuring’ or ’new topics’ exploration categories,
as we do not have ground truth answers for these two categories. The evaluations for all
baselines and our approach are conducted with deterministic sampling following prior work
and report maj1@1 (accuracy) across all experiments. We follow prior work by conducting
evaluations using deterministic sampling for both our approach and the baseline methods.
We report maj1@1 accuracy across all experimental setups. All models are trained with the
same hyperparameters: global batch size = 128, learning rate = 2e-5, epochs = 3, sequence
length = 2048. The training is done with 8x A100 80GB GPUs.
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Chapter 10

Conclusion and Future Work

In this dissertation, our goal is to develop a machine capable of learning everything – that
includes learning from any existing data and discovering to go beyond existing data.

We show a series of research in Chapter 2, Chapter 3, Chapter 4, and Chapter 5 that fully
resolve the challenges of limited context size, enabling AI to learn from any existing data.

We show our research on discovering in Chapter 6, Chapter 7, Chapter 8, and Chapter 9
that enables AI to learn without human specifying domain knowledge, paving the road for
discovering and going beyond existing data.

Looking ahead, I plan to focus on advances in efficient scaling, reasoning, and discovering in
general domains.

10.1 Powerful reasoning and efficient scaling
Despite advancements allow handling of nearly infinite context sizes, akin to a Turing
machine’s infinitely large tape, current AI systems exhibit significant limitations in their
ability to utilize this context for effective step-by-step reasoning. This shortfall is crucial, as
it restricts the practical applicability of AI across various domains. Unlike the theoretical
capabilities of a Turing machine, which can perform extended computations over its tape,
AI systems struggle to translate the extensive data they can access into complex, logical
sequences of thought or action. Regarding scaling, the need for an efficient scaling paradigm
cannot be overstated – this is because the current scaling trend demands exponential amount
of compute and data for achieving tiny linear amount of improvement; a new paradigm is
required for achieving much more efficient reasoning.
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10.2 Generating data and learning in general domains
Current AI systems rely heavily on large, high-quality datasets, which are costly, may miss
certain scenarios, and can become outdated quickly. To address these challenges, there’s
increasing focus on creating autonomous learning frameworks that allow AI to generate its
own data through simulations or interactions with the environment. I aim to build on my
previous research on discovering in gameplay to advance discovering and learning in more
general domains. This could not only lead to a self-improving loop but also enable the
discovery of new knowledge that humans wouldn’t be able to achieve.
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