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Abstract

Enabling Robot Autonomy Through Real-World Practice

by

Laura Michelle Smith

Doctor of Philosophy in Computer Science

University of California, Berkeley

Professor Sergey Levine, Chair

Robots have demonstrated extraordinary capabilities over the past few decades, from
performing surgeries to exploring space. Despite this progress, robots are not yet com-
monplace in our everyday lives; instead, they are confined to executing tasks where the
humans behind them can account for everything the robot will encounter. The challenge
in deploying robots that can be autonomous stems from the diversity and unpredictabil-
ity of the physical world. Humans constantly encounter new situations, and we face this
by quickly adapting to them as they arise. Could we also enable robots to face our un-
predictable world by allowing them to learn online, from their real-world experiences?
Reinforcement learning provides a framework for learning through interaction with and
feedback from an environment. In this thesis, we study challenges in applying reinforce-
ment learning to physical robot systems that are not confined to lab settings, and in doing
so, propose algorithmic solutions, provide empirical analysis, and build practical train-
ing systems that demonstrate their efficacy. We begin by building a legged locomotion
learning system that incorporates simulated pre-training, autonomous failure recovery,
multi-task training, onboard sensors, and sample-efficient RL, and demonstrate that a
small amount of real-world practice can enable effective fine-tuning in unstructured set-
tings. We then show how to enable efficient learning with more complex reward functions,
derived from supervision that is general and available in the real world: human prefer-
ences. We further simplify the assumptions and study learning directly in the real world,
demonstrating a system capable of enabling a quadruped to learn to walk in various nat-
ural environments, purely from real-world experience. Lastly, we look towards learning
more complex tasks by leveraging priors. First, we extend the efficient learning frame-
work to effectively ingest offline, mixed-quality data. In discussing how this is practical
for robotics applications, we show that this method enables flexible agile quadrupedal lo-
comotion such as running jumps and bipedal walking. Finally, we explore how foundation
models can adapt language-conditioned manipulation to new situations in the real world.
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Chapter 1

Introduction

Humans must constantly contend with an immense amount of complexity presented by
our world, from mundane variations in everyday routines—like having to take a detour
due to road construction—to more drastic ones like traveling to a country where people
drive on the other side of the road or picking up a new language. The demands on our
decision-making and control processes are highly dynamic, as not only our environment,
but also our own embodiments and objectives are ever-changing. If we desire robots ca-
pable of being deployed in our world, acting with human or even animal-like proficiency,
they must also contend with these challenges. Enabling this autonomy in open-world
environments remains a formidable challenge. Indeed, robots have demonstrated striking
physical capabilities—such as being used in life-saving surgeries, extraterrestrial explo-
ration, and many more real-world applications—yet they have not become ubiquitous
fixtures in everyday life.

We navigate these complex dynamics adeptly because we can adapt to new situations,
learn new concepts and skills, and generally grow more competent over time from these
gathered experiences. In contrast, robots have largely been designed with programs that
do not adapt or improve with more experience. To be deployed in an open-ended manner,
that is, without controlling the environments they can be placed in or the particular tasks
they will need to perform, robots must be designed to face unseen scenarios that they will
inevitably encounter in the real world. This requirement for powerful generalization has
led many roboticists to explore data-driven solutions in favor of hand-engineered ones.
Imitation learning is one popular data-driven approach that has gained popularity, es-
pecially in real-world applications where large-scale human data collection is viable such
as autonomous driving [1–4], due to its effectiveness in distilling expert demonstrations
into learned policies that can then be deployed autonomously [5–11]. While these works
provide an excellent framework to mimic human-like behaviors, real-world data collection
that is bottlenecked by humans is limiting as it is costly and difficult to scale in diver-
sity due to physical constraints. Another data-driven approach that has proven highly
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effective in automatically producing extremely robust controllers is using reinforcement
learning in simulation, especially in settings where it is viable to procedurally generate
environments that reflect the kinds of environments the robot will be expected to perform
in the real world [12–20]. However, it is difficult to predict all the possible situations a
robot will encounter, including environmental conditions and tasks, during deployment
and enumerate them at training time. In either case, humans need to curate the training
conditions and can only hope that the resulting policy generalizes after learning from a
fixed dataset.

We propose a vision for robots that face our unpredictable world by endowing them with
the ability to learn from their real-world experiences. A data-driven approach wherein
robots themselves can autonomously collect and then learn from their own data would,
in principle, allow robots to ‘generalize’ by being able to adapt to the demands of their
environment. The central question of this thesis is: how do we build physical systems with
the ability to learn autonomously, from their own lived experiences? Reinforcement learn-
ing (RL) provides a conceptually elegant solution, offering a framework in which agents
learn by exploring in an environment and updating their behavior based on feedback they
receive during that interaction. However, the practical application of RL algorithms on
physical hardware in the real world is not straightforward. To exemplify this, the major
successes in reinforcement learning have been in solving problems where the exploration
component is inexpensive, and getting feedback from the environment is straightforward.
For example, RL has been used to discover superhuman strategies in video and board
games [21–24]. The purpose of the chapters to follow is to study aspects of learning un-
der conditions that reflect those we want robots to eventually be able to learn in. The
organization of this document is as follows:

I. Enabling training in the wild

RL for real robots has often been confined to relatively sterile environments, where
we can carefully control and measure things, and where humans can be there to
scaffold the learning process [25–27]. But if we hope to scale to the open world,
systems must be largely autonomous, i.e., they must not rely heavily on human
intervention or heavily instrumented environments. In this section, we discuss steps
towards building such scalable systems.

i. In Chapter 2, we start with building a robot learning system ‘in the wild’.
In particular, we take a legged robot, one that can traverse and face lots of
natural diversity, into the outdoors. Most work in learned locomotion focuses
on zero-shot generalization from simulation; however, this approach is funda-
mentally limited by what the robot can learn in the simulator [28–34]. We
first explored using real-world data to fine-tune policies trained in simulation,
building an autonomous system using interleaved forward and backward pacing
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training and automated resets. This endeavor revealed that it is possible to
improve dynamic locomotion skills in noisy, unstructured environments. Per-
haps surprisingly, the largest bottleneck was in facilitating the training process,
reducing the human effort in scaffolding the training process.

ii. For legged locomotion, providing reward supervision in the real world is chal-
lenging, but in Chapter 2 we detail how to make it practical with only on-board
sensors for various agile locomotion skills. However, supervising based on only
intrinsic features (i.e. root linear velocity and joint poses) is not sufficient in
general, especially for manipulation tasks. In Chapter 3 we explore how to use
sparse human feedback to provide supervision for learning complex behaviors
using the framework of preferences [35]. The focus of this chapter is to make
this more practical for real-world training by reducing the burden on human su-
pervision — by showing how to make it possible with the same sample-efficient
RL algorithm and how to sparingly use human queries.

II. Learning in real time

Exploration for physical robots is extremely expensive: robots incur wear and tear,
they can damage the environment around them, and the human supervision require-
ment has been prohibitively expensive. In Chapter 2, the most burdensome aspects
of exploration where behavior needs to be discovered and the behavior is most un-
safe are thus offloaded in simulation pre-training. However, there are many things
that are incredibly difficult to simulate (e.g. dynamics of deformable objects) and
humans learn many things directly on-site. Here we explore a radical but conceptu-
ally elegant proposition — end-to-end learning, directly in the real world, obviating
the need for simulation, demonstrations, or other crutches.

i. In Chapter 4, we build on the system that facilitated real-world training from
Chapter 2. Here, we lift another fundamental requirement of pre-training
in simulation and push the limits in terms of efficiency. We demonstrate
through careful analysis of algorithmic and system design decisions that a high-
dimensional legged robot can in fact learn a completely new skill in various ‘in
the wild’ situations, completely on its own in just a handful of minutes, without
any simulation.

ii. Next, we aim for continued improvement by addressing challenges in explo-
ration and continual learning. That is, in Chapter 4, we defined manual
guardrails to make exploring from scratch feasible in the real world but comes
at a cost in performance. In Chapter 5, we extended this work to be able
to learn increasingly complex behavior by modulating the robot’s exploration
according to its familiarity, i.e., we design an automatic curriculum to ensure
that the robot does not fall excessively while also gradually increasing its limits
as it becomes more competent.
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III. Leveraging priors

The previous chapters have demonstrated that robots can learn drastically new
behaviors remarkably quickly. However, there is a limit to how much a robot can
learn from first-hand experience alone. In this section, we will discuss mechanisms
for leveraging other sources of knowledge to bootstrap learning of more complex
skills.

i. In Chapter 6, we aim to augment the same training algorithm as used in all
previous chapters with other data sources. That is, can we learnmore efficiently
if we incorporate offline data? This chapter includes extensive experimental
analysis for an incredibly simple and effective recipe we refer to as RLPD.

ii. How does leveraging offline data for online learning translate to better robot
capabilities? Data we have access to for real robots is likely fairly narrow or
highly suboptimal with respect to a new skill. In Chapter 7, we aim to transfer
knowledge from existing controllers (e.g. MPC, motion imitation, undirected
behavior) to bootstrap learning more complex ones (e.g. adaptive, robustness,
goal-conditioned behaviors). A crucial requirement for the learning algorithm,
then, is that it must be agnostic to the quality or relevance of source controllers.
RLPD effectively transfers knowledge through suboptimal data during online
training of the new task and, as a result, we demonstrated highly agile, running
jumps and bipedal walking on a real quadruped.

iii. In Chapter 8, we investigate how we can leverage foundation models to imbue
robots with commonsense reasoning as they approach new situations. We show
that with sufficiently dense language grounding, robots can learn to perform
new tasks by lifting the action space into a semantically meaningful abstraction
layer (i.e. language) that vision-language models natively reason in.

Finally, we conclude by discussing some open challenges and perspectives on promising
future directions.

1.1 Publications

This thesis comprises research conducted in collaboration with many colleagues; the fol-
lowing is a list of the publications that support each chapter:

Chapter 2: Laura Smith, J. Chase Kew, Xue Bin Peng, Sehoon Ha, Jie Tan, Sergey
Levine. Legged Robots that Keep on Learning: Fine-Tuning Locomotion Policies in
the Real World. ICRA 2022 [36]
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Chapter 3: Kimin Lee*, Laura Smith*, Pieter Abbeel. PEBBLE: Feedback-Efficient
Interactive Reinforcement Learning via Relabeling Experience and Unsupervised Pre-
training. ICML 2021 [37]

Chapter 4: Laura Smith*, Ilya Kostrikov*, Sergey Levine. Demonstrating a Walk in
the Park: Learning to Walk in 20 Minutes With Model-Free Reinforcement Learning.
RSS Demo 2023 [38]

Chapter 5: Laura Smith*, Yunhao Cao*, Sergey Levine. Grow Your Limits: Continuous
Improvement with Real-World RL for Robotic Locomotion. ICRA 2024 [39]

Chapter 6: Philip J. Ball*, Laura Smith*, Ilya Kostrikov*, Sergey Levine. Efficient
Online Reinforcement Learning with Offline Data. ICML 2023 [40]

Chapter 7: Laura Smith, J. Chase Kew, Tianyu Li, Linda Luu, Xue Bin Peng, Se-
hoon Ha, Jie Tan, Sergey Levine. Learning and Adapting Agile Locomotion Skills by
Transferring Experience. RSS 2024 [41]

Chapter 8: Laura Smith, Alex Irpan, Montserrat Gonzalez Arenas, Sean Kirmani,
Dmitry Kalashnikov, Dhruv Shah, Ted Xiao. STEER: Flexible Robotic Manipulation
via Dense Language Grounding. ICRA 2025 [42]
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Enabling Training in the Wild
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Chapter 2

Legged Robots that Keep on
Learning

Figure 2.1: (Practicing locomotion skills in the real world with autonomous recovery) We
demonstrate real-world improvement through fine-tuning multiple skills to various real-world environ-
ments. The robot learns to walk back and forth on grass (topleft) and side-step on carpet (bottom left),
while recovering seamlessly from failure (right).

2.1 Motivation

Legged robots possess a unique physical capability to traverse a wide range of environ-
ments and terrains, from subterranean rubble to snowy hills [32, 43]. However, fully
realizing this capability requires controllers that can effectively handle this broad range
of environments. Engineering such robust controllers for each robot is a labor-intensive
process, requiring human expertise and precise modeling of the system dynamics [44–
46]. Reinforcement learning (RL) algorithms have been used to automatically learn
robotic locomotion skills in a wide range of contexts, both in simulation and in the real
world [28, 31, 47–56]. However, in order for these methods to handle the full range of
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environments that the robot will encounter at test-time, they must be trained in an ap-
propriately broad range of conditions – in a sense, the RL approach exchanges the burden
of controller engineering for the burden of training-time environment engineering. While
much of the work on learning locomotion skills has focused on training robust skills that
can generalize to a variety of test-time conditions (e.g., different terrains) [34, 57], they
all share the same fundamental limitation: they lack any recourse when the test-time
conditions are so different that the trained controllers fail to generalize. Here we are
specifically interested in the case where perfect zero-shot generalization is impossible. In
this case, what can the robot do? In this chapter, we explore the approach of real-world
fine-tuning : when the robot inevitably fails, it would need the mechanisms necessary to
recover and fine-tune its skills to this new environment.

Although in principle RL provides precisely the toolkit needed for this type of adaptation,
in practice this kind of fine-tuning presents a number of major challenges: the fine-tuning
must be performed rapidly, under real-world conditions, without reliance on external state
estimation or human assistance. The goal is to design a complete system for fine-tuning
robotic locomotion policies under such real-world conditions. In our proposed framework,
the robot would first attempt the desired locomotion task in some new environment, such
as the park shown in Figure 2.1. Initially, it may fall because the uneven ground is not
compatible with its learned policy. At this point, it should immediately stand back up
using an agile learned reset controller, make a few more attempts at the task, and then
use the collected experience to update its policy. To enable open world learning, the
reward signal for RL must be obtained from the robot’s own onboard sensors, and the
robot must keep attempting the task until it succeeds, improving with each trial. This
process must be successful both where it generalizes well (and is usually successful) and
where it generalizes poorly (and fails on most initial trials). Concretely, we utilize motion
imitation [57] to provide a general recipe for learning agile behaviors. To ensure that the
robot operates autonomously, we use a learned recovery policy that enables the robot to
quickly and robustly recover from falls. This autonomous process can either fine-tune one
skill at a time, or fine-tune multiple complementary skills together, such as a forward and a
backward walking motion. Due to our choice of RL formulation, learning these additional
policies is a simple, straightforward extension. For efficient and stable real-world training,
we opt for an off-policy RL algorithm that uses randomization over ensembles to stabilize
and substantially improve the sample-efficiency of Q-learning methods [58].

The main contribution presented in this chapter is a system for real-world autonomous
fine-tuning of agile quadrupedal locomotion skills. To our knowledge, our system is the
first to show real-world fine-tuning using RL, with automated resets and onboard state
estimation, for multiple agile behaviors with an underactuated robot. In our experiments,
we take advantage of simulation data to pre-train a policy, reaping the safety and effi-
ciency benefits of training in simulation, while retaining the ability to continue learning
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in new environments with real-world training. Although the particular components we
integrate into our real-world fine-tuning system are based on prior works, the combination
of these components is unique to our system and together, they enable efficient real-world
fine-tuning of agile and varied locomotion behaviors, together with highly efficient resets
between trials and recoveries from falls. We demonstrate in our experiments that our
system enables an A1 quadruped robot to learn dynamic skills, such as pacing forwards
and backwards in an outdoor grass field, and side-stepping on 3 indoor terrains: carpet,
doormat with crevices, and memory foam.

2.2 Related Work

Robotic locomotion controllers are typically constructed via a combination of footstep
planning, trajectory optimization, and model-predictive control (MPC) [59]. This has
enabled a range of desirable gaits, including robust walking [46] and high-speed bound-
ing [60]. However, such methods require characterization of the robot’s dynamics and
typically a considerable amount of manual design for each robot and each behavior. RL
provides an appealing approach to instead learn such skills, both in simulation [53–55]
and in the real world [28, 31, 47, 48, 50, 56]. Due to safety considerations and the data
intensive nature of RL algorithms, RL-based locomotion controllers are often trained in
simulation. Various methods are used to improve transfer to the real world, such as
building high fidelity simulators [28, 61], using real world data to improve the accuracy
of simulators [62–64], and simulating diverse conditions to capture the variations a robot
may encounter during real world deployment [14, 32, 65]. However, legged robots are
capable to traverse such a wide variety of terrains. It is thus difficult to anticipate all the
conditions they may encounter at test-time, and even the most robust learned policies
may not generalize to every such situation.

Another line of work trains adaptive policies by incorporating various domain adaptation
techniques to perform few-shot adaptation [29, 31, 57, 61, 66, 67]. Particularly related to
our work, two prior works have proposed to train locomotion policies in simulation [34, 57]
that include a learned adaptation structure, which infers a latent or explicit descriptor
of the environment. However, although such policies are adaptive, their ability to adapt
is also limited by the variability of conditions seen at training-time — if the test-time
conditions differ in ways that the designer of the simulation did not anticipate, they may
likewise fail, as we illustrate in our experimental comparison in Subsection 2.5.1. Thus, in
this work, we rather aim to perform consistent adaptation through fine-tuning with RL,
and present a method that enables continuous improvement under any test-time condition
in the real world. Julian et al. [68] uses an off-policy model-free RL approach to fine-tune
a visual grasping policy to a variety of conditions that are not covered during pre-training.
Our approach similarly uses off-policy model-free learning to continuously learn subject
to changes in the environment, but we instead consider a variety of skills and challenges
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Pre-Training in Simulation Real-World Fine-Tuning
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off-policy 
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Figure 2.2: (Overview of fine-tuning system) Example of our system. First, we pre-train skills (e.g.,
forward/backward pacing and reset) in simulation using RL. We then deploy the policies in the real
world. The robot executes forward or backward pacing depending on which will bring it closer to the
origin. After each episode, it automatically runs its reset policy. We continue to update the policies with
real-world data using the same RL method for perpetual improvement.

introduced by learning legged locomotion skills, such as underactuation and falling.

Several works have approached the challenge of training locomotion policies in the real
world. This approach, however, has yet to scale to more complex motions due to the
supervision requirements: these systems often rely on heavy instrumentation of the en-
vironment, such as motion capture systems, to provide reward supervision and resets,
through engineering [27] or manual human intervention [56, 69, 70]. To make real-world
training more broadly applicable (e.g., in the outdoors) we perform all state estimation on
board, without any motion capture or external perception. While these prior works have
demonstrated learning very conservative walking gaits on simple robots in the real world
from scratch, we demonstrate learning of pacing and side-stepping, behaviors that are nat-
urally unstable and require careful balancing on a more agile A1 robot. Thus, we found
that it was crucial to use motion imitation and adopt a real-world fine-tuning approach
rather than learning completely from scratch. Lastly, rather than manually resetting the
robot or hand-designing a recovery controller specific to the robot, we used RL to auto-
matically produce a reset controller, an approach that can be applied to automatically
produce reset controllers for other quadrupeds as well.
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Algorithm 1 TRAIN: RL Subroutine

Require: Critic to actor update ratio K
Require: Mi, Qθi , πi,Di
1: // Collect data
2: Compute goal gt fromMi

3: Collect trajectory τ with πi(a | s,g)
4: Store τ in Di
5: // Perform updates
6: for i = 1 to nupdates do
7: Update Qθi via LREDQcritic

8: if i mod K == 0 then
9: Update πi via LREDQactor

10: returnMi, Qθi , πi,Di

Algorithm 2 Real-World Fine-Tuning with Pre-
training

Require: Nrefs reference motions {Mi}Nrefs
i=1

1: Initialize: {Qθi, πi,Di}Nrefs+1
i=1 , skills S

2: // Pre-training in simulation
3: for skill i = 0, 2, . . . , Nrefs do
4: repeat
5: Si ← TRAIN(Mi, Qθi , πi,Di)
6: until convergence
7: S ← S ∪ {Si}
8: // Real-world fine-tuning
9: repeat
10: Choose skill Si
11: if in new environment then
12: Optionally clear Di
13: Si ← TRAIN(Mi, Qθi , πi,Di)
14: until forever

2.3 Fine-Tuning Locomotion in the Real World

In this section, we present our system for fine-tuning locomotion policies. It combines
a stable and efficient RL algorithm with multi-task training, thereby allowing our robot
to learn quickly with minimal human intervention. Sample-efficient learning is achieved
by using a recently proposed off-policy RL algorithm, randomized ensembled double Q-
learning (REDQ), which has demonstrated efficient learning in simulated environments
[58]. To enable autonomous training in the real world without requiring human interven-
tion, we stitch together episodes with a learned reset policy.

Overview Our framework, shown in Figure 2.2, involves learning a set of policies, one
for each desired skill. Because RL algorithms are data intensive and untrained policies can
be dangerous on a physical robot, we pre-train our policies in simulation, as is typical for
legged locomotion controllers [28, 32, 71]. In this phase, we independently train a policy
πi for each of the skills, including a recovery policy. Once the policies are pre-trained
in simulation, we perform fine-tuning in the real world by simply continuing the training
process using the same RL algorithm. Because the dynamics may be significantly different
in the real world, we reset the replay buffers D for each policy. After each episode, the
learned recovery policy resets the robot in preparation for the next rollout, preventing
time- and labor-intensive manual resets. For some skills, we use a multi-task framework,
which leverages multiple skills to further facilitate autonomous learning. Algorithm 2
provides an overview of the complete training process.
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Motion imitation Our policies are trained to perform different skills by imitating
reference motion clips using the RL framework proposed by Peng et al. [57]. Given
a reference motionM comprising a sequence of poses, a policy is trained to imitate the
motion using a reward function that encourages tracking the target poses at each timestep
(see Subsection 2.4.2). This general framework allows us to learn different skills simply by
swapping out the reference motion. We also learn a recovery policy within this framework
by training the robot to imitate a standing pose along with a few important modifications;
see Subsection 2.4.3 for details.

Off-policy RL We leverage the off-policy REDQ algorithm [58], a simple extension to
SAC [72] that allows for a larger ratio of gradient steps to time steps, for sample-efficient
RL. REDQ utilizes an ensemble of Q-functions Qθ = {Qθk}Nensemble

k=1 that are all trained
with respect to the same target value, which is computed by minimizing over a random
subset of the ensemble. This avoids overestimation issues that can occur when using too
many gradient steps. Our update procedure is summarized in Algorithm 1.

2.4 System Design

We use the A1 robot from Unitree as our robot platform and build our simulation using
PyBullet [73]. For our motion imitation skills, we retarget a mocap recording of dog
pacing from a public dataset [74] and an artist generated side-step motion for the A1
using inverse-kinematics (see [57]). The policies {πi}Nrefs

i=1 and Q-functions {Qθi}
Nrefs
i=1 are

modeled using separate fully-connected neural networks. Updates are computed using the
Adam optimizer [75] with a learning rate of 10−4 and a batch size of 256 transitions. All
networks are constructed and trained using TensorFlow [76].

2.4.1 State and Action Spaces

The state st contains a history of 3 timesteps for each of the following features: root
orientation (read from the IMU), joint angles, and previous actions. Similar to prior
motion imitation approaches [54, 57], the policy receives not only proprioceptive input
but a goal gt, which comprises the target poses (root position, root rotation, and joint
angles) calculated from the reference motion for future timesteps. In our experiments, we
use 4 future target poses, the latest of which is a target for approximately 1 second ahead
of the current timestep. Actions at are PD position targets for each of the 12 joints and
applied at a frequency of 33Hz. To ensure smoothness of the motions, we process the PD
targets with a low-pass filter before supplying them to the robot.
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Figure 2.3: (Analysis of on-board state estimation quality) Real-world state estimation compared
to motion capture for a robot walking indoors. Yaw and yaw velocity are very accurate, linear velocity
is acceptable, and x- and y-position drift over the course of multiple episodes.

2.4.2 Reward Function

We adopt the reward function from [57], where the reward rt at each timestep is calculated
according to:

rt = wprpt + wvrvt + weret + wrprrpt + wrvrrvt (2.1)

wp = 0.5, wv = 0.05, we = 0.2, wrp = 0.15, wrv = 0.1

The pose reward rpt encourages the robot to match its joint rotations with those of the
reference motion. Below, q̂jt represents the local rotation of joint j from the reference
motion at time t, and qjt represents the robot’s joint,

rpt = exp

[
−5

∑
j

||q̂jt − q
j
t ||2

]
. (2.2)
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Figure 2.4: Recovery controller training conditions Examples from the initial state distribution used
to train the reset policy in simulation. To get these states, we drop the robot from about a half meter
above the ground with a random initial orientation of the robot’s torso. Specifically, its roll, pitch and
yaw are drawn from uniform distributions over the intervals [− 3π

4 ,
3π
4 ], [−π4 ,

π
4 ], and [−π, π], respectively.

rvt and ret assume a similar form but encourage matching the joint velocities and end-
effector positions, respectively. Finally, the root pose reward rrpt and root velocity reward
rrvt encourage the robot to track the reference root motion. See [57] for a detailed descrip-
tion of the reward function.

To estimate the linear root velocity during real-world training, we use a Kalman filter
that takes acceleration and orientation readings from the IMU, then corrects them with
the foot contact sensors. When a sensor is triggered, we take that foot as a point of 0
velocity, calculate the root velocity using the leg joint velocities, and correct the estimate
from the IMU. We integrate the linear velocity for a rough approximation of the robot’s
position. Some example data is shown in Figure 2.3. We find that the angular velocity and
orientation readings are very accurate, linear velocity is reasonable, and position drifts
but is good enough within each episode for our reward calculations.

2.4.3 Reset Controller

Similar to [77], the reset policy is trained in simulation by generating a diverse set of
initial states. At the start of each episode, we drop the robot from a random height and
orientation (see Figure 2.4). The robot’s objective then is to recover back to a default
standing pose. [77] stitches together two policies for reset, first, a self-righting behavior
which puts the robot in a stable sitting position, followed by a stand-up behavior which
then puts the robot in a standing pose.

We find that we are able to train a single, streamlined reset policy by modifying the
motion imitation objective. Rather than using a reference motion to prescribe exactly
how the robot should stand up, we modify our standard imitation reward as follows.
First, the policy is only rewarded for rolling right side up. If the robot is upright, we
add the motion imitation reward, where the reference is a standing pose, to encourage
the robot to stand. Note that although the objective for this reset policy is simple, the
behaviors that it acquires are quite complex and agile. This policy is significantly more
versatile than hand-designed recoveries used in prior work [27] or company-provided reset
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motions that take more than 10 seconds — it can recover quickly from a fall by rolling
and jumping upright, and if the robot is already upright, it quickly stabilizes it for the
next trial. We encourage the reader to review videos of the agile reset controller here:
https://sites.google.com/berkeley.edu/fine-tuning-locomotion. We found that
the reset policy transfers successfully to all our test terrains, so we perform no fine-tuning.

2.5 Experiments

We aim to answer the following through our experiments:

(1) How does our finetuning-based method compare to prior approaches that utilize sim-
ulated training, including those that perform real-world adaptation?

(2) What effects do our design decisions have on the feasibility of real-world training?

(3) How much can autonomous, online fine-tuning improve robotic skills in a range of
real-world settings?

2.5.1 Simulation Experiments

To compare our approach to prior methods, we evaluate on a simulated transfer scenario,
where the policy is first trained in one simulated environment, and then “deployed” to
another simulated setting, which is meant to be representative of the kind of domain shifts
we would expect in real-world deployment. Performing this comparison in simulation
allows us to abstract away other parts of the adaptation process, such as resets, since
prior methods generally do not handle this, and allows us to provide highly controlled
low-variance comparisons for each method.

Comparison to prior work To address (1), we compare our fine-tuning method to
prior work, adapting a learned forward pacing gait to several test environments. To
this end, we pre-train all methods with standard dynamics randomization (varying mass,
inertia, motor strength, friction, latency) on flat ground until convergence, and then
deploy them on various terrains for adaptation. The test terrains include a flat ground
terrain that is similar to the environments seen during pre-training, as well as two terrains
that differ substantially from the training settings: randomized heightfield simulating
rugged terrain, and a low-friction surface simulating a slippery, icy terrain (with a friction
coefficient far below that seen during training). Note that we intentionally select these
test settings to be different from the training environment: while prior works generally
carefully design the training environments to cover the range of settings seen at test-
time, we intentionally want to evaluate the methods under unexpected conditions. For
each type of environment, we use 10 instantiations of the environment with different

https://sites.google.com/berkeley.edu/fine-tuning-locomotion
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Figure 2.5: (Simulation fine-tuning analysis) We report each adapted policy’s performance (mean
and standard deviation across 10 trials) in the target domain (pictured in the top row) with respect to the
samples used for adaptation. Prior methods that learn adaptation strategies during training (pink and
yellow) excel in environments that are similar to those seen during training (left) but fail in environments
that are sufficiently different (middle, right). In contrast, our fine-tuning method (blue) continues to
improve under all circumstances. We also note that our use of REDQ (blue) improves over SAC (purple).

dynamics parameters, and test each method’s ability to adapt to them. The dynamics
of the environment is fixed for each adaptation trial, and the same 10 environments are
used for all methods.

Peng et al. [57] uses dynamics randomization to learn a latent representation of behaviors
that are effective for different settings of the dynamics parameters. During adaptation,
this method searches in the latent space for a behavior that maximizes the agent’s test-
time performance using AWR [78]. Rapid Motor Adaptation (RMA) [34] also uses dy-
namics randomization to learn a latent representation of different strategies. But instead
of searching in latent space during adaptation, RMA trains an additional ‘adaptation
module,’ similarly to Yu et al. [29, 67], to predict the appropriate latent encoding given
a recent history of observations and actions. Since RMA corresponds to a policy with
memory and does not actually use data collected from a new domain to update the pa-
rameters of the model, it does not improve with additional data. We implement both
methods using SAC as the policy optimizer at training-time, to match our method.

REDQ vs. SAC One of our design decisions is to use the recently-proposed REDQ al-
gorithm for policy optimization. To evaluate the importance of this choice, we consider an
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ablation of our method that uses vanilla SAC instead of REDQ for both pre-training and
fine-tuning. For REDQ, we use 10 Q-functions, and randomly sample 2 when computing
the target value. For both fine-tuning methods, we collect an initial buffer of samples
before starting to fine-tune (hence these curves start at 5000 or 10000 samples).

We report the adaptation performance of each method in Figure 2.5. When tested on
the training environments, we see that both RMA and the latent space method perform
well. This indicates that these methods indeed excel in regimes where the environments
seen at training-time resemble the ones that the method must adapt to at test-time.
However, when these policies, which are trained on flat ground, are placed on uneven or
extremely slippery terrain, they exhibit a significant drop in performance. Both methods
suffer because they assume that a pre-trained encoder or latent space can generalize,
which is too strong an assumption when the test environment differs sufficiently from
the training environments. RMA especially suffers in this case because it relies entirely
on the pre-trained encoder to adapt, and when this encoder fails to generalize, it does
not have any other recourse. The latent space method does adapt, but it relies on the
latent space already containing suitable strategies for the new environment and ends up
with a suboptimal policy. In contrast, our finetuning approach is able to continuously
improve and eventually succeed. These results show that pretrained models, even prior
adaptive models, can fail if tested on environments that deviate too much from those
seen in training. Our method initially fails also, but is able to recover good performance
through fine-tuning.

2.5.2 Real-World Experiments

Our real-world experiments aim to evaluate how much autonomous online fine-tuning
can improve a variety of robotic skills in a range of realistic settings. We evaluate our
fine-tuning system in four real-world domains: an outdoor grassy lawn, a carpeted room,
a doormat with crevices, and memory foam (see Figure 2.7), each of which presents
unique challenges. The outdoor lawn presents a slippery surface, where the feet can
either slip on the grass or get stuck in the dirt. In this domain, we finetune a pacing
gait in which both legs on one side of the body swing forward in unison. For the indoors
experiments, the robot is tasked with performing a side-stepping motion on the various
surfaces mentioned above. The carpeted room, in contrast to the grass, is high-friction,
causing the robot’s soft rubber feet to deform in a manner inconsistent with simulation.
The doormat presents a textured surface for the feet to get stuck. The 4cm-thick memory
foam mattress is especially difficult, because the feet can sink into the mattress and the
gaits need to change substantially to achieve ground clearance. For all experiments, we
pretrain the policy on flat ground in simulation, run it for 5000 samples to initialize the
buffer, and then finetune the policy in the real world.
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Figure 2.6: (Real-world fine-tuning results) Top: Learning curves for all the real-world fine-tuning
experiments showing the average return of data collected by a stochastic policy during each iteration of
training. Bottom: We evaluate each policy with a deterministic policy before and after fine-tuning and
report mean and standard deviation over ten trials. In all domains, fine-tuning leads to improvement,
and the improvement is particularly pronounced on the most difficult surfaces, such as the lawn and
memory foam mattress. See the project website for videos of each of these policies throughout training.

We report the average return of the policies during training in Figure 2.6 with respect
to the number of real-world samples collected. In all environments, our framework leads
to substantial performance improvement with a modest amount of data. On the lawn,
the pre-trained forward pacing policy makes very little forward progress, whereas the pre-
trained backward pacing policy tends to trip and fall. After less than 2 hours in total of
operation, the robot learns to consistently and stably pace forward and backward with
very few failures. Indoors, the pre-trained sidestepping policy tends to twitch violently
and fall to the floor before completing its motion. This is true across all the terrains:
carpet, memory foam, and doormat with crevices. But on each terrain, in less than
2.5 hours of training, the robot learns to consistently execute the skill without stumbling.
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This figure includes overhead such as swapping batteries and handling robot malfunctions.
Figure 2.7 shows a comparison of the behaviors of the policy before and after fine-tuning.
For all experiments, we include videos of the training process as well as evaluation of the
performance before and after training on the project website.

Semi-autonomous training In our experiments, we find that our learned recovery
controller is very effective in providing efficient, automatic resets in between trials. Over
all experiments, the recovery policy was 100% successful. We compare our reset controller
to the built-in rollover controller from Unitree. On hard surfaces, both controllers are
effective while the built-in one is substantially slower than the learned policy. On the
memory foam, the built-in controller performs less reliably. Videos of the reset policy
in all environments and a comparison to the built-in controller are at . When the robot
occasionally drifts outside the workspace area, it is re-positioned by a human supervisor.
The need for this intervention, though, was greatly reduced by the use of the simultaneous
learning of complementary skills.

2.6 Discussion and Limitations

We present a system that enables legged robots to fine-tune locomotion policies in real-
world settings, such as grass, carpets, doormats and mattresses, via a combination of
autonomous data collection and data-efficient model-free RL. Our system provides for au-
tomated recoveries from falls, reward calculation through state estimation using onboard
sensors, and data-efficient fine-tuning of a variety of locomotion skills. The fine-tuning
improves the performance substantially, reaching a high level of proficiency even when
starting with a gait that frequently stumbles and falls. In this chapter, we focus on fine-
tuning in each environment separately. It would be interesting to adapt our system into a
lifelong learning process, where a robot never stops learning. When the robot encounters
a new environment, the fine-tuning will quickly adapt its policy. When the robot stays
in the same environment for an extended period of time, the fine-tuning will gradually
perfect its skills. We plan to test such a lifelong learning system for legged robots in
complex, diverse and ever-changing real-world environments.
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Figure 2.7: (Example rollouts) 1st and 2nd Rows: Example rollouts of the pacing policies before and
after fine-tuning. The figure depicts a timelapse of a rollout of each policy, where the opacity of the
robot indicates time progression (i.e., more opaque corresponds to more recent). Before fine-tuning, the
forward policy struggles to make progress, while the pre-trained backwards policy makes fast progress but
is quite unstable. After fine-tuning, both policies make forward progress without falling. 3rd to 5th Rows:
Example rollouts of the side-step policies before and after fine-tuning. On all terrains, the pre-trained
policies fail to complete the task without falling. After fine-tuning, the policies reliably execute the skill
on all three domains.
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Chapter 3

Feedback-Efficient Interactive RL

3.1 Motivation

Deep reinforcement learning (RL) has emerged as a powerful method whereby agents
learn complex behaviors on their own through trial and error [22, 24, 79–82]. Scaling
RL to many applications, however, is yet precluded by a number of challenges. One
such challenge lies in providing a suitable reward function. For example, while it may
be desirable to provide sparse rewards out of ease, they are often insufficient to train
successful RL agents. Thus, to provide adequately dense signal, real-world problems may
require extensive instrumentation, such as accelerometers to detect door opening [83],
thermal cameras to detect pouring [84] or motion capture for object tracking [57, 85, 86].

Despite these costly measures, it may still be difficult to construct a suitable reward func-
tion due to reward exploitation. That is, RL algorithms often discover ways to achieve
high returns by unexpected, unintended means. In general, there is nuance in how we
might want agents to behave, such as obeying social norms, that are difficult to account
for and communicate effectively through an engineered reward function [87–89]. A popu-
lar way to avoid reward engineering is through imitation learning, during which a learner
distills information about its objectives or tries to directly follow an expert [90–93]. While
imitation learning is a powerful tool, suitable demonstrations are often prohibitively ex-
pensive to obtain in practice [5, 94–96].

In contrast, humans often learn fairly autonomously, relying on occasional external feed-
back from a teacher. Part of what makes a teacher effective is their ability to interactively
guide students according to their progress, providing corrective or increasingly advanced
instructions as needed. Such an interactive learning process is also alluring for artificial
agents since the agent’s behavior can naturally be tailored to one’s preference (avoiding re-
ward exploitation) without requiring extensive engineering. This approach is only feasible
if the feedback is both practical for a human to provide and sufficiently high-bandwidth.
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!

Figure 3.1: (Overview of PEBBLE) First, the agent engages in unsupervised pre-training during which
it is encouraged to visit a diverse set of states so its queries can provide more meaningful signal than on
randomly collected experience (left). Then, a teacher provides preferences between two clips of behavior,
and we learn a reward model based on them. The agent is updated to maximize the expected return
under the model. We also relabel all its past experiences with this model to maximize their utilization
to update the policy (right).

As such, human-in-the-loop (HiL) RL [35, 97, 98] has not yet been widely adopted.

We aim to substantially reduce the amount of human effort required for HiL learning. To
this end, we present PEBBLE: unsupervised PrE-training and preference-Based learning
via relaBeLing Experience, a feedback-efficient RL algorithm by which learning is largely
autonomous and supplemented by a practical number of binary labels (i.e. preferences)
provided by a supervisor. Our method relies on two main, synergistic ingredients: unsu-
pervised pre-training and off-policy learning (see Figure 3.1). For generality, we do not
assume the agent is privy to rewards from its environment. Instead, we first allow the
agent to explore using only intrinsic motivation [99, 100] to diversify its experience and
produce coherent behaviors. Collecting a breadth of experiences enables the teacher to
provide more meaningful feedback, as compared to feedback on data collected in an in-
deliberate manner. The supervisor then steps in to teach the agent by expressing their
preferences between pairs of clips of the agent’s behavior [35]. The agent distills this
information into a reward model and uses RL to optimize this inferred reward function.

Leveraging unsupervised pre-training increases the efficiency of the teacher’s initial feed-
back; however, RL requires a large enough number of samples such that supervising the
learning process is still quite expensive for humans. It is thus especially critical to enable
off-policy algorithms that can reuse data to maximize the agent’s, and thereby human’s,
efficiency. However, on-policy methods have typically been used thus far for HiL RL be-
cause of their ability to mitigate the effects of non-stationarity in reward caused by online
learning. We show that by simply relabeling all of the agent’s past experience every time
the reward model is updated, we can make use and reuse of all the agent’s collected
experience to improve sample and feedback efficiency by a large margin. Source code and
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videos are available at https://sites.google.com/view/icml21pebble.

We summarize the main contributions of PEBBLE:

• For the first time, we show that unsupervised pre-training and off-policy learning can
significantly improve the sample- and feedback-efficiency of HiL RL.

• PEBBLE outperforms prior preference-based RL baselines on complex locomotion and
robotic manipulation tasks from DeepMind Control Suite (DMControl; Tassa et al.
101, 102) and Meta-world [103].

• We demonstrate that PEBBLE can learn behaviors for which a typical reward function
is difficult to engineer very efficiently.

• We also show that PEBBLE can avoid reward exploitation, leading to more desirable
behaviors compared to an agent trained with respect to an engineered reward function.

3.2 Related Work

Learning from human feedback Several works have successfully utilized feedback
from real humans to train agents where it is assumed that the feedback is available at all
times [98, 104, 105]. Due to this high feedback frequency, these approaches are difficult
to scale to more complex learning problems that require substantial agent experience.

Better suited to learning in complex domains is to learn a reward model so the agent
can learn without a supervisor’s perpetual presence. One simple yet effective direction
in reward learning is to train a classifier that recognizes task success and use it as basis
for a reward function [25, 106–108]. Positive examples may be designated or reinforced
through human feedback [109–111]. Another promising direction has focused on simply
training a reward model via regression using unbounded real-valued feedback [97, 112],
but this has been challenging to scale because it is difficult for humans to reliably provide
a particular utility value for certain behaviors of the RL agent.

Much easier for humans is to make relative judgments, i.e., comparing behaviors as better
or worse. Preference-based learning is thus an attractive alternative because the super-
vision is easy to provide yet information-rich [104, 113–122]. Christiano et al. [35] scaled
preference-based learning to utilize modern deep learning techniques—they learn a re-
ward function, modeled with deep neural networks, that is consistent with the observed
preferences and use it to optimize an agent using RL. They choose on-policy RL meth-
ods [123, 124] since they are more robust to the non-stationarity in rewards caused by
online learning. Although they demonstrate that preference-based learning provides a
fairly efficient (requiring feedback on less than 1% of the agent’s experience) means of
distilling information from feedback, they rely on notoriously sample-inefficient on-policy

https://sites.google.com/view/icml21pebble
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RL, so a large burden can yet be placed on the human. Subsequent works have aimed to
improve the efficiency of this method by introducing additional forms of feedback such as
demonstrations [125] or non-binary rankings [126]. Our proposed approach similarly fo-
cuses on developing a more sample- and feedback-efficient preference-based RL algorithm
without adding any additional forms of supervision. Instead, we enable off-policy learning
as well as utilize unsupervised pre-training to substantially improve efficiency.

Unsupervised pre-training for RL Unsupervised pre-training has been studied for
extracting strong behavioral priors that can be utilized to solve downstream tasks effi-
ciently in the context of RL [127–131]. Specifically, agents are encouraged to expand
the boundary of seen states by maximizing various intrinsic rewards, such as prediction
errors [132–134], count-based state novelty [135–137], mutual information [130] and state
entropy [138–140]. Such unsupervised pre-training methods allow learning diverse behav-
iors without extrinsic rewards, effectively facilitating accelerated learning of downstream
tasks. In this chapter, we show that unsupervised pre-training enables a teacher to provide
more meaningful signal by showing them a diverse set of behaviors.

3.3 Preliminaries

Reinforcement learning We consider a standard RL framework where an agent in-
teracts with an environment in discrete time. Formally, at each timestep t, the agent
receives a state st from the environment and chooses an action at based on its policy π.
The environment returns a reward rt and the agent transitions to the next state st+1. The
return Rt =

∑∞
k=0 γ

krt+k is the discounted sum of rewards from timestep t with discount
factor γ ∈ [0, 1). RL then maximizes the expected return from each state st.

Soft Actor-Critic SAC [72] is an off-policy actor-critic method based on the maximum
entropy RL framework [141], which encourages exploration and greater robustness to
noise by maximizing a weighted objective of the reward and the policy entropy. To
update the parameters, SAC alternates between a soft policy evaluation and a soft policy
improvement. At the soft policy evaluation step, a soft Q-function, which is modeled as
a neural network with parameters θ, is updated by minimizing the following soft Bellman
residual:

L SAC
critic = Eτt∼B

[ (
Qθ(st, at)− rt − γV̄ (st+1)

)2 ]
, (3.1)

with V̄ (st) = Eat∼πϕ
[
Qθ̄(st, at)− α log πϕ(at|st)

]
,

where τt = (st, at, st+1, rt) is a transition, B is a replay buffer, θ̄ are the delayed parameters,
and α is a temperature parameter. At the soft policy improvement step, the policy πϕ is
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updated by minimizing the following objective:

L SAC
act = Est∼B,at∼πϕ

[
α log πϕ(at|st)−Qθ(st, at)

]
. (3.2)

SAC enjoys good sample efficiency relative to on-policy methods by reusing its past ex-
periences. However, for the same reason, SAC is not robust to a non-stationary reward
function.

Reward learning from preferences We follow the basic framework for learning a
reward function r̂ψ from preferences in which the function is trained to be consistent with
observed human feedback [35, 115].

In this framework, a segment σ is a sequence of observations and actions {sk, ak, ..., sk+H , ak+H}.
We elicit preferences y for segments σ0 and σ1, where y is a distribution indicating which
segment a human prefers, i.e., y ∈ {(0, 1), (1, 0), (0.5, 0.5)}.

The judgment is recorded in a dataset D as a triple (σ0, σ1, y). By following the Bradley-
Terry model [142], we model a preference predictor using the reward function r̂ψ as follows:

Pψ[σ
1 ≻ σ0] =

exp
∑

t r̂ψ(s
1
t , a

1
t )∑

i∈{0,1} exp
∑

t r̂ψ(s
i
t, a

i
t)
, (3.3)

where σi ≻ σj denotes the event that segment i is preferable to segment j.

Intuitively, this can be interpreted as assuming the probability of preferring a segment
depends exponentially on the sum over the segment of an underlying reward function.
While r̂ψ is not a binary classifier, learning r̂ψ amounts to binary classification with labels
y provided by a supervisor. Concretely, the reward function, modeled as a neural network
with parameters ψ, is updated by minimizing the following loss:

L Reward = − E
(σ0,σ1,y)∼D

[
y(0) logPψ[σ

0 ≻ σ1]

+ y(1) logPψ[σ
1 ≻ σ0]

]
. (3.4)

3.4 PEBBLE

In this section, we present PEBBLE: unsupervised PrE-training and preference-Based
learning via relaBeLing Experience, an off-policy actor-critic algorithm for HiL RL. For-
mally, we consider a policy πϕ, Q-function Qθ and reward function r̂ψ, which are updated
by the following processes (see Algorithm 4 for the full procedure):

• Step 0 (unsupervised pre-training): We pre-train the policy πϕ only using intrinsic
motivation to explore and collect diverse experiences (see Section 3.4.1).
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Algorithm 3 EXPLORE: Unsupervised exploration

1: Initialize parameters of Qθ and πϕ and a replay buffer B ← ∅
2: for each iteration do
3: for each timestep t do
4: Collect st+1 by taking at ∼ πϕ (at | st)
5: Compute intrinsic reward rintt ← rint(st) as in (3.5)
6: Store transitions B ← B ∪ {(st,at, st+1, r

int
t )}

7: for each gradient step do
8: Sample minibatch {(sj ,aj , sj+1, r

int
j )}Bj=1 ∼ B

9: Optimize LSACcritic in (3.1) and LSACact in (3.2) w.r.t. θ and ϕ

10: return B, πϕ

• Step 1 (reward learning): We learn a reward function r̂ψ that can lead to the desired
behavior by getting feedback from a teacher (see Section 3.4.2).

• Step 2 (agent learning): We update the policy πϕ and Q-function Qθ using an off-
policy RL algorithm with relabeling to mitigate the effects of a non-stationary reward
function r̂ψ (see Section 3.4.3).

• Repeat Step 1 and Step 2.

3.4.1 Accelerating Learning via Unsupervised Pre-training

In our setting, we assume the agent is given feedback in the form of preferences between
segments. In the beginning of training, though, a naive agent executes a random policy,
which does not provide good state coverage nor coherent behaviors. The agent’s queries
are thus quite limited and likely difficult for human teachers to judge. As a result, it
requires many samples (and thus queries) for these methods to show initial progress.
Recent work has addressed this issue by means of providing demonstrations; however, this
is not ideal since these are notoriously hard to procure [125]. Instead, our insight is to
produce informative queries at the start of training by utilizing unsupervised pretraining
to collect diverse samples solely through intrinsic motivation [99, 100].

Specifically, we encourage our agent to visit a wider range of states by using the state
entropy H(s) = −Es∼p(s) [log p(s)] as an intrinsic reward [138–140, 143]. By updating
the agent to maximize the sum of expected intrinsic rewards, it can efficiently explore an
environment and learn how to generate diverse behaviors. However, this intrinsic reward
is intractable to compute in most settings. To handle this issue, we employ the simplified
version of particle-based entropy estimator [144, 145] (see the supplementary material for
more details):

Ĥ(s) ∝
∑
i

log(||si − ski ||),
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where Ĥ denotes the particle-based entropy estimator and ski is the k-th nearest neighbor
(k-NN) of si. This implies that maximizing the distance between a state and its nearest
neighbor increases the overall state entropy. Inspired by this, we define the intrinsic
reward of the current state st as the distance between st and its k-th nearest neighbor by
following the idea of Liu and Abbeel [140] that treats each transition as a particle:

r int(st) = log(||st − skt ||). (3.5)

In our experiments, we compute k-NN distances between a sample and all samples in the
replay buffer and normalize the intrinsic reward by dividing it by a running estimate of
the standard deviation. The full procedure of unsupervised pre-training is summarized in
Algorithm 3.

3.4.2 Selecting Informative Queries

As previously mentioned, we learn our reward function by modeling the probability that
a teacher prefers one sampled segment over another as proportional to the exponentiated
sum of rewards over the segment (see Section 3.3). Ideally, one should solicit preferences
so as to maximize expected value of information (EVOI; Savage 146): the improvement
of an agent caused by optimizing with respect to the resulting reward model [114, 147].
Computing the EVOI is intractable since it involves taking an expectation over all possible
trajectories induced by the updated policy. To handle this issue, several approximations
have been explored by prior works to sample queries that are likely to change the re-
ward model [35, 125, 148]. In this chapter, we consider the sampling schemes employed
by Christiano et al. [35]: (1) uniform sampling and (2) ensemble-based sampling, which
selects pairs of segments with high variance across ensemble reward models. We explore
an additional third method, entropy-based sampling, which seeks to disambiguate pairs
of segments nearest the decision boundary. That is, we sample a large batch of segment
pairs and select pairs that maximize H(Pψ). We evaluate the effects of these sampling
methods in Section 3.5.

3.4.3 Using Off-policy RL with Non-Stationary Reward

Once we learn a reward function r̂ψ, we can update the policy πϕ and Q-function Qθ

using any RL algorithm. A caveat is that the reward function r̂ψ may be non-stationary
because we update it during training. Christiano et al. [35] used on-policy RL algorithms,
TRPO [123] and A2C [124], to address this issue. However, their poor sample-efficiency
leads to poor feedback-efficiency of the overall HiL method.

In this chapter, we use an off-policy RL algorithm, which provides for sample-efficient
learning by reusing past experiences that are stored in the replay buffer. However, the
learning process of off-policy RL algorithms can be unstable because previous experiences
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Algorithm 4 PEBBLE

Require: Frequency of teacher feedback K
Require: Number of queries M per feedback session
1: Initialize parameters of Qθ and r̂ψ
2: Initialize a dataset of preferences D ← ∅
3: // Exploration phase
4: B, πϕ ← EXPLORE() ▷ See Algorithm 3
5: // Policy learning
6: for each iteration do
7: // Reward learning
8: if iteration mod K = 0 then
9: for m = 1 to M do
10: (σ0, σ1) ∼ SAMPLE() ▷ See Section 3.4.2
11: Query instructor for y
12: Store preference: D ← D ∪ {(σ0, σ1, y)}
13: for each gradient step do
14: Sample minibatch {(σ0, σ1, y)j}Dj=1 ∼ D
15: Optimize LReward in (3.4) with respect to ψ

16: Relabel entire replay buffer B using r̂ψ

17: for each timestep t do
18: Collect st+1 by taking at ∼ πϕ(at | st)
19: Store transition: B ← B ∪ {(st,at, st+1, r̂ψ(st))}
20: for each gradient step do
21: Sample minibatch {τj}Bj=1 ∼ B
22: Optimize LSACcritic in (3.1) and LSACact in (3.2) w.r.t. θ and ϕ

in the replay buffer are labeled with previous learned rewards. To handle this issue, we
relabel all of the agent’s past experience every time we update the reward model. We
find that this simple technique stabilizes the learning process and provides large gains in
performance (see Figure 3.5a for supporting results). The full procedure of PEBBLE is
summarized in Algorithm 4.

3.5 Experiments

We design our experiments to investigate the following:

1. How does PEBBLE compare to existing methods in terms of sample and feedback
efficiency?

2. What is the contribution of each component in PEBBLE?

3. Can PEBBLE learn novel behaviors for which a typical reward function is difficult
to engineer?

4. Can PEBBLE mitigate the effects of reward exploitation?
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Figure 3.2: (PEBBLE evaluation environments) Examples from the environments we test on. We
consider learning a variety of complex locomotion and manipulation skills through interacting with a
scripted or human trainer.
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Figure 3.3: (PEBBLE locomotion results) Learning curves on locomotion tasks as measured on the
ground truth reward. The solid line and shaded regions represent the mean and standard deviation,
respectively, across ten runs. Asymptotic performance of PPO and Preference PPO is indicated by
dotted lines of the corresponding color.

3.5.1 Setups

We evaluate PEBBLE on several continuous control tasks involving locomotion and
robotic manipulation from DeepMind Control Suite (DMControl; Tassa et al. 101, 102)
and Meta-world [103]. In order to verify the efficacy of our method, we first focus on having
an agent solve a range of tasks without being able to directly observe the ground truth
reward function. Instead, similar to Christiano et al. [35] and Ibarz et al. [125], the agent
learns to perform a task only by getting feedback from a scripted teacher that provides
preferences between trajectory segments according to the true, underlying task reward.
Because this scripted teacher’s preferences are immediately generated by a ground truth
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Figure 3.4: (PEBBLE manipulation results) Learning curves on robotic manipulation tasks as mea-
sured on the success rate. The solid line and shaded regions represent the mean and standard deviation,
respectively, across ten runs. Asymptotic performance of PPO and Preference PPO is indicated by dotted
lines of the corresponding color.

reward, we are able to evaluate the agent quantitatively by measuring the true average
return and do more rapid experiments. For all experiments, we report the mean and
standard deviation across ten runs.

We also run experiments with actual human trainers (the authors) to show the benefits
of human-in-the-loop RL. First, we show that human trainers can teach novel behaviors
(e.g., waving a leg), which are not defined in original benchmarks. Second, we show
that agents trained with the hand-engineered rewards from benchmarks can perform the
task in an undesirable way (i.e., the agent exploits a misspecified reward function), while
agents trained using human feedback can perform the same task in the desired way. For
all experiments, each trajectory segment is presented to the human as a 1 second video
clip, and a maximum of one hour of human time is required.

For evaluation, we compare to Christiano et al. [35], which is the current state-of-the-art
approach using the same type of feedback. The primary differences in our method are
(1) the introduction of unsupervised pre-training, (2) the accommodation of off-policy
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Figure 3.5: (Ablation study on Quadruped-walk) (a) Contribution of each technique in PEBBLE,
i.e., relabeling the replay buffer (relabel) and unsupervised pre-training (pre-train). (b) Effects of sampling
schemes to select queries. (c) PEBBLE with varying the length of the segment. The results show the
mean and standard deviation averaged over ten runs.
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Figure 3.6: (Results using real human feedback) Novel behaviors trained using feedback from human
trainers. The corresponding videos and examples of selected queries are available in the supplementary
material.

(a) Agent trained with human preference (b) Agent trained with hand-engineered reward

Figure 3.7: (Comparing human to simulated feedback) Five frames from agents trained with (a)
human preference and (b) hand-engineered reward from DMControl benchmark.

RL, and (3) entropy-based sampling. We re-implemented Christiano et al. [35] using the
state-of-the-art on-policy RL algorithm: PPO [149]. We use the same reward learning
framework and ensemble disagreement-based sampling as they proposed. We refer to this
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baseline as Preference PPO.

As an upper bound, since we evaluate against the task reward function, we also compare
to SAC [72] and PPO using the same ground truth reward. For our method, we pre-
train an agent for 10K timesteps and include these pre-training steps in all learning
curves. We do not alter any hyperparameters of the original SAC algorithm and use an
ensemble of three reward models. Unless stated otherwise, we use entropy-based sampling.
More experimental details including model architectures, sampling schemes, and reward
learning are in the supplementary material.

3.5.2 Benchmark Tasks with Unobserved Rewards

Locomotion tasks from DMControl Figure 3.3 shows the learning curves of PEB-
BLE with 1400, 700 or 400 pieces of feedback1 and that of Preference PPO with 2100 or
1400 pieces of feedback on three complex environments: Cheetah-run, Walker-walk and
Quadruped-walk. Note that we explicitly give preference PPO an advantage by providing
it with more feedback. We find that given a budget of 1400 queries, PEBBLE (green)
reaches the same performance as SAC (pink) while Preference PPO (purple) is unable to
match PPO (black). That PEBBLE requires less feedback than Preference PPO to match
its respective oracle performance corroborates that PEBBLE is indeed more feedback-
efficient. These results demonstrate that PEBBLE can enable the agent to solve the tasks
without directly observing the ground truth reward function.

For further analysis, we incorporated our pre-training with Preference PPO (red) and find
that it improves performance for Quadruped and Walker. We emphasize that our insight
of using pre-training is able to improve both methods in terms of feedback-efficiency and
asymptotic performance, but PEBBLE is uniquely positioned to benefit as it is able to
utilize unsupervised experience for policy learning.

Robotic manipulation tasks from Meta-world One application area in which HiL
methods could have significant real-world impact is robotic manipulation, since learning
often requires extensive engineering in the real world [57, 83–86, 150]. However, the com-
mon approach is to perform goal-conditioned learning with classifiers [110], which can only
capture limited information about what goal states are, and not about how they can be
achieved. To study how we can utilize preference-based learning to perform more complex
skills, we also consider six tasks covering a range of fundamental robotic manipulation
skills from Meta-world (see Figure 3.2). As shown in Figure 3.4, PEBBLE matches the
performance of SAC using the ground truth reward and outperforms Preference PPO,
given comparable (and more) feedback, on every task. By demonstrating the applicabil-
ity of PEBBLE to learning a variety of robotic manipulation tasks, we believe that we

1One piece of feedback corresponds to one preference query.
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are taking an important step towards anyone (non-experts included) being able to teach
robots in real-world settings.

3.5.3 Ablation Study

Contribution of each technique In order to evaluate the individual effects of each
technique in PEBBLE, we incrementally apply unsupervised pre-training and relabeling.
Figure 3.5a shows the learning curves of PEBBLE with 1400 queries on Quadruped-walk.
First, we remark that relabeling significantly improves performance because it enables the
agent to be robust to changes in its reward model. By additionally utilizing unsupervised
pre-training, both sample-efficiency and asymptotic performance of PEBBLE are further
improved because showing diverse behaviors to a teacher can induce a better-shaped
reward. This shows that PEBBLE’s key ingredients are fruitfully wed, and their unique
combination is crucial to our method’s success.

Effects of sampling schemes We also analyze the effects of different sampling schemes
to select queries. Figure 3.5b shows the learning curves of PEBBLE with three different
sampling schemes: uniform sampling, disagreement sampling and entropy sampling on
Quadruped-walk. For this complex domain, we find that the uncertainty-based sampling
schemes (using ensemble disagreement or entropy) are superior to the naive uniform sam-
pling scheme. However, we note that they did not lead to extra gains on relatively simple
environments, like Walker and Cheetah, similar to observations from Ibarz et al. [125]
(see the supplementary material for more results).

Comparison with step-wise feedback We also measure the performance of PEB-
BLE by varying the length of segments. Figure 3.5c shows that feedback from longer seg-
ments (green curve) provide more meaningful signal than step-wise feedback (red curve).
We believe that this is because longer segments can provide more context in reward learn-
ing.

3.5.4 Human Experiments

Novel behaviors We show that agents can perform various novel behaviors based on
human feedback using PEBBLE in Figure 3.6. Specifically, we demonstrate (a) the Cart
agent swinging a pole (using 50 queries), (b) the Quadruped agent waving a front leg
(using 200 queries), and (c) the Hopper performing a backflip (using 50 queries). We
note that the human is indeed able to guide the agent in a controlled way, as evidenced
by training the same agent to perform several variations of the same task (e.g., waving
different legs or spinning in opposite directions). The videos of all behaviors and examples
of selected queries are available in the supplementary material.
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Reward exploitation One concern in utilizing hand-engineered rewards is that an
agent can exploit unexpected sources of reward, leading to unintended behaviors. Indeed,
we find that the Walker agent learns to walk using only one leg even though it achieves
the maximum scores as shown in Figure 3.7b. However, using 200 human queries, we
were able to train the Walker to walk in a more natural, human-like manner (using both
legs) as shown in Figure 3.7a. This result clearly shows the advantage of HiL RL to avoid
reward exploitation.

3.6 Discussion

In this chapter, we present PEBBLE, a feedback-efficient algorithm for HiL RL. By
leveraging unsupervised pre-training and off-policy learning, we show that sample- and
feedback-efficiency of HiL RL can be significantly improved and this framework can be
applied to tasks of higher complexity than previously considered by previous methods,
including a variety of locomotion and robotic manipulation skills. Additionally, we demon-
strate that PEBBLE can learn novel behaviors and avoid reward exploitation, leading to
more desirable behaviors compared to an agent trained with respect to an engineered
reward function. We believe by making preference-based learning more tractable, PEB-
BLE may facilitate broadening the impact of RL beyond settings in which experts can
carefully craft reward functions to those in which laypeople can likewise utilize the ad-
vances of robot learning in the real world.
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Part II

Learning in Real Time



36

Chapter 4

Learning to Walk in 20 Minutes
With Model-Free RL

Figure 4.1: (Overview of demonstration) We demonstrate that deep reinforcement learning can be
used to efficiently train a quadruped robot directly on various real world terrains, e.g., flat ground (blue);
soft, irregular mulch (green); grass (red); and a hiking trail (yellow), acquiring effective gaits within 20
minutes of training.

4.1 Motivation

Agile, robust, and capable robotic skills require careful controller design and validation
to work reliably in the real world. Reinforcement learning offers a promising alternative,
acquiring effective control strategies directly through interaction with the real system,
potentially right in the environment in which the robot will be situated. Although large-
scale robotic RL experiments in the real world have been described in a number of prior
works [151–155], many others have sought to sidestep the need for real-world training
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over concerns about sample efficiency, often going to great lengths to design sophisticated
simulation systems [12, 14, 65, 156, 157] and transfer learning methods [29, 31, 34, 57,
61, 67, 158–161]. For example, learning to solve a Rubik’s cube with a robotic hand
required 13 thousand years’ worth of experience [13], which amounted to several months
of wall-clock time using distributed training in simulation. In robotic locomotion, Rudin
et al. [33] also utilize distributed training to collect 80 hours’ worth of simulated experience
to train an ANYmal robot to walk in 20 minutes. Using the A1 quadrupedal robot as we
do, Kumar et al. [34] use 1.2 billion samples to train a robust controller, corresponding
to roughly 4.5 months’ worth of cumulative experience—without accounting for the often
significant physical overhead required to train in the real world—that can be acquired in
1 day using an appropriate simulator. In this chapter, we focus specifically on the task
of robotic quadrupedal locomotion and ask: just how efficiently can we implement fully
model-free deep RL algorithms?

Perhaps surprisingly, we find that with careful design decisions in the task setup and
algorithm implementation, it is possible for a quadrupedal robot to learn to walk from
scratch in under 20 minutes across a range of environments. This does not require novel
algorithmic components or any other unexpected innovation, but rather careful implemen-
tation of one of several existing algorithmic frameworks (and indeed multiple algorithms
can work well), combined with modern optimized deep learning packages and a number
of careful design decisions for the MDP formulation of the locomotion task. This result
runs counter to the principles articulated in several prior works, which suggest either that
simulated training is critical for quadrupedal locomotion because the training times are
too long [33, 53–55, 62], that demonstration data is needed to overcome local optima
challenges [54, 57], or that more sophisticated algorithmic frameworks with model-based
RL [69, 162] or hand-designed movement primitives [47, 48, 50, 69, 70] are necessary for
real-world training.

Our main contribution is an empirical demonstration that current deep RL methods can
effectively learn quadrupedal locomotion directly in the real world in under 20 minutes.
While our results largely build on existing methods, we demonstrate for the first time
that a careful combination of existing components can enable direct real-world learning
of locomotion skills with drastically lower training periods than reported in prior work.
Our evaluation includes real-world training in four different locations (one indoor, three
outdoor, see Figure 4.1), and detailed simulated analysis to understand the relative im-
portance of different design choices.

4.2 Related Work

Roboticists have traditionally designed controllers for quadrupedal locomotion using a
combination of footstep planning, trajectory optimization, and model-predictive control
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Experimental Design Training Statistics

Simulation Real World

Hardware Actions Resets Terrains Samples Hours Samples Hours

Ours A1 PD targets Learned In/Outdoor 0 0 20 · 103 0.33
Wu et al. [162] A1 PD targets None Indoor 0 0 72 · 103 1
Smith et al. [36] A1 PD targets Learned In/Outdoor 106 N/A 22.5 · 103 1
Kumar et al. [34] A1 PD targets N/A In/Outdoor 1.2 · 109 24 0 0
Rudin et al. [33] ANYmal PD targets N/A Indoor 14.7 · 106 0.33 0 0
Lee et al. [32] ANYmal PMTG [30] parameters N/A In/Outdoor N/A 16 0 0
Ha et al. [27] Minitaur PD targets Engineered Indoor 0 0 60 · 103 1.5
Haarnoja et al. [56] Minitaur PD targets Manual Indoor 0 0 160 · 103 2
Yang et al. [69] Minitaur PMTG [30] parameters Unknown Indoor 0 0 45 · 103 0.167

Table 4.1: Overview of experimental details (hardware platform used, the kinds of actions, and access to
resets) and data requirements of the works most relevant—in terms of setup and task—to ours (ordered
chronologically). We list the approximate numbers reported for the tasks that most closely resemble ours
(walking forward). For “Training Statistics” we list the data used for training, i.e., we do not include data
used in evaluation (that may be used in few-shot adaptation [34]), and the wall-clock time associated with
collecting that data either in simulation or in the real world. Some earlier works demonstrated learning in
the real world on the Minitaur [163], a relatively simple quadrupedal robot with neither shoulder nor hip
abduction, in controlled, lab settings. RL with more complex quadrupedal robots [46] often used large
amounts of simulation data. More similar in physical capabilities to the ANYmal and in accessibility to
the Minitaur, the A1 robot has also been used to study real-world deployment in recent works.

(MPC) [44, 46, 59, 60]. Learning provides an appealing alternative to classic model-based
methods, as it avoids the need for intricate modeling and extensive domain knowledge
about the locomotion task, instead allowing the learning algorithm to discover a gait that
works well for a given robot. Furthermore, learning in the real world allows the robot to
improve over time with “on-the-job” experience.

A major question in this line of work is whether RL methods could ever be efficient enough
to learn dynamic locomotion in diverse real-world environments with more complex robots.
Indeed, some works have sought to sidestep this challenge by using simulation to learn
controllers that are directly transferred to the real world [14, 28, 32, 33, 61–65, 164] or
learning policies that can use small amounts of data when deployed in the real world to
search among the space of policies it has for a suitable one [29, 31, 34, 57, 61, 66, 67].
Still, these methods rely entirely on the strategies the robot was able to learn while
training in simulation. So, the training conditions must be designed and implemented
such that the training captures the behaviors that are transferable to the real-world
conditions. While this approach to learning controllers is often sufficient, it is non-trivial
to foresee all the possible situations the robot may encounter when deployed in the real
world and engineer the appropriate training environments in simulation to prepare for
them. Furthermore, these learned models are fundamentally limited to those training
experiences—they cannot perfectly generalize when they are tested in situations that
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differ enough from their training experience, but these unexpected situations are likely
to arise in the real world that is highly complex, unstructured, and unpredictable. Early
work in learning directly in the real world explored utilizing higher level action spaces [47,
48, 50, 69, 70, 165, 166] or fine-tuning [36] to do real-world training. We show that
careful implementation of already known model-free RL techniques can enable learning
to walk from scratch using low-level control, such as PD targets, in several real-world
environments. Next, we detail prior work in using model-free RL for real-world training
of locomotion policies, followed by model-based work, and finally, systems aspects relevant
to contextualizing these approaches. For a tabular overview comparing the assumptions,
requirements, and results of the works most relevant to ours, see Table 4.1.

Model-free learning Much of the early work on learning from scratch in the real world
applied model-free policy gradient methods to modulate pre-defined motions on relatively
simple hardware. Kohl et al. [47] learn parameters of a pre-defined open-loop trajectory
generator to control a Sony AIBO quadruped, and Tedrake et al. [49] learn a feedback
controller to improve the control of a passive dynamic walker whose design is such that it
walks when control is disabled, using policy gradient methods. Luck et al. [165] achieved
sample-efficient learning by leveraging periodicity to similarly learn few parameters to
tweak a finned robot’s pre-defined controller. Choi et al. [70] also use a stochastic policy
gradient method to learn to control a Snapbot by learning a distribution over Gaussian
random paths that define fixed length joint trajectories that are then realized by an
open-loop controller. Yang et al. [166] learns a model-free RL policy in the real world
which outputs gait parameters and foot placements that are realized by a low-level MPC
controller. While very effective for learning walking motions in the real world by shaping
exploration and ensuring safety, using high-level action spaces limits the types of skills that
can be learned. Recent works [27, 56] have utilized off-policy methods [72] to perform
sample-efficient learning on a Minitaur (2 active DOF per leg) by directly outputting
target joint positions. Training requires roughly 2 hours (160k control steps) to learn to
walk forward and 1.5 hours (60k control steps per direction) to learn to walk forward and
backward, respectively. Our work also uses off-policy model-free RL to learn from scratch
in the real world—uniquely, though, we train an A1 quadrupedal robot (3 active DOF
per leg) not only in lab settings, but also on outdoor irregular terrains, in just 20 minutes.

Model-based learning Model-based RL methods have been applied to enable an A1
robot to learn how to walk on flat ground [69, 162]. Yang et al. [69] use trajectory
generators [30], which output smooth, periodic leg trajectories and use a model-based
method to modulate these trajectories. Concurrent work by Wu et al. [162] uses a latent
dynamics model to generate additional training data in order to reduce the burden on
collecting real-world samples [167] in order to learn to walk with low-level PD targets
as actions within an hour. In contrast, we use a learned policy to automatically provide
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resets, and our robot learns to walk within 20 minutes in five environments, three of which
are natural outdoor terrains, using a simple model-free method.

Systems considerations RL is known to require lots of data to learn complex be-
haviors. For example, a state-of-the-art blind quadrupedal locomotion policy trained
completely in simulation required 12 hours [32]; however, real-world data is significantly
more expensive to collect. Some have sought to eliminate the data collection bottleneck,
using upwards of thousands of workers to collect experience simultaneously and consoli-
dating the information for policy updates [168–170]. In the locomotion domain, Rudin et
al. [33] use this parallelism to train a simulated ANYmal quadruped to walk on uneven
terrain—in 20 minutes of wall-clock time—and then deploy the learned policy in the real
world. However, massively parallel data collection is not often feasible in the real world.
As such, the focus of another line of work has been on enabling sample-efficient methods
with asynchronous pipelines. Due to computational costs, many prior works claim asyn-
chronous training to be necessary for real-world training [56, 72, 162, 171, 172]. Most
similar in spirit to our work, Haarnoja et al. [56] have a three-part asynchronous training
pipeline, with jobs dedicated to data collection, motion capture for state and reward esti-
mation. Follow-up work [27] achieved superior sample efficiency (approximately half the
samples required) with the same underlying algorithm by performing synchronous train-
ing at a per-step basis (as opposed to episodic, asynchronous training), thereby reducing
overall wall-clock time by a similar factor. Recently, more efficient model-free methods
have been enabled by placing a larger burden on the computation. In our work, we find
that we are able to support synchronous, per-step training in our implementation (see
Subsection 4.3.2), achieving learning in 20 minutes on a real robot using a single GPU
laptop.

4.3 Fast and Simple Real-World RL

In this section, we describe the algorithmic framework we use, which is based on standard
Q-function actor-critic methods [173], building most directly on DroQ [174], which extends
the SAC algorithm [72] with Dropout [175] and Layer Normalization [176]. We emphasize
that our result is not enabled so much by any one algorithmic component (though the
algorithm is also important!), but rather careful implementation and task setup, which
we discuss in Section 4.4.

4.3.1 Preliminaries

Learning to walk can be formalized as a Markov Decision Process (MDP), defined by a
tuple (S,A, p0, p, r, γ) where S ⊂ Rn is the state space, A ⊂ Rm is the action space,
p0(·) is the initial state distribution, p(·|s, a) governs dynamics, r : S × A → R defines
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rewards, and γ ∈ [0, 1) is the discount factor. The goal of RL is to optimize the expected
discounted cumulative return induced by the policy π : S → A:

E

[
∞∑
t=0

γtr(st, at)

]
.

We consider actor-critic methods consisting of interleaved policy evaluation and improve-
ment steps. During policy improvement, we fit a critic to estimate the discounted returns
of the current training policy starting at state s and action a:

J(θ) = E
(s,a,s′)∼D

[(Qθ(s, a)− y(s, a, s′))2]

y(s, a, s′) = r(s, a) + γQθ′(s
′, a′) where a′ ∼ πη(·|s′)

where Qθ′ is a target network with weights updated via exponential moving average.
Then, the critic is used to improve the policy by maximizing the objective:

J(η) = E
s∼D

a∼πη(·|s)

[Qθ(s, a)].

The most widely-used off-policy RL algorithms for continuous control, such as SAC and
DDPG [72, 177], are commonly trained by making one critic update and one policy update
after each environment step. Since the update time can exceed what is allowed by the
robot’s control frequency, sometimes real-world training is performed by collecting an
entire trajectory and then updating the critic and policy for a number of steps equal to
the length of the trajectory [56]. Next we will discuss the simple changes to these common
practices we make that has enabled our result.

4.3.2 Efficient Model-Free RL

Actor-critic methods have recently become significantly more sample-efficient by improv-
ing critic training, thereby allowing more learning on the same amount of training data.
For example, REDQ [58] extends SAC [72] by utilizing a large ensemble of critics and ran-
domly sampling subsets of them. DroQ [174] regularizes the critic with Dropout [175] and
Layer Normalization [176]. The common thread is some sort of regularization or normal-
ization (or both) that mitigates the tendency of off-policy, bootstrapped critic updates to
overfit and lead to overestimation [58, 174]. These techniques allow for taking significantly
more gradient steps on the critic (up to 20) after each environment step, which in turn
leads to significantly more sample-efficient learning. As we will discuss in our analysis
in Section 4.6, a variety of approaches lead to the critical jump in improvement over the
baseline method. These results suggest that the key is not any one particular choice but
the general principle of augmenting actor-critic RL with regularization or normalization.
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While these methods speed up learning with respect to the number of samples collected,
the increased computational cost actually supersedes data collection as the primary bot-
tleneck for real-world training. That is, a näıve implementation cannot train as fast as the
samples are collected. Prior work has addressed this either by performing asynchronous
training [56, 162] or training in-between trials [36]. Both add a delay between the agent in-
teracting with the environment and learning from the samples, which slows down training.
Our choice of algorithm and implementation is aimed at enabling real-time synchronous
training, which we expand on in Section 4.6. For implementation, we use JAX [178], a
modern machine learning framework that performs just-in-time compilation to optimize
execution significantly (see Section 4.5 for a discussion of the practical aspects).

4.4 System Design

We design our system prioritizing fast training in unstructured real-world environments.
We use a relatively low-level action space—rather than using pre-defined motion primitives
as discussed is used in many prior works (see Section 4.2)—and use only proprioceptive
information—so as to be able to train anywhere, without an instrumented motion capture
system. Of course, the MDP definition and implementation often has a large impact on
learning, e.g., we found the design of the action space to be particularly important. In
the remainder of this section, we detail these design decisions. For our robot platform,
we use the A1 robot from Unitree and build our simulation using MuJoCo [179] and DM
Control [180]. The policy πi and Q-function {Qθi}

Nensemble
i=1 are modeled using separate

fully-connected neural networks that are constructed and trained using JAX [178].

4.4.1 State and Action Spaces

For learning locomotion controllers, the robot’s position is used in order to provide re-
ward supervision [180], and privileged information is often used to train policies in simu-
lation [32, 34]. As such, such policies cannot trivially be further trained in the real world.
When training in the real world, motion capture systems have been used to localize the
robot [27, 56]. However, in order to train in the wild, the robot must be able to receive
feedback purely from its onboard sensors. In terms of actions, for generality, we param-
eterize the policy to directly output joint targets rather than rely on pre-defined gaits or
trajectory generators.

The state st contains the root orientation, root angular velocity, root linear velocity,
joint angles, joint velocities, binary foot contacts, and the previous action. For the root
orientation, we include the roll and pitch. For angular velocity, we include roll, pitch, and
yaw information (as to penalize excessive turning). We use an onboard linear velocity
estimator which combines integrated acceleration and leg velocity estimated with forward
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kinematics via Kalman filter that was shown to suffice for reward supervision in outdoor
environments [36]. Actions at are PD position targets for each of the 12 joints and applied
at a frequency of 20Hz. We define the action space for every leg as [p − o, p + o] where
p corresponds to initial robot pose and o is an action offset. Following Fu et al. [181],
we use o = [0.2, 0.4, 0.4]. We confirm that constraining the action space is crucial for
training the agent with RL in Section 4.6. Moreover, we found that the initial robot
pose also impacts exploration significantly. In the simulator, we used p = [0.05, 0.7,−1.4];
however, during the early experiments in the real world, we found that p = [0.05, 0.9,−1.8]
promotes safer exploration on the robot since this configuration leads to fewer failures.
We use a position controller where the torques commanded to the robot are computed as
τ = Kp(q

∗ − q) −Kd · q̇. In this case, q∗ and q define the desired and current positions
correspondingly, while q̇ defined motor velocities. Kp and Kd define motor gains and
damping.

4.4.2 Reward Function

Prior works have reported using very complex reward functions consisting of upwards
of tens of terms to give rise to a desired motion [32, 57, 77, 181]. We found that with
the state and action space choices described above, even a simple reward function was
sufficient to produce naturalistic gaits. We define the reward function following standard
DM Control [180] locomotion tasks, where the agent is provided with a constant reward
within a target velocity interval, outside of which the reward linearly decays to 0.

r(s, a) = rv(s, a)− 0.1v2yaw

where vyaw is an angular yaw velocity and

rv(s, a) =


1, for vx ∈ [vt, 2vt]

0, for vx ∈ (−∞,−vt] ∪ [4vt,∞)

1− |vx−vt|
2vt

, otherwise.

where vt is the target velocity, while vx is a forward linear velocity in the robot frame.
Our choice of the reward function is motivated by simplicity.

During early experiments with the real robot, we found that using the forward velocity
in the robot’s local frame caused it to dive forward as falling quickly onto its head does
correspond to high forward velocity from the robot’s perspective. However, our goal is for
the robot to move forward in the global frame, parallel to the ground plane, so we instead
project the forward velocity onto the ground plane. To keep the robot from leaving the
training area with minimal interruption, we simply continue training while providing a
reward of 0 when we detect that someone has lifted the robot to move it (i.e. when there
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Figure 4.2: (Real-world test terrains) Examples of learned gaits acquired on a variety of real-world
terrains. Left to right: flat, solid ground covered in dense foam mats; a 5cm memory foam mattress;
loose ground comprised of eucalyptus bark; a grassy lawn; a gently sloped hiking trail.

are no foot contacts detected). Otherwise, the robot trains continuously, terminating only
when the robot’s roll or pitch exceeds 30 degrees. To reset the robot in the real world, we
use the open-source reset policy from Smith et al. [36].

4.5 Learning in the Real World

We aim to answer the following through our experiments:

(1) How quickly and consistently can the robot learn to walk in the real world using
model-free RL?

(2) Can this approach enable a robot to learn to walk not only on flat ground in the lab,
but also ‘in the wild’?

In order to understand the variance across random seeds and small changes in real-world
conditions (e.g., the status of the hardware, how many times the robot was redirected,
etc.), for one of our experiments, we train the robot four times in the same controlled
environment. To study (2), we train the robot in four additional terrains, three of which
are outdoors. Lastly, we discuss our findings from using the design decisions, tuned in
simulation as described in Section 4.4, to train in the real world. Videos of all real-
world training along with code to reproduce our results can be found at https://sites.
google.com/berkeley.edu/walk-in-the-park.

4.5.1 Setup

We conduct experiments with five terrains (see Figure 4.2), each of which possesses unique
characteristics:

(1) Flat, Solid Ground: We placed tiles of dense foam on the floor for protection that
make for a high-friction surface.

https://sites.google.com/berkeley.edu/walk-in-the-park
https://sites.google.com/berkeley.edu/walk-in-the-park
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(2) Memory Foam Mattress: The other indoor terrain we test on is a 5cm-thick mem-
ory foam mattress. The robot’s feet sink fairly deep into the surface—see, e.g., the
depression in the surface of the mattress made by the robot in the earliest frame
in Figure 4.2 (second from left), making walking difficult and requiring a unique gait
to attain ground clearance.

(3) Mulch: A layer of bark (about a foot deep) makes walking especially difficult as the
terrain is not only heavily irregular but also obstructive. As shown in Figure 4.2
(middle), the robot naturally sinks such that the lower half of its legs are submerged
in the bark. Thus, it must learn to churn through it in order to move.

(4) Lawn: The lawn presents a lower friction, cushioned, deformable walking surface.

(5) Hiking Trail: Here the surface material is a compact, dry dirt. As shown in Figure 4.2
(right), the trail is at a slight incline and irregular (tree roots, pebbles, troughs, etc.),
presenting additional challenges.

To be able to train outdoors, we use a laptop (Origin EON15-X) for training equipped
with a single NVIDIA GeForce RTX 2070 GPU. For all experiments, we collect data
for about 1 minute (1000 time-steps) by sampling from the action space uniformly at
random. We then train synchronously, making a policy update (20 critic updates and
an actor update) in between each action executed on the robot every 0.05 seconds. On
a standard workstation equipped with a NVIDIA GeForce RTX 2070 GPU, our initial
JAX implementation of DroQ was capable of performing 700 critic updates per second,
roughly corresponding to 35 time-steps per second. However, this was insufficient for
training the agent on a laptop, which reiterates the importance of implementation for
real-world training. For our final implementation, we jit 20 critic updates corresponding
to one environment step, resulting in 2400 critic updates per second which corresponds
to running training at 120 Hz. In contrast, for a baseline comparison, our best PyTorch
implementation was not fast enough for synchronous training, only permitting an effective
control frequency of 7.5 Hz.

4.5.2 Results

We report the average velocity over intervals of 1000 time-steps (corresponding to 1 minute
of wall-clock time) during training in Figure 4.3 with respect to the number of real-world
samples collected during which the robot was on the ground (not including the times the
robot was lifted and reoriented). Per answering (1), we report the average and standard
deviation (solid line and shaded region, respectively) across four runs on the flat, solid
ground (pink). In all cases, the robot learns to walk in less than 20,000 samples (roughly
17 minutes’ worth of data which amounts to 20 total minutes of wall-clock time due to
various minor sources of overhead: jitting (about 1 minute), resetting and reorienting the
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Figure 4.3: (Real-world learning from scratch results) Learning curves for all the real-world exper-
iments showing the average velocity of the stochastic policy with respect to real-world, wall-clock time.
Note that the robot runs continuously, training in between sending actions to the physical hardware.
1000 time-steps corresponds roughly to 1 minute of training time, all things considered.

robot, etc.). At the start of training, the robot mostly shuffles, slowly edging backwards.
In 5 minutes, the robot learns to inch forward but is unstable. Within 10 minutes, the
robot learns to take fairly large steps, but it has not learned to maintain balance while
taking these larger steps. Finally, after 15 minutes of training, the robot adopts more
conservative behavior in order to both walk and remain balanced.

Next, we train on the variety of challenging terrains detailed in Subsection 4.5.1. On the
memory foam, the robot makes its way out of the initial position it had sunk into during
initial data collection (similar to the situation shown in the earliest frame of Figure 4.2
(second from left)) within about 5 minutes. In contrast to the flat, solid ground, the
robot falls much less frequently, but its feet often catch on the fabric cover and it needs
to learn to walk in a way such that it avoids dragging the fabric with it in order to
traverse it. On the thick layer of wood mulch, the initial data collection essentially digs
the robot quite deep into the loose ground. In the first ten minutes, the robot learns
to kick up its front feet in order to dig itself through, as seen most clearly in the latest
frame of Figure 4.2 (middle) where the robot is kicking its front, right leg up to pull itself
forward. Furthermore, the terrain is irregular, yet it is able to quickly adapt its behavior.
In all cases the robot learns to traverse each given terrain with roughly 20,000 samples
(20 minutes).

4.6 Analysis of Design Decisions

This section presents simulated comparisons of design decisions and SAC variants we
considered in this chapter. Since our goal is to run training on a real robot, we aim for
design decisions and algorithms that lead to improved stability and sample efficiency. To
match the real-world setup, we simulate the official A1 model in MuJoCo, and used the
same position controller and rewards as discussed in Section 4.3.2. We provide the exact
model we used in the open-sourced code: https://github.com/ikostrikov/walk_in_

https://github.com/ikostrikov/walk_in_the_park
https://github.com/ikostrikov/walk_in_the_park
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the_park.

MDP formulation First, we observe that the value of damping for the position con-
troller used for the robot significantly impacts learning (see Figure 4.4a). Small damping
values (Kd = 1) lead to instabilities, which are not desirable for a policy executed on a real
robot, while large values prevent the agent from reaching the target velocity (Kd = 20).
Therefore, for the remaining ablations, we used the value of damping set to 10. We also
evaluate other design decisions in Figure 4.4b. In particular, we confirm the efficacy of
constraining the action space: we observe that the simulated agent cannot make any
progress in the unconstrained action space, while constraining the space leads to stable
training and does not prevent the agent from reaching the target velocity. Finally, we note
that applying a low-pass filter to the PD targets to promote smoothness, as is common
practice [27, 36, 57], degrades learning efficiency. This is perhaps unsurprising, as the
filter creates a dependency on action history that violates the Markovian assumption.

Algorithms Our goal is to train a robot to walk in the real world as efficiently as
possible, where efficiency includes computational complexity, sample complexity, and total
wall-clock time. As discussed in Section 4.3.2, we utilize off-policy, model-free actor-
critic methods (basing all on SAC [72]), and investigate a variety of regularization and
normalization techniques to accelerate them. We present an extensive comparison in
Figure 4.4c, with the aim of understanding which ingredients are important for attaining
the requisite sample efficiency for training in the real world. Standard SAC (purple) with
an update-to-data (UTD) ratio of 1 takes one gradient step on the critic for every one time
step of data collection. Efficiency can be increased by taking more gradient steps, and we
show standard SAC with a larger UTD ratio of 20 (dark blue) as well. We see that näıvely
increasing the number of critic updates made per time-step improves sample efficiency, but
still requires roughly 30k samples, which would amount to roughly 30 minutes’ worth of
data, to reach the target velocity. We implement REDQ [58] by modifying SAC with UTD
ratio of 20 to use random subsets of a larger ensemble of networks in order to calculate
target values, and we see this regularization indeed leads to improvement (roughly 5k
fewer time-steps, or 5 minutes wall-clock time, required). As noted in DroQ [174], REDQ
is more computationally expensive due to the large ensemble, and regularizing the critic
with a combination of LayerNorm and Dropout can lead to similar benefits at lower
compute cost (blue). However, we also consider LayerNorm (pink) and Dropout (orange)
in isolation (each also with a UTD ratio of 20). Perhaps surprisingly, Dropout alone
already performs similarly to REDQ, whereas LayerNorm (even without Dropout) leads
to even better performance.

We conclude that a variety of regularization or normalization methods, if implemented and
applied carefully, can all achieve a similar level of improvement in performance over their
underlying algorithm in our setup. That is, the important thing is not any single specific

https://github.com/ikostrikov/walk_in_the_park
https://github.com/ikostrikov/walk_in_the_park
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(c) SAC variants
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(d) Synchronous training
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Figure 4.4: (Empirical analysis of design choices in simulation) Experimental evaluation of: (a)
performance for different values of the damping parameter for the position PD controller; (b) ablations
of various task setup choices; (c) the effect of the frequency of policy updates (between time-steps versus
episodes); (d) regularization and normalization methods for efficient RL. Each curve and shaded region
represents the average and standard deviation across 10 random seeds.

regularization technique, but the use of any suitable regularization so as to enable SAC to
effectively use higher UTD ratios. We also compare updating the agent between episodes
and after every environment step and notice that getting immediate feedback leads to
more stable training and faster convergence (see Figure 4.4d). In order to facilitate this
kind of training synchronously, the updates must be inexpensive enough to be able to
perform them between time-steps (of which there are 20 per second). As such, we favor
using the less computationally expensive DroQ variants over others in the real world.

4.7 Conclusion

We present our finding that we can train quadrupedal robots to walk via deep RL in
real-world settings, such as grass, loose ground, forest trails, and mattresses, with about
20 minutes of training. We demonstrate that this can be enabled using a high-quality
implementation of existing algorithmic ideas combining standard actor-critic algorithms
with one of a number of regularization strategies. We compare the different design choices
in simulation and show that a variety of designs can work well, and then demonstrate
in the real world that this leads to highly efficient and successful learning on a range
of different terrains. Our empirical results show that real-world training of locomotion
policies via RL can be significantly more practical than previously believed, and does
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not necessarily require significant deviations from existing practice in RL, but rather
careful combination of current best practices. We hope that our work will serve to further
encourage investigation of real-world RL in robotics.
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Chapter 5

Continuous Improvement with
Real-World RL

5.1 Motivation

The real world is noisy, diverse, unpredictable and challenging. To confront this complex-
ity, a robot must be capable of versatile and robust behaviors. Designing controllers that
anticipate and handle any scenario a robot will encounter in its lifetime, whether through
manual engineering or learning, is impractical. An alternative to providing a robot with
predetermined capabilities is to instead equip it with the ability to autonomously improve
during deployment, learning from its mistakes as it encounters unforeseen circumstances.
Legged robots in particular have incredible mobility and can reach places challenging or
unsuitable for humans, for example, in search and rescue scenarios, and thus must be
robust to these unforeseen situations.

Reinforcement learning (RL) offers a general framework for such a ‘self-improving robot,’
providing a data-driven approach for learning behaviors through interaction. However,
the practical application of end-to-end RL in robotic systems is often not straightfor-
ward [182, 183], with many of the challenges stemming from high sample complexity:
RL algorithms are notoriously data-hungry, while real-world data collection is notori-
ously expensive due to human supervision requirements, hardware damage, and other
physical constraints. Although recent works [26, 47, 109, 151, 152, 154, 155, 184] have
demonstrated encouraging progress toward end-to-end RL on real-world systems, often by
applying the latest advances in sample-efficient RL, the efficiency and final performance
of these methods still presents difficulties for persistent and reliable deployment on real-
world platforms such as legged robots. In this chapter, we consider the task of learning
quadrupedal locomotion and ask: how can we enable a robot to learn more agile locomo-
tion in the real world, where it must learn and adapt efficiently amid diverse, challenging
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APRL

RL

Figure 5.1: (Overview of APRL) APRL uses a novel action space regularization technique based on
dynamics prediction error to modulate exploration over the course of training. This enables real-world
quadrupedal learning that can traverse challenging terrains and continually adapt to changes in dynamics.

scenarios?

We present APRL, a system that addresses the real-world challenges of efficiency and
continual improvement in robot learning via adaptive policy regularization, with a focus on
quadrupedal locomotion. Our key observation is that the policy’s search space of actions
has a significant effect on the robot’s ability to learn effectively. To illustrate this, consider
tasking the robot to learn to walk with no prior knowledge. With full command of its joint
range, most random behaviors will lead to catastrophic failure, and exploration becomes
practically infeasible (see the behavior pictured on the left in Figure 5.1), but manually
defining an appropriate space of actions to explore restricts the robot’s capabilities, as
the highest performance later in training might necessitate exceeding such restrictions.
Our approach is to dynamically regularize the policy, providing it with enough freedom
to explore and improve, but not so much that its exploration is needlessly expensive. At
the start of training, APRL biases the policy toward small-magnitude actions to avoid
the robot having to first learn this through costly first-hand experience, but as the robot
becomes more competent, it should be allowed to explore more aggressive actions. To
this end, we introduce an adaptive penalty based on how familiar the current situation
is for the robot. This adaptive strategy allows the robot to explore more aggressively
once it has learned about its surroundings, and dial back its exploration if it encounters
unexpected dynamics, where we would expect the policy to not generalize well. We
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measure familiarity by training a dynamics model on the data the robot has collected
and using its prediction error to dictate the policy’s recommended search space. We use
this action regularization synergistically with resetting the agent [185], which combats
the early overfitting, a common problem sample-efficient RL algorithms are prone to.
Resets improve plasticity, providing more opportunities to learn when needed, and the
dynamic penalty on actions focuses the robot’s behavior, i.e., to prevent excessive falling
and inefficient exploration.

In summary, this chapter presents a system, APRL, for efficiently learning quadrupedal
locomotion directly in the real world using a novel, adaptive regularization strategy that
promotes more efficient, high-performing, and stable training. We demonstrate that on
a 12 degree-of-freedom Unitree Go1 quadruped, our system can learn to walk forward in
just minutes starting completely from scratch. While prior work saturates in performance,
APRL allows the robot to continuously improve with more training. Furthermore, the
behavior learned with APRL performs significantly better (on average by a factor of 2)
in terms of its average walking speed in challenging situations as shown in Figure 5.1,
such as on an incline, on a memory foam mattress, and through thick grass, and can
be fine-tuned in each to further improve performance. Our code to reproduce all results
(including a real-world environment and training) is available on our website: https:

//sites.google.com/berkeley.edu/aprl

5.2 Related Work

Legged locomotion has long been of interest to roboticists, and a large body of work is ded-
icated to developing controllers by means of model-based optimal control [44, 46, 59, 186–
189]. Model-based methods have enabled a range of robotic locomotion skills, from high-
speed running [60] to backflipping [190], but require careful modeling of the conditions
for which they will perform well in. Recent research has also achieved remarkable suc-
cess by using learned approaches. One such approach that bypasses the complexities of
real-world learning leverages simulation to train behaviors that transfer to the real world,
demonstrating impressive results from robust walking [28–34, 57, 61, 62, 66, 164] to more
complex behaviors like agile running [191], jumping [192, 193] or bipedalism [41, 194–
196]. These approaches rely on zero-shot generalization, which has been shown to suffice
in many scenarios of interest. However, they have two key limitations: they require ex-
tensive engineering of the simulation settings for the policy to generalize, and most do
not have any mechanism to learn from their failures in the real world.

The alternative learning approach we explore in this chapter is to directly learn in the
environment of interest. Early work on learning directly in the real world explored utilizing
higher level actions in trajectory space [47, 48, 50, 69, 70, 165], limiting their applicability
to skills beyond walking or running at different speeds. Most similar to our setup are works

https://sites.google.com/berkeley.edu/aprl
https://sites.google.com/berkeley.edu/aprl
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that have studied real-world training using low-level PD target actions, with a 12-DoF
A1 robot enabled by sample-efficient RL. Wu et al. [162] report learning to walk without
resets and to recover from pushes in 1 hour using a model-based RL algorithm. We build
our system on the simple model-free framework introduced by Smith et al. [38], which
demonstrated learning to walk from scratch in various environments in under 20,minutes.
While extremely efficient, the maximum achieved velocity in this prior work was less than
0.1 m/s, and the method did not demonstrate transfer between or adaptation to different
terrains. Our work differs in three ways: (1) it leads to a 1.4x improvement in the speed
achieved after continued training; (2) it enables the resulting policy to perform better
when directly transferred to more challenging situations; and (3) it demonstrates rapid
adaptation through continued training when the policy does not generalize well in unseen
settings.

A component of our approach is to regularize the actions produced by the policy according
to model misprediction, which leads to fewer falls and lower torques during training. For
locomotion, falls lead to physical damage and increased wall-clock training time. Ha
et al. [27] make this observation and use a constrained MDP (CMDP) formulation to
explicitly combat falling during training by penalizing actions that lead to such states.
We find in Section 5.6 that the CMDP approach still requires many failures in order to
properly assign credit to which actions lead to fallen states. Our action regularization
is similar insofar as it manifests as a penalty for the actor, but we directly regulate the
magnitude of actions the policy explores within. Therefore, in APRL, the policy does
not need to first learn which actions lead to falls by taking them in the real world and
experiencing failure. We leverage our knowledge that small actions around the nominal
pose are unlikely to cause failure, and bias the policy to explore in this space first. While
this strategy empirically leads to fewer falls than fully unbridled exploration, our primary
goal is not to formally ensure safety but to enable efficient learning in the real world.

5.3 System Design

We use the Markov Decision Process (MDP) formalism to define our task of learning
to walk. An MDP is defined by a state space S ⊂ Rn, action space A ⊂ Rm, initial
state distribution p0(·), transition function p(·|s, a), reward function r : S × A → R,
and discount factor γ ∈ [0, 1). RL maximizes the expected discounted cumulative return
induced by the policy π : S → A:

E
at∼π(·|st)

st+1∼p(·|st,at)

[
∞∑
t=0

γtr(st, at)

]
.
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We use a type of algorithm that fits a critic Qθ(s, a) to estimate this objective, and the
policy then uses the critic to improve by maximizing the objective:

LSACact(ϕ) = E
s∼D

a∼πϕ(·|s)

[
Qθ(st, at)

]
.

We build on the actor-critic RL method and implementation used by Smith et al. [38]
(details in (b)). We additionally use resets to improve plasticity [185, 197]. All neural
networks are 2-layer feed-forward networks constructed and trained using JAX [178]. We
use an Origin EON15-X laptop with an NVIDIA GeForce RTX 2070 GPU.

MDP formulation We use the Go1 quadruped from Unitree for real-world experi-
ments, and perform analysis in simulation using the MuJoCo Menagerie model [198].
The robot’s task is to walk as fast as possible without falling, where falling is defined as
the robot’s roll or pitch exceeding 30 degrees from upright. The robot’s state s comprises
its root orientation, joint angles and velocities, root (local) velocity, normalized foot con-
tacts, and last recorded action. Previous works [38, 162] used a Kalman filter to fuse
forward kinematics and acceleration to estimate the robot’s velocity. In this work, we
instead obtain velocity estimates from an Intel RealSense T265 camera attached to the
robot’s neck. We found the vision-based estimator to be more reliable and less susceptible
to drift. We use target joint angles for the action space as is common for learned loco-
motion controllers on similar hardware [34, 57, 181]. The control frequency is 20Hz. The
target joint angles are fed to a PD controller, with a position gain of 20 and derivative
gain of 1, which converts them to torques at the leg joints. We also employ two forms of
smoothing: a low-pass filter on the policy outputs and action interpolation, which is run-
ning at 500Hz. We define a reward function to maximize the robot’s local linear velocity
while maintaining an upright orientation. We also include penalties on angular velocity
and torque smoothness.

Replay ratio and resets Sample-efficient RL methods use a high replay ratio, i.e.,
the ratio of gradient updates to real-world transitions collected, to make efficient use of
the collected data. To be able to take more updates on the same data, they require
some form of regularization, e.g., using model-generated data [167, 199], weight-based
regularization [174, 200], ensembling at the agent level [201] or at the critic level [58],
or a combination of techniques [202]. APRL uses a high replay ratio with a model-free
method, using Dropout [175] and LayerNorm [176] to regularize the critic. Nikishin et al.
[185] showed that excessive training on early data with high replay ratio methods can
cause the networks to lose plasticity, the ability to continue learning with more data,
and propose periodic resets of the agent to mitigate this effect. Resetting specifically
implies reinitialization of network weights and optimizer states while maintaining the
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Algorithm 5 APRL pseudocode

Require: Action regularization configs: growth rate Ncurr, initial range Astart, end range Aend, penalty
weight σ, dynamics shift threshold ∆M , replay ratio rr, max gradient steps ∇M .

1: Initialize parameters of Qθ and πϕ and a replay buffer B ← ∅
2: Initialize action regularization states i = 0,Ai = Acurr i,Ae = Acurr e

3: repeat
4: Collect transition (st,a, st+1, rt) with πϕ and store in B

5: // Update regularization
6: Increment counter i+ = 1
7: Determine progress αcurr = clip(i/Ncurr, 0, 1)
8: Calculate corresponding space Acurr ← αcurrAe + (1− αcurr)Ai

9: Calculate dynamics error ∆curr ←
(
st+1 − f̂ψ(st,at)

)2
10: if ∆curr ≥ ∆M then
11: Set i← 0, Ai ← 0.9×Acurr

12: // Perform updates
13: for rr steps do
14: Update θ with critic loss

15: Update ψ with Ldyn(ψ) in Equation 5.2
16: Update ϕ with LAPRLact (ϕ) in Equation 5.1

17: // Periodically reset weights
18: if i · rr > ∇M then
19: Reinitialize θ, ϕ, ψ and reset i = 0

20: until forever

replay buffer. We incorporate this regularizer into our adaptive strategy as we will describe
next.

5.4 Efficient Learning of Legged Locomotion with

Adaptive Policy Regularization

We present our system for efficiently learning and fine-tuning quadrupedal locomotion
in real-world scenarios using Adaptive Policy ReguLarization (APRL). Our framework,
shown in Figure 5.2, involves dynamically modulating policy regularization over the course
of training to provide the policy with adequate room to explore and improve, but not so
unbridled as to lead to inefficient—and often violent—training. To do so, we introduce
‘soft’ constraints on the actions (defined in (b)) that are adjusted based on how ‘familiar’
the robot is in its current situation (described in (c)). We also incorporate resets to
improve plasticity, i.e., the ability to keep learning from new data. In the remainder of
this section, we describe the principle underlying our choice of regularization. We then



CHAPTER 5. CONTINUOUS IMPROVEMENT WITH REAL-WORLD RL 56

!
train critictrain dynamics 

model
train actor

gauge  
familiarity update  

joint limits

Figure 5.2: (Depiction of APRL system) We train the robot with a flexible constraint, represented
by blue semicircles around the joints. It collects experience, storing it in a replay buffer for training
an actor and critic, as explained in Section 5.3, alongside a predictive dynamics model. The model’s
prediction error adjusts the constraint’s bounds, either tightening (for high error) or relaxing (for accurate
predictions). This adjustment is incorporated into the actor’s loss, as specified in Equation 5.1.

detail how we adapt the constraints based on the robot’s learning progress and finally
how we implement them in practice. Algorithm 5 summarizes the training procedure in
pseudocode.

An efficiency-performance trade-off Prior work has shown that explicit action limits
have an enormous effect on learning speed in the real world [38]—intuitively, limiting the
policy’s search space makes finding a solution faster. In the case of legged locomotion,
where policies are often parameterized to output PD targets as actions [34, 41, 57, 181],
searching in a limited region around a nominal pose is reasonable since the policy may
still learn to walk at a low speed and is less prone to falling. These details are important
for real-world learning, as each fall incurs nontrivial physical damage and time costs
(specifically, an additional 5-10 seconds which translates to an opportunity cost of 100-
200 time steps). Beyond falling, large changes in PD targets translate to large torques,
which can cause significant damage to the robot over time. As we show in our experiments,
while a restricted action space is helpful for learning to walk quickly, it can significantly
inhibit the learned policy’s ultimate capabilities.
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Soft policy constraints A straightforward approach to constraining the policy’s ac-
tions is to use a transformation that either maps any action beyond the limits to the
corresponding extremum or scales the actions within fixed bounds. We find that these
näıve implementations do not work well in practice (see Section 5.6) for our application.
We instead introduce an action penalty, which can be interpreted as a soft constraint on
the policy. Specifically, each action dimension is a target joint angle, where the mini-
mum and maximum correspond to the lower and upper physical limits, respectively. We
define a feasible region Aϵ that corresponds to actions whose elementwise magnitude
is no greater than ϵ, which can write as an inequality constraint on each dimension i:
ci(a, ϵ) = |ai| − ϵ ≤ 0. Using a penalty method amounts to training with a penalty on
infeasible iterates, and we found an L1 penalty with fixed weight σ = 10 to work best in
our case. This leads to the modified actor loss:

LAPRLact (ϕ) = E
s∼D

a∼πϕ(·|s)

[
Qθ(st, at)− σ

∑
i

max(0, ci(at))
]
. (5.1)

Deciding on appropriate feasible regions As previously mentioned, we would in-
tuitively like to allow the robot to be more exploratory when in a familiar setting. Con-
versely, we would like to constrain the robot to promote more conservative behavior when
the robot is in a setting that is different from that in which it was trained. To do this,
we use a dynamics model: we fit p̂ψ(s

′ | s, a) on the data the robot collects and use the
likelihood of the latest observed transitions to determine whether a situation is ‘familiar’.
We specifically choose this heuristic over others, e.g., model disagreement to measure epis-
temic uncertainty [203], to implicitly encourage the policy to favor predictable solutions.
Dynamics prediction error also explicitly detects changes in the environment dynamics,
which we would like the robot to be able to immediately react and adapt to. We repre-
sent the dynamics model as p̂ψ(s

′ | s, a) = N (f̂ψ(s, a), I), where fψ is a neural network.
Training with maximum likelihood corresponds to a mean squared error (MSE) loss:

Ldyn(ψ) = E
(s,a,s′)∼D

[
(f̂ψ(s, a)− s′)2

]
. (5.2)

We use a schedule such that the joint limits are grown at every time step by a constant
increment (line 8) unless the likelihood of the most recent data is registered as highly
unlikely by the learned dynamics model, i.e., if the MSE incurred by the dynamics model
surpasses a maximum of ∆M (lines 9-10). If this threshold is hit, we shrink the joint limits
by a multiplicative factor (line 11) to allow the robot to react quickly in a new situation.

5.5 Real-World Results

Our real-world experiments test whether APRL can enable a real quadrupedal robot to
efficiently learn to walk entirely in the real world and adapt to new dynamics that are
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start

start
start

Figure 5.3: (Test environment visualization) We visualize the different environments we test in:
Grass, Ramp, Mattress, and Frozen Joint. We indicate the start and goal locations for the situations in
which there is a path for the robot to traverse and is evaluated on its time to finish the entire path.

more challenging than demonstrated by prior work. We specifically seek to answer the
following questions:

1. Can we enable a real 12 DoF quadrupedal robot to learn to walk in a matter of
minutes without a manually defined restricted action space?

2. Does APRL enable continued improvement as the robot collects more data?

3. Does APRL enable the robot to learn to walk in more challenging settings?

4. Can we use APRL to allow the robot to continue learning amid changing dynamics?

5.5.1 Experimental Setup

We address the first two questions by comparing to the prior work of Smith et al. [38]
(labeled as Restricted [46]), as this prior method also focuses on learning to walk directly
through real-world training, in the same, flat-ground environment training for 80k steps
each (roughly 80 minutes of real-world interaction time). To address (3) and (4), we
evaluate the learned policies in 4 new scenarios (shown in Figure 5.3):

• Mattress: The robot must walk across a 5cm thick memory foam mattress. The
robot’s feet sink and the depression of the mattress makes walking more difficult,
requiring a unique gait with more force.

• Ramp: We task the robot to walk up a slippery, 5-degree inclined ramp. The
inclination and slipperiness require the robot to maintain good balance while giving
strong pushes on the back legs to climb up.
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Figure 5.4: (Qualitative comparison of policies) We compare the gaits learned, (top) Restricted and
(bottom) APRL, from scratch on flat ground by showing a time-lapse of the policies rolled out for 5
seconds each. Our policy learned to use its front legs to step and propel its back legs in a cantering-like
manner whereas the Restricted policy drags and slides across the ground.

• Grass: We deploy the robot outdoors on grass. The unevenness of the mud un-
derneath and the unique friction properties require good foot clearance and quick
response to changes in the shape of the terrain.

• Frozen Joint: We freeze the thigh joint on the rear right leg to test adaptation to
sudden shifts in dynamics in a controlled way, where there are no natural variations
inn terrain to cause differences in performance.

In these evaluations, to account for stochasticity and variance in the real world, we run
each evaluation at least 3 times and report the mean and standard deviation across
these runs. For (3), we first test the policies without any fine-tuning. We introduce two
additional evaluation metrics: the time each policy requires to traverse from one end of
a path to another (pictured in Figure 5.3 as the white circle and gold star, respectively)
and the number of times the robot fell while doing so. For these evaluations, we manually
reset the robot onto the path if it veers too off-course. Note though that we do not include
the relative finish time and fall counts for the “Frozen Joint” scenario because the shift in
dynamics is not in terrain. Lastly for (4), we evaluate whether a few minutes of continued
training (specifically 3k time steps) allows the robot to improve in these scenarios. That
is, we fine-tune in the target setting, then re-evaluate using the same protocol.

5.5.2 Results
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Figure 5.5: (Qualitative comparison on new terrain) We show a 5 second time-lapse of evaluating
different policies on the mattress. The Restricted method tries to slide on the mattress, which slows
it down significantly. APRL policies have a higher foot clearance, so they are able to traverse it more
efficiently and, after fine-tuning, with fewer falls.
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Figure 5.6: (Forward velocity
achieved during training) The Re-
stricted method learns more efficiently
at first but is unable to keep improving.
Meanwhile, our method still learns to
walk quickly but acquires a maximum
velocity of 0.62 m/s. Note that the
dip at 40k steps is due to parameter
resets to improve plasticity (line 19
in Algorithm 5).

Training from scratch. In Figure 5.6), we see
that even without manual restriction of the action
space, APRL starts learning to walk immediately.
We attempted to compare to training without reg-
ularization; however, the robot’s actions were too
aggressive to collect even a small amount of data.
APRL’s adaptive regularization makes training pos-
sible in way that, importantly, allows the robot to
continue to improve, achieving a maximum average
velocity of 0.62 m/s. In contrast, the Restricted
method indeed learns to walk extremely quickly but
plateaus early in training and achieves a maximum
average velocity of only 0.44 m/s. This perfor-
mance almost matches that of its simulated vari-
ant (see Section 5.6), so we believe this cap to be
a fundamental limitation rather than a real-world-
specific challenge. APRL’s performance also closely
tracks its simulated variant’s; however, we hypothe-
size that our performance is limited in the real world
partially due to space constraints, as the robot is
only able to take a few steps before reaching the workspace limits once it reaches a higher
speed. We also observe that APRL produces a visually more naturalistic gait, shown in
Figure 5.4 and on the website: https://sites.google.com/berkeley.edu/aprl. These
results show that APRL is significantly better equipped than näıve RL to continually im-
prove as it collects more data, rather than quickly reaching but plateauing with limited
capabilities.

https://sites.google.com/berkeley.edu/aprl
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Figure 5.7: (Real-world velocity comparisons) In all scenarios except frozen joint, APRL significantly
outperforms the Restricted method in terms of its velocity when tested in new scenarios. With just
minutes of fine-tuning, APRL significantly improves performance in all settings except on the ramp,
where it is comparable.

Transferring to different scenarios. We find that APRL not only successfully enables
a quadrupedal robot trained only in the real world to walk amid a variety of conditions,
but also to keep improving as it continues to be deployed. Quantitatively, the policy
learned with APRL even without fine-tuning is significantly better on average at walking
than the Restricted policy in terms of average velocity (see Figure 5.7) and at completing
a given path faster and with fewer falls (see Figure 5.8). The exception is when we
freeze a joint, in which case the Restricted policy generalizes much better during zero-
shot evaluation. In this case, we find that with continued training, APRL can quickly
learn to overcome this gap. In Figure 5.5, we show a qualitative comparison of policies
where the path can be visualized with a static camera. We encourage the reader to view
the qualitative differences in policies for each scenario at https://sites.google.com/
berkeley.edu/aprl.

5.6 Simulated Analysis

In this section, we analyze APRL using a simulated version of the task described in Sec-
tion 5.3. Although simulation does not model many of the real-world complexities that
we aim to address, we use it to perform controlled experiments for comparison purposes
and insight. We design our simulated experiments to answer the following questions:

1. Does restricting the action space actually cap the robot’s achievable velocity?

https://sites.google.com/berkeley.edu/aprl
https://sites.google.com/berkeley.edu/aprl
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Figure 5.8: (Real-world finish time and fall count) (Left) We report the time taken to traverse a
path relative to the Restricted method and absolute fall count. On Ramp and Grass, APRL is 2x faster,
and on Mattress, APRL is almost 4x faster.

2. If so, does APRL allow overcome these limits, and how does it compare to ‘optimal’
behavior?

3. How does APRL compare to prior work and ablations?

To answer (1), we compare learning with a fixed, limited action range as done in the Walk
in the Park system [38] (labeled Restricted) to learning with the full action range without
our adaptive regularization (labeled No Regularization). As mentioned in Section 5.5,
this comparison is not feasible in the real world but gives the policy the most freedom
to optimize, so we use its asymptotic performance as the upper bound on the robot’s
capabilities. We see in Figure 5.9 that the way actions are explored has a profound
effect on training performance. Restricted excels at the very start of training, achieving
a steeper learning curve and fewer falls than No Regularization, but also saturates very
quickly and is not capable of improving beyond a velocity of about 0.5 m/s. In contrast,
the policies with access to the full joint range eventually far exceed the hard-constrained
policy’s performance as measured by return.

For (2), we observe that APRL achieves near-optimal performance in comparing its
asymptotic performance in terms of return and achieved velocity, with that of the non-
regularized ‘oracle’. Furthermore, it does so with significantly fewer falls, making it fea-
sible to run in the real world. To answer (3), we include a comparison to the constrained
MDP formulation of Ha et al. [27] by training a critic to predict falls and penalizing the
policy for taking actions that the critic predicts will lead to falls. We found that in our
case the safety critic required tens of thousands of samples to converge, which was not
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Figure 5.9: (Simulation comparison results) We report each policy’s performance measured by the
falls, average velocity, and return (mean and standard error across 5 seeds) with respect to the number
of time steps. We find that APRL is the only method that effectively balances achieving high velocity
while regulating the number of falls such that it is feasible to run in the real world.

quick enough to shape the early stage of exploration to prevent excessive falls. In fact,
this method was especially sensitive to network initialization and so we omit one seed
that diverged for clarity. Generally, it is quite difficult to fit a critic with time-delayed
effects whereas our method simply penalizes action magnitudes directly. This method was
shown to be effective with a significantly simpler robot, with removed degrees of freedom,
where learning a critic may be expected to be much simpler than in our setting.

Finally, we compare APRL’s adaptive action regularization to alternatives in order to un-
derstand the importance of (a) using a soft constraint rather than a näıve hard constraint
(b) using an adaptive rather than fixed expansion rate and (c) regularizing the policy di-
rectly rather than through the reward function. For (a), we compare to Hard Constraint,
which is our method but instead of penalizing the policy outputs, we clip them at the pre-
scribed limits before applying them in the environment. Next, for (b) we test whether the
prediction error is meaningfully regulating the speed at which the constraint is changing
by only using the constant increment (removing line 11 of Algorithm 5) and label this as
Non-Adaptive Regularization. Lastly, for (c) we implement a baseline in which we add a
very common control cost to the reward function and call this Reward Regularization—we
follow standard conventions and use a quadratic penalty on the actions. From Fig. 5.9,
we see that with non-adaptive regularization there are too many falls which is a major
issue for real-world deployment. This problem is exacerbated even further when using a
hard constraint. Adding the action penalty via reward regularization causes the policy
to exploit the reward getting high return, but with no forward velocity so it does not
actually perform the task.
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Figure 5.10: (Simulation ablation results) We compare to versions of APRL that use (a) a hard
constraint (b) non-adaptive regularization (c) regularization via the reward function. These either have
too many falls or do not progress on forward velocity, showing the importance of all design components
of APRL.

5.7 Conclusion

We presented a system for efficiently learning quadrupedal locomotion directly in the
real world that improves upon prior work in terms of efficiency and final achieved per-
formance. APRL introduces adaptive policy regularization that encourages the policy to
explore within action limits that are commensurate to the policy’s competence in a par-
ticular situation. APRL allows the robot to effectively utilize its full joint range without
causing excessive falling during training. The final speed attained by our policies improves
significantly over prior work, both when training from scratch and when fine-tuning to a
new terrain.

Our method has several limitations. Although our regularization technique reduces the
number of falls, it does not provide a proper “safety” mechanism in the sense that it does
not aim to prevent all failures. While this is not a major issue for the small quadrupedal
robot we use, it might be a more severe challenge for larger robots. Our method also does
not utilize any visual perception, and incorporating this might present additional chal-
lenges for sample complexity. Lastly, although the final speed and gait quality acquired
by our method improves significantly over the prior approach that learns directly in the
real world, the quality of the gaits is still lower than those that have been demonstrated
in simulation. Addressing these limitations is an important direction for future work,
but we hope that our demonstrated results already indicate that our method represents
an important step toward robotic systems that can continually adapt in the real world
at deployment time, such that we do not need to train policies that never fail, but can
instead allow them to learn to avoid mistakes after they happen.
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Part III

Leveraging Priors
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Chapter 6

Efficient Online RL with Offline Data

6.1 Motivation
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Figure 6.1: (Overview of RLPD results) Our ap-
proach, RLPD, extends standard off-policy RL and
achieves reliable state-of-the-art online performance
on several tasks using offline data. Here we show
the difficult D4RL AntMaze domain (10 seeds, 1 std.
shaded), averaged over all 6 tasks.

Deep reinforcement learning (RL) has
achieved success in a number of complex
domains, such as Atari [21] and Go [22],
as well as real-world applications like Chip
Design [204] and Human Preference Align-
ment [205]. In many of these settings,
strong RL performance is predicated on
having large amounts of online interac-
tion with an environment, which is usually
made feasible through the use of simula-
tors. In real-world problems, however, we
are often confronted with scenarios where
samples are expensive, and furthermore,
rewards are sparse, often exacerbated by
high dimensional state and action spaces.

One promising way to resolve this issue
is via the inclusion of data generated by
a previous policy or human expert when
training deep RL algorithms (often referred
to as offline data [206]), as evidenced theoretically [207, 208] and in real-world examples
by Cabi et al. [209], Nair et al. [210], Lu et al. [211]. This can alleviate challenges due
to sample efficiency and exploration by providing the algorithm with an initial dataset
to “kick-start” the learning process, either in the form of high-quality expert demonstra-
tions, or even low-quality but high-coverage exploratory trajectories. This also provides
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us with an avenue to leverage large pre-collected datasets in order to learn useful policies.

Some prior work has focused on using this data through pre-training, while other ap-
proaches introduce constraints when training online to handle issues with distribution
shift. However, each approach has its drawbacks, such as additional training time and
hyperparamters, or limited improvement beyond the behavior policy respectively. Taking
a step back, we note that standard off-policy algorithms should be able to take advantage
of this offline data, and furthermore issues with distribution shift should be alleviated in
this setting, as we can explore the environment online. Thus far however, such meth-
ods have seen limited success in this problem setting. Therefore, we ask the following
question: can we simply apply existing off-policy methods to leverage offline data when
learning online, without offline RL pre-training or explicit imitation terms that privilege
the prior offline data?

Through a set of thorough experiments on a collection of widely studied benchmarks,
we show that the answer to this question is yes. However, näıvely applying existing
online off-policy RL algorithms can result in comparatively poor performance, as we
see in Figure 6.1 comparing ‘SAC + Offline Data’ with ‘IQL + Finetuning’. Instead, a
minimal set of key design choices must be taken into consideration to ensure their success.
Concretely, we first introduce a remarkably simple approach to sampling the offline data,
which we call “symmetric sampling”, that performs well over a large variety of domains
with no hyperparameter tuning. Then, we see that in complex settings (e.g., sparse
reward, low volume of offline data, high dimensionality, etc.), it is vital that value functions
are prevented from over-extrapolation. To this end, we provide a novel perspective on
how Layer Normalization [176] implicitly prevents catastrophic value over-extrapolation,
thereby greatly improving sample-efficiency and stability in many scenarios, while being
a minimal modification to existing approaches. Then, to improve the rate at which
the offline data are utilized, we incorporate and compare the latest advances in sample-
efficient model-free RL, and find that large ensembles are remarkably effective across a
variety of domains. Finally, we identify and provide evidence that key design choices in
recent RL literature are in fact environment sensitive, showing the surprising result that
environments which share similar properties in fact require entirely different choices, and
recommend a workflow for practitioners to accelerate their application of our insights to
new domains.

We demonstrate that our final approach, which we call RLPD (Reinforcement Learning
with Prior Data) outperforms previously reported results, as we see in Figure 6.1, on
many competitive domains, sometimes by 2.5×. Crucially, as our changes are minimal,
we maintain the attractive properties of online algorithms, such as ease of implementa-
tion and computational efficiency. Furthermore, we see the generality of our approach,
which achieves strong performance across a number of diverse offline datasets, from those
containing limited expert demonstrations, through to data comprised of high-volume sub-



CHAPTER 6. EFFICIENT ONLINE RL WITH OFFLINE DATA 68

optimal trajectories.

We believe that our insights are valuable to the community and practitioners. We show
that online off-policy RL algorithms can be remarkably effective at learning with offline
data. However, we show their reliable performance is predicated on several key design
choices, namely the way the offline data are sampled, a crucial way of normalizing the
critic update, and using large ensembles to improve sample efficiency. While the individual
ingredients of RLPD are refreshingly simple modifications on existing RL components, we
show that their combination delivers state-of-the-art performance on a number of popular
online RL with offline data benchmarks, exceeds the performance of significantly more
complex prior methods, and generalizes to a number of different types of offline data,
whether it be expert demonstrations or sub-optimal trajectories. We have released RLPD
here: github.com/ikostrikov/rlpd.

6.2 Related work

Offline RL pre-training. We note connections to offline RL [206, 212, 213]; many prior
works perform offline RL, followed by online fine-tuning [82, 210, 214–216]. Notably,
Lee et al. [215] also considers large ensembles and multiple gradient-step per timestep
regimes when learning online. However, our approach uses a significantly simpler sampling
mechanism with no hyperparameters and does not rely on costly offline pre-training,
which introduces yet additional hyperparameters. We also emphasize that our normalized
update is not an offline RL method—we do not perform any offline pre-training but run
online RL from scratch with offline data included in a replay buffer.

Constraining to prior data. An alternative to the offline RL pre-training paradigm
is to explicitly constrain the online agent updates such that it exhibits behavior that
resembles the offline data [214, 217–221]. Particularly relevant to our approach is work
by Rajeswaran et al. [220], which augments a policy gradient update with a weighted
update that explicitly includes demonstration data. In contrast, we use a sample-efficient
off-policy paradigm, and do not perform any pre-training. Also similar to our work is that
by Nair et al. [219], who also use an off-policy algorithm with a fixed offline replay buffer.
However, we do not restrict the policy using a behavior cloning term, and do not reset
to demonstration states. Moreover, we note that these approaches generally require the
offline data to be high quality (i.e., ‘learning from demonstration data’ [90, 222]), while
our approach is, importantly, agnostic to the quality of the data.

Unconstrained methods with prior data. Prior work has also considered ways of
incorporating offline data without any constraints. Some methods focus on initializing
a replay buffer with offline data [214, 223], while other works have utilized a balanced

https://github.com/ikostrikov/rlpd
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sampling strategy to handle online and offline data [82, 219, 224, 225]. Most recently, Song
et al. [208] presented a theoretical analysis of such approaches, showing that balanced
sampling is important both in theory and practice. In our experiments, we also show
that balanced sampling helps online RL with offline data; however, directly using this
approach on a range of benchmark tasks is insufficient, and other design decisions that
we present are critical in achieving good performance across all tasks.

6.3 Preliminaries

We consider problems that can be formulated as a Markov Decision Process (MDP) [226],
described as a tuple (S,A, γ, p, r, d0) where S is the state space, A is the action space
and γ ∈ (0, 1) is the discount factor. The dynamics are governed by a transition function
p(s′|s, a); there is a reward function r(s, a) and initial state distribution d0(s). The goal
of RL is then to maximize the expected sum of discounted rewards: Eπ [

∑∞
t=1 γ

tr(st, at)] .

In this chapter, we focus on RL while having access to offline datasets D [206], a collection
of (s, a, r, s′) tuples generated from a particular MDP. A key property of offline datasets
is they usually do not provide complete state-action coverage, i.e., {s, a ∈ D} is a small
subset of S ×A. Due to this lack of on-policy coverage, methods using function approxi-
mation may over-extrapolate values when learning on this data, leading to a pronounced
effect on learning performance [213].

6.4 Online RL with Offline Data

As outlined in Section 6.3, we consider the standard RL setting with the addition of a
pre-collected dataset. In this chapter, we aim to design a general approach that is agnostic
to the quality and quantity of this pre-collected data. For instance, this data could take
the form of a handful of human demonstrations, or swathes of sub-optimal, exploratory
data. Furthermore, we wish to make recommendations that are agnostic to the nature of
the problem setting, such as whether the observations are state or pixel-based, or whether
the rewards are sparse or dense.

To this end, we present an approach based on off-policy model-free RL, without pre-
training or explicit constraints, which we callRLPD (Reinforcement Learning with Prior
Data). As discussed in Subsection 6.4.5, we base our algorithm design on SAC [72, 227],
though in principle these design choices may improve other off-policy RL approaches.
First, we propose a simple mechanism for incorporating the prior data. Then, we identify
a pathology that exists when näıvely applying off-policy methods to this problem setting,
and propose a simple and minimally invasive solution. After, we improve the rate the
offline data are utilized by incorporating the latest approaches in sample-efficient RL.
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Figure 6.2: (LayerNorm Ablation) Using SAC with our symmetric sampling method can result in
instabilities due to diverging Q-values; with LayerNorm in the critic this disappears, improving perfor-
mance.

Finally, we highlight common design choices in recent deep RL that are in fact environment
sensitive, and should be adjusted accordingly by practitioners.

6.4.1 Design Choice 1: A Simple and Efficient Strategy to In-
corporate Offline Data

We start with a simple approach that incorporates prior data which adds no computa-
tional overhead, yet is agnostic to the nature of the offline data. We call this ‘symmetric
sampling’, whereby for each batch we sample 50% of the data from our replay buffer,
and the remaining 50% from the offline data buffer, resembling the scheme used by Ross
and Bagnell [228]. As we will see in later sections, this sampling strategy is surprisingly
effective across a variety of scenarios, and we extensively ablate various elements of this
scheme (see Subsection 6.5.1). However, applying this approach to canonical off-policy
methods, such as SAC [72], does not yield strong performance, as we see in Figure 6.1,
and further design choices must be taken into consideration.

6.4.2 Design Choice 2: Layer Normalization Mitigates Catas-
trophic Overestimation

Standard off-policy RL algorithms query the learned Q-function for out-of-distribution
(OOD) actions, which might not be defined during learning. Consequently, there can be
significant overestimation of actual values due to the use of function approximation [229].
In practice, this phenomenon leads to training instabilities and possible divergence when
the critic is trying the catch up with a constantly increasing value.

In particular, we find this to be the case when näıvely applying our symmetric sampling
approach for complex tasks (see Figure 6.2). Critic divergence is a well-studied problem,
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particularly in the offline regime, where the policy cannot generate new experience. In
our problem setting, however, we can sample from the environment. Therefore, instead
of creating a mechanism that explicitly discourages OOD actions, which can be viewed
as anti-exploration [230], we instead need to simply ensure that the learned functions do
not extrapolate in an unconstrained manner. To this end, we show that Layer Normal-
ization (LayerNorm) [176] can bound the extrapolation of networks but, crucially, does
not explicitly constrain the policy to remain close to the offline data. This in turn does
not discourage the policy from exploring unknown and potentially valuable regions of the
state-action space. In particular, we demonstrate that LayerNorm bounds the values and
empirically prevents catastrophic value extrapolation. Concretely, consider a Q-function
Q parameterized by θ, w, applying LayerNorm and intermediate representation ψθ(·, ·).
For any a and s we can say1:

∥Qθ,w(s, a)∥ = ∥wT relu(ψθ(s, a))∥
≤ ∥w∥∥relu(ψθ(s, a))∥ ≤ ∥w∥∥ψ(s, a)∥
≤ ∥w∥

Therefore, as a result of Layer Normalization, the Q-values are bounded by the norm
of the weight layer, even for actions outside the dataset. Thus, the effect of erroneous
action extrapolation is greatly mitigated, as their Q-values are unlikely to be significantly
greater than those already seen in the data. Indeed, referring back to Figure 6.2, we
see that introducing LayerNorm into the critic greatly improves performance through
mitigating critic divergence.

To illustrate this, we generate a dataset with inputs x distributed in a circle with radius
0.5 and labels y = ∥x∥. We study how a standard two-layer MLP with ReLU activations
(common in deep RL) extrapolates outside of the data distribution, and the effect of
adding LayerNorm. In Figure 6.3, the standard parameterization leads to unbounded
extrapolation outside of the support, while LayerNorm bounds the values, greatly reducing
the effect of uncontrolled extrapolation.

6.4.3 Design Choice 3: Sample Efficient RL

We now have an online approach leveraging offline data that also suppresses extreme value
extrapolation, whilst maintaining the freedom of an unconstrained off-policy method.
However, a benefit of offline and constrained approaches is that they have an explicit
mechanism to efficiently incorporate prior data, such as through pre-training [214, 215],
or an auxiliary supervision term [219, 221] respectively. In our case, the incorporation of
prior data is implicit through the use of online Bellman backups over offline transitions.

1For simplicity, we consider LayerNorm without bias terms. This does not change the analysis, as it
is a constant.
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Figure 6.3: (Didactic example of extrapolation with and without LayerNorm) We fit data (left)
with a two-layer MLP without LayerNorm (center) and with LayerNorm (right). LayerNorm bounds the
values and prevents catastrophic overestimation.

Therefore, it is imperative that these Bellman backups are performed as sample-efficiently
as possible.

One way to achieve this is to increase the number of updates we perform per environment
step (also referred to as update-to-data (UTD) ratio), allowing the offline data to become
“backed-up” more quickly. However, as highlighted in recent literature in online RL, this
can create issues in the optimization process and ironically reduce sample efficiency, due
to statistical over-fitting [202]. To ameliorate this, prior work has suggested a number
of regularization approaches, such as simple L2 normalization [223], Dropout [174, 231]
and random ensemble distillation [58]. In this chapter, we settle on the latter approach of
random ensemble distillation; we will demonstrate through ablations that this performs
strongest, particularly on sparse reward tasks.

We also note that value over-fitting issues exist when performing TD-learning from images
[232]. Therefore in these settings, we further include random shift augmentations [233,
234].

6.4.4 Per-Environment Design Choices

Having highlighted the 3 key design choices for our approach that can be applied gen-
erally to all environments and offline datasets, we now to turn our attention to design
choices that are commonly taken for granted, but can in fact be environment-sensitive.
It is well documented that deep RL algorithms are sensitive to implementation details
[235–238]. As a result, many works in deep RL require per-environment hyperparameter
tuning. Given the huge variety of tasks we consider in our experiments, we believe it is
important to contribute to this discourse, and highlight that certain design choices, which
are often simply inherited from previous implementations, should in fact be carefully re-
considered, and may explain why off-policy methods have not been competitive thus far
on the problems we consider. We therefore take a view that, given the well-documented
sensitivity of deep RL, it is important to demonstrate a critical path of design choices
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to consider when assessing new environments, and provide a workflow to simplify this
process for practitioners.

Clipped Double Q-Learning (CDQ). Value-based methods combined with function
approximation and stochastic optimization suffer from estimation uncertainty, which, in
combination with the maximization objective of Q-learning, leads to value overestima-
tion [239] (as also discussed in Subsection 6.4.2). In order to mitigate this issue, Fujimoto
et al. [240] introduce Clipped Double Q-Learning (CDQ) which involves taking a min-
imum of an ensemble of two Q-functions for computing TD-backups. They define the
targets for updating the critics as follows:

y = r(s, a) + γ min
i=1,2

Qθi(s
′, a′) where a′ ∼ π(·|s′).

However, this corresponds to fitting target Q-values that are 1 std. below the actual target
values, and recent work [241] suggests that this design choice may not be universally useful
as it can be too conservative. Therefore, this is important to reconsider, especially outside
of the domains for which it was originally designed, such as sparse reward tasks prevalent
in our problem setting.

Maximum Entropy RL. MaxEnt RL augments the traditional return objective with
an entropy term:

max
π

Es∼ρπ ,a∼π

[
∞∑
t=0

γt(rt + αH(π(a|s)))

]
.

This corresponds to maximizing the discounted reward and expected policy entropy at
each time step. The motivation for these approaches is centered around robustness and
exploration (i.e., maximize reward while behaving as randomly as possible). Approaches
relying on this objective are empirically impressive [58, 72, 174, 227]. We, therefore,
believe this design choice is of interest in the context of online fine-tuning, where rewards
are often sparse and require exploration.

Architecture. Network architecture can have a significant impact on deep RL per-
formance, and the same architecture that can be optimal in one environment can be
sub-optimal in another [238]. To simplify the search space, we consider the impact of
having 2 or 3 layers in the actor and critic, which have been shown to affect performance,
even on canonical tasks [242].

6.4.5 RLPD: Approach Overview

Here we present pseudo-code for our approach, highlighting in Green elements that are
important to our approach, and in Purple, environment-specific design choices.
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Algorithm 6 Online RL with Offline Data (RLPD)

1: Select LayerNorm, ensemble size E, gradient steps G and architecture
2: Initialize critics {θi}Ei=1 and targets θ′i = θi; initialize actor ϕ; set γ, α, ρ
3: Select critic target subset size Z ∈ {1, 2}
4: Initialize replay buffer R
5: Initialize offline data buffer D
6: while training do
7: Observe s0
8: for t = 0 to T do
9: Sample action at ∼ πϕ(· | st)
10: Store (st, at, rt, st+1) in R
11: for g = 1 to G do
12: Sample bR of size N/2 from R
13: Sample bD of size N/2 from D
14: Form batch b = bR ∪ bD
15: Sample indices Z ⊂ {1, . . . , E} with |Z| = Z
16: Compute targets:

y = r + γmin
i∈Z

Qθ′i(s
′, ã′), ã′ ∼ πϕ(· | s′)

17: Add entropy: y ← y + γα log πϕ(ã
′ | s′)

18: for i = 1 to E do
19: Update θi by minimizing:

L =
1

N

∑
(y −Qθi(s, a))2

20: Update targets: θ′i ← ρθ′i + (1− ρ)θi
21: Update actor ϕ by maximizing:

1

E

E∑
i=1

Qθi(s, ã)− α log πϕ(ã | s), ã ∼ πϕ(· | s)

The key factors of RLPD reside in lines 1 and 13 of Algorithm 6 with adopting Layer-
Norm, large ensembles, sample efficient learning and a symmetric sampling approach to
incorporate online and offline data. For environment specific choices, we recommend the
following as a starting point:

• Line 3: Subset 2 critics

• Line 16: Remove entropy

• Line 1: Utilize a deeper 3 layer MLP

As a pragmatic workflow, we recommend ablating these Purple design choices first, and
in the order stated above.
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Figure 6.4: (Results per domain) RLPD exceeds prior state-of-the-art performance on a number of
different popular benchmarks whilst being significantly simpler. Results are aggregated over 21 different
environments (10 Seeds, 1 std. shaded). In each case, we compare to the prior best known work (IQL +
Finetuning in Adroit and AntMaze, Off2On in Locomotion), and SACfD, a canonical off-policy approach
using offline data.

6.5 Experiments

We design our experiments to not only demonstrate the importance of our design choices,
but also provide the insights that allow practitioners to quickly adapt RLPD to their
problems. As such, we aim to answer the following questions:

1. Is RLPD competitive with prior work despite using no pre-training nor having explicit
constraints?

2. Does RLPD transfer to pixel-based environments?

3. Does LayerNorm mitigate value divergence?

4. Does the proposed workflow around environment-specific design choices lead to reliable
performance?

For (1), we compare RLPD to those which have been designed to use offline data to
accelerate online learning. For (2), we consider an additional suite of tasks to study
RLPD’s applicability to vision-based domains. Then, for (3) we perform analysis to
demonstrate the importance of using LayerNorm. Lastly, for (4) we demonstrate our
proposed workflow on the most challenging tasks (see Subsection 6.4.5).

How does RLPD compare? We consider these 21 tasks from established bench-
marks:

• Sparse Adroit [210]. These 3 dexterous manipulation tasks—pen-spinning, door-
opening, ball relocation—are challenging, sparse-reward tasks. The offline data are
multi-modal, with a small set of human demonstrations and a large set of trajectories
from a behavior-cloned policy trained on this human data. We follow the rigorous
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evaluation criteria of Kostrikov et al. [216], whereby performance is based on comple-
tion speed, rather than success rate. IQL + Finetuning represents the strongest prior
work [216].

• D4RL AntMaze [243]. These 6 sparse reward tasks require an Ant agent to learn
to walk and navigate through a maze to reach a goal. The offline data comprise only
sub-optimal trajectories that can in principle be “stitched” together. Again, IQL +
Fine-tuning represents the strongest prior work [216].

• D4RL Locomotion [243]. Lastly, we have 12 dense reward, locomotion tasks fea-
turing offline data with varying levels of expertise. Off2On [215] has state-of-the-art
performance on this suite of tasks.

For evaluation, we first include SACfD, a baseline studied in prior work [210, 223],
which, similar to RLPD, is an off-policy approach that incorporates offline data during
training. However, SACfD simply initializes the online replay buffer with the offline data.
We implement this baseline using SAC without the additional design decisions discussed
in Subsection 6.4.5. Then, since there is no single prior method that achieves the best
performance across all groups of tasks, we compare to the state-of-the-art method specific
to each group (as listed above).We refer to this comparison in our plots as Prior SoTA.
For all experiments in this chapter, we report the mean and standard deviation across
10 seeds and aggregate the results across tasks within the three groups listed. For full
detailed results broken down by task, see Section 10.5, and for more environment details,
see Subsection 10.6.1.

We see that RLPD performs strongly, either matching or significantly exceeding the best-
known prior work on these challenging benchmarks(see Figure 6.4). We reiterate that we
present results for RLPD and SACfD without doing any pre-training, unlike the Prior
SoTA methods. So, while prior work (shown in blue) may achieve strong initial perfor-
mance, the online improvement is more modest. On the other hand, our method reaches
or surpasses this performance in the order of just 10k online samples. Notably, we outper-
form the best reported performance on the Sparse Adroit ‘Door’ task by 2.5×. Moreover,
to our knowledge, our method is the first to effectively ‘solve’ all AntMaze tasks. Fur-
thermore, we are able to do so in less than a third the time-step budget allocated to prior
methods.

Does RLPD transfer to pixels? Here we consider the medium and expert locomo-
tion tasks in V-D4RL [244], an offline dataset with only pixel observations. V-D4RL is
particularly challenging as the behavior policies are state-based, which means the data is
partially observable in pixel-space. This is most obvious in ‘Humanoid Walk’, where body
parts are visually occluded, thus behavior cloning (BC) can struggle to achieve strong per-
formance. For evaluation, as our method seeks to accelerate online learning with offline
data, we focus on data-efficiency—we introduce a challenge that we call “10%DMC”,
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Figure 6.6: (Results on vision-based tasks) Our approach generalizes to vision-based domains, pro-
viding consistent improvements over existing approaches.

which involves training policies using only 10% of the total timesteps recommended by
Yarats et al. [234]. As we use the medium and expert data, we include a BC baseline. To
evaluate RLPD’s ability to efficiently use offline data to boost online learning, we compare
to a baseline approach that does not use the offline data. To isolate the effect of the uti-
lization of offline data, we use the same architecture and policy optimizer as our method
and label this baseline as Online in our plots. Then, to evaluate how this compares to the
state-of-the-art sample-efficient RL method from pixels, we compare to DrQ-v2 [234].
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Figure 6.5: (Effects of chang-
ing UTD with vision-based
task) Increasing UTD with
RLPD greatly improves sample
efficiency from pixels.

We see in Figure 6.62 that RLPD provides consistent im-
provements over purely online approaches, and in many cases
greatly improves over a BC baseline. We see through the
difference in RLPD (dashed black and purple lines) and the
Online baseline that RLPD effectively utilizes the offline data
to bootstrap learning. This conclusion holds as we compare
to the SoTA vision-based RL method (blue).

Lastly, we test increasing UTD to 10 on one of the tasks—
Cheetah Run with Expert offline data. Figure 6.5 shows a
remarkable improvement in performance when learning with
the offline dataset. To our knowledge, this is the first demon-
stration of a high UTD approach improving model-free pixel-
based continuous control.

6.5.1 RLPD Analysis and Ablation Study

Here, we address (3) and (4) by quantifying the effect of Lay-
erNorm, and demonstrating the reliability of our proposed

2V-D4RL normalized return is episode return divided by 10.
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workflow (see Subsection 6.4.5).

Does LayerNorm mitigate value divergence? We now illustrate the importance of
LayerNorm in mitigating catastrophic value divergence, and focus on tasks where over-
estimation is particularly prone. In Figure 6.7, we see LayerNorm is crucial for strong
performance in the Adroit domain; excluding LayerNorm results in significantly higher
variance across seeds and reduces mean performance.

To more clearly illustrate this effect, we construct a dataset of only the expert human
demonstration data from the Adroit Sparse tasks (see “Expert Adroit Sparse Tasks” in
Figure 6.7). This subset comprises just 22 of the 500 trajectories in the original dataset
and is much more narrowly distributed by nature—representing a task with sparse re-
wards, limited demonstrations, and narrow offline data coverage—likely to exacerbate
value divergence. Here we see a remarkable result: RLPD still exceeds prior work, despite
significant restrictions in data. Moreover, removing LayerNorm now results in collapsed
performance, with no progress made on any task. We further observe improvements in
sample efficiency through the inclusion of LayerNorm in AntMaze and Humanoid Walk
through reducing excessive extrapolation. Additional experiments and results are in Sec-
tion 10.5.
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Figure 6.7: (LayerNorm ablation) LayerNorm is
crucial for strong performance, particularly when
data are limited or narrowly distributed.

Design choice workflow. We now mo-
tivate our workflow in Section 6.4.5,
demonstrating the importance of these de-
sign choices. We focus on the hardest
tasks, namely ‘Relocate’ in Adroit Sparse,
‘Large Diverse’ in AntMaze, and ‘Hu-
manoid Expert’ in V-D4RL, as we found
these to be most sensitive. We provide full
results on all tasks in Section 10.5, noting
that optimal decisions in the harder do-
mains also produce optimal results in the
easier domains.
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Figure 6.8: (Empirical evidence for proposed workflow on challenging tasks) Our recommended
starting design choices and workflow leads to strong performance on all tasks.

We see in Figure 6.8 that with the recom-
mended environment-specific design choices provide strong performance; we see using
entropy backups and smaller networks always results in worse performance. In ‘AntMaze
Large Diverse’ however we see that with CDQ, performance deteriorates. Following our
workflow, and ablating this by subsetting 1 critic is crucial to recovering strong perfor-
mance. The same applies to ‘Humanoid Walk Expert’, whereby we surprisingly see that
CDQ is detrimental to performance, despite its popularity in recent implementations. We
also show the surprising positive effect of larger ensembles in pixel-based tasks, with the
standard 2 member critic ensemble performing worse than the 10 member ensemble we
use by default in RLPD.

Lastly, we conduct additional ablations to understand the importance of the design choices
that we propose for our method, showing that, though the individual design decisions are
simple, they are vital for good performance.

Critic regularization. Here we examine the effects of critic regularization on perfor-
mance. We compare 3 approaches: weight-decay3 [223], Dropout [174] and ensembling
[58]. We choose a subset of the prior experiments to evaluate on from the AntMaze,
Adroit, and Locomotion sections.

3We found a weight decay value of 0.01 worked best across a number of settings.
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Figure 6.10: (Buffer sampling analysis) Comparing the effects of design decisions in sampling from
the offline data.
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Figure 6.9: (Critic regularization analysis) In general, critic ensembling provides the best perfor-
mance. Dropout performs worse in sparse reward tasks.

In Figure 6.9, we see that ensembling is the strongest form of regularization. Notably,
while Dropout performs well in the Locomotion domain ‘walker2d-medium-v0’, as affirmed
by Hiraoka et al. [174], it does not generalize to challenging sparse reward environments.
We also see that weight-decay regularization is less performant in all domains.

Buffer initialization. In this section, we compare symmetric sampling with that of
one which relies on initializing a replay buffer with offline data. First returning to the
challenging Human Expert Demonstrations setting in Adroit, in Figure 6.10a we show two
contrasting examples that demonstrate symmetric sampling effectively trades-off between
replay and offline data. We observe that in the Pen environment, symmetric sampling
clearly improves exploration by ensuring increasing reward density within mini-batches.
In contrast, we see that although the buffer initialization approach explores just as well in
the Door environment, symmetric sampling has the important effect of improving stability
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and decreases variance due to relying less on the higher-variance data generated by the
online policy.

We now consider a situation whereby we have abundant sub-optimal offline data, and see
that again, our balanced sampling approach improves sample-efficiency. In Figure 6.10b,
initializing the buffer with high volumes of medium quality locomotion data gives initial
improvement over online performance, but struggles asymptotically, likely due to a lack of
on-policy data sampling, vital for online improvement. On the other hand, our symmetric
sampling approach improves sample efficiency and matches asymptotic performance while
reducing variance.

Sampling proportion sensitivity. We assess the sensitivity of our sampling approach
from the “symmetric” ratio of 50% online/offline.
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Figure 6.11: (Effect of replay proportion) RLPD
is not sensitive to replay proportion; 50% offers the
best compromise between variance, speed of conver-
gence, and asymptotic performance.

As we see in Figure 6.11, RLPD is
not very sensitive to sampling proportion.
While sampling 25% offline can marginally
help asymptotic performance in ‘walker2d-
medium-v0’, this comes at the expense of
variance and sample efficiency in sparse re-
ward tasks. We also affirm with our 100%
offline results that RLPD is not an offline
method, and key to its success is how it
controls for divergence without restricting
exploration or behavior learning.

6.6 Conclusion

In this chapter, we show that off-policy approaches can be adapted to leverage offline
data when training online. We see that with careful application of key design choices,
RLPD can attain remarkably strong performance, and demonstrate this on a total of
30 different tasks. Concretely, we show that the unique combination of symmetric
sampling, LayerNorm as a value extrapolation regularizer, and sample efficient learning
is key to its success, resulting in our outperforming prior work by up to 2.5× on a
large variety of competitive benchmarks. Moreover, our recommendations have negligible
impact on computational efficiency compared to pure-online approaches, and are simple,
allowing practitioners to easily incorporate the insights presented in this chapter into
existing approaches. To further improve adoptability, we recommend and demonstrate a
workflow for practitioners that improves performance on a wide variety of tasks, and thus
demonstrate that certain canonical design choices should be reconsidered when applying
off-policy methods. Finally, to facilitate future research, we have released the RLPD
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codebase here: github.com/ikostrikov/rlpd, which features highly optimized off-policy
algorithms for proprioceptive and pixel-based tasks in a single codebase written in JAX
[178].

https://github.com/ikostrikov/rlpd
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Chapter 7

Learning and Adapting Agile
Locomotion Skills by Transferring
Experience

Figure 7.1: (Agile skills learned with TWiRL) TWiRL enables the A1 robot to jump repeatedly
(left) and walk to a goal location on its hind legs (right).

7.1 Motivation

Legged animals are capable of impressive displays of agility, from mountain goats balanc-
ing on sheer inclines to search and rescue dogs bounding through rubble. Emulating such
coordination could enable legged robots to go almost anywhere humans can; however,
doing so is a long-standing challenge in robotics. It requires the ability to control, at
high frequency, robotic systems that are high-dimensional, underactuated, and difficult
to model—especially in the case of agile skills with aerial phases and unexpected contacts.
Traditional, model-based control methods have demonstrated impressive agility on legged
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Figure 7.2: (Overview of practical applications) We identify that several fundamental challenges
in learning agile locomotion skills can be ameliorated by casting them as transfer learning problems,
then applying a simple, generic method that involves a simple modification to off-the-shelf off-policy
algorithms. We show that our framework is versatile—with the same method, we can (top) generalize
a policy trained to track a reference motion of a jumping dog to learn to jump over randomly placed
obstacles; (middle) take a policy that is trained to kick up onto the robot’s hind legs to then use bipedal
locomotion to navigate to randomly sampled goals; and (bottom) enable efficient fine-tuning in new
environments.

robots, but they often require extensive knowledge of the robot and environment dynam-
ics, as well as task-specific knowledge about the desired agile movement [186, 187, 245–
250].

Reinforcement learning (RL), on the other hand, provides a powerful framework for au-
tonomously acquiring robotic skills. However, learning agile locomotion policies end-to-
end remains challenging for a few fundamental reasons. Foremost is that tasks with
such high-dimensional systems—12 degrees of freedom for the A1 quadruped—are woe-
fully underspecified, e.g, a robot can accomplish the simple task of moving forward in
innumerable ways that are unnatural and dangerous. It is well known that even simple
tasks can often require very complex, highly-shaped reward functions to elicit desired mo-
tions [32, 57, 77, 181]. This underspecification problem is exacerbated by the additional
complexity demanded by skills that require high speed and precision. Consider learning to
jump over hurdles—the robot must first discover the coordination to launch itself in order
to make any sort of meaningful progress—compared to walking, where fumbling forward
still contains some useful information about how to move. That is to say, learning in
this regime without extremely dense reward engineering is especially difficult because the
robot can only receive learning signal by engaging in already-sophisticated, temporally
coherent, and precise behaviors. So learning skills that require precise coordination of
joints and contact forces entirely from scratch may be prohibitively difficult. How might
we acquire agile skills in light of these challenges?

While it may be difficult to obtain demonstrations for a specific task (e.g. jumping
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to clear past variable obstructions, squeezing through tight areas, or maneuvering in
extreme weather conditions), it is often possible to obtain controllers for adjacent, but
simpler, settings—by training with different objectives, sensory inputs, or environments—
that nonetheless contain relevant information. Providing the robot with such relevant
knowledge should significantly reduce the complexity of the learning problem by side-
stepping the difficult, and sometimes insurmountable, exploration hurdle. For example,
Figure 7.1 shows a task where the robot needs to walk to a specific location on its hind legs.
Learning this task should be made significantly easier if the robot can already stand on
its hind legs, a comparatively simpler behavior to engineer. But these simpler behaviors
are often difficult to then “relax” into more agile ones, especially if they are trained with
heavy reward shaping to give rise to their desirable behavior. Thus, to learn these more
complex skills, we would like to somehow “pre-train” with the simpler or more well-shaped
objectives, and then fine-tune with a minimally shaped objective that encodes the actual
task we would like to solve, allowing RL to modify the motion as much as it needs to
in order to achieve optimality. Adapting to new environments looks very similar—if we
already have an agile skill, we might similarly prefer to fine-tune it rather than learn from
scratch. In all cases, we need to answer the question: how should we train for a desired
final task given another policy pre-trained on a different task, in a different environment,
or with a different objective?

The main contribution described in this chapter is a system for training agile robotic skills,
such as jumping and walking on hind legs, facilitated by a transfer learning procedure that
enables effective initialization of one skill with existing suboptimal source skills. To be
broadly applicable, we present a simple, general framework for initializing skills that aims
to (i) take advantage of a wide range of ‘source’ controllers, treating them as black boxes
that can be queried without requiring knowledge of their specific implementations and
(ii) contend with the suboptimality of these controllers with respect to the desired task.
As further detailed in Section 7.4, this transfer learning procedure leverages off-policy RL
methods to effectively learn from the experiences generated by source controllers. We
experimentally demonstrate that this provides a broadly applicable, and highly effective
way to initialize skills in a target Markov decision process (MDP) with skills from other
source MDPs. We then demonstrate that this can be used to provide a curriculum where
simpler shaped reward and motion imitation skills can be used to bootstrap learning
of highly agile behaviors, such as jumping over multiple obstacles and walking on the
hind legs, and that the same exact framework can be used to transfer these skills to
different environments. Finally, we show executing the learned policies enables—for the
first time—a real A1 quadrupedal robot to perform consecutive running jumps across
randomly placed hurdles, crossing each span of 20 cm in a single flight phase and to walk
only with its hind legs, balancing precariously on at most two of its spherical rubber feet.
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7.2 Related Work

Developing control strategies for legged robots has been a long-standing research topic
in robotics. Model-based methods that leverage trajectory optimization [186, 187] and
model-predictive control (MPC) [44, 46, 59, 60, 188, 189] tackle this problem by using
manually constructed dynamics models of the robot. These methods have shown com-
pelling results on robust control of multiple gaits [249] and adaptation to complex terrains
[251–253]. Yet, modeling the dynamics of the robot usually requires significant exper-
tise and engineering effort for individual problem settings. Learning-based approaches
offer an appealing alternative, potentially automating the process of obtaining control
policies—without requiring explicit modeling of the dynamics—and have been shown to
consistently excel at enabling robust legged locomotion in simulation [53–55] and even in
the real world [28, 31, 34, 47, 48, 50, 56, 181, 254, 255].

In this chapter, we tackle agile locomotion—specifically running-jump behaviors as well
as bipedal navigation with a quadrupedal robot. Recently purely model-based approaches
have demonstrated in the real world a variety of highly performant jumping controllers for
the MIT Cheetah 2 [256, 257], MiniCheetah [249] and A1 [258] with MPC; however, these
rely on multistage planners specialized for the particular jumping motion and assume
access to the dynamics model. Some work has used RL, leveraging MPC controllers to
jump [193, 259]. As for fully learning-based approaches, Rudin et al. [192] learn a jumping
controller focused on reorientation and landing in micro-gravity environments. In terms of
comparable results to ours, Margolis et al. [193] demonstrate that using high-level velocity
and foot force commands can enable a MiniCheetah to continuously hop over randomly
placed gaps. When transferred to the real world, the robot is able to cross 26cm gaps in
two hops (the first to center its body over the gap and transfer its front feet across and the
second to then transfer its back feet). In contrast, we utilize low-level PD target actions
and can directly apply our method to learn other motions (such as bipedal locomotion).
We further demonstrate an A1 robot clearing 20cm gaps in the real world in one leap,
moving its entire body over the gap in one highly dynamic motion. As for bipedalism with
quadrupedal robots, Vollenweider et al. [195], who use adversarial motion priors to get an
ANYmal to balance on its hind legs with large wheels as feet and do not then demonstrate
walking. Yu and Rosendo [194] demonstrate bipedal walking with a quadrupedal robot;
however, they add a supporting stick to both back feet, making it possible to get up
quasi-statically and still have 4 points of contact while walking, so the policy does not
require a high degree of agility. Fuchioka et al. [196] use RL to imitate a reference motion
of bipedal stepping generated with trajectory optimization on a Solo 8 robot [260]. As
we discuss below, our work is complementary to such imitation-based policies since our
approach is to use their data to learn more complex tasks.

As mentioned in Section 7.1, the primary challenges in learning high dimensional un-
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deractuated robotic systems are task specification and exploration. A popular way to
address these two challenges is imitation learning [90–93], where the agent is trained to
copy an expert. In locomotion, this principle often manifests as tracking reference mo-
tions [57, 196, 261–265]. The reference motion in these cases specifies the task completely
and provides very dense feedback, addressing the exploration problem. The drawback
of imitation-based approaches, though, is that in exchange for solving the exploration
challenge, they are restricted to the “expert” or reference motion as the policy’s objective
is to track it. That is, they are not directly applicable to solve downstream tasks or be
adapted to situations in which the expert performs sub-optimally [266, 267]. Bogdanovic
et al. [268] make a similar observation that motion-tracking can be brittle to environ-
ment uncertainties, and so first use an imitation objective to learn a policy that is then
fine-tuned with randomization on an actual task objective. Our work specifically explores
initializing the replay buffer as an effective avenue for cross-task information transfer,
with the benefit of being able to utilize data from existing policies (with different action
and observation spaces) without having to first train with a motion-tracking objective.

When reference motions are unavailable, another option is heavy reward engineering,
with or without a curriculum. Rudin et al. [33] report using a 9-term reward function
to learn a velocity-conditioned locomotion task, with manually-tuned weights to balance
the various reward terms. This method can also yield impressive, more agile controllers,
with the investment of sufficient effort in tuning the parameters. Margolis et al. [191]
use a similar setup with an adaptive curriculum on the velocity command to achieve
a 3.9 m/s controller for the MiniCheetah. Several works show promising results using
automatic curricula without the need to encode extensive domain knowledge, but they
have yet to be demonstrated outside of simulation [269, 270]. These are all valid ways to
obtain controllers, and we in fact leverage some of them in our own work. Our method
is concerned with bootstrapping from existing policies to accomplish more difficult tasks.
Therefore, any of these existing training methods can be seen as complementary to our
method.

Our method applies the concept of transfer using a general method in order to address
the aforementioned challenges. One facet of transfer very commonly studied in the realm
of locomotion is that of shifts in dynamics (e.g., sim-to-real, different types of terrains).
Domain randomization is widely used as a method for achieving generalizable policies by
training them to do well on average under sufficiently diverse conditions [12, 14, 15, 29, 57,
61, 65, 67, 156, 157] so as to ensure that the resulting policy can be adapted to variations
of its training environment. Meta-RL is another line of work that achieves few-shot
adaptation by directly optimizing the adaptation procedure [158–161]. These approaches
all require some sort of distribution of training conditions, and an assumption that the test
conditions will be likely under this distribution. In order to be able to leverage existing
controllers, we cannot make such assumptions on the training distribution or origins of
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our source policies. As such, we use the experience, which we can get by running the
source policies in our target domain, to bootstrap learning from

While there is a breadth of work in initializing agents with prior data to bootstrap
from [90, 157, 219, 221, 222, 271], these methods often make the assumption that the
source policy is optimal and constrain the agent to behave similarly to the demonstration
data. The nature of these problems is that the demonstrations are assumed to be optimal
with respect to the task, and the RL is needed in order to learn a policy that is robust
to variations. Most similar in spirit to our work is DDPGfD [223] and Nair et al. [219],
in that they leverage off-policy RL to use a pre-collected dataset to overcome exploration
challenges. They don’t, however, consider changes to the MDP like we do to apply this
principle to learning agile locomotion. Xie and Finn [272] employ a similar methodology
to ours in the continual learning setting while leveraging functional access to the new
task’s reward to relabel past experiences and filtering to only continue learning on tran-
sitions that are similar to the online data. They demonstrate results on a sequence of
manipulation tasks with end-effector control at 5Hz, we instead study the ability to apply
this principle to very difficult locomotion skills with low-level control at 20Hz.

7.3 Preliminaries

We frame learning a locomotion skill as a Markov decision process (MDP) [226]M, defined
as a tuple (S,A, γ, p, r), describing an agent situated in an environment with state space
S and action space A, whose dynamics are governed by a transition function p(s′ | s, a).
Given a reward function r(s, a) and discount factor γ, the RL objective is to learn a policy
π that maximizes the agent’s expected discounted return: E [

∑∞
t=0 γ

tr(st, at)].

Transfer learning We are interested in the setting where we have access to a policy
πsrc trained in a source MDP Msrc, which is structurally related to the desired target
MDP M. For example, Msrc might have a different reward function (e.g., imitating a
jumping motion rather than actually clearing an obstacle), a different state space (e.g.,
M includes a desired target to walk to, butMsrc does not), or different dynamics (e.g.,
Msrc involves jumping on flat ground, butM requires jumping on sloping ground). This
includes both curriculum learning problems, where the policy might be difficult to learn in
M directly but easier when appropriately leveraging πsrc, and problems where we might
want to accelerate learning of π by leveraging a πsrc that is already performant in some
other setting. In all of these cases, we would like to use πsrc to aid in learning π in the
target MDP M, but it is not obvious how this should be done. As we will discuss and
illustrate in our experiments, näıvely initializing π from πsrc is not always possible, and
often is not the best choice.
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Off-policy RL While there are many algorithms for optimizing this objective, we specif-
ically consider off-policy methods, as they can in principle incorporate data from other
sources—like those collected by hand-designed, simpler, or more narrow policies. Many
off-policy deep RL algorithms for continuous control [72, 177] fit a critic using a dataset
of experiences to estimate its performance and then update the policy accordingly. This
dataset of experiences, or replay buffer D, is usually composed of the robot’s own past
experiences while learning in a particular MDP. We will discuss how such methods can
be used as part of a transfer learning procedure in several different ways, and present a
specific approach that we find to work well across a variety of agile quadrupedal control
problems.

7.4 Transfer Learning for Agile Skills

We present TWiRL: Transferring With off-policy RL, a simple yet effective model-free
RL framework for learning complex locomotion skills. In this section, we argue that
transfer learning provides a very powerful tool for addressing the exploration challenges
outlined in Section 7.1 and thus makes it feasible to learn highly agile robotic locomotion
skills. We then detail a practical method for facilitating this transfer through simple
modifications to off-policy RL.

7.4.1 Bootstrapping Capable and Flexible Policies

Exploration is particularly daunting for agile locomotion due to the complex coordination
and precision required combined with the aforementioned challenges in task specification
and high-dimensional control. We propose a method to leverage existing controllers to
help overcome this challenge; however, it is difficult to devise a method that can adapt
policies trained in MDPs that can differ in various ways from the target MDP. First, while
they may be useful in providing examples of decent behaviors, out-of-the-box policies are
likely highly suboptimal for the target task. As agile skills require precision, the robot
should be able to pick out only what is useful, adapting or building upon it to accomplish
the target task without inheriting idiosyncrasies or irrelevant behaviors. A natural idea
is to simply fine-tune policies for the new task, but this may not always be possible,
especially in the applications we consider. In the case of transferring policies trained
with different objectives, the observation space will often change along with the reward
function as the robot may need additional information to solve a task. For example,
we may want to use a blind (trained only from proprioception) policy that has focused
on learning a difficult control problem to aid in learning a task that requires knowledge
of its surroundings. Another case in which we cannot just straightforwardly fine-tune a
policy is if we want to bootstrap learning from policies that were not learned via RL, e.g.,
traditional model-based methods [187, 188, 249, 251]. To handle all these cases, a key
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Algorithm 7 TWiRL pseudocode

Require: Source policy πsrc, MDPMsrc , MDPMtarget of the desired task
1: Initialize: Source policy replay buffer Dsrc, online replay buffer Dtarget, sampling ratio ϕ, policy

parameters θ

2: // Obtain data from πsrc
3: if Dsrc is empty then
4: repeat
5: Collect data with πsrc(a | s).
6: Add experience to source buffer Dsrc ← (s,a, s′, r)
7: until desired

8: // Train on all data using high UTD off-policy RL
9: repeat
10: Collect data with πθ(a | s).
11: Add experience to online buffer D ← (s,a, s′, r)
12: Construct βsrc sampling ϕ·batch size from Dsrc

13: Construct βtarget sampling (1− ϕ)·batch size from D
14: Update θ using βsrc ∪ βtarget
15: until converged

desideratum of our system is it should be agnostic to how the source policy is obtained.

7.4.2 TWiRL: Approach Overview

Our key insight is that transferring experience provides a general avenue through which
to bias the robot’s exploration without constraining it. The only assumption we make is
the ability to execute actions from the source policy in M and record the observations,
actions, and rewards. The question now is how we can effectively leverage this possibly
suboptimal data to bootstrap learning. Since off-policy RL uses dynamic programming
to propagate the information, it can in principle connect its online experience to relevant
parts of the source policy data and quickly coopt effective strategies exhibited by the
source policy. We find empirically that incorporating the data from πsrc as transitions
in the replay buffer for training π is a surprisingly effective strategy when implemented
with a couple of key design decisions we will introduce as we now describe the overall
procedure.

Our method (summarized in Algorithm 7) is formulated as follows: We start by construct-
ing a dataset Dsrc by rolling out the source policy πsrc inM. We then train our policy πθ
using off-policy RL with data sampled from both Dsrc and the new policy’s replay buffer
D. We sample at a constant ratio ϕ from Dsrc (and (1 − ϕ) from D) to remain robust
to the size of Dsrc. We find through extensive experiments (please refer to the supple-
mentary material) that this strategy and setting ϕ = 0.5 strikes a good balance between
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reliability and performance. Finally, the last component we find to be important (again,
please refer to the supplementary material for ablations) is using a high update-to-data
ratio, the ratio between policy updates (Algorithm 7, line 14) and data collection (line
10). This was also observed by Veceŕık et al. [223], who used off-policy learning to in-
corporate human demonstrations to overcome sparse reward problems. They introduced
L2 regularization on the policy weights to accommodate this, whereas we find that the
stochastic regularization used in [174] sufficient. Intuitively, taking more gradient updates
may be important for effectively processing and incorporating the source policy data.

7.5 Learning Agile Locomotion Tasks with TWiRL

TWiRL is a robot learning system for acquiring complex locomotion skills by leveraging
experience from related tasks or environments. In this section, we introduce concrete
applications and how our framework can be applied to solve them.

7.5.1 Setup Details

We use the A1 robot from Unitree as our platform and build our simulation using Py-
Bullet [73]. We define the state st to be a three-step history of the following features:
root orientation, joint angles, base displacement, and previous actions. Our actions at
are the target joint angles for the 12 actuated degrees-of-freedom. We do not adopt any
additional engineered architectures for actions [30, 32, 47, 166] due to the generality of
the agile motions that we aim to learn. The sensing-actuation control loop runs at a
frequency of 20Hz.

The off-policy RL algorithm we use in our approach (outlined in Subsection 7.4.2) is a
state-of-the-art off-policy actor-critic algorithm DroQ [174], a variant of SAC [72] that
incorporates dropout regularization and layer normalization [176]. We use the open-
sourced JAX [178] implementation from Smith et al. [38]. We report the average return
and standard deviation across 3 runs unless otherwise stated.

7.5.2 Applications

7.5.2.1 Reward curriculum

While jumping over obstacles can drastically improve the mobility of a quadrupedal robot
in cluttered environments, it is a particularly difficult skill for robots to master [255,
269]. For a successful jump, the robot must not only (i) reach the required speed to
generate sufficient momentum to launch itself, but also (ii) dynamically adjust its step
size depending on how soon it needs to jump. Then, while landing, the robot must learn
to effectively (iii) leverage its high-bandwidth actuators to properly stabilize itself against
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high-impulse contact forces. In contrast, the controllers most commonly studied for legged
robots are quasi-static, with the robot being grounded by at least one foot at all times.

We design our jumping task so that the robot must contend with these three challenges
by requiring the robot to jump consecutively over 20cm wide, 1cm tall ‘hurdles’ that are
spaced randomly between 1.6 and 2.6 meters apart. As such, the robot should run up to
each hurdle to jump over it, then land while continuing to run in order to execute the
next jump at the right time. We define the reward function for this task with minimal
shaping:

r(s, a)jump = rrv(s, a) + ro(s, a) + rjv(s, a) + rp(s, a), (7.1)

where root velocity rrv and progress rp rewards encourage the robot to move forward,
ro penalizes undesirable orientations, and rjv penalizes joint velocities. Please refer to
the supplementary material for exact definitions. We terminate the episode if the robot
collides with the hurdle. In order to learn the task, in addition to the features listed
in Subsection 7.5.1, the observation space also contains a displacement vector between
the robot’s root position and the center of the hurdle, projected onto the ground plane.

As we see in Figure 7.3, training directly with the task reward in this case has two failure
modes. First, we observe reward exploitation [87–89], where the robot steps over the
hurdles unnaturally (please see the supplementary material to see videos of the behav-
ior). In other runs, the robot greedily tried to move forward without hitting the hurdle
by somersaulting (which was ultimately unsuccessful) and could not escape this local
minimum. So, while this task is not well-suited to learning from scratch with RL, can
this problem be solved by incorporating data from a policy that we can easily acquire?
Prior work has come up with methods for imitating reference motions, enabling agents
to learn naturalistic behaviors with shaped reward functions [57, 261–265]. Since these
policies follow a fixed pattern (as prescribed by the reference motion), it is not robust to
the variations required by the task we define of jumping over randomly placed hurdles.
Nonetheless, we expect them to be useful to learn this more general task. As TWiRL is
agnostic to the specific method used to produce the source policy, for our experiments,
we choose to use the system proposed by Peng et al. [57] to learn a policy that imitates a
leaping motion taken from the dataset provided by Zhang et al. [273]. Here, we collect 50k
samples by rolling out this policy (trained inMsrc) inMtarget to construct Dsrc. Notably,
we do not initialize the task policy with the source policy is because of the mismatch in
observations—the motion imitation policy takes the fixed referenced trajectory as part of
the input, while the task policy includes the distance to the next hurdle in observation for
adapting to random hurdle locations. In Section 7.6, we demonstrate that the jumping
task can be solved perfectly by incorporating this data via TWiRL.
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Figure 7.3: (Comparing jumping skills learned with and without prior data) Examples of our
policy (outlined in yellow), which incorporates both online training and data from a motion imitation
policy, compared to two policies (outlined in blue) trained from scratch with the same reward function.
While näıvely optimizing for the task either exploits the simulator to learn an unnatural motion (middle)
or fails completely (bottom), the policy trained by incorporating prior data exhibits a graceful jump.

7.5.2.2 Task curriculum

Bipedal walking requires less space and enables walking through narrow spaces. It can
also accomplish tasks that are difficult for quadrupedal robots, such as climbing stairs
and doing manipulation work with the front legs. However, the advantages also come
with extra difficulties. One big challenge is balancing—the robot is inherently unstable
on its hind legs, and maintaining balance while walking requires continuous adjustments
to the body’s center of mass, which is achieved through coordinated and precise control
of the motors. Note that, unlike dedicated bipedal robots, the A1 has small rounded feet
and a body shape that makes balancing on the hind legs more difficult.

In our experiments, we define a goal-conditioned navigation task in which the robot
must acquire the agility to get up on its hind legs and walk to a desired location while
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Figure 7.4: (Comparing bipedal skills learned with and without prior data) Examples of our
policy (outlined in yellow), trained with data from a robot that can already stand on its hind legs,
compared to a baseline policy (blue) trained from scratch. Without this added bias, the baseline policy
learns to scoot toward the goal on its knees. Our policy gracefully kicks up to standing and navigates to
the goal on 2 legs.

maintaining balance. We randomly sample these goals along a circle with a random radius,
so as to train the robot to walk to a wide variety of goal locations. We again define a
reward function with minimal shaping:

r(s, a) = rs(s, a) · (1 + rf(s, a) + rd(s, a)). (7.2)

The ‘stand’ reward rst encourages the robot’s forward vector to be perpendicular to the
ground plane and to maximize the heights of its front feet. The ‘facing’ reward rft encour-
ages the robot’s belly to be pointed toward the goal, and the distance reward rdt gives
the robot a constant bonus if its distance to the goal decreased during that step. For
full details, please refer to the supplementary materials. The reward function encourages
the robot to move towards the goal while maintaining the bipedal standing pose, as rst
acts as a gating function. For the task, the policy also receives the displacement vector,
projected onto the ground plane, between itself and the goal.

As we show in Figure 7.4, training directly with the task reward again does not lead to
successful learning. However, if we have a policy that has first learned just to stand, we
can leverage experience from this policy with our method to make the bipedal navigation
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icy none sloped

weakened bumpygravity

Figure 7.5: (Simulated fine-tuning environments) Illustrating the diverse environments to which
we adapt the source policy (trained in the environment labeled ‘none’ to indicate no modification). In
clockwise order: the default, non-randomized environment; a sloped terrain; bumpy terrain; a low-gravity
environment; a stochastic environment simulating motor weakening; a simulated ice rink.

task practical to learn: We trained our source policy πsrc with r(s, a) = rs(s, a) just to
get it to learn to stand on its hind legs. Then, after the robot has mastered getting up,
it can move on to learning how to walk to the goal. Similarly to the jumping task, we
collect 50k samples to populate Dsrc by rolling out this policy inMtarget.

7.5.2.3 Adapting skills to different environments

As the real world is complex and unpredictable, robots deployed in the wild will inevitably
encounter situations for which they are not yet prepared and need to adapt their motor
skills accordingly. A benefit of our framework which is illustrated in the two previous use
cases is that it should allow us to learn skills with general, non-environment-specific reward
functions, making them amenable to adapt to other environments. In our last example,
we test our ability to adapt these skills to different environments using TWiRL. To do
so, we set up a set of “sim-to-sim” transfer experiments, where we pre-train πsrc in the
same simulated environment and then transfer the policy in a variety of other simulated
environments whose dynamics p differ from the pre-training setting. Specifically, we
transfer under the conditions depicted in Figure 7.5 (for exact details please see the
supplementary material). This setting is distinct from the other two in that it is possible



CHAPTER 7. LEARNING AND ADAPTING AGILE LOCOMOTION SKILLS BY
TRANSFERRING EXPERIENCE 96

in this case to also transfer the policy network since only the dynamics are changing.
Therefore, in these experiments, we will additionally study whether transferring the policy
is helpful.

7.6 Results

We now present our experimental analysis of TWiRL. As a baseline, we evaluate directly
applying RL to solve the tasks introduced in Section 7.5 from scratch. We then demon-
strate how these tasks can be addressed more effectively by casting them as transfer
problems for which we can readily acquire source policies—we show that incorporating
off-policy data can (i) overcome exploration challenges, and (ii) bias the learning algo-
rithm toward acquiring locomotion skills that are agile, robust, and safe for execution on
physical hardware. Our experiments aim to answer the following concrete questions:

1. Can current RL methods handle the challenges of learning agile locomotion skills?

2. Can incorporating data from other policies using TWiRL enable the robot to learn
these challenging tasks?

3. Can TWiRL policies be deployed in the real world?

4. Can we apply TWiRL to adapt to different dynamics?

To answer (1), we first try to train a policy from scratch on the jumping and bipedal loco-
motion tasks we defined in Subsection 7.5.2 (using the same underlying policy optimizer
as TWiRL). We found that we were unable to train a policy to solve either task in this
way (see the yellow curves in Figure 7.6). For the jumping task (the left plot), TWiRL
(blue) consistently achieves 2× the return achieved by training for the task from scratch,
which in addition to its poor average has very high variance across seeds. We found that
the policies either could not discover the behavior necessary to jump over the hurdles, or
learned to hobble over the hurdles but in a very unnatural manner (both behaviors pic-
tured in Figure 7.3, blue). As shown in the second plot of Figure 7.6, learning the bipedal
navigation task from scratch consistently converges to a local optimum. The robot learns
to ‘sit’ while facing the goal (see Figure 7.8b), as this allows the robot to collect reward
for its root orientation without having to accomplish the much harder task of getting up
and walking. These experiments confirm that it is indeed unlikely for a robot trained
from scratch to perform a complex task to acquire desirable behaviors.

To answer (2), we test whether using TWiRL to incorporate data from policies trained
with different objectives effectively overcomes the challenges that prevent successful learn-
ing from scratch. As discussed in Section 7.5, for jumping, we use a policy trained to
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Figure 7.6: Learning curves for the jumping (left) and bipedal navigation (right) tasks comparing learning
from scratch (solid yellow curve) to TWiRL (solid blue curve) using data from a source policy (dotted
green line), shown to 1M steps. Since the policies from scratch had not yet converged for the jumping
task, we gave an additional 2 million steps and visualized the average at convergence as well (yellow
dotted line); we omit its variance for clarity. We see that in both cases TWiRL is able to far surpass the
policies learned from scratch and the source policies.

imitate an animated leaping motion, and for bipedal navigation, a policy trained solely
to stand up on its hind legs. For both tasks, the corresponding source policy is subop-
timal when evaluated with respect to the target task—in the jumping task we consider
variable spacing between hurdles, so following a prescribed trajectory will fail; in the
bipedal navigation task, we consider a goal-conditioned task, so the one trained without
a notion of this goal will not work. In fact, we quantify the quality of source policies
with the dashed green lines in Figure 7.6 (averaged over 100 trials). However, we expect
these behaviors to nonetheless provide useful information for learning the target task.
We see that by incorporating this suboptimal data, TWiRL (solid blue curve) converges
to an effective policy for both tasks in fewer than 1 million samples. Interestingly, we
find that the resulting policy empirically also retains the naturalistic style exhibited by
the source policy (see Figure 7.3 and Figure 7.4). This is not guaranteed since, unlike
other works [90, 219, 221, 271], our objective does not specify any explicit requirement for
the policy to resemble the source policy data. Instead, we simply provide examples and
allow the value-based RL algorithm to discover the strategies that are useful within them.
The advantage of this approach is that we give the robot as much freedom as possible to
optimize for the desired task.

For (3), we evaluate our trained policies on a real A1 quadrupedal robot and find that
they perform extremely well—we encourage the reader to see https://sites.google.

com/berkeley.edu/twirlfor all videos. The jumping policy tends to amble forward, very
stably and almost nonchalantly, before launching itself over a hurdle. All four feet are

https://sites.google.com/berkeley.edu/twirl
https://sites.google.com/berkeley.edu/twirl
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Figure 7.7: (Real-world jumping rollouts) Example successful rollouts from evaluating our jumping
policy in the real world with different spacings of hurdles. From top to bottom the spacing is at 2.4m,
2.8m, and 3.6m, with success rates over 8 trials of 75%, 100%, and 75%, respectively. We see that
our policy exhibits the desired behavior (derived from the motion imitation policy) while being robust
to task variation, but furthermore, it is able to be deployed on hardware. Videos of all evaluation trials
can be found at https://sites.google.com/berkeley.edu/twirl.

simultaneously airborne before it reaches forward with its front legs to touch down, then
steadies itself with its hind legs and continues forward. For jumping, we test 3 variations
(corresponding to different hurdle placements) of the task, and we visualize the lengths
and distances of these hurdles with colored tape on the ground (see Figure 7.7). Our
jumping policy is able to consistently jump over both hurdles with variable spacing, land
on its feet, and keep running. It does so whilst carrying its entire body over the full length
of the hurdle during one flight phase. In contrast, the source policy is only able to jump
up to one time before face-planting on the real robot, so we relegate these results to the
supplementary material. For the bipedal navigation task, we place a goal (indicated by
the red ‘X’ on the ground) about a meter from the robot’s starting location (Figure 7.8).
Our bipedal policy shoves itself onto its hind legs, walks forward, and approaches its
target location, spending on average over 12 seconds upright. The A1 has small rubber
spheres for feet, making this feat akin to balancing on tiptoe. The comparison ‘bipedal’
policy trained from scratch never attempts to stand up, only scoots toward the target on

https://sites.google.com/berkeley.edu/twirl
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(a) Examples a policy learned from scratch (left, yellow) and learned by TWiRL (right, blue) rolled out in the
real world. Videos of all evaluation trials can be found at https://sites.google.com/berkeley.edu/twirl.

Metric RL from Scratch TWiRL

Standing Time 0.00 s 12.12 s

Min. Distance 0.49 m 0.14 m

Return 589 3127

(b) We report the time the robot remained standing, the minimum distance the robot got to the goal, and the
return as defined by our task.

Figure 7.8: (Real-world bipedal rollouts) Comparison of our bipedal navigation policy to the baseline
trained from scratch evaluated in the real world. Over 5 trials, our policy spent an average of 12 seconds
upright and successfully approached the goal, whereas the baseline consistently scooted on its knees and
never stood upright.

knees and one forepaw. Of course, though, the sim-to-real transfer is far from perfect,
and we see this as an exciting opportunity for future work.

Lastly, to answer (4), we conduct experiments fine-tuning policies to 5 different envi-
ronments listed in Section 7.5. Since the only shift in this setting is in the transition
function (that is, the state space and task remain from the source policy) we repurpose

https://sites.google.com/berkeley.edu/twirl
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(b) We report the performance for each task and environment combina-
tion after 100k samples’ worth of fine-tuning with variants of TWiRL
(meaning transferring the source policy data, blue and yellow) com-
pared to discarding the data (green). For reference, we also report the
zero-shot performance of the source policy in the target environment
(orange).

Figure 7.9: (Results adapting to different dynamics) Evaluating TWiRL in adapting the jumping
and bipedal navigation skills to 5 different environments (see Section 7.5) given a budget of 100k samples—
corresponding to roughly 1.5 hours real-world time without any overhead. On the left, we show the
learning curves for two environments in order to visualize the learning speed/dynamics and on the right,
we summarize results for all environments. We see that in all cases, a variant of TWiRL is able to
successfully allow the policies to adapt to new environments.

the replay buffer used to train the source policy to comprise Dsrc rather than having to
collect additional data. For the same reason, we are able to test transferring the pol-
icy weights here as well. We show the learning curves for both tasks transferred to the
simulated ice rink and modified gravity environments in Figure 7.9a. The most general
version of our method wherein we do not assume we can transfer policy weights (blue)
consistently enables the robot to re-learn the skill in a way that is tailored to the new
environment in just 100k samples. Now, as expected, additionally transferring the pol-
icy weights (yellow) starts off in the new environment with more competency (than with
vanilla TWiRL). We observe that both variants of TWiRL generally converge to similar
performance, but perhaps surprisingly, discarding the policy weights actually sometimes
surpasses the policy that was initialized with πsrc after 100k samples. More importantly,
though, we see that by comparing to a baseline method of transferring the policy and not
the experience (green), incorporating the data from πsrc makes an essential contribution
to good performance.

7.7 Discussion and Future Work

We presented a framework for enabling quadrupedal robots to learn agile locomotion
skills, including jumping and walking on the hind legs, by leveraging a transfer learning
framework based on incorporating data from prior policies into training. We describe
how the same basic transfer learning framework can make it possible to bootstrap more
complex agile locomotion skills with simpler or more constrained ones, as well as enable
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transfer of skills between environments. Our experimental evaluation shows that employ-
ing a curriculum with transfer learning can make it more practical to acquire effective
policies for jumping and walking on the hind legs to a goal location than training from
scratch, and that our proposed approach to transfer learning outperforms more näıve al-
ternatives. Finally, we show that the agile skills that our method can learn can be used
to control a real-world A1 quadrupedal robot, displaying a high level of agility.

While our work shows various ways to use transfer learning in service to learning more
complex skills, it does not prescribe a single recipe that works in all cases—rather, we
aim to illustrate a variety of ways in which the same transfer learning framework can be
leveraged. This is also a limitation: the two behaviors we show (jumping and hind leg
walking) use different curricula, with jumping employing motion imitation to bootstrap
hurdle jumping and hind leg walking employing a hand-designed standing reward for pre-
training. A more automated framework for curriculum learning that is based off of our
approach could be an exciting direction to explore in future work. This could also enable
a more diverse range of behaviors to be specified more easily, which could be particularly
exciting as it could enable a broad range of agile behaviors for quadrupedal robots.
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Chapter 8

Flexible Robotic Manipulation via
Dense Language Grounding

Figure 8.1: (System diagram for STEER) At training time, we re-annotate an offline dataset of
diverse robot behaviors at training time, focusing on describing the primitive skills used to manipulate
objects and, specifically, on annotating how the robot performed each skill. We then use this re-annotated
dataset to train a language-conditioned low-level policy (RT-1 in our case). At inference time, when given
a complex instruction like “pick up the flower pot without disturbing the plant”, a high-level system (VLM
or human) identifies the appropriate low-level skills and determines how to perform them. This emphasis
on the “how” enables more contextual behavior.

8.1 Motivation

Consider the breadth of situations a human encounters on a daily basis, from pouring a cup
of coffee in their kitchen to grabbing objects from a cluttered supply closet. Designing
robot systems that can navigate these varied, nuanced scenarios is a major challenge,
requiring systems that can adapt to complex and dynamic situations. This has led many
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roboticists to explore learning-based solutions that may generalize better than hand-
engineered ones. Imitation learning (IL) is a widely-used, data-driven approach that
distills expert demonstrations into learned policies, enabling fine-grained manipulation of
high-dimensional robot systems in the real world [9, 10], and has been shown to scale
with more data in language-conditioned, multi-task [6–8, 274] and even multi-robot [11,
275, 276] regimes. While these works have shown remarkable promise, the resulting robot
systems remain fairly limited to situations seen during training. And the span of these
training scenarios is significantly narrower compared to those of other domains, such
as vision and language, where large-scale supervised learning has excelled as real-world
embodied data collection is significantly more expensive and bottlenecked by physical
constraints.

Humans, on the other hand, can adapt to very complex situations without any previous
first-hand experience. We exhibit ‘common sense’ generalization—using our inherent
understanding of complex, high-level concepts like object affordances, intuitive physics,
and compositionality to adapt our past experiences intelligently as new situations arise.
This deliberate, analytical thinking has been termed ‘System 2’ processing, in contrast
to reactive ‘System 1’, reflexive low-level behaviors that are less cognitively demanding
but equally essential for our behavior [277]. Emulating this blend of reasoning and reflex
in robotic systems is challenging, and various approaches have been developed to bridge
the gap. One notable example is SayCan [278], which leverages a large language model
(LLM) to plan over and sequence learned policies to perform long-horizon tasks. SayCan
compensates for the LLM’s lack of direct physical grounding by using the policies’ value
functions to assess feasibility. Moreover, this approach is limited to sequencing the original
tasks demonstrated, while many realistic tasks require finer, more nuanced control of low-
level policies (as illustrated in Figure 8.1, right side). Subsequent works have focused on
enabling LLMs or VLMs to interface at a finer granularity with pre-programmed System
1 behaviors through representations like code [279] or semantic keypoints [280]. Another
strategy that has emerged is to fine-tune VLMs on embodied data [8, 274], drawing on
web-scale pre-trained representations for robot control. Notably, these approaches focus
on optimizing the high-level module to make the best use of a fixed set of skills, which still
constrains their adaptability in unstructured, novel scenarios. Rather than modifying the
System 2 reasoning layer, we pursue an orthogonal direction by focusing on making System
1 policies more flexible and responsive to high-level guidance. By designing adaptable
System 1 policies, we enable seamless interaction with a fixed System 2 module—such as
human or VLM-based reasoning. This adaptability allows System 1 to be dynamically
adjusted in response to high-level instructions, ultimately broadening the range of tasks
the system can perform and its capacity for robust, generalizable behavior.

We present STEER: Structured Training for EmbodiEd Reasoning, an approach for train-
ing low-level reactive policies that can be flexibly steered or directed by a higher-level
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reasoner, such as a human or VLM. Our key insight for enabling this is producing dense
language annotations of the collected robot data, and training a conditional policy on
granular language instructions. This policy can then be conditioned on each part of a
plan generated from a high-level model (VLM/LLM), giving a combination of the respec-
tive strengths of System 1 and System 2 processes. Furthermore, this can enable adapting
to new situations that require synthesizing behaviors that are not explicitly demonstrated
during training. We instantiate this system using existing real-world datasets, proposing a
simple automated labeling pipeline based on proprioceptive observations to extract basic
object-centric manipulation skills and distill them into a low-level policy. We then pro-
pose a strategy for using a VLM to produce language directions for the low-level policy.
Importantly, we show that this enables us to repurpose skills in the robot dataset in a
meaningful manner at test time to handle a new situation autonomously. In summary,
the contributions presented in this chapter are as follows:

• We introduce STEER, a method that augments robot demonstration datasets with
descriptive functional language annotations comprising of grasp-centric and rotation-
based primitive components.

• We show that STEER enables training low-level robot policies which are significantly
more flexible and steerable than prior imitation learning methods, enabling humans
or pre-trained VLMs to direct low-level policies for generalizing to novel everyday
manipulation tasks.

8.2 Related Work

Imitation Learning. Imitation learning (IL) has emerged as the most popular paradigm
for training real-world manipulation policies [6, 10, 281]; however, deploying these models
in unstructured scenarios remains a challenge. Robot policies trained on human-collected
demonstration data can have trouble adapting to “out-of-distribution” scenarios where
demonstrations are sparse [282]. This is fundamentally due to the expensive-to-collect
small scale robot data, in comparison to the web-scale text and image datasets for training
today’s foundation models [283–285]. Due to practical constraints on obtaining more
robot data, a large body of work has explored using text and vision foundation models
to improve generalization in robotics from existing datasets. This includes expanding IL
policies to open-world object grasping by using open-vocabulary object detection [286] and
relabeling episode-level instructions via CLIP [287] or other foundation models [288, 289].
Our work is closely related to aforementioned works in dataset relabeling [287–289]: our
framework expands robot capabilities by relabeling different behavior modes in existing
heterogeneous robot demo datasets to train more effective policies.
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Policy Conditioning for Generalization. Prior works have sought to enable test-
time generalization by exploring expressive modalities for policy conditioning, such as
goal target poses [290], goal images [291, 292], trajectories [293, 294], code [279], or
combinations of vision and language [295, 296]. However, while these modalities all show
promise in action generalization, it is challenging for off-the-shelf high-level reasoning
systems like VLMs or humans to plan over these creative modalities; natural language
remains the main modality utilized in complex planning by state-of-the-art LLMs and
VLMs. Thus, STEER focuses on improving language-conditioned action prediction, by
studying granular instructions such as “grasp from the side,” or “lift up,” that can be
easily composed at test-time.

Skill Learning. There is extensive research in utilizing learned ‘skills’ to accelerate
learning new tasks by exploring with temporally-extended, semantically meaningful ac-
tion sequences [290, 297–306]. These works often use a hierarchical approach, where a
high-level policy is learned through interaction with reinforcement learning through en-
vironment interaction to compose the learned skills [301, 304–309]. EXTRACT [306]
in particular uses VLMs to label skills from offline data to enable learning new tasks.
Our work also exploits the intuition about skills being transferable to synthesize new
behaviors. However, we use common-sense reasoning in off-the-shelf VLMs to choose
appropriate skills for the situation without training a separate policy.

Affordances. Our work leverages VLMs’ common-sense reasoning capabilities to plan for
longer-horizon tasks and provide strategies for the robot to approach novel configurations
of objects. The model does this by reasoning about how humans would approach tasks
from visual image input. Prior work investigates how to represent human priors for how
to act in scenes using affordances [310, 311] in image space, and even shown how to
deploy these on real robot systems for guiding exploration [312, 313]. While effective,
these affordances are often represented in the form of keypoint coordinates in pixel space,
and make particular assumptions on the kinds of tasks to be performed. Our approach
can be thought of reasoning about such affordances in language, which makes it amenable
for off-the-shelf VLMs or humans to naturally interact with and opens the door to express
more sophisticated descriptions than in visual space.

8.3 System Design

We present STEER, a robot learning framework that aims to expand the capabilities of a
robot trained on a set of expert demonstrations by extracting flexible skills from existing
datasets, then relying on a module with strong reasoning capabilities to orchestrate the
skills intelligently. Our system consists of two main components: low-level ‘System 1’ skill-
training and high-level ‘System 2’ high-level reasoning. In this section, we describe design
decisions for acquiring and then integrating them into a practical end-to-end system.
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8.3.1 Learning Flexible, Composable Manipulation Skills

Our goal is to extract skills that can be easily reasoned about and composed by either
humans of foundation models. Thus, we aim for skills that are language-indexed and
object-centric, allowing a foundation model with knowledge about how the state of an
object should evolve to accomplish a certain task to be able to steer despite not having
direct motor control capabilities. To achieve this, we densely annotate existing datasets,
then train a language-conditioned RT-1 [7] policy with these segmented and relabeled
instructions.

Our key idea is to break down basic composable skills into semantically identifiable cat-
egories that can be associated with a language description. As intuition, many have
observed that human-collected behavior data is challenging to learn from in part due to
different data collectors having different ‘styles’ or strategies [314]. For example, human
driving styles—aggressive, cautious, smooth, or jerky—are highly variable. Prior works
have dealt with this heterogeneity by using latent variables to explain modes [315], new
algorithms [316], or more expressive generative models [10, 317]. We expose these dif-
ferent styles as adjustable parameters, allowing robots to flexibly adapt their behavior.
We focus on shared, object-relational skills such as grasping, lifting, placing, and rotat-
ing. These skills, originally demonstrated using templates like pick <object>, move

<object1> near <object2>, knock <object>, place <object> upright, can be ex-
ecuted with varying strategies. We identify the following key factors:

Grasp Angle. Objects can be grasped in multiple stable positions, and the particular
way indeed impacts the ability to perform downstream tasks. However, grasp positions
are rarely prescribed (and therefore labeled), as they are often implicit. We hypothesize
that controlling grasp angle can improve task composition and adaptability. We use a
simple approach to label the grasp approach by manually labeling a relatively small set
of ‘anchor’ grasp poses. We then label an arbitrary grasp with the label of its nearest
neighbor ‘anchor’ pose as measured by cosine similarity.

We represent a grasp pose as a 3D unit vector by rotating [0, 1, 0] by the wrist quaternion
and we identify the time of a grasp where the gripper changed from fully open to fully
closed. To define and label the anchor poses, we took 3D unit vectors that are linear
combinations of the elementary 3D basis vectors (resulting in 27 directions). We then
clustered 1000 grasps from our dataset and visualized the clusters in order to label them.
This only requires visualizing and labeling roughly 20 clusters, but then can be used
to automatically label the entire dataset of 70K demonstrations. In the grasp data, we
identify three distinct modes via inspecting the grasp images: top-down grasps, side
grasps, and diagonal grasps (visualized in Figure 8.2). The sub-trajectory starting from
the beginning of the demonstration to the time of the grasp identified is relabeled to grasp
the <object> in a <grasp approach>, where <object> is from the original instruction
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and <grasp approach> is from the anchor’s label.

Figure 8.2: (Visualization of grasp an-
gle labels) Anchor vectors and their se-
mantic labels. Purple, green, and pink
vectors represent side, top-down, and di-
agonal grasps.

Reorientation. Another mode of behavior iden-
tified in the dataset is of reorienting objects. In
order to identify and label these reorientations, we
first label the wrist orientation for every timestep
where the gripper is fully closed. Then if the
gripper orientation switches between two of the
modes (as labeled in Grasp Angle), we label
the sub-trajectory preceding it as reorient the

<object> <direction>, where <object> again is
from the original instruction and <direction> in-
dicates whether the object is rotated from upright
to horizontal or vice versa.

Lifting/Placing. Complementing grasping, we la-
bel whether the object was lifted or placed at the end of completing the original task.
Lifting allows the robot to continue in-hand manipulation without setting the object down
or provides the ability to gain additional clearance. If the object is still held at the end of
the episode and the gripper moves vertically upward (common for originally-labeled pick

<object> episodes), we label the final sub-trajectory as hold and lift the <object>.
If not, similar to identifying grasps, we identify the time of placing using the gripper
state and label this sub-trajectory as place the <object>. As this is separate from
reorientation, placing implies setting the object down while maintaining its orientation.

8.3.2 Orchestrating Learned Skills

A key capability of the System 2 component is its ability to reason about the visual
observation of the scene, the task description, and the robot’s low-level skills to effectively
select and sequence appropriate actions. While a human can perform this reasoning,
we also demonstrate how it can be automated using a VLM. Our automated System 2
component is implemented as a code-writing VLM agent, enabling it to autonomously
execute verbalized plans without additional modules or a human in the loop. To facilitate
this, we define an API for the action primitives accessible by the VLM to interface with the
System 1, reactive low-level RT-1 policy skills as described in Subsection 8.3.1. The API
is based on translating the language commands into a simple API that the VLM agent
can access. This breakdown is based on what the robot should do and how to do it. Each
primitive skill (i.e. grasping, rotating, lifting, placing) is represented by a function with
a keyword argument modifying how that primitive is accomplished (i.e. grasp(object,
"top-down"). Internally, the API translates this code into the corresponding natural
language the RT-1 policy was trained on. Following Arenas et al. [318], we use a system
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prompt to tell the VLM to control its physical embodiment through code, then provide
the robot’s visual observation of the scene and a description of the high-level task. One
benefit of this design is its modularity and interpretability. The prompt can be modified
to tailor behavior according to the specific situation the robot is in, the generated plans
can be viewed before execution. The exact system prompt we use in all experiments and
example outputs produced by the model can be found at https://lauramsmith.github.
io/steer.

(a) Grasping results. Full suc-
cesses are in solid colors. Par-
tial successes (defined as grasp-
ing the object with undesired
side effects like disturbing the
plant or other objects) are in
light colors. For each method,
we do 20 trials for Kettle, 10
trials for Potted Plant, and 15
trials/configurations of Fruit in
Clutter.

(b) New task results. We run
each method 10 times, compar-
ing the upper bound on perfor-
mance of the low-level capabili-
ties afforded by each model to
perform the task. Therefore,
we use closed-loop human guid-
ance for language-instructed mod-
els and granular goal images for
the image-conditioned policy.

(c) We report the success rate of
a VLM controlling the robot com-
pared to the human operator and
find that the VLM produces rea-
sonable plans but there is low-
level policy failure due to sensitiv-
ity of the low-level policy to lan-
guage inputs.

Figure 8.3: (Real-world results) Results on grasping in unseen scenarios and performing a new task,
with human or VLM guidance. We find that by having access to and being able to reason about extracted
low-level strategies enables higher success in OOD scenarios than the baseline RT-1 model and a state-
of-the-art VLA.

8.4 Experiments

To understand the efficacy afforded by multiple strategies extracted and learned from the
offline data, we test whether our model enables more effective grasping in unseen scenar-
ios. We test this by manipulating objects that do not appear in the offline dataset and
require specific grasp strategies to succeed. We then test STEER’s ability to perform new
behaviors—requiring complex reasoning and reliable motor control. This is first demon-
strated by having a human expert create a plan for STEER, to show our design decisions
lead to composable primitives. We then leverage a VLM to automate the planning. We
aim to answer the following concrete questions through our experiments:

https://lauramsmith.github.io/steer
https://lauramsmith.github.io/steer
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1. Does learning multiple modes of behaviors used to solve a task improve the adapt-
ability of a robotic manipulation system to novel situations?

2. Can combining extracted skills from heterogeneous human demos enable new tasks?

3. To what degree can a state-of-the-art VLM plan orchestrate these skills autonomously?

8.4.1 Experimental Setup

Figure 8.4: (Sample initial conditions) for the
new object-grasping scenarios evaluated. (top left) a
kettle with a handle extending above it, (top right)
a potted plant, (bottom) 2/15 scenes for Fruit in

Clutter. The kettle should be grasped over top. In
order to avoid disturbing the plant, the flower pot
should be grasped around its body. Lastly, the fruits
should be grasped while avoiding knocking over the
other objects in the scene.

We use a mobile manipulator with a 7 DoF
arm, a two-fingered gripper, and a mobile
base, as used in RT-1 [7]. We target a
tabletop manipulation environment, where
objects on a counter need to be moved or
arranged according to natural language in-
struction. We use the multi-task (6 seman-
tic categories) demonstration dataset used
in RT-1 [7] (70K demonstrations) and the
dataset of grasping-only data featured in
MOO [286] (15K demonstrations). As we
discuss in Section 8.3, the exact architec-
tures of the low-level (System 1) and high-
level (System 2) components can vary, as
long as the high-level component can rea-
son over skills expressed in language. We
choose RT-1 [7] for our System 1 compo-
nent and Gemini 1.5 Pro [319] in VLM ex-
periments. Videos and setup details are
available at https://lauramsmith.github.io/steer.

8.4.2 Improving Test-Time Adaptability

Setup. One of our central hypotheses is that explicitly extracting, labeling, and training
expressive primitives from heterogeneous demonstrations affords our system with im-
proved robustness. When faced with unfamiliar situations at test time, we expect some
skills to generalize better or be more suitable than others. To test this, we present the
robot with three unseen object-grasping scenarios (sample initial conditions shown in Fig-
ure 8.4): a kettle with a handle extending above it, a potted plant, and grasping a fruit out
of clutter. We choose unseen test objects specifically to simulate challenging real-world
settings in which näıve grasping without a strategy is unlikely to succeed.

We first compare STEER against the baseline RT-1 [7] model, with the same architecture,

https://lauramsmith.github.io/steer
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trained on the same demo data as STEER, but with the original language instructions.
We condition STEER on the templated language it is trained on, with the grasp strategy
chosen by a human in these experiments. We condition RT-1 on the templated language
it is trained on, i.e. “pick ¡object¿”. For STEER and RT-1, we train with a 50/50 split
of the RT-1 and MOO datasets since MOO comprises diverse grasping-only data. We
then compare to OpenVLA [11], a model that fine-tunes a VLM [283] on robot data from
the Open X-Embodiment dataset [320]. The OXE dataset includes the same demo data
that RT-1 and STEER were trained on, in addition to data from various other robots and
tasks. This is meant to test whether fine-tuning a VLM on robot data is sufficient to elicit
the desired reasoning and downstream execution capabilities for these tasks as opposed
to explicit re-annotation and direction by a high-level module. We condition OpenVLA
on the same language, i.e., “pick orange flower pot without disturbing the plant” or “pick
apple while avoiding the other objects” that we also provide our VLM to sufficiently define
the task in Subsection 8.4.4.

Figure 8.5: (Grasp steerability) of
OpenVLA, RT-1, and STEER. We test
the steerability to grasp an object in dif-
ferent ways that would be appropriate for
different, unseen tasks, e.g., in order to
pour out of the Coke can, the robot should
grasp the can around its body. When
prompted to “Grasp the Coke can” from
the top (top row) versus the side (bot-
tom row), models without dense annota-
tion show no perceivable change, while our
densely labeled model adjusts its behav-
ior, enabling new downstream tasks.

Results. We report the success rates in Figure 8.3a.
RT-1 occasionally succeeds, but exhibits different
strategies and we observe that failures are often
caused by a sub-optimal approach. For example,
when approaching the potted plant without a di-
rect side grasp, the pot is prone to falling or grasp-
ing the plant leaves. OpenVLA performed similarly
to RT-1, demonstrating that additional web data
does not necessarily lead to sufficiently strong em-
bodied reasoning about how to grasp in a new sce-
nario where a particular approach is evidently nec-
essary. For example, we find that OpenVLA often
picks the potted plant up, but does not respect the
language instruction of picking up the flower pot
without disturbing the plant and grasps from above
around the plant leaves. We further test whether
it is possible with human guidance to steer RT-1
and OpenVLA to grasp differently through the same
language prompting as STEER. As shown in Fig-
ure 8.5, STEER clearly changes its grasp strategy
based on language prompting, whereas without re-
annotation, neither OpenVLA nor RT-1 adjusts its
behavior with more descriptive conditioning. This
highlights that decomposing the grasp strategies and exploiting the most suitable one as
we do in STEER is necessary in this case to coax a model to generalize correctly.
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8.4.3 Performing Novel Behaviors

Setup. Having demonstrated that STEER learns more flexible skill primitives, we study
how well we can engineer behavior for a new everyday task without collecting new demon-
strations or additional fine-tuning. To test this, we consider an everyday task, pouring,
that is out of the distribution of demonstrated tasks but should be achievable with the
motions that exist in the data. Pouring requires grasping the cup from the side, such
that the robot can easily tilt the cup once lifted—avoiding singularities or spilling onto
the robot—then setting the cup back down onto the table upright.

We perform an extensive evaluation on the pouring task, comparing against the best-
case version of each baseline and comparison. Each method exposes a different control
interface—for example, RT-1 is commanded with the natural language instructions it has
been trained on, while a BC policy conditioned on goal images is commanded by giving
images of the sub-goals required to reach the desired end state. For each method, if human
assistance is used, the human coaxes the model to perform the task by providing what
they deem to be the best command that method supports, in a closed-loop fashion. The
human is not allowed to move the objects or robot on their own, and a trial is halted if
the robot reaches an irrecoverable state (e.g. objects fall off the table). For this task, we
train RT-1 and STEER with a mixing ratio proportional to the respective dataset sizes
(roughly 85% RT-1 dataset 15% MOO dataset) as we are not testing generalization to
new objects, rather maneuvering seen objects in new ways. We compare to the following
4 baselines and prior methods:

1. RT-1 [7], which acts as our baseline set of action primitives given by the original
tasks in the datasets.

2. Language motions from RT-H [321], defined by narrating end-effector movement to
give language like move arm left and rotate arm right.

3. A goal-image conditioned variant of RT-1. This tests whether language is a better
abstraction than goal images. For this comparison, we first perform a demonstration
of the new task, then run a goal-image conditioned policy passing images from that
demonstration as subgoals at the granularity of our extracted skills.

4. OpenVLA [11], to compare to a state-of-the-art model pre-trained on web data and
fine-tuned on robot data.

Results. Human orchestration with a STEER policy achieves a 90% success rate on
pouring as compared to 70% with a policy trained with language motions from RT-H
(Figure 8.3b). In comparison, baseline RT-1 cannot complete the task because it is not
trained to reorient objects. Instead, it is trained to knock over objects and place objects
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upright. If the policy successfully places the cup back upright after knocking, though, we
consider the trial a half-success since knocking the cup onto the table is not a desirable
pouring motion. The goal image baseline, despite having demonstration subgoal images
from the same starting positions, fails to perform the task successfully. We observe that
the policy is brittle and appears to match the arm pose in the subgoals, rather than
manipulate the object state as prescribed by the goal image. OpenVLA, despite having
access to the same underlying robot demonstration data and VLM pre-training, does not
generalize to the new motion by stitching together the appropriate motions. Instead,
we observe that it often knocks over the cup. Despite the very dense language motion
instructions proposed by RT-H achieving a high success rate, orchestration is significantly
more cumbersome as it requires tight closed-loop guidance. This is evidenced by requiring
on average 15 instructions of the type “move arm forward and left” done in-the-loop as
opposed to 5 simple commands that can be executed open-loop by STEER (i.e., “grasp
pink cup from the side”, “lift pink cup”, “reorient the pink cup to be horizontal”, “reorient
the pink cup to be vertical”, “place the pink cup”).

8.4.4 VLM Orchestration

Now, we test whether a VLM can effectively select or sequence appropriate skills afforded
by STEER by reasoning about the context, in the visual observation and task description,
as well as the skills exposed through the API without any examples (i.e. 0-shot). For these
experiments, we compare to human orchestration of the same STEER policy as an upper
bound on the performance. For each trial, we query the VLM with the initial scene, task
description, and maintain the same system prompt.

Seen task, new scenarios. We see that the VLM successfully produces the same high-
level plans as the human expert very reliably for the grasping tasks. However, as shown
in Figure 8.3c we see that there is a degradation in end-to-end task performance compared
to human orchestration when executing the code produced by the VLM, and we analyze
these failures. For the kettle picking task, we note that the low-level policy appears to
be sensitive to the specific naming of objects. That is, the VLM often produced code
to grasp the ‘black and white kettle‘ from the top instead of grasping the ‘black and
white object‘ from the top, and with further analysis find that this instruction has a
noticeable degradation across all low-level language-conditioned policies. So, while the
VLM reasonably commands the policy to grasp from above, the low-level policy is less
reliable. We expect this to be improved with denser annotation or augmentation on
the entity-level, whereas STEER is concerned with the motion-level. For the Fruit in

Clutter grasping task, the VLM did not always command the appropriate action and we
suspect that similar object naming references (‘red apple’ instead of ‘apple’) impact the
low-level policy performance.
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Figure 8.6: (STEER solving a new complex manipulation task leveraging steerable low-level
skills)

Seen objects, new task. We observe that without any examples, the VLM correctly
identifies the grasp location to pour from the cup,in a manner that a human would perform
the task. It then recognizes that it must reorient it, then reorient it back in order to place
it back upright on the table. A common failure mode is that the VLM misunderstands
that 90 degree rotation does not invert the cup. However, this artifact luckily does not
affect performance on this task. The VLM succeeded in 6/10 trials for zero-shot pouring.

8.4.5 Additional Experiments

Self-improvement with in-context learning. For the pouring task, the VLM orches-
trated policy succeeded in 6/10 trials. We tested whether feeding the VLM-generated
programs that resulted in on-robot success as examples in the prompt would lead to a
higher success rate. Indeed, with the self-generated in-context examples, the newly gen-
erated programs succeeded in 8/10 trials for the same pouring task, improving upon the
6/10 in 0-shot. This only requires human labels for task success and no model fine-tuning.

Cup unstacking and flipping. We also test our ability to use STEER to perform
a longer-horizon task of unstacking and reorienting a cup upright, so as to be able to
dispense a drink. This task also requires grasping with intention for the future object
reorientation steps. We demonstrate that we can guide STEER to perform this new task
(see Figure 8.6).

8.5 Discussion

We presented STEER, a robotic system that can follow natural language instructions for
manipulation. Rather than collecting data for new tasks, STEER uses a novel method-
ology for relabeling existing data with flexible and composable manipulation primitives.
This relabeled data is used to train a small language-conditioned policy, which can be
controlled using either a high-level VLM agent or a human. STEER can be steered to per-
form specific manipulation tasks, which in conjunction with the commonsense-reasoning
afforded by a VLM agent can perform intelligent multi-step manipulation without ever
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collecting new data. We report that our simple recipe can outperform large, end-to-end
models like OpenVLA (despite using a 100× smaller model and data). Since the perfor-
mance of STEER is driven by our re-annotation of behavior modes, this suggests existing
robot datasets could also be re-annotated to produce more steerable action primitives,
with little changes to the model architecture and training pipelines. In the future, it
would be useful to scale up the discovery and labeling of dataset attributes, investigate
automatic relabeling, and more directly optimize annotations to maximize the high-level
agent’s skill composability.
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Chapter 9

Conclusion

In this thesis, we considered the problem of building robots that can autonomously nav-
igate real-world complexity by enabling them to continuously learn and adapt as they
encounter new, unseen situations. In Part I, we discussed practical challenges that pre-
clude scalable real-world learning: being able to operate without human supervision or
intervention, not relying on external sensors, and obtaining supervision for training. In
Part II, we pushed this paradigm further by learning complex motor skills in minutes
completely in the real world and provided perspectives on exploration designed for the
real-world challenges of efficiency, safety, and non-stationarity. Lastly, in Part III, we
looked towards more complex skills by incorporating priors: offline data or reasoning us-
ing foundation models. In this chapter, we will conclude by discussing takeaways from
this body of work, remaining limitations, and avenues for future work.

First, we will discuss some reflections from the primary results in training locomotion
skills in the real world. We began by demonstrating adaptation of motion imitation
skills, trained in simulation, using about an hour or two of autonomously collected real-
world data. The critical pieces introduced in this work were the abilities to autonomously
detect and then recover from failures and to train successfully in completely unstructured,
out-of-lab settings. These form the basic structure of a robot system that can almost fully
autonomously improve during deployment. With these tools, we knew it was possible to
have a legged robot learn high dimensional control from very noisy, real-world signals in
outdoor settings.

By delving further into the question of learning efficiency, we found that one of the largest
indicators of training speed is the exploration space. That is, having the robot find
the optimal solution starting from a completely unconstrained action space is extremely
expensive. Whereas, if the robot explores in the neighborhood of a good solution, learning
can happen extremely quickly. This allowed us to eliminate the need for simulated pre-
training to enable learning to walk completely from scratch in a few minutes, specifically
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because inducing a ‘good’ exploration space for simple walking is straightforward (see
Chapter 4 for more discussion on this topic). To lift the manually-defined constraints
on the robot’s exploration, we thus extended with an automated method in Chapter 5.
This offers another perspective on the work in Chapter 6 as a data-driven way to shape
exploration using offline data. This perspective is expanded upon in Chapter 7, i.e.,
training from scratch often completely fails but the inclusion of offline data very quickly
shapes the exploration, and as a result, allows for extremely efficient learning. We will
revisit this perspective on using prior data as a practical avenue to accelerate real-world
RL next in the context of other robot applications.

While these demonstrations provide evidence for the efficacy of real-world RL for physical
robot systems, they have been limited to learning locomotion skills. In what ways do these
insights transfer to other domains, such as robotic manipulation or driving? One common
thread is as mentioned above: that adapting to a real-world situation through practice
can be made very efficient if the exploration is ‘shaped’, making the real-world training
feasible. A possible response to this problem is to pre-train in simulation as in Chapter 2,
but simulating training for general robotic tasks is not as straightforward as for locomotion
skills. For example, generating training terrains—slopes, stairs, rugged terrain, gaps are
fairly simple to programmatically generate, and it is thus scalable. Additionally, rewards
are somewhat straightforward to define for locomotion tasks: imitating motion clips,
which admit a natural dense reward function, or using a velocity-based reward with many
pose or energy-based regularizers. In comparison, it is not nearly as straightforward to
programmatically generate millions of meaningful assets to make training environments
or define rewards for manipulation (see Chapter 3).

Therefore, another possible response that does not rely on simulation is in line with that of
Chapter 6: including mixed-quality prior data in this off-policy RL framework, which em-
pirically shapes early exploration and makes learning for the desired skill efficient enough
for real-world constraints. In Chapter 7, we argued that for robotics applications it is
often relatively easy to acquire some real-world data that is related to a desired task
and provided concrete examples for highly agile locomotion. It is quite straightforward
to extend this argument to other domains, and there are real-world results to demon-
strate this framework with appropriate ‘source controllers’. For example, Mendonca et al.
[322] demonstrate efficient learning of mobile manipulation skills in the real world with
RLPD by using simple scripted policies to collect initial exploratory data to bootstrap
off of, as well as multi-task learning to facilitate autonomous training. Stachowicz et al.
[323] demonstrate learning of fast driving policies via RLPD in various natural environ-
ments by bootstrapping off suboptimal human demonstrations. Luo et al. [324] offer a
comprehensive software package that extends RLPD for training real-world, vision-based
manipulation tasks, leveraging easy-to-provide human demonstrations. This work con-
tends with a problem that remains open for training more complex skills in the real world:
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reward supervision. In this case, with previously proposed formalisms for learning from
sparse human feedback. We believe that extending these works to learning from richer
feedback, such as human preferences as described in Chapter 3 could be a fruitful direction
for future work.

As we look toward realizing a future in which robots are capable of seamlessly integrating
into daily life, there remain many open challenges. In the following, We will discuss some
extensions of this work that would move us closer to this vision.

Towards general autonomous recovery A central argument of this thesis is that
to enable autonomous robot systems, they must be able to learn on their own. The
two fundamental requirements for this self-sufficiency in general are that robots must
not rely on specific, environmental instrumentation or constant human supervision. In
Chapter 2, we developed an agile recovery controller using simulation to enable a robot
to autonomously recover without environment engineering or humans in the loop. There
is preliminary evidence that this approach scales to more complex hardware such as hu-
manoids, i.e., that we can transfer robust recovery controllers from simulation to enable
greater autonomy for these legged robots. On the other hand, in manipulation applica-
tions, an approach to enable autonomous training is by defining a task graph, where the
robot simultaneously learns tasks that reset each other [111, 322, 325, 326]. In both these
cases, pre-training recovery controllers in simulation or pre-defining skills that reset each
other, human involvement is required and this scaffolding limits the space of failures that
a robot can recover from. Towards open-world deployment, a critical next step is tackling
autonomous recovery from unanticipated failures. Chapter 8 describes a system that uses
VLMs to perform reasoning in order to perform new, situationally-aware behaviors by
guiding a language-conditioned manipulation policy. Such frameworks offer a promising
foundation for enabling autonomous recovery in open-world situations.

Towards lifelong learning systems Much of this thesis described learning systems
that learn “in real time”. There has been this emphasis on efficiency because in real-world
situations, it is important to adapt to the situation at hand in a reasonable amount of time
as humans do when faced with new situations. However, humans also continuously get
better over much longer time scales, i.e., over multiple hours, weeks, years, as a result of
these learning experiences. Being able to continually learn is a critical piece of a practical
robot system deployed in the world. In Chapter 5, we took a step in this direction;
however, there are several axes that are underexplored. In particular, robots should not
only be able to adapt a single skill to changing dynamics, but also continue to pick up
multiple new skills, recall quickly how to perform in settings they have already learned in
before, and become more efficient at learning over time.
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Towards adapting generalist, robot foundation models Another limitation of the
methods described in this thesis is that, for the most part, the robot is learning single
tasks. Ultimately, generalist robots that can be deployed in open-world environments must
have an architecture that supports flexible task specification and the ability to express
a multitude of robot behaviors. Vision-language-action (VLA) models offer a promising
architecture for this. We believe a fruitful future direction is leveraging VLAs as the
base foundation and to explore how to imbue them with the ability to learn quickly from
online, real-world experiences when deployed. VLAs are still nascent, though, so the most
effective training mechanism for online learning remains unclear. However, due to their
ability to perform reasoning, there are many possible avenues for exciting future work in
this direction.
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Chapter 10

Appendix

10.1 State Entropy Estimator

To approximate state entropy, we employ the simplified version of particle-based entropy
estimator [144, 145]. Specifically, let s be a random variable with a probability density
function p whose support is a set S ⊂ Rq. Then its differential entropy is given as
H(s) = −Es∼p(s)[log p(s)]. When the distribution p is not available, this quantity can
be estimated given N i.i.d realizations of {si}Ni=1 [144]. However, since it is difficult to
estimate p with high-dimensional data, particle-based k-nearest neighbors (k-NN) entropy
estimator [145] can be employed:

Ĥ(s) = 1

N

N∑
i=1

log
N · ||si − ski ||

q
2 · π̂

q
2

k · Γ( q
2
+ 1)

+ Ck (10.1)

∝ 1

N

N∑
i=1

log ||si − ski ||2, (10.2)

where π̂ is the ratio of a circle’s circumference to its diameter, ski is the k-NN of si within
a set {si}Ni=1, Ck = log k − Ψ(k) a bias correction term, Ψ the digamma function, Γ the
gamma function, q the dimension of s, and the transition from (10.1) to (10.2) always
holds for q > 0. Then, from Equation 10.2, we define the intrinsic reward of the current
state st as follows:

rint(st) := log
(∥∥st − skt

∥∥)
10.2 Experimental Details

Training details . For our method, we use the publicly released implementation repos-
itory of the SAC algorithm (https://github.com/denisyarats/pytorch_sac) with a

https://github.com/denisyarats/pytorch_sac
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Hyperparameter Value Hyperparameter Value

Initial temperature 0.1 Hidden units per each layer 1024 (DMControl), 256 (Meta-world)
Learning rate 0.0003 (Meta-world), 0.001 (cheetah) Batch Size 1024 (DMControl), 512 (Meta-world)

0.0001 (qauadruped), 0.0005 (walker) Optimizer Adam [75]
Critic target update freq 2 Critic EMA τ 0.005
(β1, β2) (.9, .999) Discount γ .99

Table 10.1: Hyperparameters of the SAC algorithm. Most hyperparameters values are unchanged across
environments with the exception for learning rate.

Hyperparameter Value Hyperparameter Value

GAE parameter λ 0.92 Hidden units per each layer 1024 (DMControl), 256 (Meta-world)
Learning rate 0.0003 (Meta-world), 0.0001 (quadruped) Batch Size 512 (cheetah), 128 (Otherwise)

5e−5 (quadruped, Walker) # of timesteprs per rollout 100 (cheetah, Walker), 500 (quadruped)
# of environments per worker 16 (quadruped, cheetah), 32 (Walker) PPO clip range 0.2
Entropy bonus 0.0 Discount γ .99

Table 10.2: Hyperparameters of the PPO algorithm. Most hyperparameters values are unchanged across
environments with the exception for learning rate.

full list of hyperparameters in Table 10.1. On the DMControl environments, we use
segments of length 50 and a frequency of teacher feedback of 20K timesteps, which cor-
responds to roughly 20 episodes. We choose the number of queries per feedback session
M = 140, 70, 40 for the maximum budget of 1400, 700, 400 on Walker and Cheetah, and
choose M = 70, 35, 20 for the maximum budget of 1400, 700, 400 on Quadruped. For
Meta-world, we use segments of length 10 and set M = 64, K = 2400 for the maximum
budget of 2500, 5000, and 10000 on Drawer Close, Window Open, Door Open, and Button
Press and M = 128, K = 4800 for maximum budget of 25000, 50000 on Sweep Into and
Drawer Open.

For preference PPO, we use the publicly released implementation repository of the PPO al-
gorithm (https://github.com/DLR-RM/stable-baselines3) with a full list of hyperpa-
rameters in Table 10.2. We choose the number of queries per feedback sessionM = 70, 45
for the maximum budget of 2100, 1400 on the DMControl environments. For the reward
model, we use same setups for our method. For Meta-world, we use segments of length
10 and set M = 256, K = 2400 for all environments and budgets of feedback.

Reward model For the reward model, we use a three-layer neural network with 256
hidden units each, using leaky ReLUs. To improve the stability in reward learning, we
use an ensemble of three reward models, and bound the output using tanh function.
Each model is trained by optimizing the cross-entropy loss defined in (3.4) using ADAM

https://github.com/DLR-RM/stable-baselines3


CHAPTER 10. APPENDIX 121

learning rule [75] with the initial learning rate of 0.0003.

Environments We follow the standard evaluation protocol for the benchmark loco-
motion tasks from DMControl. The Meta-world single-task benchmark involves training
and testing on a single instantiation (fixed reset and goal) of the task. To constitute a
more realistic single-task manipulation setting, we randomize the reset and goal positions
in all our experiments. We also use new reward function, which are nicely normalized and
make the tasks stable.

10.3 Effects of Sampling Schemes

Figures 10.1 and 10.2 show the learning curves of PEBBLE with various sampling schemes.
For Quadruped, we find that the uncertainty-based sampling schemes (using ensemble dis-
agreement or entropy) are superior to the naive uniform sampling scheme. However, they
did not lead to extra gains on relatively simple environments, like Walker and Cheetah,
similar to observations from Ibarz et al. [125]. Similarly, on the robotic manipulation
tasks, we find little difference in performance for simpler tasks (Drawer Close, Window
Open). However, we find that the uncertainty-based sampling schemes generally fare
better on the other environments.
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Figure 10.1: (Locomotion sampling ablations) Learning curves of PEBBLE with 1400 pieces of
feedback by varying sampling schemes. The solid line and shaded regions represent the mean and standard
deviation, respectively, across ten runs.

10.4 Examples of Selected Queries

Figure 10.3, 10.4 and 10.5 show some examples from the selected queries to teach the
agents.
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Figure 10.2: (Meta-world sampling ablations) Learning curves of PEBBLE with various sampling
schemes on the Meta-world tasks. The solid line and shaded regions represent the mean and standard
deviation, respectively, across ten runs.



CHAPTER 10. APPENDIX 123

(a) Clock-wise windmill (b) Counter clock-wise windmill

Figure 10.3: (Examples from the selected queries to teach the Cart agent)
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(a) Waving left front leg (b) Waving right front leg

Figure 10.4: (Examples from the selected queries to teach the Quadruped agent)
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(a) Query example 1 (b) Query example 2

Figure 10.5: (Examples from the selected queries to teach the Hopper agent)
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10.5 Detailed Experiments

10.5.1 Sparse Adroit

Full Results Here we present the full results for Sparse Adroit, including LayerNorm
and environment-specific design choice ablations.
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Figure 10.6: (Full Adroit results)

We see that LayerNorm greatly reduces variance on the Pen and Door environments, how-
ever slightly harms mean performance on Relocate. Taken together however, LayerNorm
is still a vital ingredient for reliable performance on this domain.

10.5.2 AntMaze

Full Results Here we present the full results for AntMaze, including LayerNorm and
environment-specific design choice ablations.
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Figure 10.7: (Full AntMaze results)

We see that our recommended design choices are vital for strong performance on the
harder Large tasks, and furthermore see that using deeper 3-layer networks seems to help
stability across all tasks. As we see, the best design choices on the Large environments
are also optimal for the Umaze and Medium environments.
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Gradient Steps per Environment Step Ablations We see LayerNorm is incredibly
effective in a setting whereby we perform a single gradient update per time-step in Fig-
ure 10.8. This may be required for learning on real robots, where computational efficiency
is important.
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Figure 10.8: (SAC with and without Layer Normalization)

In Figure 10.9, we see the impact of increasing the number of gradient steps per time-step.
As we see, both sample efficiency stability improves greatly.
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Figure 10.9: (RLPD v.s. SAC + LN + Offline Data)
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Full IQL comparison Here we compare to IQL + Finetuning. We show pre-training
gradient steps on IQL as negative indices in the x-axis. As we see in Figure 10.10, despite
IQL learning a strong initialization, it struggles to improve beyond this. In comparison,
RLPD is able to quickly match, then greatly exceed IQL.
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Figure 10.10: (RLPD v.s. IQL + Finetuning) We show offline pre-training steps for IQL using
negative indices.

10.5.3 D4RL Locomotion

Full Results Here we present the full results for D4RL Locomotion, including Layer-
Norm and baselines. We emphasize that these tasks are not necessarily a good use case
for online learning with offline datasets, as the tasks can be solved relatively quickly with
purely online approaches, and there is no inherent difficulty regarding exploration.
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Figure 10.11: (D4RL Ablations)

The impact of LayerNorm is not so clear cut in Figure 10.11; this is to be expected as
online approaches already achieve strong results in this domain. Notably, we see strong
performance compared to baselines in the medium-expert domains.
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Figure 10.12: (D4RL Ablation on Expert Data)

We also test on the narrow Expert dataset, not tested by [215]. In Figure 10.12 we see
LayerNorm can marginally help both sample efficiency, and asymptotic performance.

10.5.4 V-D4RL Locomotion

Full Results Here we present the full results for V-D4RL Locomotion, including Lay-
erNorm and environment-specific design choice ablations.
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Figure 10.13: (VD4RL Ablations)

As we see, LayerNorm helps significantly in the Walker and Humanoid environments. We
also see the positive impact of our recommended design choices in the complex Humanoid
domain.
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10.6 Experimental Details

10.6.1 Further Environment Details

(a) The Sparse Adroit Domain. Pen, Door and Relocate tasks respectively.

(b) The AntMaze Domain. Umaze, Medium and Large tasks respectively.

(c) The V-D4RL Domain. Walker Walk, Cheetah Run and Humanoid Walk respectively.

Figure 10.14: (Experimental environment visualization)

We provide further details about the key domains we evaluate on. In Figure 10.14 we
provide visualizations of the environments.

Sparse Adroit In these tasks, reward is a binary variable that indicates whether the
task has been completed successfully or not. In prior work [210, 221], it is common
to see success rate used as the metric, which simply determines if the task has been
completed in any time step. However Kostrikov et al. [216] use a more challenging metric
that involves speed of completion. Concretely, return is calculated as the percentage of
the total timesteps in which the task is considered solved (note that there are no early
terminations). For example, in the ‘Pen’ task, where the horizon is 100 timesteps, if a
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policy achieves a Normalized Score of 80, that means in 80 timesteps, the task is considered
solved. This effectively means that the policy was able to solve the task in 20 timesteps.
At each evaluation, we perform 100 trials.

D4RL: AntMaze In these tasks, reward is a binary variable that indicates whether
the agent has reached the goal. Upon reaching the goal, the episode terminates. The
normalized return is therefore the proportion of evaluation trials that were successful.
We follow prior work, and perform 100 trials, and measure Normalized Return as the
percentage of successful trials.
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10.6.2 Hyperparameters

Here we list the hyperparameters for RLPD in Table 10.3, and the environment-specific
hyperparameters in Table 10.4.

Table 10.3: RLPD hyperparameters.

Parameter Value
Online batch size 128
Offline batch size 128
Discount (γ) 0.99
Optimizer Adam
Learning rate 3× 10−4

Ensemble size (E) 10
Critic EMA weight (ρ) 0.005
Gradient Steps (State Based) (G or UTD) 20
Network Width 256 Units
Initial Entropy Temperature (α) 1.0
Target Entropy − dim(A)/2

Pixel-Based Hyperparameters

Action repeat 2
Observation size [64, 64]
Image shift amount 4

Table 10.4: Environment specific hyperparameters.

Environment CDQ Entropy Backups MLP Architecture
Locomotion True True 2 Layer
AntMaze False False 3 Layer
Adroit True False 3 Layer
DMC (Pixels) False False 2 Layer
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10.6.3 Experimental Details

10.6.3.1 Further Environment Details

Observations We define the state st to be the 2D Cartesian heading to the goal in the
global frame, plus a three-step history of the following features: root roll and pitch, roll
and pitch velocity, joint angles, root displacement, and previous actions. Additionally,
the bipedal navigation policy receives 3D vectors representing its root x and z axes in the
global frame. Roll and pitch, root displacement, goal heading, and the axis orientations
come from a motion capture system. Root displacement is a 3D Cartesian vector, the
position of the robot’s torso relative to its position at the beginning of the episode. Roll
and pitch velocity come from the robot’s internal IMU. For the hurdling policy, the goal
in the goal heading is the middle of the next hurdle. When the robot’s root position is
40cm past one hurdle, the goal heading begins pointing to the next hurdle.

Actions The actions are position targets for the 12 joints of the robot. The policy
outputs offset o for each joint from a nominal pose, which for each leg is p = [0.0, 0.9,−1.8],
at a frequency of 20Hz. We define a range for the offsets so as to obey joint limits as
follows: omin = [−0.6,−1.2,−1.2], omax = [0.6, 1.2, 1.2], for each leg. We use a position
controller to compute the torques to be applied τ = Kp(q

∗−q)−Kd · q̇, where q∗ and q are
the desired and current joint positions, respectively, and q̇ represents the joint velocities.
Kp and Kd are the gains and damping for the motors. We find the values for Kp and
Kd to be important in learning our tasks, and set them to Kp = 60 and Kd = 3.0. We
smooth the actions from the policy using a low-pass Butterworth filter with frequency
cutoff = 4.0.

Jumping Task We give all details necessary to reproduce our jumping results. First,
we detail how we obtained the source policy, then how our task is implemented.

Training the source policy. The jumping source policy is trained to imitate a reference
motion clip using the RL framework proposed by [57]. Given a reference motion M
comprising a sequence of poses, the policy is trained to imitate the motion using a reward
function that encourages tracking the target poses at each timestep (see Table 10.6).
The state st contains a history of 3 timesteps for each of the following features: root
orientation, joint angles, and previous actions. The policy also receives a goal gt, which
comprises the target poses (root position, root rotation, and joint angles) calculated from
the reference motion for future timesteps. In our experiments, we use 4 future target
poses, the latest of which is a target for approximately 1 second ahead of the current
timestep. We adopt the reward function from [57], where the reward rt at each timestep
is calculated according to:

rt =
∑
i

wirit (10.3)
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Figure 10.15: (Distribution of training goals) (Left) We visualize the bipedal navigation task, where
each colored dot is a sample from the goal distribution we defined. The small dotted circle corresponds
to a radius of 1m and the larger circle corresponds to a radius of 2m.

with w’s and r’s listed in Table 10.5.

Reward Formula Weight Explanation

Joint pose exp
[
−5

∑
j ||q

j
ref − q

j
robot||2

]
0.5 qj = 1D local rotation of joint j

Joint velocity exp
[
−0.1

∑
j ||q̇

j
ref − q̇

j
robot||2

]
0.05

Root pose exp [−20||xroot
ref − xroot

robot||2 − 10||qroot
ref − qroot

robot||2] 0.15 xroot = root’s global position, qroot = root’s rotation
Root velocity exp [−2||ẋroot

ref − ẋroot
robot||2 − 0.2||q̇root

ref − q̇root
robot||2] 0.1

End effector exp [−40
∑

e ||xeref − xerobot||2] 0.2 xe = robot-relative 3D position of end effector e

Table 10.5: Reward terms encouraging tracking a jumping reference motion, from [57].

Our task. Jump consecutively over 20cm wide, 1cm tall ‘hurdles’ that are spaced uni-
formly at random between 1.6 and 2.6 meters apart (see Figure 10.15). As such, the
robot should run up to each hurdle to jump over it, then land while continuing to run in
order to execute the next jump at the right time. We design our reward function with
minimal shaping, so as to ensure that it is amenable to adapt to other environments. To
ensure that it jumps over the hurdles, we design the reward function to be non-negative
and terminate the episode on contact with the hurdle. The reward rt at each timestep is
calculated according to Equation 10.3 with w’s and r’s listed in Table 10.6.
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Reward Formula Weight Explanation

Forward 1 if vx > 0.5 else 0.007 0.7 Move toward the next hurdle
Orientation exp [−2||qroot||] 0.05 Stay upright and pointing forward
Joint velocity exp [−0.1||q̇joints||] 0.15 Use smoother motions
Hurdle count [hurdles passed] 0.1 Bonus for clearing each hurdle

Table 10.6: Exact definition of each of the reward terms used in our overall jumping reward function
defined in Equation 10.3.

Bipedal Navigation Task Now we give all details necessary to reproduce our bipedal
navigation policy.

Training the source policy. We define a goal-conditioned navigation task in which the
robot must acquire the agility to get up on its hind legs and walk to a desired location
while maintaining balance. As such, we first train a policy just to get up onto its hind legs
by training from scratch with a reward function that sums two terms: (i) rupright, a term
to make the body perpendicular to the ground and (ii) rmax height a term to maximize the
height of the robot’s CoM. For rupright, we first get the robot’s forward vector vforward by
rotating [1, 0, 0] by the robot’s orientation. We then compute the cosine distance

cos dist = v⊤forward[0, 0, 1].

Lastly, we normalize to be between 0 and 1:

rupright = (0.5 · cos dist+ 0.5)2. (10.4)

To encourage the robot to lift itself up, we define

rmax height = exp(root height)− 1, (10.5)

so a height of 0 would correspond to 0 reward and increase with the height exponentially
thereafter. The final reward is

rstand = rupright + rmax height (10.6)

We terminate the episode if any part of the robot other than its feet touch the ground.

Our task. We sample goals uniformly at random along the perimeter of a circle, whose
radius is sampled from an exponential distribution with mean 3/2, so as to train the
robot to walk to a wide variety of goal locations (see left of Figure 10.15). The reward
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function is a combination of the standing reward and a simple forward locomotion reward.
Specifically, we define the reward to be

rstandt · (1 + rfacingt + rdistancet ). (10.7)

where rfacingt follows Equation 10.4, where cos dist is computed between the robot’s
down vector and its global displacement to the goal. Intuitively, this encourages the
robot’s belly to point directly at the goal (or for it to face the goal). Finally, the distance
reward encourages progress towards the goal:

rdistancet =


1, if curr distance ≤ .01

.5, if curr distance < prev distance

0, otherwise.

where curr distance is the l2 distance from the robot to the goal, and prev distance

is that from the previous timestep.

Transfer to New Environments The target sim environments that we construct to
study shifts in dynamics are:

(i) Bumpy: We generate a random heightfield with a maximum height of 5 centimeters.
The robot is reset in random positions on the terrain.

(ii) Icy: We modify the lateral friction coefficient to 0.4.

(iii) Weakened: We attempt to simulate real-world stochastic motor performance dy-
namics by randomly weakening legs and shifting motor temperatures.

(iv) Sloped: We place the robot next to and point it towards an 8-degree incline.

(v) Gravity: We simulate low-gravity environments by modifying the gravity to 3.7
m/s2. We found that the gravity on the moon (1.62 m/s2) was not amenable to the
jumping task, so we raised it so as to allow the robot to eventually settle.

Since for some of the domains, the task only makes sense for certain goals, we do not
randomly sample goals for the dynamics fine-tuning task. For example, to contend with
the dynamics shift imposed by the incline, the goal needs to be placed on the hill.

10.6.3.2 Training

We use the open-sourced JAX implementation of the DroQ algorithm (https://github.
com/ikostrikov/walk_in_the_park) with a full list of hyperparameters in Table 10.7.

https://github.com/ikostrikov/walk_in_the_park
https://github.com/ikostrikov/walk_in_the_park
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Parameter Value

Batch size 256
Discount (γ) 0.99
Optimizer Adam
Learning rate 3× 10−4

Critic EMA weight (ρ) 0.005
UTD ratio 20
Network Width 256 Units
Network Depth 2 Layers
Initial Entropy Temperature (α) 1.0
Target Entropy − dim(A)/2

TWiRL Hyperparameters

Source sampling ratio (ϕ) 0.5

Table 10.7: Hyperparameters shared for training source policies with DroQ and for transferring with Al-
gorithm 7.
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(a) Adapting the bipedal navigation policy to the 5 target environments.
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(b) Adapting the jumping policy to the 5 target environments.

Figure 10.16: (Full dynamics adaptation results) Individual learning curves for every task and target
environment combination.

10.6.4 Detailed Experiments

10.6.4.1 Full results

We present all learning curves for evaluating TWiRL’s ability to facilitate transfer to
different environments in Figure 10.16. We see that in every case except for adapting
the jumping policy to the sloped environment, vanilla TWiRL successfully learns a policy
that works in the new environment. Again, we emphasize that vanilla TWiRL does not
start with a pre-trained policy, we simply start with the replay from πsrc. We see that
by transferring the weights works robustly in every case. Lastly, we also emphasize that
incorporating the data from the source policy is essential, as we see that training from
the pre-trained policy with only data collected in the new environment trains significantly
slower than either variant of our method.

10.6.4.2 Ablations

In this section, we conduct a series of ablation studies to evaluate how different design
decisions affect the performance of our method. Our focus is on two axes, (i) how much
does incorporating data from the source policy during training affect learning and (ii)
whether using a sample efficient, or using a high update-to-data ratio, algorithm to effi-
ciently incorporate the data matters. For these experiments, we use dynamics transfer as
our goal with a budget of 100k samples for fine-tuning as we can then test multiple target
environments.

Data ablation Our method updates the policy πθ using data from both the offline
source buffer Dsrc and an online replay buffer Dtarget with a fixed ratio ϕ, with the pro-
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Figure 10.17: (Effect of using data from πsrc)
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Figure 10.18: (Effects of using high UTD algorithms for incorporating off-policy data) We find
that using an UTD ratio > 1 is important for stable learning particularly when learning the jumping
policies in a new environment.

cedure defined in Algorithm 7. Here we test 4 ratio options: [0, 0.25, 0.5, 0.75], where
0 indicates that we only sample data from the online replay buffer, meaning we do not
incorporate the source policy data at all. ϕ = 0.5, which we end up using in our main
experiments, indicates we sample half the data from the offline buffer and the other half
from the online buffer. Results are shown in 10.17. Intuitively, discarding the pre-training
data and sampling entirely from the online experience (corresponding to ϕ = 0) should
allow the agent to most accurately fit to the test environment, as its models do not need
to fit to heterogeneous data. However, at the start of fine-tuning as the model needs to
adapt to data from a different distribution with such little data, we observe this to be
very unstable. By incorporate the source buffer, the off-policy RL algorithm exploits the
inherent similarities between the source and target environment to improve the policy
update. The result shows that higher usage of data from source buffer does not lead to
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higher result since the lack of data from current environment can prohibit the algorithm
to understand the property of the target environment, ϕ = 0.5 result with the best per-
formance in most cases. The result also shows that the improvement by incorporating
pre-training dataset differs between target environments, some can greatly improve the
fine-tuning outcome e.g. icy, weakened, while the progress is limited for some environ-
ments. Our assumption is that the difference between the source and target environment
can affects the result. We leave the investigation of how to measure the similarity between
environment to future work.



144

Bibliography

[1] Dean A. Pomerleau. Alvinn: An autonomous land vehicle in a neural network. In
D. Touretzky, editor, Advances in Neural Information Processing Systems, volume 1.
Morgan-Kaufmann, 1988. URL https://proceedings.neurips.cc/paper/1988/

file/812b4ba287f5ee0bc9d43bbf5bbe87fb-Paper.pdf. 1

[2] Yann LeCun, Urs Muller, Jan Ben, Eric Cosatto, and Beat Flepp. Off-
road obstacle avoidance through end-to-end learning. In Advances in Neu-
ral Information Processing Systems 18 [Neural Information Processing Systems,
NIPS 2005, December 5-8, 2005, Vancouver, British Columbia, Canada], pages
739–746, 2005. URL https://proceedings.neurips.cc/paper/2005/hash/

fdf1bc5669e8ff5ba45d02fded729feb-Abstract.html.

[3] Mariusz Bojarski, Davide Del Testa, Daniel Dworakowski, Bernhard Firner, Beat
Flepp, Prasoon Goyal, Lawrence D. Jackel, Mathew Monfort, Urs Muller, Jiakai
Zhang, Xin Zhang, Jake Zhao, and Karol Zieba. End to end learning for self-driving
cars. CoRR, abs/1604.07316, 2016. URL http://arxiv.org/abs/1604.07316.

[4] Felipe Codevilla, Eder Santana, Antonio M. López, and Adrien Gaidon. Exploring
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