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Abstract

On Unsupervised Object-Centric Representation Learning: Advantages and Shortcomings

by

Yarden Goraly

Master of Science in Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Claire Tomlin, Chair

Unsupervised object-centric representation learning is an active area of research with promis-
ing applications to robotics and computer vision. These models go beyond the ability to
segment objects in a scene. The goal is for these models to develop a disentangled internal
representation of objects in latent space. Some models can even encode specific interpretable
properties of these objects, such as position, size and shape, in the latent space. In this work,
we review the current literature and history of unsupervised object-centric learning and eval-
uate the impact of each model and how they compare to human perception. We then look at
the current theory related to object-centric latent disentanglement and suggest avenues for
future research. Finally, we look into a few novel experiments that improve the segmentation
performance of these methods and solve sim-to-real problems. We found that it is possible to
improve segmentation performance of unsupervised object-centric models using knowledge
distillation while retaining latent encoding of object properties. We also uncover unique
ways in which the type of dataset can affect reconstruction quality for real and synthetic
inputs.
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Chapter 1

Introduction and Motivation

For many years, one of the most enticing goals in robotics has been the general home robot,
capable of doing everything around the house, from washing the dishes to doing the laundry
[9]. While we are still far from that reality, robots in real-world environments capable of
performing general tasks must have the ability to interact with diverse objects. Later in
this chapter we will discuss what researchers in neuroscience and psychology currently know
about object-centric representations in animals. While researchers in machine learning are
often inspired by biology [22, 37, 2, 10, 35], it is important to distinguish between ideas
that mirror biology or if they are merely inspired in principle. Nevertheless, authors of
unsupervised object-centric papers often claim inspiration from biology [34, 7, 36, 33, 30].
In this chapter, we will explore the current literature on object-centric representations in
animals and then in the machine learning literature. We will compare and contrast what
we know about these two approaches in order to better understand the extent to which
object-centric methods in machine learning are similar to biology.

1.1 Object-Centric Perception in Animals

We live in an object-centric world. Everything we perceive, name, and categorize has to do
with objects. This gives us a good opportunity to test how nature solved the object-centric
problem in animals. Much research in psychology and neuroscience attempts to do exactly
this. A particularly interesting question is the extent to which object-centric perception is
innate versus learned. To answer this, we can look into the work of Elizabeth Spelke, who
is one of the leading researchers in cognitive psychology who works on object perception in
animals and humans. Her book, What Babies Know [31] contains a great summary of the
recent literature in object-centric psychology. One of her hypotheses is that animals have a
partially innate ability to perceive the world in terms of objects. This would have signifi-
cant implications if true, as this shows that much of how animals observe and interact with
objects is not learned at all, but rather built into their cognition. We will next investigate
some experiments that attempt to answer this question.

Scientists had discovered that chicks are a valuable animal for testing perception immedi-
ately after birth because of their immediate displays of object permanence. The standard
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experiment using chicks involves a technique called ”imprinting” [15, 16]. In standard prac-
tice, imprinting involves making the chicks see a singular object at birth, with the ability to
walk around and interact with it. The researchers can then perform perception experiments
based on the behavior of the chicks. A convenient fact is that chicks naturally gravitate to
the first thing they see from birth [29], which allows for many interesting experiments that
test a chick’s ability to locate an object. A particularly interesting study in this realm was
done by [6]. In this work, the authors performed a variant on a common method for testing
perception in young animals. Instead of the imprinting method described above, the authors
had the chicks live their first two days of life in complete darkness. Then, they allowed
the chicks to see the object for the first time from afar. The object would move around
behind two panels, but the chicks could not interact with it. Then the researchers would
turn off the lights and put the object behind one of the panels, leaning the panels so that
one of them leans on the object while the other is in an impossible position had the object
been there. Then the researchers see which side the chicks gravitate towards. The results
of the study show that chicks were able to predict the panel under which the object was
hiding. These results are incredibly insightful because they show that chicks might have an
understanding of the physical properties of objects even having never interacted with one.
More research is required in this area, but this result shows that there is value in exploring
perception systems that enforce object-centric representations through inductive biases with
the hope of increased generalizability. Object-centric methods in machine learning attempt
something similar to this by forcing an interpretable latent space that encodes the objects
separately, but they still require much more data than animals. It’s worth noting the animals
also have other sensory inputs that contribute to perception such as sensorimotor, depth,
etc, which are largely absent from current object-centric approaches. Thus we have to be
careful when saying that object-centric methods are inspired by biology, because in reality
these mechanisms are very different.

1.2 What is Unsupervised Object-Centric Learning?

The goal of unsupervised object-centric learning is to build a representation of objects within
a latent space for downstream tasks, such as segmentation and inference. The unifying factor
behind object-centric models is that they aim to create a latent space via an autoencoder
framework that has inductive biases conducive to scenes with objects. In particular, these
models aim to disentangle the latent space, leading to an interpretable internal representation
of objects within the model. Having a rich representation of objects has numerous potential
benefits, especially in the field of robotics. For instance, search and rescue missions require
an agent to navigate an unknown environment while potentially interacting with objects to
find a target. In this situation, supervised methods might suffer since novel situations may
generalize poorly to out-of-distribution inputs. In addition, this rich understanding of ob-
jects could allow the robot to generalize better by being able to predict the properties that
objects have. Lastly, unsupervised object-centric models do not require any labeled data, so
training can be very cheap. While the field is still in its infancy, the object-centric nature of
the real world suggests that robots and perceptual systems will likely require robust internal
representations of objects in order to achieve full generality.
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Chapter 2

Preliminaries

2.1 Variational Autoencoders

Below is a relatively formal introduction to variational autoencoders (VAEs). Many of the
common tutorials on VAEs are not precise, so this section offers motivation to some of the
mathematical objects present in the object-centric literature. For a more approachable tu-
torial, reference [8, 25].

Variational autoencoders are a cornerstone of many object-centric learning models [17, 32,
11, 3, 13]. VAEs come from a technique in statistics known as Variational Inference (VI).
We will introduce VAEs in the context of classical VI. We set up our problem using a la-
tent variable model. Let Ω = Z × X be an outcome space, where Z = Rk×d is the latent
space and X = Rh×w is the set of images of dimension (h,w). F is a σ-algebra on Ω, and
P : F → [0, 1] is a probability function. We define a complete probability space (Ω,F , P )
in which observations x : Ω → Rh×w and latents z : Ω → Rk×d are random variables on
(Ω,F , P ). Here P is a probability measure over (Ω,F). In addition, we usually assume a
gaussian prior on Z. Now we can relate Pθ to its density: Pθ((z, x) ∈ G) =

∫
G
pθ(x, z)dzdx

for some event G ∈ F .

In this framework, the aim in VI is to compute pθ(z|x) = pθ(z, x)/pθ(x). However, computing
the normalizing factor, pθ(x) =

∫
pθ(x, z)dz is intractable in practice (because it would

require integrating along an infinitely large set). Thus, variational methods get around this
problem by approximating the posterior, pθ(x) using qψ(z) defined as the following [25]:

qψ = arg min
qψ∈Q

DKL (qψ(z) ∥ pθ(z | x)) (1)

Here Q is the family of approximating distribution. The term ”variational” comes from the
fact that we are minimizing over functions, namely distributions q. An interesting connec-
tion is that this exact concept has roots in the calculus of variations, in which first-order
perturbations of a cost function are minimized via a differential equation.

VAEs are a technique for finding q by jointly optimizing qψ(z|x) and pθ(x|z). To see how we
can do that we start with writing the objective more explicity:
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DKL(qψ(z) || pθ(z |x) = Eqψ(z)[log qψ(z)− log pθ(z |x)] (2)

This is the definition of KL divergence. We can use Bayes rule to get:

D [qψ(z) ∥ pθ(z | x)] = Eqψ(z) [log qψ(z)− log pθ(x | z)− log pθ(z)] + log pθ(x) (3)

Here log pθ(x) comes out of the expectation since it doesn’t depend on z. We can negate
rearrange the equation into the following form:

log pψ(x)−D [qψ(z) ∥ pθ(z | x)] = Eqψ(z) [log pθ(x | z)]−D [qψ(z) ∥ pθ(z)] (4)

Since qψ is free to be anything we want, it makes sense for it to be conditioned on x so it
can better approximate pθ(z | x) as conditioning improves the approximation of the true
posterior. Thus we get the following equation:

log pθ(x)−D [qψ(z | x) ∥ pθ(z | x)] = Eqψ(z) [log pθ(x | z)]−D [qψ(z | x) ∥ pθ(z)] (5)

Since we negated (3), the goal of the VAE is to maximize this objective. Note that this is ex-
actly the Evidence Lower-Bound (ELBO), which is a statistical bound for the quantity pθ(x).
Thus, maximizing the VAE objective is equivalent to maximizing the ELBO. Intuitively, in
the LHS of (5), maximizing pψ(x) means our model is more likely to product training sam-
ples, and minimizing D [qψ(z | x) ∥ pθ(z | x)] means that qψ(z | x) is a good approximation
of pθ(z | x), as desired. However, both these metrics are intractable. Luckily, the RHS of
(5) is something we can optimize through stochastic gradient descent given that we choose
qψ to be differentiable. In VAEs, we usually choose q ∼ N (µψ,

∑
ψ) where µψ and

∑
ψ are

learned. We can think of qψ(z | x) as an encoder and pθ(x | z) as a decoder, which inspires
many of the VAE-based models we will look at in the next chapter.

2.2 β-VAE

β-VAE is a modification of the standard VAE that introduces a tunable hyperparameter, β,
to the standard VAE objective [14]:

L(θ, ψ;x, z, β) = Eqψ(z|x) [log pθ(x | z)]− β DKL (qψ(z | x) ∥ p(z)) (6)

When β = 1, this is equivalent to the standard VAE, but it having β > 1 puts extra pressure
on the posterior qψ(z | x) to match the Gaussian prior pθ(z). It is hypothesized that higher
values of β encourage disentanglement of the latent space by pressuring z to be factorized
while still being sufficient to reconstruct the data x [4]. Figure 2.1 demonstrates the in-
tuition. Decreasing DKL (qψ(z | x) ∥ p(z)) encourages posteriors corresponding to different
latent axes to be closer to each other. However, this would cause a new datapoint x̃ sampled
from, say qψ(z1 | x2), is more likely to be confused with a different posterior. Thus, if a latent
variable must deviate from the mean, the posterior is encouraged to represent neighboring
points in the data space to avoid this confusion.
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The next question is how does this increased latent factorization lead to a more disentangled
latent space? There is no definitive proof for why this is seen in practice, but a hypothesis is
that interpretable disentangled factors naturally provide the most variation in reconstruction
quality [4]. This can be understood intuitively when thinking about a dataset of objects. In
practice, often one of the first factors to be disentangled is the position. This makes sense,
as reconstructing an object in the wrong position leads to extremely high error in pθ(x).
This suggests that curating datasets in certain ways can affect how the model learns what
the most important factors of variation are.

Figure 2.1: Connecting posterior overlap with minimizing the KL divergence and
reconstruction error. Broadening the posterior distributions and/or bringing their means
closer together will tend to reduce the KL divergence with the prior, which both increase the
overlap between them. But, a datapoint x̃ sampled from the distribution qψ(z2|x2) is more
likely to be confused with a sample from qψ(z1|x1) as the overlap between them increases.
Hence, ensuring neighbouring points in data space are also represented close together in
latent space will tend to reduce the log likelihood cost of this confusion

2.3 Latent Disentanglement

One key concept in object-centric learning is latent disentanglement. ”Disentangled” in this
context doesn’t have a unifying definition, but one can describe a latent space as being disen-
tangled when variation to a single element in the latent space corresponds to an interpretable
outcome in the output space [23]. As we will see later, the β-VAE was created in order to
optimize for this disentanglement property, and this has inspired many object-centric models
that we will cover in this work.
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Chapter 3

Approaches

In this section we discuss various approaches to object-centric learning in the literature. We
start with an overview of common supervised methodology inspired by the rise of foundation
models [28, 27] in order to give context to the unsupervised approaches, which promise to
improve upon the interpretability and generalizability of supervised approaches.

3.1 Supervised Methods

Before we delve into the various approaches of unsupervised object-centric representation
learning, we will take a look at some related supervised models that can deal with objects
as a baseline.

One of the most famous of these models is known as Segment Anything Model (SAM) [21].
SAM is a semi-supervised large vision model which takes in both images and prompts as in-
put and outputs a relevant segmentation mask. The authors also allow the model to segment
objects without prompts, or zero-shot. Their results show impressive segmentation results
even for out-of-distribution data. The SAM methodology can be divided into three parts, as
shown in Figure 3.1.

Task: The overall task in the SAM pipeline is to output a valid segmentation mask given
an image and a prompt. The prompt can be not only text, but also background/foreground
points, bounding boxes, masks, etc.

Model: SAM has three components: an image encoder, a flexible prompt encoder, and a
fast mask decoder. The image encoder consists of a mask autoencoder and a vision trans-
former. The prompt encoder creates an embeddings from the prompts. For text prompts
they use CLIP[26] and for visual prompts, they use positional encodings and convolutions.
The lightweight mask decoder maps the image and prompt embeddings into masks. This
module uses a transformer decoder block followed by an MLP classifier that takes in the
transformer tokens and returns the mask foreground probability at each image location.

Data Engine: One of the most difficult tasks for SAM to address is how to get enough
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labeled segmentation data. Labeling segmentation masks is expensive and unreasonable for
creating entire large datasets. The authors of SAM propose a three-stage approach. The
first stage is the assisted-manual stage in which a team of professional annotators label parts
in an image that they could describe as an object. The second stage is the semi-automatic
stage in which SAM creates masks that have high confidence, and the professional annotators
are tasked with creating masks for any additional unannotated object. Finally, in the fully
automatic stage, annotation is automatic, and the model ends up creating a dataset of 1.1
billion masks in 11 million images. The authors had to incorporate a few design decisions
in order to ensure that SAM is generating reasonable masks by itself. For instance, they
prompt the model with a grid of points so that each point predicts a set of masks that could
all be valid interpretations of the scene. They also enforce model stability by selecting only
masks which are invariant to small perturbations of the probability masks. These design
choices are important because the definition of an object, even for humans, can be ambigu-
ous. For instance, when describing a car, it can be ambiguous whether to consider the entire
car an object or separate it into smaller objects such as wheel, door, etc. SAM handles
this multi-modality by predicting multiple objects that a mask could belong to. The end
result is that one can prompt SAM to segment an image at different ”resolutions” of object
specificity. In other words, one can prompt it to segment bigger objects, like cars, all the
way to smaller objects, such as the wheels.

(a) Task: promptable segmen-
tation

(b) Model: Segment Anything
Model (SAM)

(c) Data: data engine and
dataset

Figure 3.1: SAM is a foundation model for segmentation by using three interconnected
components: a promptable segmentation task, a segmentation model (SAM) that powers
data annotation and enables zero-shot transfer to a range of tasks via prompt engineering,
and a data engine for collecting SA-1B, a dataset of over 1 billion masks.

3.2 Core Object-Centric Works

MONet

Learning disentangled representations is one of the most most important goals in the object-
centric literature. The aim is to curate a latent space such that objects are represented as
slots, and each object contains a set of interpretable attributes. One of the first methods to
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attempt this is known as Multi-Object Network (MONet)[3].

Figure 3.2: Schematic of MONet. (a) Overall compositional generative model architecture.
The attention net recurrently generates the masks over a sequence of steps to condition the
component VAE, labelling which pixels to focus on representing and reconstructing for that
component. (b) Recursive decomposition process: the attention network at a particular step
is conditioned on the image and the current scope, which is what currently remains to be
explained of the scene (with the initial scope s0 = 1). The attention mask outputted will
be some portion of the scope, and the scope for the next step is then what still remains to
be explained after accounting for this attention mask. (c). The component VAE receives
both the image and a mask as input, and is pressured only to model the masked region by
applying the mask to weight the component likelihood in the loss. Thus the reconstruction
component is unconstrained outside of the masked region, enabling it for example to fill in
occluded regions. The VAE also models the masks themselves.

The MONet architecture features two main components, those being the attention network
and the component VAE, as shown in Figure 3.2. Each iteration of the algorithm goes
through K steps, each ideally representing an object. For step k, an input image, x, and
scope, sk are fed into the attention network. The output of the attention network is a spatial
mask, mk corresponding to part of the scene designated by sk. The scope is calculated using
the following equation: sk+1 = sk(1−αψ(x; sk)), where αψ(x; sk) is the output of a recurrent
neural network that determines which section of the scene remains to be explained. The
initial condition, s0 = 1, representing that the entire image has yet to be explained.

Next, these attention masks are fed into a VAE, which is also conditioned on the image.
Following the notation from section 2.1, we define the VAE encoder to be qϕ(zk|x,mk), and
the decoder is pθ(x|zk). In addition to images, the VAE models the attention masks. If we
let p(c|zk) be the distribution of masks given the set of possible latents and q(c|x) be the
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distribution of masks given an image, then the total VAE loss is the following:

L(ϕ; θ;ψ;x) = − log
K∑
k=1

mkpθ(x | zk) + βDKL

(
K∏
k=1

qϕ(zk | x,mk) ∥ p(z)

)
+ γDKL (qψ(c | x) ∥ pθ (c({zk}))) (3.1)

Where the first two terms come from the standard VAE loss and the last term compares
qψ(c|x), which is learned from the attention module, with pθ(c|zk) being learned from the
VAE. Note that pθ(x|zk) is weighted by mask mk to further promote disentanglement.
MONet is one of the first papers to attempt to create a disentangled object-centric latent
space using an unsupervised model. While MONet displayed impressive performance for
its time, other more recent methods, especially ones that use transformers, exhibit better
performance when it comes to segmentation and disentanglement. That being said, many
of the strategies in MONet, such as attention modules and β-VAEs, are present in modern
day object-centric models.

Slot Attention

Slot attention is a key work by Locatello et al. [24], which has provided the basis of many
other unsupervised slot-based object-centric models. Slot-attention is a simple modification
of a standard cross-attention module. Its simplicity and effectiveness is part of what makes
it so appealing.

Slot attention uses an iterative attention mechanism. Algorithm 1 contains the method in
pseudo-code. Slots are initialized as random k × d vectors where k is the number of slots
and d is the slot dimension. At each iteration, the slots ”compete” for explaining parts of
an image. The attention matrix is then processes using a softmax operation over the slot
dimension. As a result, each input image will generate a slot matrix in which the values in
each row represent the probabilities that the object can be explained by that slot.

Comparison to Cross Attention in LLMs

Slot attention is a simple modification of cross attention, which is present in nearly every
transformer. In cross attention (within a language context), the input embedding (which
could represent a sentence, for instance) is compared to another string of text. Through
many training iterations, the model learns how to predict the next word in a sequence given
the context from data. In a sense, the weight matrices are learning to encode similarity of
each word to all other words based on context. Slot attention, on the other hand, compares
the input embedding (which in this case can be an image passed through a CNN) to the
slot matrix, which is initialized at random. At each iteration, each input embedding is
given a probability that it belongs to each slot through a softmax operation. The model is
incentivized have each slot explain as much variation in the input image as possible as a result
of the slot-competition process. It turns out that object-centric properties are generally the
ones that can explain most of the variation in an image. This is an extremely useful result
that has also been observed in other methods that we will soon look at.
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Algorithm 1 Slot Attention Module

Input: inputs ∈ RN×Dinputs , slots ∼ N (µ, diag(σ)) ∈ RK×Dslots

Layer params: k, q, v: linear projections for attention; GRU; MLP; LayerNorm (x3)

1: inputs← LayerNorm(inputs)

2: for t = 0 . . . T do
3: slots prev← slots

4: slots← LayerNorm(slots)

5: attn← Softmax
(

1√
D
k(inputs) · q(slots)⊤, axis=’slots’

)
▷ norm. over slots

6: updates← WeightedMean(weights=attn + ϵ, values=v(inputs)) ▷ aggregate
7: slots← GRU(state=slots prev, inputs=updates) ▷ GRU update (per slot)
8: slots += MLP(LayerNorm(slots)) ▷ optional residual MLP (per slot)
9: end for
10: return slots

SIMONe

So far, we’ve only seen models that take in images as data and attempt to create object-
representations of them. However, none of them do anything special given a video of a ob-
jects. Videos can be a very powerful source of data for unsupervised object-centric methods
since object consistency can allow the model to learn the properties of the objects based on
how their states evolve over time. SIMONe [17] aims to make use of this object-consistency
by using solely RGB videos as inputs to create object-centric representations that encode
properties like position, size, and even trajectory of motion.

SIMONe is another variational autoencoder with some modifications. An overview of the
architecture is contained in 3.3. The key design decisions are a) a latent factorization of ob-
jects and frame latents, and b) a spatio-temporal handling of data using two transformers.
As per the architecture diagram, a sequence of images is fed into a CNN, which outputs spa-
tial patches. These patches are inputted into a series of transformers. The first transformer
integrates spatio-temporal information, while the second transformer pools the output of
the first transformer to match the intended slot dimension, and optimizes for object and
frame disentanglement. The output of the transformers are fed through an MLP to get the
variational latent mean and variance. VAE decoder inputs are sampled from the normal
distribution with those means and variances.

Encoder

More precisely, let X := {xt}Tt=1 be the sequence of frames. We want our VAE to infer
the object latents, O := {ot}Tt=1 and frame latents, F := {ft}Tt=1. Thus the VAE posterior,
p(O, F|X) is approximated by a learned distribution qϕ(O, F|X). To estimate O and F. In
order to estimate O and F, we use the following pipeline: X is fed into a CNN that outputs
64 spatial image patches for each timestep. These patches are then fed into transformer 1,
T1. The output is a matrix of size T × 64 representing the images with compressed spatio-
temporal data through the transformer attention mechanisms. This matrix is then spatially
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pooled so its size is T × K where K is the number of slots. This pooled matrix is then
fed into transformer 2, T2. The purpose of T2 is to refine the token specifically for object
representations. The output of T2, denoted as ê, and êt,k is the output for frame t for slot k.
In order to parameterize q, the authors ”average” ê along the frame and object latents. More
precisely, we get λok := mlpo(1/T

∑
t êt,k) and λft := mlpf (1/K

∑
k êt,k). We then sample ok

and ft using the following distributions: ok ∼ N (λµok , exp(λσok)1) and ft ∼ N (λµft , exp(λσft)1).
Here λµok and λσok are the mean and variance of λok and λµft and λσft are the mean and variance
of λft respectively.

Decoder

The query decoder allows us to model each pixel as a gaussian mixture such that we can get
the probability that slot k represents pixel i for each pixel. This decoder takes in the latent
variables and a pixel mask and outputs mixture logits m̂k,t,i and RGB reconstruction means
µk,t,i. We have the following equations:

m̂k,t,i, µk,t,i = Dθ(ok, ft; li, t) (8)

p(xt,i | o1, . . . ,oK , ft; t, li) =
∑
k

mk,t,iN (xt,i | µk,t,i;σx) (9)

Here li ∈ [0, 1] is the i’th component of a mask of queried pixels with the same shape as the
input image. Querying allows us to choose which pixels get considered for the loss function
or for evaluation. During training, we want to only use a subset of the total pixels since using
all of them at each iteration is too computationally intensive. When performing evaluation,
we simply have li = 1 for all i. mk,t,i = softmaxk(m̂k,t,i) is normalized in order to allow our
gaussian mixture to be a valid probability. In an ideally disentangled latent space, we would
have mk,t,i = 1 if k = j and mk,t,i = 0 if k ̸= j.

SIMONe is one of the first methods to incorporate sequences as input while also using a
transformer architecture in combination with the β-VAE. This work is part of a general
trend to include transformers in the encoding step. Transformers have been show to better
capture complex features in visual data, and their effectiveness in other fields of computer
vision have inspired and boosted performance in the object-centric domain.

3.3 Variants on Core Works

In this section we will introduce some variants on the above core frameworks, paying special
attention to how the authors adapted the state-of-the-art methods and what additional
design choices they made.
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Figure 3.3: Architecture of the SIMONe inference network εϕ. The transformers integrate
information jointly across space and time to infer (the posterior parameters of) the object
and frame latents.

SPOT

SPOT stands for Self-Training with Patch-Order Permutation for Object-Centric Learning
with Autoregressive Transformers [18]. In this work they used a slot-attention based en-
coder. First they generate image patches using DINO features [5], which have been shown
to be more effective than CNN’s for unsupervised vision tasks. For the decoder, they use an
autogressive transformer, which predicts features based on the features that came before it.
Additionally, SPOT employs a teacher-student knowledge distillation approach to enhance
object-centric learning. In this teacher-student model, they initially train the teacher on
purely reconstruction loss, and then that model teaches the student model, which introduces
an attention mask loss.

One hurdle that the authors of SPOT had to resolve was the fact that tokens in the first
row and column of the image contributed significantly more to the gradients than any other
patch. This is likely because those patches were always used first in the autoregressive
transformer, and thus every subsequent patch is informed by the first one. To combat this
problem, the authors introduce a patch-permutation strategy in which the order in which
the autoregressive transformer predicts patches is randomized. They found that SPOT had
superior segmentation performance for complex scenes compared to other method. This
work truly shows how promising vision transformers are when combined with slot attention.

Linking Vision and Motion for Self-Supervised Object-Centric
Perception

This work by Stocking et al. [32] introduces the Self-Supervised Object-Centric Segmentation
(SOCS) model, which builds off of SIMONe to provide high-quality object-centric represen-
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tations for real-world driving videos. In this paper, instead of learning frame latents, like
SIMONe, they provide the ground-truth transformation matrix for each input image, which
is possible when the camera motion and positions are predictable. They also convert the re-
construction decoder from a unimodal gaussian distribution to a gaussian mixture, allowing
for better handling of multi-colored objects.

3.4 Takeaways

State of the art unsupervised object-centric methods generally take the following approach:
an encoder transforms an image into a latent representation that aims to disentangle objects
into slots, and then using a decoder to reconstruct the image from the latents. For the en-
coder, most works use either variational methods or slot-attention. The advantage of β-VAE
methods is that they are able to disentangle not only objects, but also their properties, such
as size and shape. However, the attention-based methods generally have superior segmen-
tation performance. Future work will continue to find superior architectures that build off
of slot-attention and VAEs, but maybe down the line there will be an alternative to the
slot-based methods that have become so common.

In Chapter 1, we talked about the current research on object-centric perception in animals.
While slot-based methods claim to be inspired by biological perception, there are still some
major differences that affect generalization. For instance, some animals have been shown
to have object-centric representations from birth, after very little time looking at objects.
However, for these object-centric representations to be successful they require hundreds of
thousands of images of objects from different angles. This innate abject-centric ability in
animals has not yet been reproduced in machine-learning, and solving this problem would
massive implications for generalizability in this field.
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Chapter 4

Object-Centric Disentangled
Representation Learning Theory

In the previous chapter, we looked at an assortment of key papers in the unsupervised object-
centric literature. One unifying theme for these methods is that they aim to encode scenes
into a disentangled latent space, in which each slot represents a single object. However, the
reason for why this disentangled behavior emerges has historically not been well understood.
As a result, researchers have started to look into the theory of object disentanglement. A
key work by Brady et al. [1] investigates under which circumstances one can prove that a
sufficient model can disentangle a scene. In this chapter, we will explore this work by Brady
et al. and theorize how this can be extended to sequences of 3D objects.

4.1 Object-Identifiability Theory in 2D scenes

The aim of disentanglement theory is to prove identifiability results. Identifiability is defined
as the ability for an inference model to uniquely recover a set of ground truth latents given
an observation. Figure 4.1 gives a diagram of the general setup. Theory on disentanglement
learning is largely based on generative methods, such as the VAE [20]. Consistent with the
VAE, these models assume that latents are generated from some prior p(z), in which the aim
is to parameterize p(x|z). We call this probability the generator and refer to it as f. It has
been proven that identifiability is impossible without assumptions on f [23]. However, this
does not mean that identifiability is impossible in general. Some works guarantee identifia-
bility through imposing restrictions on the prior latent distribution [19]. The authors of [1],
however, make no such assumptions and instead impose inductive biases on f. Specifically,
the necessary properties of f are compositionality and irreducibility. Informally, composi-
tionality implies that every pixel in a scene corresponds to only one object. Irreducibility
requires that information is shared across different parts of the same object, but not between
objects.

Figure 4.1 shows a diagram of our setup. We assume that there exist a set of ground truth
latents zk, where 1 ≤ k ≤ K. Then our scene, x, is generated from these latents by f,
which is some ground truth generator. We will see later that f is required to be a bijection,
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meaning that each z produces a unique scene x and vice versa. It’s worth noting that
this is a rather strong assumption, that is impossible to guarantee from real data. This is
one limitation in the current disentanglement theory that has caused experiments to be in
simulation, which allows researchers to have ground truth latents and generators that can be
used for evaluation. Once we have x, we train an encoder ĝ to output the inferred latents ẑk,
where 1 ≤ k ≤ K. We also have a trained decoder f̂ which aims to approximate f. Proving
identifiability in this setup would mean that each zi corresponds to one ẑj and vice versa.
In other words, the object represented by zi must also be represented by some ẑj where i
may more may not be equal to j. The reverse also has to be true so there is a one-to-one
mapping between ground-truth and inferred latents.

Mathematical Formulation

Let Z = Z1 × ...×ZK = RKM be a latent space where Zk = RM . Formulated this way, the
latent space matches our theory in Chapter 3 with K representing the number of slots and
M being the slot dimension. z is sampled from some probability pz, which is fully supported
on Z. Here, z = (z1, ...zK) ∈ Z We define x = f(z). In order to impose restrictions on f, it is
useful to define a set that stores all of the pixels affected by the latent in slot k. We define:

Ik(z) :=

{
n ∈ [N ] :

∂fn
∂zk

(z) ̸= 0

}
. (10)

Here N is the number of pixels in the image and n is the index of the flattened image. fn
is the generator for the nth pixel. In words, this set contains all the pixels that are affected
by slot zk once they are generated by f. Using this definition, we can formally define com-
positionality:

Definition 1 (Compositionality). Let f : Z → X be differentiable. f is said to be com-
positional if

∀ z ∈ Z : k ̸= j =⇒ Ik(z) ∩ Ij(z) = ∅. (11)

This compositionality constraint is actually a significant constraint. The implication is that
x cannot have objects overlap since that would cause the same pixel to be able to be ex-
plained by multiple latent slots. With the compositionality constraint there’s still another
issue. Remember the goal is to prove that for all zi there exists a unique corresponding
ẑj and vice versa. This requires us to have to think about what it means for pixels to be
part of an object. Intuitively, humans have an understanding of what objects are. But in
certain cases it can be ambiguous whether an object is part of a larger object or not. For
instance, when you look at a car, you recognize it as one object, but you can also describe
the car using smaller objects, such as wheels, doors, and so on. Thus, the authors had to
create a constraint that would ensure that pixels that one would consider as part of the
same object are also considered as the same object according to the model. This is where
the irreducibility constraint comes in. Intuitively, we want to remove the case that one latent
slot describes two or more objects. We formalize this concept below:
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First, we define a mechanism:

Definition 2 (Mechanism). ∀ z ∈ Z, k ∈ [K], we define the kth mechanism of f at z as the
Jacobian matrix JfIk(z).

Here we define Jfij = ( ∂fi
∂zj

) and JfIk(z) contains only the pixels in the set Ik(z). In words,

the kth mechanism is a sub-matrix of Jf in which the rows correspond to pixels affected by
slot k. We also define a submechanism:

Definition 3 (Sub-Mechanism). JfS(z) is said to be a sub-mechanism of JfIk(z), if S ⊆ Ik(z)
and S is nonempty.

The authors use these mechanisms to define a notion of independence between two subsets of
pixels in the observation. The aim here is to determine whether the latent capacity necessary
to generate S1∪S2 is the same as that required to generate S1 and S2 individually. This can
be done through a independence of sub-mechanisms as in definition 4.

Definition 4 (Independent/Dependent Sub-Mechanisms). Let S1, S2 ⊆ [N ] and z ∈ Z. The
sub-mechanisms JfS1(z) and JfS2(z) are said to be independent if:

rank (JfS1∪S2(z)) = rank (JfS1(z)) + rank (JfS2(z)) . (12)

Conversely, they are said to be dependent if:

rank (JfS1∪S2(z)) < rank (JfS1(z)) + rank (JfS2(z)) . (13)

With these definitions, we are finally able to define irreducibility, which would enforce that
the generator is not able to assign one slot to multiple objects.

Definition 5 (Irreducibility). f is said to have irreducible mechanisms, or is irreducible, if
for all z ∈ Z, k ∈ [K] and any partition of Ik(z) into S1 and S2, the sub-mechanisms JfS1(z)
and JfS2(z) are dependent in the sense of Defn 4.

The next step in the theory is to understand under what conditions an inference model
ĝ : X → Z can capture the ground truth object representations. Ideally we would have that
ĝ = g = f−1. However, it’s not necessary to have this strict of a condition. Instead, the
authors develop a notion of slot identifiability in which each inferred latent spot captures
information from exactly one ground truth latent slot. This notion is formalized as follows:

Definition 6 (Slot Identifiability). Let f : Z → X be a diffeomorphism. An inference model
ĝ : X → Z is said to slot-identify z = g(x) via ẑ = ĝ(x) = ĝ(f(z)) if for all k ∈ [K] there
exist a unique j ∈ [K] and a diffeomorphism hk : Zk → Zj such that ẑj = hk(zk) for all
z ∈ Z.

What this definition is saying is that if an inference model is slot identifiable, then each in-
ferred latent spot corresponds with exactly one ground-truth slot. Note that if the generator
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is also irreducible, then the reverse is also true. However, this definition does not require ẑk
to be equal to some zj. Rather, there just has to be some bijective mapping between the two
latents. This ensures that both slots are encoding the information necessary to generate the
same object, even if that information is encoded differently in each slot. The authors then
use this definition to state a theorem, which they prove in their paper. The theorem is below:

Theorem 1. Let f : Z → X be a diffeomorphism that is compositional (Defn. 1) with
irreducible mechanisms (Defn. 5). If an inference model ĝ : X → Z is (i) a diffeomorphism
with (ii) compositional inverse f̂ = ĝ−1, then ĝ slot-identifies z = g(x) in the sense of Defi-
nition 6.
This theorem shows that using our definitions for compositionality and irreducible mecha-
nisms, we can guarantee slot identifiability regardless whether there are any distributional
assumptions on z. It is interesting to note that despite the fact no state-of-the-art currently
optimizes for compositionally, which would lead to slot identifiability, many of them natu-
rally do this based on inductive biases.

Theorems such as this are promising for allowing researchers to understand exactly why
unsupervised object-centric models in some situations and not others. However, there are
some limitations to this theory. First, this theory does not account for any time an object
has to overlap with another object, or if there is an object behind a translucent object.
Additionally, in practice, it is desirable for f to be permutation invariant, which would
require it to not be invertible. In the next section we will hypothesize on ways one might
develop new theory to mitigate some of these concerns.

4.2 Theory of Slot Identifiability in Videos

In the previous section, we showed how theory guarantees slot identifiability with certain
restrictions on the generator f. However, one clear limitation is that it’s not possible to
account for overlapping objects in the observation x. This is because one slot could have
two objects associated with it, which would violate compositionality. However, one might
think about extending this theory to videos, or sequences of consecutive frames. It makes
intuitive sense that if we have access to multiple frames of an object moving that we would
be able to uniquely identify that object with an inferred latent slot as per Definition 6. Thus,
the end goal might be to come up with a version of Theorem 1 that no longer requires f to
be compositional in each individual image, but still allow it to be slot identifiable.

It’s easiest to start thinking about this problem first in terms of assumptions. First of all,
if two objects do not move throughout the entire sequence, slot identifiability is no longer
guaranteed for a similar reason as lack of compositionality in the image case. Second, it is
necessary that each pixel corresponding to a specific object is visible at some point during
the sequence. Otherwise slot identifiability is impossible since there would be infinitely many
ways to generate the hidden content.
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Figure 4.1: When can unsupervised object-centric representations provably be learned? We
assume that observed scenes x comprising K objects are rendered by an unknown generator
f from multiple ground-truth latent slots z1, ..., zK (here, K = 3). We assume that this
generative model has two key properties, which we call compositionality and irreducibility.
Under this model, we prove theorem 1: An invertible inference model with a compositional
inverse yields latent slots ẑi which identify the ground-truth slots up to permutation and
slot-wise invertible functions hi. To measure violations of compositionality in practice, we
introduce a contrast function which is zero if and only if a function is compositional, while
to measure invertibility, we rely on the reconstruction loss in an auto-encoder framework.

Let’s say the set of images is X = RT×H×W where T is the number of frames in the sequence,
and H × W is the resolution of each image. One hypothesis is that, for each image in a
sequence, it’s possible to ”lift” each object into its own image, then the problem reduces into
standard slot-identifiability as presented in the previous section. More formally, say there
exists some function F : X → X+ where X+ = RT×K×H×W . This transformation repre-
senting a lifting of each object into its own image. A proper proof of a new theorem would
be more precise about what situations guarantee that a function like F exists. However,
if we assume F exists, it’s trivial to prove that slot identifiability exists on the observation
space X+, since compositionality still holds on a generator that creates an observation in X+.

We leave the proof of this to future work. The possible implications of this result could be
useful for identifying situations in which slot assignments might be ambiguous. Having the
extra context from videos is something that is often realistic to have access to, and it allows
this theory to be applicable to even more situations. Another interesting avenue for future
work beyond this would be to prove a theorem with a relaxed notion of slot identifiability that
can mitigate some of the assumptions necessary for compositionality to hold. For example,
incorporating uncertainty to make guarantees on exactly what the model doesn’t know can
be an interesting direction. This could also have ties into partial observability, and a future
robotics system might be able to make certain guarantees based on what it’s seen that can
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inform its decisions in order to learn more about what its uncertain about.
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Chapter 5

Improving Object-Centric Methods

This section will describe some of my work improving and discovering properties about
unsupervised object-centric methods. These projects are based off of SOCS, which was
described in section 3.3.

5.1 Improving Object-Centric Representations and

Segmentations using Knowledge Distillation

Introduction and Motivation

To reiterate from Chapter 1, unsupervised object-centric learning is incredibly promising in
the field of robotics. However, while most current object-centric methods purely use simu-
lation or real-world data, not many of them have yet been deployed on a robot in real time.
Despite this, even though this technology is in its infancy, it is reasonable to believe that
future robotic perception systems will have to be object-centric, as we have observed this
in biology. One of the reasons that current object-centric models aren’t effective enough
for real-world use is that their segmentation performance isn’t as good as state-of-the-art
segmentation models.

As we saw in Chapter 2, supervised models, such as SAM, have impressive performance
when it comes to zero-shot object segmentation. However, they suffer from a few drawbacks.
First, the performance of the model relies on a vast amount labeled data, which is expensive
to obtain. Second, the model doesn’t have any internal representation of objects in latent
space. This limits the potential of the model to generalize to new tasks, especially ones
that require sustained knowledge of objects, as would be the case of search-and-rescue and
pick-and-place tasks. Unsupervised object-centric models, on the other hand, do not require
any labeled data and promise improved generalizability as a result. In addition, they also
include latent spaces that are far more interpretable than those offered by large foundation
models. However, these object-centric methods currently struggle with segmentation per-
formance compared to SAM. The aim of this work is to bridge the gap between supervised
and unsupervised object-centric and segmentation models. We do this by combining the
knowledge of a large supervised segmentation model, such as SAM, with the object-centric
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representations of an unsupervised model using a knowledge distillation approach. We show
in this work that we got improved results from the baseline in terms of segmentation, with
a tradeoff between reconstruction quality and segmentation performance.

Method

The teacher-student model is based on SOCS, which we briefly described in section 3.3. Our
architecture is shown in Figure 5.6. The top route of this diagram comes from SOCS using
one viewpoint. Here, image sequence are fed into a CNN encoder that outputs patches which
go through a series of transformers. In section 3.2, we talked more in depth about SIMONe
and how their transformers work, which is also true in this work. The transformers output
slot tokens that parameterize the distribution of a VAE (this is qψ(z | x). A sample of this
distribution represents the object slots, which are then pooled per object and sent to a query
decoder. The query decoder takes a randomly sampled grid of the pixels are uses them to
compute a loss. We can also create a reconstruction of the input using a query of all the
pixels in an image.

The bottom route of 5.6 is the teacher-student contribution. Images are fed into a teacher-
model, such as SAM2 [27]. For our experiments, instead of SAM2, we simply took the
ground-truth mask and sample one of the object masks. Eventually, the goal is to do this
with SAM2 masks, but we hypothesis that performance will not be much different because,
while SAM2 is not great at segmenting every object in a scene, it is great at segmenting
objects that it does detect. Using ground-truth masks allows us to test only the knowledge
distillation part of our experiment and not the quality of SAM2 masks. Additionally, since
we’re only using a single random mask as the teacher segmentation, SAM2 will likely always
output a decent mask. Using these teacher masks, we determine which pixels of the initial
query are inside the segmented object. Those pixels are compared with the resulting seg-
mentation from SOCS to create a mask loss, which is added to the reconstruction loss and
the distribution loss.

The way we compute the mask loss is as follows. We pick a random object (let’s call this Or)
from the segmentation mask (we pick only one object for efficiency reasons). Then we choose
a set of 10 random pixels within the object and 10 random pixels outside of Or. Inside our
model, we use the queried pixels to determine the slot (Sd) which most likely corresponds to
Or. We do this by figuring out which slot latent outputs the highest probabilities for pixels
in our query. Using our queries, we construct the following matrix in two parts: The left
side is the predicted RBG probabilities of pixels inside Or per slot. The right side is the
predicted RGB values of the queried pixels outside of Or. Let’s call this matrix P . Next,
we construct a ”ground truth” matrix (G) with two parts: the left side sets the probability
of pixels in Or and Sd to 1 and 0 respectively otherwise. The right side sets the probability
of pixels chose outside of Or in Sd slot to be 0. We don’t care about values outside of Or

that are not in Sd, so those can left out of the comparison. To compute the mask loss, we
perform the following calculation:

Lmask = ||P −G||22 (14)
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Thus the total loss is:

Ltotal = αLmask + Lrecon + βLKL, (15)

Where:

LKL =
∑
k

DKL(qk(zk | x) || pθ(z)), (16)

and

Lrecon =
−1

N

∑
n

log p(x(n) | o1, ..., oK). (17)

Here, x are the input frames, qk(zk | x) = N (µk, σk) where µk and σk are learned from the
VAE encoder for slot k. Moreover, n is the current pixel and ok ∼ qk(zk | x) is the object
latent for slot k. α is a hyperparameter that determines the weight of the mask loss. Notice
now in equation 15, we weight LKL by β. This is in spirit of the β-VAE, and setting β > 1
encourages disentanglement.

Results

We evaluated the teacher-student model on the MOVI-A dataset [12] and compared the
output to the original SOCS model. The result of one of the sequences is in Figure 5.1. The
top images correspond to the original sequence, the second row is the VAE reconstruction,
and the bottom row contains the instance mask segmentations. In the VAE segmentation
output, each pixel is given a color based on which slot most likely describes it. Thus, perfect
result would have each object only being represented by one color, indicating that those
pixels correspond to one slot. We observe that the teacher-student model did a better job
at making out the shapes in the scene rather than confusing them with the background.
The teacher-student model was trained with 462,000 steps while SOCS was trained with
1,300,900 steps. This means that the teacher-student model did a better job with fewer
training iterations. We noticed this result in a variety of scenes as well, indicating that the
teacher-student model consistently outperforms SOCS in terms of segmentation performance
while keeping a similar level of reconstruction quality.

For the mask loss we found that performing a scheduling strategy was most effective. This
essentially means the weight of mask loss initially starts very low and then increases loga-
rithmically as training progresses. Our hypothesis for why this works better is because early,
the model learns to encode larger features such as the background. It’s only later in training
when individual objects are encoded. Thus it doesn’t makes sense to use mask loss early in
training since SOCS has not yet learned how to reconstruct the object corresponding to the
mask.

We did notice a tradeoff between reconstruction loss and mask loss. In testing we noticed
that for the same scene, while we do get slightly better segmentation performance for the
teacher-student model, the reconstruction quality is slightly worse. This suggests that tuning
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α hyperparameter in the loss function has a large effect on performance.

Figures 5.2-5.5 show loss curves associated with the teacher-student model during train-
ing. We find that training loss generally goes down, but can sometimes be erratic due to
suboptimal stochastic initialization.

(a) (b)

Figure 5.1: Results showing comparison between (a) teacher-student model and (b) original
SOCS model. Both models were trained the exact same hyperparameters other than those
associated with mask loss, which was incorporated in (a) but not in (b).

Figure 5.2: Reconstruction loss from training the teacher-student model (loss vs. iteration)
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Figure 5.3: Distribution loss from training the teacher-student model (loss vs. iteration)

Figure 5.4: Mask loss from training the teacher-student model (loss vs. iteration)

Discussion

These results are promising and show that the segmentation quality of unsupervised object-
centric models can be improved by using a better segmentation model as a teacher. Arguably
the primary benefit of object-centric models, especially ones based on the β-VAE, is that the
latent space contains a representation of objects, including their various properties. Thus,
with access to large segmentation models such as SAM that don’t have object-centric repre-
sentations, it’s possible to combine the best of both worlds and have a strong segmentation
model with object-centric representations. It is also possible to use other segmentation mod-
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Figure 5.5: Total combined loss from training the teacher-student model (loss vs. iteration)

els, even unsupervised ones, as teachers instead of SAM, as long as we can extract teacher
masks. However, the major limitation of this work is the tradeoff between taught segmenta-
tion performance and reconstruction loss, and mitigating this could be a good direction for
future work.

5.2 How Datasets Affect Real World Performance

Motivation

In this section, we introduce some work aimed at bridging the sim-to-real gap of unsupervised
object-centric learning. Most papers in the literature cite robotics as a promising application
of unsupervised object-centric learning. However, very few of them actually test their mod-
els on real robots. At best they use real-world datasets, such as with SOCS. In this work,
we investigate how different types datasets affect reconstruction and segmentation perfor-
mance for both real-world and synthetic inputs. These datasets include fully synthetic, fully
real-world, and combined synthetic/real-world datasets. Our results show that the model
attempts to reconstruct the input by piecing together what it’s seen in the training data. In
some cases, such as with training with the real-world and combined datasets, we see decent
segmentation performance. We hypothesize that with more training data and better dataset
variety/curation, it could be possible to model any scene by piecing together data elements
that the model has seen before.

Methods

At a high level, our process consisted of three main components. These were: real world en-
vironment and data collection on Turtlebot, segmentation model development and training,



CHAPTER 5. IMPROVING OBJECT-CENTRIC METHODS 27

Figure 5.6: An overview of the proposed model architecture. From left to right on the top:
video sequences are inputted into the CNN encoder, which outputs patches that are inputted
the transformer. The transformer outputs slot tokens which are used to parameterize the
VAE distribution. The object slots are then sampled from this distribution. These slots
are then pooled over time and inputted into a query decoder. Finally the query decoder
outputs per-slot probabilities, which can then be thresholded to get the segmentations From
left to right on the bottom: Input images are also fed into the SAM2 model, which produces
teacher masks. Then a subset of pixels from these masks are queried and compared to the
VAE segmentation to calculate a mask loss.

and model evaluation and application. For the first component, we start with the construc-
tion of a real world experimental environment designed to replicate a search and rescue
environment using a Turtlebot3. We then utilize the Turtlebot3, with a mounted RealSense
camera, to perform numerous traversals through the environment. Our environment was de-
signed such that it contained a variety of random and unique objects, with solid colored cups
serving as a stand in for rescue ”targets” and thus were the focus of the model evaluation.
The positions and orientations of objects, walls, and obstacles were random, and frequently
shuffled and changed to provide as unique of a training set as possible. The Turtlebot ex-
plored the environment via both autonomous and manual control, recording training data
in the process.

To test the SOCS, we decided to train on three different datasets: one with solely synthetic
data, one with solely real world data, and one with both. The goal of here was to test
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the efficacy of the SOCS model in an indoor search and rescue task, where the lighting
and terrain is different than that of the open road dataset which SOCS has previously
been trained on. Since manual collection of real world data is a naturally time-intensive
process, we decided to supplement it with synthetic data and then see how models trained
on different combinations of these datasets would compare to each other. This analysis would
be performed by qualitatively examining the video reconstructions and mask accuracy, as
well as by quantitatively examining the distribution and reconstruction loss curves. We
generated synthetic data using Multi-Object Video (MOVi), creating series of two second
videos of several rigid objects falling into a random scene. We specifically made use of MOVi-
A, which uses simpler, geometric objects such as spheres, cubes, and cylinders with matte
and reflective surfaces. We ultimately generated 70,000 video sequences, each consisting of
eight frames for a total of 560,000 frames. We collected real-world data using a Turtlebot3
and an Intel RealSense camera. We set up an enclosed, partially observable environment
with several cups (”targets” for the search and rescue task) and other miscellaneous objects.
Then we proceeded to record video as the Turtlebot autonomously explores the environment
and additionally as we manually drove the robot. We ultimately recorded about 50,000
frames of video, which resulted in 6,250 sequences of eight frames. The combined dataset
was then created by taking 6,250 sequences from each of the synthetic and real world datasets
for a total of 12,500 sequences (100,000 frames).

Results

We found that the SOCS model trained on solely synthetic dataset performed as expected.
When validating on synthetic data, the reconstruction of the video frames appear quite good,
albeit some non-spherical shapes end up being reconstructed as spheres and there is some
apparent loss in texture of the objects. The segmentations seem to be quite accurate, but are
all roughly spherical like the reconstruction and seem to include object shadows as objects
themselves. Despite these small irregularities, the model is able to successfully track the ob-
jects over the course of videos. When validating on real world data, as expected neither the
reconstruction nor the object masks are very good. Interestingly however, the model seems
to attempt to recreate colored objects such as cups with similarly colored objects from the
synthetic dataset. Given this observation, we hypothesize that given 10 or 100 times the
amount of synthetic training data, the model might be able to reconstruct several different
types of real world objects.

We found that the SOCS model trained on solely real world data also performed as expected.
When validating on real-world data, the image reconstructions were mostly successful, but
there are several instances of certain objects not appearing in the reconstruction. However,
this interestingly did not always appear to be a bad thing. As seen in the real world results
in Figure 5.8, the reconstructed image omits the reflection of the pink cup that appears
and as a result, the reflection is not considered when determining the object masks. Like
with shadows in the synthetic dataset model, this model grouped object shadows and re-
flections on the floor along with the original object when producing the masks. Overall the
segmentations seemed to accurately track objects but it struggled with the more complex
backgrounds. When validating on real world data, both the reconstructed image and the
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Figure 5.7: Synthetic Data Model: Synthetic (top) & Real World (bottom); Original
Image (left), Reconstructed Image (middle), Object Masks (right)

Figure 5.8: Real World Data Model: Synthetic (top) & Real World (bottom); Original
Image (left), Reconstructed Image (middle), Object Masks (right)

segmentation were quite poor. This is much worse than that of real world validation on
the synthetic dataset model, as the real world dataset saw much less movement in its image
sequences and had more complex object shapes, and therefore cannot generalize as well to
objects dissimilar to that in its training set.

We found that the SOCS model trained on the combined synthetic and real world dataset
did not perform as expected. While the image reconstruction and segmentation of real world
validation data outperformed that of the real world data model, this combined data model,
performed significantly worse than the synthetic data model when it came to generating
object masks on synthetic validation data. This validates the idea of supplementing real
world data with synthetic data to improve real world validation, but not synthetic validation.
This was especially surprising considering that the synthetic data reconstruction was overall
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Figure 5.9: Combined Data Model: Synthetic (top) & Real World (bottom); Original
Image (left), Reconstructed Image (middle), Object Masks (right)

Figure 5.10: Reconstruction Loss: Real world (green), Synthetic (black), Combined (pink)

still fairly accurate and the object masks do not seem to match the reconstruction at all.
While we do not have a clear answer to this, perhaps this was due to the more complex
environment observed in the real world data, causing cost of generating poor masks for
synthetic data to be lower by comparison. Additionally we note that the synthetic dataset
contains videos of objects falling into a scene with a fixed camera position, while the real
world dataset consists videos of objects fixed in a scene with a moving camera. This difference
in videos may also have contributed to the combined data model’s imbalance of efficacy for
the synthetic and real world data.

Discussion

The results from our experimentation highlight the successful performance of the segmenta-
tion model trained on a combined dataset, comprising both real-world and synthetic data.
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Figure 5.11: Distribution (KL) Loss: Real world (green), Synthetic (black), Combined
(pink)

This demonstrates the effectiveness of supplementing real-world data with synthetic data
without a loss in performance. Notably, synthetic data appears to generalize better to real-
world data than vice versa. This can be seen as real world objects never before seen in the
synthetic dataset are reconstructed via the general shapes from the synthetic data. While
not perfect, this emergent behavior suggests that given enough training on highly diverse
synthetic data, the model may be able to generalize well to new and unique objects not seen
in training. We imagine that using a dataset with over 1,000,000 sequences trained over
10,000,000 steps could potentially produce impressive results. However, the segmentation
model does exhibit some limitations. For example, it often over-segments the background of
images, splitting walls and surfaces into numerous segmentations when in reality there was
just one. In addition, it groups reflective regions with the area being reflected, which was
particularly obvious in our real world gathered data set where the floor was semi-reflective
and due to our camera placement much of it was in frame, causing many segmentations to
be mirrored down into this region. Future work in this area involves addressing the identified
limitations of the segmentation model through further refinement. This includes gathering
more diverse real-world training data to improve model generalizability and extending the
training duration to enhance performance.
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