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With the continued scaling of integrated circuits and the increasing 

number of transistors on a chip, the future IC industry faces tremendous power 

consumption and extreme complexity in IC design. To respond to these two 

challenges of future IC, I studied new devices for low-power computing and 

new computer-aid design with machine learning to accelerate the IC 

simulation. My dissertation will discuss the physics and compact modeling of 

new-generation memory devices for in-memory computing. Furthermore, a 

machine learning compact modeling framework is proposed which can 

accelerate the IC simulation by 5 times and more. 

In Chapter 2, I will demonstrate my work on polycrystalline ferroelectric 

capacitor modeling. This work studied the switching dynamics of multi-

grain/domain ferroelectric by calculating the accumulated switched area in a 

ferroelectric capacitor. The model successfully interprets the dynamics in 

ferroelectric material and can be used in circuit simulation for memory design. 

Chapter 3 extends this model to a ferroelectric tunnel junction (FTJ) with a 

newly developed tunneling current model. FTJ is a memristor of which 

resistance depends on the stored polarization. The developed model can 

accurately fit experimental FTJ data. Chapter 4 discusses the compact model 

of ferroelectric field-effect transistor (FEFET). FEFET uses ferroelectric 
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material as gate stack providing transistor and memory function at the same 

time. I developed a model that includes minor loop switching, steep switch, 

and inverse memory window in FEFETs with excellent fitting of the real 

device data. Chapter 5 discusses the physics and modeling of multi-

grain/domain antiferroelectric material. Chapter 6 studies the switching 

dynamics of ferroelectric material at nanoscale with discrete switching 

behavior. 

In addition to ferroelectric devices, other emerging memories are also 

great candidates for future computing. In Chapter 7, I show a compact model 

of resistive random-access memory (RRAM) which unifies the different 

switching mechanisms for various types of RRAMs. The model includes self-

heating and disturbance effects in RRAMs and is tested with multi-level 

memory cell simulations. Magnetic random-access memory (MRAM) is 

another device I have studied. In Chapter 8, an MRAM compact model is 

demonstrated using a 1D Landau–Lifshitz–Gilbert (LLG) equation which 

keeps of physics of the full LLG equation with a speedup of 2.5 times. 

From Chapter 9 to Chapter 11, I will discuss my framework of BSIM-NN, 

a neural network-based compact model for advanced transistors. The model 

uses neural networks to replace model equations of conventional transistor 

models. As result, it provides a generic framework for transistor modeling 

from FinFET, Gate-all-around (GAA) to emerging transistors such as 

negative capacitance FET (NCFET), which is something beyond traditional 

models. Moreover, the compact feature of this model can accelerate the IC 

simulation speed by 5 times versus the industry standard compact model. The 

model includes all terminal currents and charges of advanced FETs as well as 

the non-quasi-static effect and self-heating effect. 

Chapter 12 shows a new way to do circuit simulation with physics-

informed neural networks – NeuroSpice provides an alternative solution for 

IC simulation. 
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Chapter 1    Introduction 

 
1.1 Challenges of Future Electronics 

Since the 1900s, the number of transistors per integrated circuit doubled 

every 12-24 months as Moore’s law projects (Fig. 1.1) [1]. To keep scaling 

the devices, new technologies are introduced such as strain silicon, High-K 

metal gate, FinFET, Gate-all-around (GAA), and 3D integrated circuit (IC). 

However, as we enter the sub-5nm node, the conventional geometry scaling 

cannot keep up with Moore’s law. People start to investigate new materials 

and new architecture to continue scaling. One big challenge for future IC is 

the memory wall. Memory wall is saying that the speed and bandwidth of 

memory units cannot keep up with process units. This latency limits the 

performance of the chip. Moreover, energy is wasted during the data 

movement between two units. Therefore, embedded non-volatile memory is 

essential to achieve low-power in-memory computing. Traditional memory 

such as SRAM, DRAM, and Flash are not suitable for embedded memory 

applications due to their power consumption (Fig. 1.2) [1]. Emerging 

memories with new materials become promising candidates for in-memory 

and neuromorphic computing. Devices like ferroelectric memory, resistive 

memory (RRAM), and magnetic memory (MRAM) have the advantages of 

low energy and power consumption, small cell area, and fast Read/Write 

speed to reduce the overall computing power. The first part of my dissertation 

will discuss the physics and compact modeling of these devices.  
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Fig. 1.1. The scaling trend of past, present and future electronics. Reprint with permission 

from [1].  

 

 
Fig. 1.2. Key device parameters and performance metrics comparing various embedded 

memory candidates. Reprint with permission from [1]. 

 

The other challenge of future IC lies in the time of IC design. As the 

transistor count on a chip keeps increasing, future ICs can contain trillions of 

transistors. The time consumption to design such a chip will become 
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unacceptable with current design tools. A way to accelerate the circuit 

simulations for IC design is essential to enable future design. One time-

consuming part of circuit simulation is the evaluation time for device models. 

In the second part of my dissertation, I study how to use machine learning to 

accelerate model evaluation by developing neural network-based transistor 

compact models. The complex device equations are replaced by simple 

matrices to speed up the IC simulation. The demonstrated speed improvement 

is 5 times compared to the industry standard transistor compact model which 

has a great impact on the future IC industry.  

 

1.2 Compact Model 

A major part of my dissertation is about compact models. What is the 

compact model? Compact models are the bridge between the foundry and the 

IC design house. Foundries will carefully calibrate their device technology 

with a compact model and embed the calibrated model in a process design kit 

(PDK). The PDK will be sent to design houses to represent foundries’ 

technology that IC designers can follow. To ensure design accuracy, the 

compact model has to be accurate in different operation regions and 

geometries. Fig. 1.3 shows the architecture of the industry standard compact 

model of FinFET/GAA – BSIM-CMG [2]. In addition to simple IV and CV 

models, models for side effects and nonidealities are the keys for modern 

transistors. Furthermore, the model evaluation speed needs to be fast for large 

IC simulations. Therefore, conventional compact models are built from 

analytical equations with many fitting parameters for accuracy. 
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Fig. 1.3. The architecture of BSIM-CMG. Reprint with permission from [2]. 
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Chapter 2    A Compact Model of Polycrystalline 

Ferroelectric Capacitor 

 

The polycrystalline thin film ferroelectric capacitor is modeled as a 

collection of independent grains or grain groups. Each grain or grain group is 

characterized by its local field-dependent switching rate, characterized by a 

distribution function such as Gaussian or type-2 generalized beta distribution. 

This computationally efficient model accurately reproduces the published 

experimental polarization switching waveforms and the switching current 

waveforms in response to all reported applied voltage waveforms. The model 

tracks the polarization history so that it can simulate the transition between 

major and minor and among minor loops as well as accumulative polarization 

which the conventional models cannot capture. This model is intended to 

simulate circuits containing ferroelectric capacitors using commercial SPICE 

simulators for arbitrary applied voltage waveforms. It also has the capability 

of simulating the discrete switching and device variability in small-area FE 

capacitors having a small number of grains, although there is no available 

experimental data to check the model accuracy in this regard. This work is 

published by IEEE. ©  2025 IEEE. Reprinted, with permission, from [3] 

 

2.1 Motivation 

The ferroelectricity in HfO2 was discovered in 2011 [4, 5]. Due to its 

compatibility with the standard CMOS technology, ferroelectric (FE) HfO2 

thin film has been studied for use in promising nonvolatile memories such as 

the FE random access memory (FERAM), FE field effect transistor and FE 

tunnel junction [6, 7]. The continuous nature and accumulation properties of 

FEs also make them suitable for neuromorphic applications [8]. To design and 

analyze these memory circuits, a compact model that can capture FE 
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switching dynamics is therefore needed. 

Several models have been proposed to describe the relation between the 

electric field and the switching time of the FE polarization. Kolmogorov–

Avrami–Ishibashi (KAI) model is one of the widely used models among them 

[9, 10]. The KAI theory describes polarization switching through unrestricted 

growth of reverse domains nucleated from different non-interacting 

nucleation centers in the FE material. Thus, KAI theory is ideally suitable only 

for bulk FE materials and cannot describe polycrystalline FEs with multiple 

grains such as those based on doped HfO2 [11]. Therefore, another theory 

called the inhomogeneous field mechanism (IFM) or nucleation-limited 

switching (NLS) model was proposed to model the polycrystalline FEs [12-

17]. These models assume there are many small grains in the FE material and 

each grain has its own switching time which is determined by the local 

material properties. This local switching time is assumed to follow some 

statistical distribution.  

Polarization expressions as a function of time and electric field used in 

these models are arrived at by assuming a constant electric field. These models 

have been shown to fit the experimental data of hafnium zirconium oxide 

(HZO) under a constant voltage pulse, but they are not able to handle arbitrary 

input signals. Furthermore, these models assume the polarization reversal 

starts from a fully polarized state. Thus, they cannot model the minor loop 

switching and accumulation properties [18]. Other models such as Preisach 

model need to use empirical interpolation and scaling of model parameters to 

produce partial switching, which is not physical [19]. Although with more 

intensive phase-field-based Landau models, the accuracy of the simulations 

can be improved, they are computationally expensive and therefore not very 

useful for the simulation of real circuits containing a large number of FE 

memory elements [20]. 

To simulate FE under arbitrary inputs, a model using Monte Carlo 

simulation was proposed in [21, 22]. Based on multi-grain dynamics, the FE 

is divided into many small physical grains and each grain has its switching 

probability. By introducing an accumulated time constant, the model could 

handle arbitrary waveforms and showed the accumulative polarization 

reversal [22, 23]. However, this modeling framework is computationally 
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intensive. The usual number of physical grains in the FE material is up to 

hundreds or thousands. To achieve the much higher computational efficiency 

required for simulating integrated circuits, this chapter presents a compact 

model of polycrystalline FE capacitors that can capture the switching 

dynamics of FE under arbitrary input waveforms in good agreement with 

experimental results and computationally suitable for circuit design purposes. 

 
 

2.2 Model 

I assume that the FE film consists of many crystalline grains or grain 

groups. Each group is characterized by a material parameter 𝜂 , which 

characterizes the random variation of the local switching rates in Eq. (2.2) 

such as the variations in crystal grain orientation, stress, or stoichiometry. The 

area of the grain or grain group that has a material parameter 𝜂 is 𝐴𝜂 whose 

value is total film area 𝐴𝑇  times the probability of 𝜂 , 𝑃(𝜂). Part of 𝐴𝜂  is 

positively polarized and the rest is negatively polarized. The positively 

polarized area is denoted as 𝐴𝜂+ and the negatively polarized area is 𝐴𝜂−. The 

positively and negatively polarized areas can increase or decrease with time 

under an applied voltage. However, their sum is always 𝐴𝜂. Assume that a 

positive voltage is applied. Previously published models and experimental 

studies show that the growth of 𝐴𝜂+ follows an exponential time dependence 

at a fixed positive applied voltage. This suggests that the rate equation of 

polarization switching of the FE material is a simple first order differential 

equation as  

𝑑𝐴𝜂+

𝑑𝑡
=

𝐴𝜂−𝐴𝜂+

𝜏(𝑡,𝜂)
 𝑖𝑓 𝐸𝐹𝐸(𝑡) ≥ 0,

𝑑𝐴𝜂+

𝑑𝑡
=

−𝐴𝜂+

𝜏(𝑡,𝜂)
 𝑖𝑓 𝐸𝐹𝐸(𝑡) < 0  (2.1) 

The value of 𝜂 is experimentally observed between 0 to 2 with a statistical 

distribution and a unity mean [14, 22]. Therefore, our model limits 𝜂 from 0 

to 2. It influences the switching characteristic time 𝜏(𝑡, 𝜂) given by the Merz’s 

law [14, 16, 17] as 

𝜏(𝑡, 𝜂) = 𝜏0𝑒𝑥𝑝 [(
𝜂𝐸𝑎

|𝐸𝐹𝐸(𝑡)|
)
𝛼
]  (2.2) 

where 𝐸𝑎 is the activation field which can be used as a fitting parameter to fit 
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experimental data or be substituted with a theoretical value, 𝐸𝐹𝐸 is the applied 

electric field, 𝜏0 is the characteristic time for a very large 𝐸𝐹𝐸 ,  and 𝛼 is a 

fitting parameter.  

By solving Eq. (2.1), we obtain Eq. (2.3) where the integration of 1/𝜏(𝑡, 𝜂) 

tracks the applied electric field. 

𝐴𝜂+(𝑡) = 𝐴𝜂 − (𝐴𝜂 − 𝐴𝜂+)|
𝑡=𝑡𝑖

𝑒𝑥𝑝 [−(∫
1

𝜏(𝑡′, 𝜂)
𝑑𝑡′

𝑡

𝑡𝑖

)

𝛽

]  𝑖𝑓 𝐸𝐹𝐸(𝑡) ≥ 0, 

= 𝐴𝜂+|
𝑡=𝑡𝑖

𝑒𝑥𝑝 [− (∫
1

𝜏(𝑡′,𝜂)
𝑑𝑡′𝑡

𝑡𝑖
)
𝛽

]  𝑖𝑓 𝐸𝐹𝐸(𝑡) < 0, (2.3) 

Eq. (2.3) is different from the NLS theory which assumes a constant 

electric field [10, 12]. An empirical parameter 𝛽 is introduced to Eq. (2.3) to 

improve fitting with experimental data [22]. At the beginning of the 

simulation t=0, the initial condition for 𝐴𝜂+ is specified by the user. 𝑡1 is the 

time instant when 𝐸𝐹𝐸 polarity changes for the first time. The second time 

when 𝐸𝐹𝐸 polarity changes is called 𝑡2. Similarly, 𝑡𝑖 is the i-th time when 𝐸𝐹𝐸 

polarity changes. 

Now, I sum up all the 𝐴𝜂+ . I assume 𝜂  is continuous. Thus, 𝑃(𝜂) 

becomes 𝑓(𝜂)𝑑𝜂 where 𝑓(𝜂) is the probability distribution function (PDF), 

and summation becomes an integration as Eq. (2.4). 

𝐴+(𝑡) = ∑𝐴𝜂+(𝑡) ≅ ∫ 𝐴𝑇𝑓(𝜂)𝑑𝜂 ×
𝐴𝜂+(𝑡)

𝐴𝜂

𝜂𝑚𝑎𝑥

0
 (2.4) 

Previous experimental studies have identified two common PDFs, the 

Gaussian PDF [16, 17] and the generalized beta distribution of type 2 (GB2) 

[14, 22]. I carry out a numerical integration with 80 points to compute (4) 

which is more efficient as compared to [22] which uses thousands of grains to 

achieve the accuracy as shown in the next section. Finally, the polarization is 

calculated as Eq. (2.5). 

𝑃(𝑡) = 𝑃𝑅 × (
2𝐴+(𝑡)

𝐴𝑇
− 1) (2.5) 

where 𝑃𝑅 is the remanent polarization and the switching current is obtained 

by the time differential of Eq. (2.5). The total current is the combination of 
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the switching current and the current from the background dielectric 𝐶𝐹𝐸 as 

Eq. (2.6). 

𝐼(𝑡) = 2𝑃𝑅
𝑑𝐴+(𝑡)

𝑑𝑡
+ 𝐶𝐹𝐸

𝑑𝑉𝐹𝐸

𝑑𝑡
 (2.6) 

2.3 Validation 

I implement this model with Verilog-A code and validate it with different 

experimental data. In Fig. 2.1, we fit the experimental switching current data 

from [13] which is an 8.5 nm HZO capacitor. The model parameters are 

extracted for the given FE thickness and should be re-extracted when the 

thickness is changed. Here, I apply a Gaussian distribution with a mean at 1 

and standard deviation, 𝜎 = 0.32  for 𝑓(𝜂) . As shown, our model can 

accurately capture the experimental data for different amplitudes of the 

applied voltage.  

 
Fig. 2.1. Modeled current waveforms versus time for several voltages of a 8.5 nm HZO 

capacitor agree with experimental data from [16] with 𝑃𝑅 = 20 𝜇𝐶/𝑐𝑚2, 𝜏0 = 100 𝑝𝑠, 

𝐸𝑎 = 8.0 𝑀𝑉/𝑐𝑚  and a 135 𝛺 series resistance. These parameters are the same as used in  

[16]. ©  2025 IEEE 

 

I also validate our model with the experimental data from [18]. First, the 
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P-t data of an 8.3 nm HZO capacitor for different amplitudes of applied 

voltage pulses is fitted in Fig. 2.2 by using a GB2 PDF given by Eq. (2.7) with 

a=2.1, b=0.99, p=0.691and q=0.633.  

𝐺𝐵2(𝜂) =
|𝑎|𝑏(𝑏𝜂)𝑎𝑝−1

𝐵(𝑝,𝑞)[1+(𝑏𝜂)𝑎]𝑝+𝑞
 (2.7) 

where 𝐵(𝑝, 𝑞) denotes the beta function. It shows that the model can capture 

the transient properties of the FE capacitor under different electric fields. Then, 

the same parameter set is used to test the model's capability to handle arbitrary 

input signals. GB2 PDF is a more general distribution and can fit the 𝜂 

distribution that the Gaussian PDF cannot handle. One should choose a 

suitable PDF depending on the extracted distribution from experimental data 

[10, 11]. 

 

Fig. 2.2. Fitted  P-t curves of a 8.3 nm HZO capacitor from Ref. [22] with 𝑃𝑅 =

22.9 𝜇𝐶/𝑐𝑚2, 𝜏0 = 390 𝑛𝑠, 𝐸𝑎 = 1.74 𝑀𝑉/𝑐𝑚, 𝛼 = 3.48,  𝛽 = 2.0 and a offset voltage 

of -0.08 V. ©  2025 IEEE 

 

    I apply the same triangular voltage waveform with varying amplitude as in 

[22] and shown in  Fig. 2.3a. The simulated charge closely matches the 
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experimental data. By transforming Q-t into Q-V curves in Fig. 2.3b, I can see 

that our model can capture the transition between the major loop and minor 

loop switching and very well track the history of the FE device. The 

differences between the experiment and simulation could be because of a 

constant background permittivity assumption used in this model. Furthermore, 

we test the accumulative polarization property. Accumulation happens when 

a pulse train is applied to the FE. The polarization would gradually increase 

with the number of pulses. In Fig. 2.4, pulse trains with 1 𝜇𝑠 pulse width are 

applied to the FE capacitor. It shows that our simulation results can also fit 

the experimental data of polarization accumulation well.  

 

 
Fig. 2.3. (a) The simulation for the FE capacitor while applying a triangular waveform 

using the parameters extracted from Fig. 2.2. (b) Comparison between the experimental 

and simulated P-V curve from the voltage pulse shown in Fig. 2.3a. The difference between 

the two data comes from the assumption of constant permittivity. ©  2025 IEEE 
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Fig. 2.4. The validation of the polarization accumulation by comparing the simulation 

results with the measurement in Ref. [22]. Pulse trains with 1 𝜇𝑠 pulse width at different 

amplitudes are applied to the capacitor. ©  2025 IEEE 

 

2.4 Scalability 

I have verified this model with the large-area capacitor data. In a small-

area device, the limited number of grains would make the groups discrete and 

cause discrete switching [21]. Normally, I use 80 groups in integration to 

approximate the continuous distribution of 𝜂. By reducing the number of 𝜂 

groups, I can model the discrete switching and device variation seen in scaled 

FE capacitors [17, 18, 22]. Fig. 2.5 shows discrete states of polarization in a 

small-area FE capacitor which contains only 10 𝜂 groups. The switching has 

abrupt jumps and there are only 4 final states which is different from the 

continuous switching shown in Fig. 2.2. It is because the local activation fields 

are discrete. Small-applied voltage pulses can only switch a part of the FE no 

matter how long the time is. If the voltage is increased, above a certain value, 

it can switch to another part of the FE causing the abrupt switching state, and 

so on. In this case, some 𝜂 groups might have very small 𝜂 so basically every 

voltage can switch them. There are just 4 𝜂 groups that can induce discrete 
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switching. I also test the variability in a small-area FE capacitor in Fig. 2.6. It 

shows that there is a large variation among several devices. 

 

Fig. 2.5. Discrete switching behavior for a device with 10 𝜂 groups. There are 4 states for 

this device different from the continuous states in large-area capacitors as Fig. 2.2. ©  2025 

IEEE 

 

Fig. 2.6. The simulation of 10 devices with 10 𝜂  groups which has a large device 

variability. ©  2025 IEEE 
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2.5 Chapter Summary 

I have developed a compact model of FE capacitors based on the 

experimental observation of polarization switching in polycrystalline 

materials. This model can capture the switching dynamics under arbitrary 

input waveforms like minor loop switching as well as polarization 

accumulation and is therefore suitable for modeling FE memory devices 

together with the write and read circuits using any circuit simulators. 

Although, for small-area FE capacitors, the assumptions of this model are not 

entirely correct, the model can still simulate discrete switching and device 

variations, which points out its potential for high-density FERAM 

simulations.  
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Chapter 3    A Compact Model of Metal-

Ferroelectric-Insulator-Semiconductor Tunnel 

Junction 

 

I developed a compact model of metal-ferroelectric-insulator-

semiconductor (MFIS) tunnel junctions. Unlike the metal-ferroelectric-metal 

structure with only one insulator layer, MFIS-FTJ contains two insulator 

layers and a semiconductor electrode.  The complex structure makes it 

difficult to solve Poisson and charge equations self-consistently.  I reported 

the first compact model of MFIS-FTJ to our knowledge. Previous modeling 

studies focused on numerical simulation, which is time-consuming and not 

applicable to circuit simulation. The presented compact model is suitable for 

commercial SPICE IC simulation. It includes a ferroelectric model that can 

capture polarization switching under arbitrarily applied voltage, an insulator-

semiconductor model that calculates the potential profile of the MFIS stack, 

and an analytical tunneling current model. I demonstrate that this model can 

be used to simulate and fit both n-type and p-type MFIS-FTJs. This work is 

published by IEEE. ©  2025 IEEE. Reprinted, with permission, from [24] 

 

3.1 Motivation 

Ferroelectric tunnel junction (FTJ) is a nonvolatile memory first proposed 

by Esaki et al. in 1971 [25]. FTJ, due to its good scalability, low-power 

consumption, and non-destructive reading [26], is a promising candidate for 

future nonvolatile memories. In 2011, discovering the ferroelectricity in HfO2 

[4, 5] made  FTJ compatible with CMOS technology. The original FTJ is 

based on the metal-ferroelectric-metal (MFM) structure. The tunneling 

electroresistance (TER) ratio comes from the difference in screening lengths 
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of two electrodes causing the variation of the barrier heights in different 

polarization states [27, 28]. Due to the limited change in barrier heights, this 

structure suffers from a low TER ratio. To improve TER ratio, the metal-

ferroelectric-insulator-semiconductor (MFIS) FTJ is developed. It has a much 

larger variation in the semiconductor surface potential than metal. A TER ratio 

over 30 has been reported in an n-type MFIS-FTJ with 4nm-HZO [29]. A p-

type MFIS-FTJ with 1nm-HZO has also been fabricated with the on-current 

up to 1 A/cm2 [30]. With the growing interest in the FTJ device, a SPICE-

compatible compact model of MFIS-FTJ is needed. 

Although the compact model of  MFM-FTJs has been studied [31, 32], 

there isn’t a compact model of MFIS-FTJs. Unlike MFM-FTJ models that 

only need to consider the electron tunneling through one potential barrier, an 

MFIS-FTJ model needs to consider two potential barriers. Furthermore, due 

to the effect of the ferroelectric polarization on the band structure, the gate 

tunneling current model used for the HK-dielectric stack [33] cannot be 

applied to these devices. Previous modeling studies of MFIS-FTJs 

numerically calculate the energy band diagram and use the WKB 

approximation or the NEGF method to simulate tunneling current. This is not 

suitable in circuit simulations because of the significant computational time 

[34-37]. 

In this chapter, I present and demonstrate a compact model of MFIS-FTJs. 

Starting with the polycrystalline ferroelectric capacitor model we previously 

developed [38], the present model calculates ferroelectric polarization and the 

potential profile of the entire MFIS stack self-consistently. The potential 

profile is then used to calculate the tunneling current. This model has good 

computational efficiency and models the experimental data of MFIS-FTJ well. 

 

3.2 Model 

Ferroelectric Model 

An MFIS-FTJ can be seen as a ferroelectric (FE) capacitor in series with 

an insulator-semiconductor (IS) capacitor as shown in Fig. 3.1. To calculate 

the polarization of the FE capacitor, I start with the FE capacitor model 
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developed in the previous chapter [3]. Eq. (2.1) – (2.5) describe the model for 

ferroelectric polarization 𝑃(𝑡). The capacitor’s total charge density is the sum 

of the polarization and the charge of background dielectric 𝜀𝐹𝐸  of the FE 

capacitor as Eq. (3.1). This is also the semiconductor charge density (per area), 

𝑄𝑠. 

𝑄𝑠 = −(𝑃(𝑡) + 𝜀𝐹𝐸𝑉𝐹𝐸/𝑡𝐹𝐸) (3.1) 

 
Fig. 3.1. Schematic band diagram of an MFIS-FTJ and its equivalent circuit. ©  2025 IEEE 

 

Semiconductor Surface Potential Calculation 

𝑄𝑠 can be used to calculate the semiconductor surface potential, 𝜓𝑠 using 

Eq. (3.2) [39].  𝑁𝑑 is the doping density and 𝑛𝑖 is the intrinsic carrier density.  

𝑄𝑠 = ±√2𝜀Si𝑘𝐵𝑇𝑁𝑑 [(𝑒
𝑞𝜓𝑠
𝑘𝐵𝑇 −

𝑞𝜓𝑠

𝑘𝐵𝑇
− 1) +

𝑛𝑖
2

𝑁𝑑
2 (𝑒

−
𝑞𝜓𝑠
𝑘𝐵𝑇 +

𝑞𝜓𝑠

𝑘𝐵𝑇
− 1)]

0.5

(3.2) 

This equation has no explicit solution for 𝜓𝑠 as a function of 𝑄𝑠and must be 

solved iteratively. High computational speed is of prime importance for 

compact models for supporting the simulations of large memory circuits. 

Therefore, a good initial approximate solution for reducing the iteration cycles 

is of prime importance.  
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In the accumulation region, the initial approximation of 𝜓s0  is the 

following. 

𝑧 = −𝑒𝑥𝑝 [−(
𝑄𝑠

√2𝜀Si𝑘𝐵𝑇𝑁𝑑
)
2

− 1] (3.3a) 

If  𝑧 < 0 then 

𝜓𝑠0 = −
𝑘𝐵𝑇

𝑞
[𝑊−1(𝑧) + (

𝑄𝑠

√2𝜀Si𝑘𝐵𝑇𝑁𝑑
)
2

+ 1] × (1 + 𝑒𝛾𝑄𝑠) (3.3b) 

𝑊−1(𝑧) ≈ 𝑙𝑛(−𝑧) − 𝑙𝑛(− 𝑙𝑛(−𝑧)) +
𝑙𝑛(− 𝑙𝑛(−𝑧))

𝑙𝑛(−𝑧)
 (3.3c) 

If 𝑧 ≥ 0 then 

𝜓𝑠0 =
𝑘𝐵𝑇

𝑞
𝑙𝑛 [(

𝑄𝑠

√2𝜀Si𝑘𝐵𝑇𝑁𝑑
)
2

+ 1] (3.3d) 

In the depletion and inversion region, the initial approximation is the 

following. 

𝑧 =
𝑛𝑖

2

𝑁𝑑
2 𝑒𝑥𝑝 [(

𝑄𝑠

√2𝜀Si𝑘𝐵𝑇𝑁𝑑
)
2

+ 1] (3.4a) 

If 𝑧 < 2 then 

𝜓s0 =
𝑘𝐵𝑇

𝑞
[𝑧 − (

𝑄𝑠

√2𝜀Si𝑘𝐵𝑇𝑁𝑑
)
2

− 1] × (1 − 𝑒−𝛾𝑄𝑠) (3.4b) 

If 2 ≤ 𝑧 < 10200 then 

𝜓s0 =
𝑘𝐵𝑇

𝑞
[𝑊(𝑧) − (

𝑄𝑠

√2𝜀Si𝑘𝐵𝑇𝑁𝑑
)
2

− 1] (3.4c) 

𝑊(𝑧) ≈ 𝑙𝑛(𝑧) − 𝑙𝑛(𝑙𝑛(𝑧)) +
𝑙𝑛(𝑙𝑛(𝑧))

𝑙𝑛(𝑧)
 (3.4d) 

If 𝑧 ≥ 10200 then 

𝜓s0 = −
𝑘𝐵𝑇

𝑞
𝑙𝑛 [

𝑁𝑑
2

𝑛𝑖
2 (

𝑄𝑠

√2𝜀Si𝑘𝐵𝑇𝑁𝑑
)
2

+
𝑁𝑑

2

𝑛𝑖
2] (3.4e) 
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𝑊(𝑧) and 𝑊−1(𝑧) are the lambert W functions. 𝛾 in (3.3b) and (3.4b) are 

used to tune the approximation at small 𝑄𝑠 and improve the convergence. The 

condition 𝑧 < 2 is chosen to avoid the spike in (3.4c) if 𝑧 is close to 1. The 

condition 𝑧 > 10200  is introduced due to the numerical limitation of 

exponential in numerical computation. The value can also be adjusted 

depending on the simulator used. In Fig. 3.2, the initial approximation is 

already very close to the 𝑄𝑠 obtained by (3.1) using 𝜓𝑠 as the input. Halley’s 

iterative method is used to solve (3.5) to get the surface potential [40]. In most 

cases, the iteration converges in 2 or 3 cycles. From the semiconductor surface 

electrical potential and field, the voltage drops across the insulator can be 

computed. Finally, the terminal voltage 𝑉IS  of the insulator-semiconductor 

capacitor is the combination of the flat-band voltage 𝑉FB, the insulator voltage 

and the semiconductor surface potential. For p-type, the equations are similar 

with different signs  

𝑉IS = 𝑉FB −
𝑄𝑠

𝐶IL
+ 𝜓𝑠 (3.5) 

 

Fig. 3.2. Comparison of our initial guess of 𝜓𝑠 and the 𝑄𝑠 − 𝜓𝑠 curve obtained from the 

analytical equation Eq. (3.1). ©  2025 IEEE 

 

Tunneling Current Model 
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To calculate the tunneling current in this compact model, I use an 

analytical equation Eq. (3.6). Previous studies of MFIS-FTJs often use 

numerical WKB approximation to simulate the tunneling current [35-37]. 

However, this method is not computationally efficient. Besides, WKB 

approximation does not consider the reflection of electron waves at the 

interfaces, and the band structure does not have the quantum mechanism 

correction. Therefore, even directly using the WKB approximation cannot 

produce accurate results, fitting parameters still need to be introduced. 

Furthermore, in addition to the conduction band electrons (CBE), valence 

band electrons (VBE) and holes (VBH) also need to be taken into account, 

which increases the computation time further [35]. In this work, we develop 

an analytical equation with several fitting parameters that can give the user 

enough flexibility to fit the experimental data of MFIS-FTJs with complex 

physics effects. 

To simplify the model, I consider the semiconductor electrode as a metal 

and adapt the direct tunneling (DT) current equation from MFM-FTJ [41] to 

include the effect of two insulator layers. Eq. (3.6a) shows the barrier height 

relative to the Fermi level at the Insulator-Si and Metal-FE interfaces where 

𝜙IL/Si  and 𝜙M/FE are the band-offsets at these interfaces, and 𝑉a2  is the 

modified applied voltage to restrict the applied voltage 𝑉𝑎 to the region of DT. 

𝑎  and 𝑏 are both theoretically 0.5 for CBE but we make them fitting 

parameters to include the effect of VBE, VBH, and other quantum mechanism 

effects. An empirical function 𝑔(𝑉a2) is also added to fit the tunneling current. 

This is a standard practice in compact modeling, which requires high-speed 

computation and agreement to less than 1% with the measured device data. 

𝜙IL = [𝜙IL/Si − 𝜓𝑠 + 𝑘𝐵𝑇 𝑙𝑛(
𝑁𝑐

𝑁𝑑
)] + 𝑞 ⋅ 𝑎𝑉a2, 𝜙FE = 𝜙M/FE − 𝑞 ⋅ 𝑏𝑉a2 (3.6a) 

𝐴IL =
−4𝑡IL√2𝑚IL

∗

3ℏ𝑉IL
, 𝐴FE =

−4𝑡FE√2𝑚FE
∗

3ℏ𝑉FE
 (3.6b) 

𝑇1 = 𝐴IL [(𝜙IL)
3

2 − (𝜙IL − 𝑞𝑉IL)
3

2] + 𝐴FE [(𝜙FE + 𝑞𝑉FE)
3

2 − (𝜙FE)
3

2] (3.6c) 

𝑇2 = 𝐴IL(√𝜙IL − √𝜙IL − 𝑞𝑉IL) + 𝐴FE(√𝜙FE + 𝑞𝑉FE − √𝜙FE) (3.6d) 
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𝐽DT =
−4𝑞𝑚FE

∗

3𝜋2ℏ
3

𝑒𝑥𝑝(𝑇1)

𝑇2
2 𝑠𝑖𝑛ℎ (

3𝑞𝑇2

4
𝑉a2) × 𝑔(𝑉a2) (3.6e) 

𝑔(𝑉a2) = 𝑐 [𝑑𝑉a2
2 + 1 + 𝑒 − √(𝑑𝑉a2

2 + 1 − 𝑒)2 + 𝑒(𝑑𝑉a2
2 + 1)] × (𝑓𝑉a2

4 +

1) (3.6f) 

I have verified this model with the simulated current using drift-diffusion 

and WKB approximation to calculate a bilayer MIS structure with a fixed 

polarization in the first layer for simplicity. Fig. 3.3 shows that this model can 

fit the WKB tunneling current through the bilayer structure with polarization 

accurately under different configurations. I can see that thinner FE, IL layers, 

and larger polarization would give higher currents, which agrees with [34]. 

For different 𝑁𝑑, there isn’t a visible change in the positive on-current because 

the semiconductor is in inversion, which also agrees with [34]. The larger 

positive polarization will pull down the semiconduction potential more. 

However, for the high voltage region, the Fowler-Nordheim tunneling would 

appear as well as the space charge effect due to the transported carriers [42, 

43]. Those effects are not considered by this compact model, which limits this 

model’s accuracy at high-voltage regions. 
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Fig. 3.3. Comparison of the tunneling current model and the WKB approximation. The 

symbols are the WKB approximation. The lines are the compact model. For the black line, 

the parameters are 𝑎 = 0.52,  𝑏 = 0.48, 𝑐 = 1, 𝑑 = 30, 𝑒 = 1.8, and 𝑓 = 0.008. For the 

red lines the following parameters are different: (a)𝑑 = 20, 𝑒 = 1.2; (b) 𝑑 = 20, and 𝑒 =

2; (c) (d): All parameters are the same. ©  2025 IEEE 

 

 

3.3 Discussion 

I have implemented this compact model in Verilog-A code, the most 

popular programming language for compact models, and tested it on Hspice. 

I have modeled both n-type and p-type MFIS-FTJ experimental data using the 

presented MFIS-FTJ model. Fig. 3.4(a) shows the fitting of an n-type FTJ 

with  𝑡IL = 0.4 nm , 𝑡FE = 4 nm, 𝑁𝑑 = 3 × 1019 cm−3  and 𝑃𝑅 = 5𝜇𝐶/cm2 

[29]; Fig. 3.4(b) shows the fitting of a p-type FTJ with  𝑡IL = 1 nm, 𝑡FE =

1 nm , 𝑁𝑎 = 1 × 1019 cm−3  and 𝑃𝑅 = 4𝜇𝐶/cm2  [30]. To fit these FTJ 

devices, the fitting parameters are treated as a function of polarization, where 
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I use interpolation to generate the parameters between +𝑃𝑅 and −𝑃𝑅. I use 

subscript + for the value at +𝑃𝑅  and – for −𝑃𝑅  in Fig. 3.4. This compact 

model can be used for both n-type and p-type MFIS-FTJ regardless of whether 

electrons or holes are the transport carriers. 

 
Fig. 3.4. Fitted results of (a) an n-type MFIS-FTJ [29] and (b) a p-type MFIS-FTJ [30]. 

Symbols are experimental data and lines are the simulation. For n-type, 𝑎+ = 0.6, 𝑎− =

0.5 , 𝑏+ = 0.52 , 𝑏− = 0.3 , 𝑐+ = 1.2 , 𝑐− = 0.7 , 𝑑+ = 11 , 𝑑− = 40 , 𝑒+ = 𝑒− = 3 , and 

𝑓+ = 𝑓− = 0. For p-type, 𝑎+ = 𝑎− = 0.5, 𝑏+ = −0.2, 𝑏− = −0.4, 𝑐+ = 0.8, 𝑐− = 0.22, 

𝑑+ = 2, 𝑑− = 15, 𝑒+ = 𝑒− = 1, and 𝑓+ = 𝑓− = 0. ©  2025 IEEE 

 

I have tested this model for simulating MFIS-FTJ in circuits.  Fig. 3.5 

shows a simple circuit. To demonstrate the ability to work with arbitrary input 

waveforms, we apply an unusual 100ns triangular positive voltage pulse to 

program the FTJ to its on-state followed by a read voltage of 0.2 V, then by a 

negative triangular pulse to program to off state followed by a read voltage of 

0.2V. Fig. 3.5 shows the device current vs time, the transient programming 

and read currents in the on and the off states. To further demonstrate the 

model’s ability, in Fig. 3.6, I show the polarization switching and the 

tunneling current under triangular pulses of varying amplitude. The model 

keeps track of the polarization history well. 

In addition, to test the simulation time efficiency of this compact model, 

I applied the waveforms of varying amplitude in Fig. 3.6a for 1000 cycles. 

The total runtime is only 52.27s on the Intel Xeon Gold 5115 CPU. This speed 

is comparable to popular transistor compact models, such as BSIM-CMG for 
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FinFET IC simulation, and is, therefore, suitable for the simulation of large 

circuits involving MFIS_FTJ. The 52ms simulation presented in Fig. 3.6b will 

take hours if it is performed with TCAD. 

As shown in Fig. 3.5, the polarization does not remain at its maximum 

value when the voltage rests at 0. It is because there is still some 

depolarization field across the FE layer as shown in Fig. 3.1. This leads to a 

decrease in TER ratio. The design rule of MFIS-FTJs should choose the FE 

material with a larger coercive field than the depolarization field. Here, 

reducing 𝑡IL  can help reduce the depolarization field and increase the 

tunneling current as shown in Fig. 3.3. The optimal design w.r.t the thickness, 

doping, and polarization has been studied in [34]. To reduce the depolarization 

field and increase the on-current as well as the TER ratio, we should reduce 

both 𝑡IL and 𝑡FEat the same time. 

 
Fig. 3.5. The write and read test of the FTJ. The inset is the sample circuit. We show the 

corresponding reading current and polarization to this read/write operation. ©  2025 IEEE 
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Fig. 3.6. Transient test of this model by applying triangular waveform with varying 

amplitude for 1000 cycles. The simulated polarization and tunneling current are shown in 

(a) the 1st cycle (b) the 1000th cycle. ©  2025 IEEE 

 

3.4 Chapter Summary 

I have presented a compact model of MFIS-FTJ. It contains a time-

dependent multi-grain ferroelectric model, a semiconductor surface potential 

model, and a tunneling current model. The model is computationally efficient 

for the simulation of integrated circuits because good analytical 

approximations are used and iterative calculation cycles are kept minimal. 

This model can fit both n-type and p-type FTJ experimental data well. Finally, 

we implemented this compact model in Verilog-A, ran with a commercial 

SPICE simulator, and demonstrated simulation speed comparable to MOS 

transistors and, therefore, its suitability for simulating large memory circuits.  
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Chapter 4    A Compact Model of Ferroelectric 

Field-effect Transistor 

 

In this chapter, I present a compact model of ferroelectric field-effect 

transistors (FEFET). The model consists of a ferroelectric (FE) capacitor 

model and a Berkeley Short-channel IGFET Model (BSIM), a standard SPICE 

MOSFET model. The FE model, similar to the nucleation-limited-switching 

model, is based on the statistical multidomain dynamics of FE materials. The 

charge equality between FE and MOSFET is satisfied through the SPICE 

simulator. The model reproduces the steep switching in the reverse bias region 

observed in experimental FEFETs and the current drop at both major loop and 

minor loop switching. A versatile inverted-memory-window (IMW) model 

can model the IMW behavior of FEFET that may be caused by charge 

trapping. I demonstrate that the reported model can accurately fit the 

published data of Fin-FEFET and FDSOI-FEFET under different bias 

conditions. This work is published by IEEE. ©  2025 IEEE. Reprinted, with 

permission, from [44] 

 

4.1 Motivation 

Ferroelectric material has become one of the most promising candidates 

for future non-volatile memory (NVM) due to the discovery of ferroelectricity 

of thin-film HfO2 in 2011 [4]. The compatibility with the standard CMOS 

technology of hafnium zirconium oxide (HZO) makes it suitable for 

integration with our current integrated circuits (ICs). By using HZO as the 

gate insulator of a MOSFET, FEFET gains the most interest as an FE-based 

NVM. It has been demonstrated on GlobalFoundries’ 22nm and 12nm Fully-

depleted-silicon-on-insulator (FDSOI) processes with memory windows up to 

1.5V [45]. The endurance of FEFET has been shown to exceed 1010 cycles 



27 
 

[46]. The polycrystalline nature of HZO also makes FEFET possibly used for 

multi-bit operations [47]. 

For circuit design with this up-and-coming FEFET-NVM technology, the 

designers require a SPICE-compatible compact model of FEFET, accurately 

capturing its electrical characteristics.   Several FEFET models have been 

developed previously. One of the popular FEFET models is the  Preisach-

based compact model, which couples the Preisach ferroelectric model with a 

BSIM model [19, 48]. The Preisach model is a computationally efficient 

model that can capture the hysteresis loop of FE. However, it is purely 

empirical and cannot describe the multidomain polycrystalline physics of 

HZO. It lacks scalability, variation, and stochasticity properties according to 

[23], which are important in FEFET simulations. Therefore, the nucleation-

limited-switching (NLS) model is introduced, which can describe the 

statistical multidomain properties of HZO [12, 14, 22]. The FEFET models 

using the NLS framework are reported in several works [49, 50]. However, 

the NLS model cannot describe the steep-switching and inverted-memory-

window. 

In several recent experimental reports, a steep subthreshold slope (< 

60mV/dec) has been seen in FEFET [51-53]. There are many explanations for 

this effect: negative capacitance (NC), channel percolation or domain 

propagation, and so on [50, 54-56]. Several works include the percolation or 

domain propagation effects into their model and reproduce the steep switching 

characteristics; however, these works only showed the experimental trends 

and not a model fit to the data [50, 54, 55]. In addition to the steep switching, 

charge trapping is another critical issue in FEFET that may cause the IMW 

[52, 53]. [50, 57] include the charge trapping effect into their FEFET models 

using an analytical charge trapping model containing the integration over both 

energies and distances. Such an approach is computationally expensive and 

unsuitable for compact modeling for a large circuit design purpose. 

In this chapter, I developed a computationally efficient compact model 

for FEFET using the NLS-based FE compact model I previously developed 

[38]. The steep-slope phenomenon as well as the IMW are captured using 

empirical equations that provide good fitting flexibility and computational 

efficiency. I demonstrate that this model can fit the experimental FEFET data 
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well. 

 

 
Fig. 4.1. (a) The equivalent circuit model of FEFET and (b) the charge equality between 

FE and MOSFET. ©  2025 IEEE 

 

4.2 Compact Model 

Equivalent circuit & FE model 

Fig. 4.1a shows the equivalent circuit of my FEFET compact model. A 

FE capacitor is connected to the MOSFET gate, modeled by the BSIM model 

[58, 59]. The total charge on the FE capacitor (QFE) has to equal the total 

charge on MOSFET (QMOS). Since the electric field on FE varies with the 

channel position, directly making FE and MOSFET in series is not entirely 

physical. However, we choose to build the compact model in this way to 

achieve a good computational speed. Then, the QMOS is computed by the 

BSIM model, and QFE is calculated by the FE compact model in [38], rewritten 

here in Eq. (4.1). This FE model considers the statistical multidomain 

dynamics of polycrystalline FE where 𝑃𝑅 is remanent polarization, 𝐸a+,- are 

the activation fields at 𝐸FE>0 and 𝐸FE<0 respectively, 𝐸FE is the electric field, 

  is the random variable describing the activation field distribution on 

different grains, 𝑃𝜂 is the polarization for each  group, 𝜏0 is the characteristic 

time for a very large 𝐸FE,  𝛼, 𝛽and 𝛾 are fitting parameters, 𝑡𝑖 is the time when 

𝐸FE polarity changes. I made 𝐸a+,- to be VDS dependent as Eq. (4.1c) to capture 

the variation in channel potential profile at different VDS where 𝐸ah+,- are the 
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activation fields at high VDS and 𝐸a0+,- are the activation fields at 0 VDS. The 

total polarization is the average of 𝑃𝜂 using Eq. (4.1d), where Prob(𝜂) is the 

probability of  and 𝑓(𝜂) is the probability density function. The total charge 

is 𝑃FE plus the background dielectric charge (𝜀FE𝑉FE/𝑡FE) times the area (𝐴FE) 

where 𝜀FE is the background dielectric constant and 𝑡FE is the thickness of FE. 

𝑃𝜂(𝑡) = 𝑃𝑅 − (𝑃𝑅 − 𝑃𝜂(𝑡𝑖)) 𝑒𝑥𝑝 (−(∫
1

𝜏(𝑡 ′)
𝑑𝑡 ′

𝑡

𝑡𝑖

)

𝛽

) ,   

              if 𝐸FE(𝑡) ≥ 0, 

        = −𝑃𝑅 + (𝑃𝑅 + 𝑃𝜂(𝑡𝑖)) 𝑒𝑥𝑝 (−(∫
1

𝜏(𝑡 ′)
𝑑𝑡 ′

𝑡

𝑡𝑖

)

𝛽

) , 

              if 𝐸FE(𝑡) < 0, (4.1a) 

𝜏(𝑡) = 𝜏0 𝑒𝑥𝑝 ((
𝜂𝐸a+,-

|𝐸FE(𝑡)|
)
𝛼

) (4.1b) 

𝐸a+,- = (𝐸ah+,- − 𝐸a0+,-)𝑉DS
𝛾 + 𝐸a0+,- (4.1c) 

𝑃FE(𝑡) = ∑𝑃𝜂(𝑡)Prob(𝜂) ≅ ∫ 𝑃𝜂(𝑡)𝑓(𝜂)𝑑𝜂
𝜂𝑚𝑎𝑥∫

0
 (4.1d) 

𝑄FE = 𝐴FE(𝑃FE + 𝜀FE𝑉FE/𝑡FE) (4.1e) 

Since both the FE and BSIM models can only give charge as a function 

of voltage and not the other way around, we need to ensure the charge equality 

numerically. I utilize the solver in the SPICE simulator by using two current 

sources whose value equals QFE and QMOS, respectively. As shown in Fig. 4.1a, 

these two current sources form a current loop, and SPICE will automatically 

make sure they cancel each other. Fig. 4.1b shows a simulated QFE and QMOS 

using this method, from which we can see that these two charges are equal. 

Steep Switching (SS) Model 

The experimental ID-VG FEFET data from several research groups show 

a sub-60mV/dec slope in the reverse sweep [51-53]. This has been attributed 

to a transient NC (TNC) effect in [56], but it also appears under DC conditions 

[51], implying that it could be due to intrinsic NC. The percolation theory has 

also been proposed to explain the steep switching in [50, 54], where they used 



30 
 

an effective threshold voltage shift to produce the steep slope. Another theory 

is the low electric field domain propagation which says the switching rate is 

dominated by domain propagation at the low electric field which gives a 

higher switching rate [50, 55]. They modified the NLS model to show the sub-

60 mV/dec slope. Due to the multiple reasons for the steep switching, we 

propose a phenomenology model. 

I mainly adopt the idea of percolation theory, but it does not have a simple 

physical model and requires Monte Carlo simulation which is too 

computationally expansive. Thus, our SS model uses the concept of threshold 

voltage shift to model the sudden current drop [50, 54]. As shown in Eq. (4.3a), 

the internal gate voltage used in calculations (𝑉MOS
′) is the node voltage (𝑉MOS) 

pulse a shift (𝛥𝑉). 𝛥𝑉 is a function composed of 𝛥𝑉1 and 𝛥𝑉2as Eq. (4.3b) 

where they are the voltage shift functions for major loop forward and reverse 

sweepings, respectively. The variables, a, b, c1,2, d1,2, e1,2, and f1,2, in Eq. 

(4.3) are empirical parameters. From percolation theory, the threshold voltage 

shift happens when PFE is smaller than a certain value [50, 54]. Here, e1,2 

determine where the voltage shift will happen, a and b control the smoothing 

between 𝛥𝑉1 and 𝛥𝑉2, and c1,2, d1,2, and f1,2 control the amplitude and the 

slope of this voltage shift. However, we have also observed a different current 

drop in the minor loop of experimental data (such as shown in Fig. 4.3) which 

is much smoother and cannot be covered by Eq. (4.3). Thus, we introduce a 

current multiplication factor Eq. (4.4) with m1 to m5 as the fitting parameters, 

which can be used to model this current decay. m2 and m5 determine the place 

where this current decay appears on PV plane, and the other parameters 

control the amplitude and smoothness of this function. 

𝑉MOS
′ = 𝑉MOS + 𝛥𝑉 (4.3a) 

𝛥𝑉 = 0.5𝛥𝑉2 (
𝛥𝑉1

𝛥𝑉2
− 1) 𝑡𝑎𝑛ℎ[𝑎(𝑉𝐹𝐸 − 𝑏)] + 0.5𝛥𝑉2 (

𝛥𝑉1

𝛥𝑉2
+ 1) (4.3b) 

𝛥𝑉1,2 = 0.5𝑐1,2{𝑡𝑎𝑛ℎ[𝑑1,2(𝑃FE − 𝑒1,2𝑃𝑅)] − 1} + 𝑓1,2 (4.3c) 

𝐼DS = 𝐼DS
′ × 𝑀 (4.4a) 

𝑀 = 1 − 0.25{𝑡𝑎𝑛ℎ[𝑚1(𝑃FE − 𝑚2𝑃𝑅)] − 1} 

× {(1 − 𝑚3) 𝑡𝑎𝑛ℎ[𝑚4(𝑉𝐹𝐸 − 𝑚5)] + (𝑚3 − 1)} (4.4b) 
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Inverted-memory-window (IMW) Model 

The IMW is caused by charge trapping (CT) [52, 53]. If we want to model 

CT, we need to consider the quantum mechanical tunneling and the 

integration over both energy and distance [50, 55, 57]. However, this is too 

time-consuming for a compact model. Therefore, I proposed a 

phenomenological IMW model that is coupled with the FE model and does 

not require additional computational power for the model convergence. Based 

on observation, the IMW happens in reverse sweeping, and the FE charge is 

not large enough. Therefore, the model is given by Eq. (4.5) and is activated 

during the reverse sweep when 𝑃FE is smaller than a threshold polarization 

𝑃𝑡 = 𝜎𝑃𝑅  where 𝑡𝑖  is the time when reverse sweeping happens. The time 

constant 𝜏nw is now determined by the corresponding electric field 𝐸𝑡  at 𝑡𝑖 

and a new activation field 𝐸a,IW to tune the switching rate. Fig. 4.3 shows that 

my model can reproduce the IMW effect in ID-VG curves and QFE-VG loop. 

The biggest advantage of this model is that we don’t need to worry about the 

interaction between FE and CT which will increase the difficulty of 

convergence for solving the charge equality and the fitting complexity that 

people need to iteratively tune both models to get the good fitting. 

if 𝑑𝑉GS < 0 and 𝑃FE < 𝑃𝑡 ,  

𝑃𝜂(𝑡) = −𝑃𝑅 + (𝑃𝑅 + 𝑃𝜂(𝑡𝑖)) 𝑒𝑥𝑝 (−(∫
1

𝜏nw(𝑡 ′)
𝑑𝑡 ′

𝑡

𝑡𝑖
)
𝛽

) (4.5a) 

𝜏nw(𝑡) = 𝜏0 𝑒𝑥𝑝 ((
𝐸a,IW

|𝐸FE(𝑡)−𝐸𝑡|
)
𝛼

) (4.5b) 

4.3 Results 

I validated this model by fitting the published FEFET data. I modeled 

both Fin-FEFET and FDSOI-FEFET by coupling this FE model with BSIM-

CMG [58] and BSIM-IMG [59], respectively. Fig. 4.2 shows the fitting results 

of an  FDSOI-FEFET [52] and a Fin-FEFET [60]. The model can be used for 

both SS and non-SS cases at different VDS. The difference in the MW at 

different VDS is captured by Eq. (4.1c). Fig. 4.3a shows the validation with the 

different minor loops of the FEFET for different maximum gate voltages 

(VMAX) [52]. As we can see the SS is reproduced by adding a voltage shift 

when PFE is smaller than a certain value. The charge shows a steep switching 
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as well as the current at the corresponding PFE. For VMAX=1.2V, the smoother 

current drop different from the SS at VG=1V is captured by Eq. (4.4) which 

activates in minor loops. For IMW at VMAX=1.0V, from Fig. 4.3b, we can see 

that the charge decreases when reverse sweeping happens and PFE is smaller 

than Pt which produces the IMW effect. 

 

 
Fig. 4.2. Fitted ID-VG curves compared to the experimental data of (a) FDSOI-FEFET with 

W=170nm, L=24nm, tFE=10nm, T=300K, Ea0+=2.7MV/cm, Ea0-=3.7MV/cm, 

Eah+=3.5MV/cm, Eah-=3.8MV/cm, a=2, b=-0.1, c1,2=1.2, d1=20, d2=500, e1=-0.5, and 

e2=0.4 [52] (b) Fin-FEFET with HFIN=30nm, WFIN=50nm, L=70nm, tFE=10nm, Ea0+,-

=4MV/cm, Eah+,-=4.6MV/cm [60] where symbols are the measurement and lines are the 

simulation. ©  2025 IEEE 

 

 
Fig. 4.3. (a) Fitted ID-VG curves for different minor loops of the FDSOI-FEFET [52] where 

symbols are the measurement and lines are the simulation with W=170nm, L=24nm, , 

tFE=10nm, T=300K, Ea+=3MV/cm, Ea-=3.2MV/cm, a=2, b=-0.2, c1,2=1.2, d1=20, d2=500, 

e1=-0.3, e2=0.45, m1=600, m2=0.6, m3=1e-4, m4=1.5, m5=0.33, and =0.33. The maximum 
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gate sweep voltages are 1.0V, 1.2V, 1.6V and 3.0V. (b) The QV loops correspond to the 

IV curves. ©  2025 IEEE 

 

4.4 Chapter Summary 

I have presented a compact model of FEFET. The FE switching is 

modeled by a statistical multidomain switching model, which is coupled with 

the BSIM SPICE model with a subcircuit to achieve charge equality. To 

model the SS and IMW phenomena, we apply empirical models that are 

flexible enough to accurately fit the IV characteristics from experimental 

devices. We show that this model can fit Fin-FEFET and FDSOI-FEFET well 

at different bias conditions. 
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Chapter 5    A Compact Model of Antiferroelectric 

Capacitor 

 
In this chapter, I developed a compact model of antiferroelectric (AFE) 

capacitors. AFE material, similar to the ferroelectric (FE) material, is a good 

candidate for non-volatile memory applications. Unlike FE materials, no good 

compact models can describe the AFE materials for circuit simulation. I 

consider the AFE material in this study as a collection of multiple crystal 

groups. For each group, the polarization may switch from zero to positive or 

negative polarization and vice versa depending on the electric field polarity. 

This switching is modeled by a local field-dependent switching rate, which 

has a statistical distribution among the groups. I implemented this model in 

Verilog-A and ran it on a commercial SPICE simulator to demonstrate this 

model’s capability to reproduce the published experimental data of the 

dependency of the AFE capacitor switching on the writing pulse width and 

voltage and the behavior of the major and minor loop are demonstrated. This 

work is published by IEEE. ©  2025 IEEE. Reprinted, with permission, from 

[61]. 

 

5.1 Motivation 

Antiferroelectric (AFE) material is a promising material for memory 

applications in the integrated circuit (IC) industry. Compared to FE material, 

experiments have shown that zirconium oxide (ZrO2) based AFE has higher 

speed and endurance compared to FE [62, 63].  Furthermore, the double 

hysteresis loops of AFE may potentially store two bits of data per device, 

doubling the storage density [64]. AFE can be applied to nonvolatile 

memories (NVMs) such as ferroelectric RAM (FERAM), ferroelectric tunnel 

junction (FTJ), and ferroelectric FET (FEFET) with better reliability [65]. 

AFE also shows great potential for energy storage supercapacitor applications 
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[66]. AFE-DRAM has been demonstrated to have a 10ns switching and 1ms 

retention, and high endurance with 1012 cycles [67]. Moreover, AFE can be 

stacked with FE to engineer the on-current and subthreshold swing of negative 

capacitance FET (NCFET) [68, 69]. 

To model AFE, the best-known model is the Kittel’s model [70]. 

However, similar to the Landau–Khalatnikov (L–K) equation [20, 71, 72], 

simulating the multi-domain dynamics using phase-field modeling is orders 

of magnitude too time-consuming for IC simulation. Moreover, in HZO thin 

film, the polycrystalline property makes the device contain multiple grains 

with different material properties due to the crystal orientation, stoichiometry 

and stress [63, 73]. Thus, not only the multi-domain but also multi-grain 

physics needs to be considered. Another common model is the Preisach model 

[48, 74]. It uses empirical interpolation to produce the hysteresis loop, which 

is not physical. Therefore, I aimed to develop a computationally efficient 

model that considers the multi-domain/multi-grain switching physics in AFE. 

Multi-grain switching has been studied in FE for many years, and one 

model is the nucleation-limited-switching (NLS) model [14, 16, 22]. It 

considers an FE capacitor made of many independent grains and each grain 

has a unique exponentially time-dependent switching rate. The NLS model 

has also been used on AFE [63, 75] but these models can only characterize 

(positive or negative) half of the major hysteresis loop and not any minor 

loops. In this paper, based on our previous model of FE capacitors [38], I 

constructed an AFE model that reimagines NLS switching dynamics for AFE. 

I showed that this model can model both the major loop and minor loop as 

well as the pulse-width-dependent switching characteristics well by 

reproducing the published experimental data [62, 74]. 

 

5.2 Model 

In AFE, we can observe from Fig. 5.1 that the polarization has three 

different states: 𝑃𝑅, −𝑃𝑅 and 0. Polarization would switch from −𝑃𝑅 to 0 and 

from 0 to 𝑃𝑅 while voltage increases and vice versa. For each hysteresis loop, 

we can refer to FE domain switching where the polarization switches from 

nuclei and grows to the entire device [20, 72]. For example, for the left 
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hysteresis curve in Fig. 5.1a, the negative polarization would switch into zero 

polarization from some nuclei and switch the whole area when voltage 

increases, and the capacitor is switched from negatively polarized areas into 

non-polarized areas. Therefore, I approximate the total polarization into the 

combination of positively polarized areas 𝐴+, negatively polarized areas 𝐴− 

and non-polarized areas 𝐴0. I first derive the switching current in region (I) in 

Fig. 5.1 as Eq. (5.1a) where 𝐸AFE is the electric field, 𝐸𝑇+ and 𝐸𝑇−  are the 

threshold electric field, and 𝑃𝑅 is the remanent polarization. However, directly 

solving three kinds of areas is numerically complex and not acceptable for a 

compact model. Instead, we introduce two new areas by dividing the capacitor 

into low-field-switching area 𝐴𝑙  and high-field-switching area 𝐴ℎ  where 𝐴𝑙 

starts switching under the low voltage in (II) & (III), and 𝐴ℎ starts switching 

under the higher voltage in region (I) & (IV), and 𝐴𝑙 = 𝐴ℎ = 0.5𝐴𝑇 where 𝐴𝑇 

is the total area. 𝐴𝑙 and 𝐴ℎ only consist of positively and negatively polarized 

areas, 𝐴𝑙+ , 𝐴𝑙− , 𝐴ℎ+ , and 𝐴ℎ− . 𝐴0  can be represented by the polarization 

cancellation between 𝐴ℎ  and 𝐴𝑙 . Fig. 5.1 shows how 𝐴𝑙+  and 𝐴ℎ+  varying 

with 𝐸AFE in which we can see how polarization changes corresponding to 𝐴ℎ 

and 𝐴𝑙. Then, we obtain the switching current in (I) as Eq. (5.1a). Similarly, 

the switching current in region (IV) is shown in Eq. (5.1b). For regions (II) & 

(III), the derivation is simpler. Depending on the polarization 𝑃, we either 

calculate the decrease in 𝐴𝑙+ or 𝐴𝑙− as Eq. (5.1c). 

𝐼(𝐴0 → 𝐴−) + 𝐼(𝐴+ → 𝐴0) 

≅ 𝐼(𝐴l+ → 𝐴𝑙−) + 𝐼(𝐴ℎ+ → 𝐴ℎ−) = 2𝑃𝑅 [
𝑑𝐴l+

𝑑𝑡
+

𝑑𝐴h+

𝑑𝑡
] (5.1a) 

𝐼(𝐴0 → 𝐴+) + 𝐼(𝐴− → 𝐴0) ≅ −2𝑃𝑅 [
𝑑𝐴𝑙−

𝑑𝑡
+

𝑑𝐴ℎ−

𝑑𝑡
] (5.1b) 

𝐼(𝐴+ → 𝐴0) = 2𝑃𝑅

𝑑𝐴𝑙+

𝑑𝑡
, if 𝑃 > 0, 

𝐼(𝐴− → 𝐴0) = −2𝑃𝑅
𝑑𝐴𝑙−

𝑑𝑡
, if 𝑃 < 0 (5.1c) 
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Fig. 5.1. (a) The schematic hysteresis loop of AFE which is divided into 4 regions: (I) 

𝐸AFE < −𝐸𝑇−, (II) −𝐸𝑇− ≤ 𝐸AFE ≤ 𝐸𝑇+ & 𝑃 > 0, (III) −𝐸𝑇− ≤ 𝐸AFE ≤ 𝐸𝑇+ & 𝑃 < 0, and 

(IV) 𝐸AFE > 𝐸𝑇+; (b) The percentage of 𝐴𝑙+ and 𝐴ℎ+ over 𝐴𝑙 and 𝐴ℎ under different 𝐸AFE; 

(c) The schematic transient diagram of AFE. ©  2025 IEEE 

 

After deriving the current expressions, we now set up the differential 

equations for each grain group. 𝐴𝜂 is the total area of which the switching rate 

is characterized by the random variable 𝜂 shown in Eq. (5.3). 𝜂 has a mean of 

1 and a statistical distribution 𝑓(𝜂) to be determined from measurement data 

[38]. Here, I assumed a Gaussian distribution. Since 𝐴𝜂+ = 𝐴𝜂 − 𝐴𝜂−, we can 

write all differential equations in terms of 𝐴𝜂+ as Eq. (5.2). The switching 

time constant is defined in Eq. (5.3) known as the Merz’s law [76] where 𝜏0 

is the characteristic time at a very large field, 𝐸𝑎 is the mean activation field, 

𝛼is a fitting parameter, and 𝐸eff,l is the effective electric field which equals 

𝐸AFE + 𝐸𝑇− at (III) & (IV) and 𝐸AFE − 𝐸𝑇+ at (I) & (II), and 𝐸eff,h equals to 

𝐸AFE − 𝐸𝑇+  at (IV) and  𝐸AFE + 𝐸𝑇−  at (I) where 𝐸𝑇+  and 𝐸𝑇−   are fitting 

parameters that characterize the difference between the low-field-switching 
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and high-field-switching areas. We keep tracking 𝐴𝜂𝑙+  and 𝐴𝜂ℎ+ with time 

using the differential equations (5.2). Finally, the overall positively polarized 

area 𝐴+  is the summation of all 𝐴𝜂+  where the integration is carried out 

numerically using Eq. (5.4). The polarization and current are calculated by Eq. 

(5.5) and Eq. (5.6) respectively where 𝐶AFE is the background capacitance of 

the AFE capacitor. 

𝑑𝐴𝜂+

𝑑𝑡
=

𝑑(𝐴𝜂𝑙++𝐴𝜂ℎ+)

𝑑𝑡
=

−𝐴𝜂𝑙+

𝜏𝑙
+

−𝐴𝜂ℎ+

𝜏ℎ
, if 𝐸AFE < −𝐸𝑇−  

=
−𝐴𝜂𝑙+

𝜏𝑙
, if − 𝐸𝑇− ≤ 𝐸AFE ≤ 𝐸T+ & 𝑃 > 0  

=
𝐴𝜂𝑙−𝐴𝜂𝑙+

𝜏𝑙
, if − 𝐸𝑇− ≤ 𝐸AFE ≤ 𝐸T+ & 𝑃 < 0  

=
𝐴𝜂𝑙−𝐴𝜂𝑙+

𝜏𝑙
+

𝐴𝜂ℎ−𝐴𝜂ℎ+

𝜏ℎ
, if 𝐸AFE > 𝐸T+ (5.2) 

𝜏𝑙 = 𝜏0 𝑒𝑥𝑝 [(
𝜂𝐸𝑎

|𝐸eff,l|
)
𝛼

] , 𝜏ℎ = 𝜏0 𝑒𝑥𝑝 [(
𝜂𝐸𝑎

|𝐸eff,h|
)
𝛼

] (5.3) 

𝐴+(𝑡) = ∑𝐴𝜂+(𝑡) ≅ ∫ 𝐴𝑇𝑓(𝜂)𝑑𝜂 ×
𝜂𝑚𝑎𝑥

0

𝐴𝜂+(𝑡)

𝐴𝜂
 (5.4) 

𝑃(𝑡) = 𝑃𝑅 × (
2𝐴+(𝑡)

𝐴𝑇
− 1) (5.5) 

𝐼(𝑡) = 2𝑃𝑅
𝑑𝐴+(𝑡)

𝑑𝑡
+ 𝐶AFE

𝑑𝑉AFE

𝑑𝑡
 (5.6) 

 

 

5.3 Results 

I implemented this model with Verilog-A and ran simulations on Hspice. 

To verify this compact model’s accuracy, I fitted the data of a 10 nm ZrO2 

capacitor subject to a triangle voltage waveform at 1 kHz with varying 

amplitude [74]. In parameter extraction, I first extracted 𝑃𝑅 , 𝐸𝑇+  and 

𝐸𝑇−which can be easily found as Fig. 5.1. For other parameters, 𝜏0 can be 

extracted at the high applied voltage; 𝐸𝑎 and 𝛼 can be extracted by tuning the 

fitting of switching polarization under different voltages. The more detailed 

fitting process can be analogous to the FE model [16, 22]. In Fig. 5.2, my 

model results are in excellent agreement with the experimental data. It 

successfully captures the minor loop switching of AFE by tracking the 
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polarization history. Furthermore, we test the model with different rise/fall 

time. Fig. 5.3 shows the measurement and fitting of a 6 nm HZO with a 

rise/fall time of 50 s and 1 s [62]. When the ramp rate is fast enough, 𝐴𝑙+ 

will not completely switch to 𝐴𝑙−  and compensate 𝐴ℎ+ , which let us can 

model the polarization retention at high speed.  These demonstrations show 

that this model can reproduce the switching dynamics under various 

measurement conditions. In addition, I modeled the 

TiN/TiO2/HZO/RuO2/HfO2 -stacked AFE [62] with 5 nm HZO and 0.5 nm 

TiO2 in Fig. 5.4. The RuO2 layer’s high work function shifts the nonvolatile 

states from 0 V to -1V. To simulate this device, I also used the model’s 

capability of accepting a series capacitance (TiO2) and the work function 

difference. Fig. 5.4 shows the fitting result. 

 

Fig. 5.2. Modeled hysteresis curve of a 10 nm ZrO2 capacitor from [74] with 𝑃𝑅 =

11𝜇𝐶/cm2, 𝜏0 = 100ps,𝐸𝑎 = 3.45MV/cm, 𝐸𝑇+ = 𝐸𝑇− = 2.26MV/cm and 𝛼 = 2.46. ©  

2025 IEEE 
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Fig. 5.3. Modeled hysteresis curve of a 6 nm HZO capacitor from [62] with 𝑃𝑅 =

20𝜇𝐶/cm2 , 𝜏0 = 1.5ns , 𝐸𝑎 = 3.6MV/cm , 𝐸𝑇+ = 𝐸𝑇− = 1.8MV/cm  and 𝛼 = 1.7 . ©  

2025 IEEE 

 
Fig. 5.4. Modeled hysteresis curve of a TiN/TiO2/HZO/RuO2/HfO2-stacked  capacitor from 

[62] with 𝑃𝑅 = 20𝜇𝐶/cm2 , 𝜏0 = 2ns , 𝐸𝑎 = 3.7MV/cm , 𝐸𝑇+ = 1.9MV/cm , 𝐸𝑇− =

2.3MV/cm and 𝛼 = 1.7. ©  2025 IEEE 
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5.4 Chapter Summary 

I present a compact model of AFE capacitors. This model produces the 

AFE behaviors with the switching dynamics between positive-polarized, 

negative-polarized, and non-polarized states in each grain group in an AFE 

capacitor. This model computes the time-dependent polarization switching 

history through the entire simulated period of the capacitor operation.  We 

demonstrate the model’s capability to capture the major and minor loop 

switching as well as the speed-dependent hysteresis loop of AFE capacitors. 

We also show that this model can simulate the nonvolatile AFE stack, which is 

interested in future NVM applications. 
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Chapter 6    Theoretical Study and Modeling of 

Nanoscale Ferroelectric Capacitor 

 
In this chapter, I present a modeling study of nanoscale ferroelectric (FE) 

capacitors. I first used the phase-field simulation to study the polarization 

switching of a very small FE capacitor that contains only a few grains. I 

showed that, at higher applied voltage, the entire grain undergoes a single-

domain-like switching, but, at lower applied voltage, the domain wall growth 

mechanism dominates due to the difference between the domain wall energies 

of bulk and defect nuclei. To create a compact model that includes this voltage 

dependence, I use a time-dependent domain switching model for each discrete 

grain with empirical modifications capturing the two different switching 

mechanisms.  In addition, a voltage-dependent dielectric model is included to 

represent the nonlinear capacitance of the FE capacitor. I verified this compact 

model by fitting the results of phase-field modeling results with excellent 

agreement. This work is published by IEEE. ©  2025 IEEE. Reprinted, with 

permission, from [77] 

 

6.1 Motivation 

Due to its compatibility with the standard CMOS technology, HZO-based 

FE memories become great candidates for future non-volatile memory (NVM) 

applications such as ferroelectric FET (FEFET), ferroelectric RAM 

(FERAM), and ferroelectric tunnel junction (FTJ) [7]. The polycrystalline 

nature of HZO provides the opportunity for multi-state operation on FE 

memories, which can be used in neuromorphic applications [8]. It is the multi-

grain switching behavior to generate the continuous polarization states. 

Various experiments and modeling works have been done to study the 

switching behavior of FE devices [12, 14, 22, 38] using the nucleation-limited 

switching (NLS) model with a statistically distributed switching rate. 
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However, when the device area becomes very small, we can no longer 

describe it with a continuous distribution function.  A nanoscale FE capacitor 

only contains a few grains, which leads to discrete polarization switching [47, 

78]. The NLS model also assumes that the switching is dominated by 

nucleation due to the small size of the grains. The effect of domain 

propagation might be therefore averaged out by the statistical distribution of 

a large number of grains in a large-area capacitor. However, it cannot be 

neglected in the case of a small-area capacitor where there are only a few 

grains present. As the technology becomes more mature, this kind of 

nanoscale FE capacitor will be introduced into high-density integrated circuits 

(ICs). It is essential for us to study its characteristics and have a SPICE-

compatible compact model for IC simulation.  

Due to the lack of experimental data and the difficulty of measuring 

polarization-voltage characteristics of such small devices, we need to rely on 

numerical simulation to study the device. Phase-field modeling using time-

dependent Ginzburg Landau (TDGL) theory is the most common way to study 

FE devices [20, 72, 79, 80]. In this chapter, I studied the properties of small-

area FE by performing phase-field simulations of FE capacitors with grain 

sizes within 20 nm [47, 81]. I then developed a compact model to capture the 

electrical characteristics resulting from the TDGL model.  
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Fig. 6.1. Polarization switching of a single-grain FE capacitor at 1.2 V and 1.06 V. The 

legend shows the polarization in the unit of C/m2. ©  2025 IEEE 

 

 

6.2 Phase-field Simulation 

To simulate the nanoscale FE, I conducted a 2D phase-field simulation 

using COMSOL Multiphysics [82]. First, I studied the switching under a 

single grain FE capacitor with 20 nm width and 5 nm thickness. Voltage is 

applied on the top and bottom boundary. I set remanent polarization 

𝑃𝑅=22mC/cm2 and coercive field 𝐸𝐶=2MV/cm2 [63]. Inside the capacitor, I 

add a 1 nm by 1nm nucleus which has a 𝐸𝐶 smaller than the bulk value [72] 

shown in Fig. 6.1. Here, I set it to be 0.7𝐸𝐶 of bulk. The coupled Poisson-

TDGL simulation is set as Eq. (6.1) where 𝑉 is electrical potential, 𝑃𝑗 is the 

polarization component in the j direction where j = x or y, 𝜀𝑟 is the relative 

permittivity (= 30), 𝜀0  is the vacuum permittivity, 𝜌  is the viscosity 

coefficient (=6 m), 𝛼, 𝛽, 𝛾 are the Landau-Khalatnikov coefficients [71], 

and 𝑔 is the polarization gradient coefficient (=1E-10 m3/F). For simplicity, I 

assume a dielectric relation in the x direction since, in this study, there is no 

voltage applied in that direction. I apply �⃑� 𝑃 ⋅ �⃑� = 0 for every grain boundary 

where �⃑�  is the normal vector [83]. 
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�⃑� ⋅ (−𝜀𝑟𝜀0�⃑� 𝑉 + 𝑃) = 0  (6.1a) 

0 = −𝜀𝑟𝜀0
𝜕𝑉

𝜕𝑥
− 𝑃𝑥 (6.1b) 

𝜌
𝜕𝑃𝑦

𝜕𝑡
= −

𝜕𝑉

𝜕𝑦
− 2𝛼𝑃𝑦 − 4𝛽𝑃𝑦

3 − 6𝛾𝑃𝑦
5 + 2𝑔𝛻2𝑃𝑦 (6.1c) 

Fig. 6.1 shows the simulation results of this FE capacitor for 1.2 V and 

1.06 V, respectively. I plot 𝑃𝑦 of the entire capacitor at different simulation 

time instants. We can see that the polarization begins to switch at the nucleus 

followed by the bulk at 1.2 V. It is similar to single-domain switching since 

the electric field is strong enough to make the nucleus and bulk switch almost 

at the same time. For 1.06 V, since the applied voltage is close to the 𝐸𝐶 of 

the bulk, the bulk will switch much slower than the nucleus. The domain 

propagation can be clearly seen in this case. It becomes a combination of 

domain wall switching and bulk switching. This phenomenon might be 

averaged out when there are a lot of grains with different sizes and material 

properties. 

I also study the case where the device contains 3 grains in the width 

direction. Each grain width is set to be 16 nm [81]. I choose 3-grain because 

the dimensions of a short channel transistor for state-of-the-art technologies 

are typically around 20nm×50nm. Given the typical size of grain in HZO is 

16~20nm, I think a 3-grain scenario is good enough to study these devices.  

For example, in [47], a 3-grain switching behavior was recently observed for 

a short channel FEFET. At the grain boundary, I assume there is a 0.5 nm 

dielectric dead layer [84, 85] that will stop the domain propagation. Moreover, 

in polycrystalline FE, each grain can have different FE properties [14]. Here, 

for simplicity, I set these grains to have different 𝐸𝐶, which are 1.7 MV/cm, 

2.55 MV/cm and 2 MV/cm, so that it can perform the discrete switching seen 

in [47]. Inside each grain, I also place a nucleus the same as the one-grain case. 

Fig. 6.2 shows that each grain will switch at different times since they have 

different domain energy. 
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Fig. 6.2. Polarization switching of a 3-grain FE capacitor at 1.4 V. The legend shows the 

polarization in the unit of C/m2. ©  2025 IEEE 

 
6.3 Compact Model 

I now developed a compact model for nanoscale FE capacitors based on 

the phase-field simulation results. From Fig. 6.1 & 6.2, we can see that due to 

the nuclei and multi-grains, a single domain LK equation is not able to 

describe the system. Depending on the computational penalty, directly coding 

the phase-field model with Verilog-A code is not suitable for a compact model 

[79].  Therefore, I decided to adopt domain-switching models such as 
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(Kolmogorov-Avrami-Ishibashi) KAI model and (nucleation Limited 

Switching) NLS model [9, 10, 12]. I previously developed a compact model 

for large-area FE capacitors based on these models in Chapter 2 [38]. I use the 

same framework to develop a unified compact model valid for both the large 

and small-area capacitors. 

 In this compact model, the FE capacitor is described as a parallel 

combination of many small FE capacitors, each representing a grain as shown 

in Fig. 6.3. As stated earlier, the switching mechanism turns from 

homogeneous switching to domain nucleation and growth switching when the 

applied voltage decreases. To model this complex switching mechanism, I use 

Eq. (6.2) to (6.4) [38], where the subscript i means the index of the grain which 

starts from 1, 𝑃𝑖  is the polarization of each grain, 𝜂  is the fraction of the 

polarization of each grain to the entire capacitor, 𝜏𝑖  is a time constant 

following the Merz’s law [76], 𝜏0i is the characteristic time constant, 𝐸ai is the 

activation field, 𝑡𝑘 is when the electric field changes polarity, and 𝛼𝑖 and 𝛽𝑖 

are fitting parameters. To capture these two switching behaviors for low and 

high voltages, I make 𝛼𝑖 voltage dependent as Eq. (6.5) with empirical fitting 

parameters (𝛼0𝑖, 𝛿𝑖, 𝛾𝑖 and 𝑉0𝑖). 𝛼𝑖 will affect the rising time and the spacing 

between the switching curves at different voltages (Fig. 6.4). Therefore, 𝛼𝑖 

value varies from high voltage to low voltage conditions. Since there are only 

a few grains, we can no longer use a distribution function to describe the grain 

variation 

𝑑𝑃𝑖

𝑑𝑡
=

−𝑃𝑖 + 𝜂𝑖𝑃𝑅

𝜏𝑖(𝑡)
,  if 𝐸FE(𝑡) ≥ 0,  

      =
−𝑃𝑖−𝜂𝑖𝑃𝑅

𝜏𝑖(𝑡)
,  if 𝐸FE(𝑡) < 0 (6.2) 

𝜏𝑖(𝑡) = 𝜏0i 𝑒𝑥𝑝 ((
𝐸ai

|𝐸FE(𝑡)|
)
𝛼𝑖

) (6.3) 

𝑃𝑖(𝑡) = 𝜂𝑖𝑃𝑅 − (𝜂𝑖𝑃𝑅 − 𝑃𝑖(𝑡𝑘)) 𝑒𝑥𝑝 (−(∫
1

𝜏𝑖(𝑡
′)

𝑑𝑡 ′
𝑡

𝑡𝑘

)

𝛽𝑖

) ,   

              if 𝐸FE(𝑡) ≥ 0, 

        = −𝜂𝑖𝑃𝑅 + (𝜂𝑖𝑃𝑅 + 𝑃𝑖(𝑡𝑘)) 𝑒𝑥𝑝 (−(∫
1

𝜏𝑖(𝑡
′)

𝑑𝑡 ′
𝑡

𝑡𝑘

)

𝛽𝑖

) , 
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              if 𝐸FE(𝑡) < 0 (6.5) 

𝛼𝑖(𝑉FE) = 𝛼0𝑖 − 𝛿𝑖 𝑡𝑎𝑛ℎ( 𝛾𝑖(𝑉FE − 𝑉0𝑖)) (6.6) 

𝑄𝐵(𝑉FE) =
𝜀FE0

𝑡FE
(𝑉FE +

𝑎𝑉FE

1+𝑏(𝑉FE+𝑐 𝑡𝑎𝑛ℎ(𝑑𝑃sw))2
) (6.7) 

 

 
Fig. 6.3. The equivalent circuit of our nanoscale FE capacitor compact model. ©  2025 

IEEE 

 

 
Fig. 6.4. Model fitting of the single-grain FE capacitors under 3 cases: (a) 1 grain 1 nucleus 

g=1e-10 m3/F, (b) 1 grain 1 nucleus g=1e-11 m3/F, (c) 1 grain 2 nuclei g=1e-10 m3/F. The 

symbols are the COMSOL simulation, and the lines are the compact model.  (d) shows the 

comparison between three cases. ©  2025 IEEE 
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Fig. 6.4 shows my fitting results compared to phase-field simulation for 

three different cases: 1 nucleus with g=1e-10 m3/F, 1 nucleus with g=1e-11 

m3/F and 2 nuclei with g=1e-10 m3/F. We can see that polarization first rises 

slowly because of the background dielectric response which is not included in 

the NLS and KAI models. To capture that, I use the same equations Eq. (6.2) 

to (6.4) (with the subscript i=0) and include the background dielectric charge 

𝑄𝐵 as in Eq. (6.6) in this model in series with a resistance 𝑅𝐵 where 𝑡FE is the 

FE thickness. 𝑄𝐵  is expressed as a nonlinear function of VFE to model the 

nonlinearity in the background capacitance where 𝜀FE0  is the nominal 

permittivity, and 𝑎 , 𝑏 , 𝑐  and 𝑑are fitting parameters. The total charge is 

calculated as 𝑄sw𝐵 where 𝑃sw = ∑𝑃𝑖  which is shown as an equivalent circuit 

in Fig. 6.3. This model can capture the switching under different voltages for 

the three cases shown in Fig. 6.4. We can also see that the larger the g and 

number of nuclei, the faster the switching, especially when the voltage is low. 

Now, we move on to the three grains case. Since I chose a large 𝐸𝐶 

variation in my simulation, I need to use i=0, 1, 2, 3 to fit the data. The result 

is shown in Fig. 6.5. The discrete switching comes from the 𝐸𝐶 variation of 

each grain. By selecting different parameters of each 𝑃𝑖, the model can fit the 

phase-field simulation well. Then, we simulate a P-V loop with a 2.5 MHz 

triangular voltage wave as shown in Fig. 6.6. It shows Eq. (6.6) can fit the 

nonlinear background capacitance behavior well as compared to the linear 

charge model. The result shows a good agreement with the COMSOL 

simulation.  

To summarize the difference between the proposed small FE capacitor 

model and the previous large FE capacitor model [38], first, the grain 

distribution is considered discrete instead of continuous due to the small 

number of grains; second, I include the nonlinear effect in the background 

dielectric rather than using a linear background capacitance; third, I modify 

the switching rate of this model to account for the different switching 

behaviors at low voltages and high voltages 
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Fig. 6.5. Model fitting of the 3-grain FE capacitor. ©  2025 IEEE 

 
Fig. 6.6. The comparison between the COMSOL simulated PV curve and the compact 

model simulations using linear QB and nonlinear QB. ©  2025 IEEE 
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6.4 Chapter Summary 

I have analyzed the switching behavior of very small FE capacitors that 

contain a few ferroelectric crystal grains using phase-field simulation. The 

results show that, at higher voltage, the switching mechanism is almost single 

domain switching and, at lower voltage, it is a combination of domain wall 

switching and bulk spontaneous switching. I used these results to develop a 

compact model based on our previous large-area FE capacitor model. This 

model can simulate the change in the switching mechanism of the nanoscale 

FE capacitor at all voltages including the discrete switching of different grains 

and the non-linear capacitance of the FE material. 
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Chapter 7    A Versatile Compact Model of 

Resistive Random-Access Memory (RRAM) 

 
I present a versatile compact model for resistive random-access memory 

(RRAM) that can model different types of RRAM devices such as oxide-

RRAM (OxRAM) and conducting-bridge-RRAM (CBRAM). The model 

unifies the switching mechanisms of these RRAMs into a single framework. 

We showcase the model’s accuracy in reproducing published experimental 

device DC and transient characteristics of various RRAM structures. We also 

demonstrate the model’s efficacy in capturing RRAM variability and 

conducting 1T1R circuit simulations. 

This work is published in [86]. ©  2025. This manuscript version is made 

available under the CC-BY-NC-ND 4.0 license  

https://creativecommons.org/licenses/by-nc-nd/4.0/.  

 

7.1 Motivation 

Resistive memory is a promising technology for future nonvolatile RAM, 

in-memory and analog computing, and neuromorphic applications, RRAM 

can increase computing power by breaking the performance bottleneck of 

traditional architecture and therefore it reduces overall cost for large 

computing systems. It has the potential to offer high density, fast speed, and 

low energy consumption [87-90]. Very general structure of RRAM is the 

dielectric sandwiched between two electrodes, and the commonly used 

dielectrics in RRAM include hafnium oxide (HfO₂), titanium oxide (TiO₂), 

aluminum oxide (Al₂O₃), zinc oxide (ZnO), silicon oxide (SiO₂), tantalum 

oxide (Ta₂O₅), niobium oxide (Nb₂O₅), and yttrium oxide (Y₂O₃). These 

materials are chosen for their high dielectric constants, stability, and 

compatibility with existing semiconductor manufacturing processes. Each 

offers unique advantages, such as HfO₂'s good switching characteristics, 

https://creativecommons.org/licenses/by-nc-nd/4.0/
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TiO₂'s ease of integration, Al₂O₃'s dielectric strength, and ZnO's transparency. 

The selection of dielectric is critical for ensuring reliable and repeatable 

resistive switching behavior, which is essential for the performance and 

scalability of RRAM devices [91]. The switching mechanism of RRAM can 

be generally described as the growth and regression of a conductive path of 

metal or oxygen vacancies. The former is the switching mechanism of 

conducting-bridge RAM (CBRAM) [92] and the latter is that of oxide-based 

RAM (OxRAM) [93]. An RRAM can have both mechanisms working at the 

same time [94]. Ideally, an RRAM compact model should be robust and 

flexible enough to model the common characteristics of all these cases but 

simple and very fast for simulating large integrated circuits (IC). 

There are many studies on the compact modeling of RRAM. Most of them 

focus on OxRAMs. Most models [95-99] model a filament growth in the 

thickness direction of the OxRRAM. Empirical functions are introduced to fit 

the RESET process in different OxRAMs such as bilayer RRAM and Al-

doped HfOX -based RRAM. The models in [100-102] explicitly calculate the 

growth in both length and width of the filament, vacancy generation, ions 

hopping, recombination, and other physical phenomena. For instance, [100] 

provides a comprehensive model addressing both DC and AC operations of 

metal-oxide-based RRAM. Their model incorporates detailed physics-based 

mechanisms such as filament growth dynamics and ion transport, significantly 

increasing computational complexity and parameter extraction time. Similarly, 

[101] focuses on the variability and reliability aspects of RRAM design, 

considering factors like filament growth variations, stochastic vacancy 

generation, and ion hopping mechanisms. This comprehensive approach 

results in increased computational overhead and a more cumbersome 

parameter extraction process. Furthermore, [102] presents an analytical model 

for bipolar resistive memories and complementary resistive switches, 

including detailed calculations of vacancy generation, recombination 

processes, and filament dynamics. This model, although analytically rigorous, 

involves significant complexity for SPICE implementation, which is crucial 

for robust SPICE simulation. 

Different from OxRAM, CBRAM’s conduction path is mainly conducted 

through the metal filament [103], [104], and a few studies have been done to 
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empirically describe the different stages of the switching process [105], [106]. 

The “S. Yu and H.S.P Wong” in [107] has developed a physics-based model 

specific to CBRAM using the dependence of ion migration velocity on the 

electric field along with the vertical and lateral growth/dissolution dynamics 

of the metallic filament. This model considers both time-dependent transient 

and quasi-static switching characteristics of the Conductive Bridging RAM 

(CBRAM). 

In this work, I developed an RRAM compact model with the goal of high 

flexibility and accuracy to fit different types of RRAMs with special attention 

paid to ease of parameter extraction, simulation efficiency, robustness, and 

convergence in commercial simulators. 

 

7.2 Model 

Fig. 7.1 shows the schematic diagram of this RRAM model, including 

parasitics (Rs & Cp). I simplify the complex 3D conducting profile by 

consolidating these conducting paths into a single column described by LH. 

The device is divided into a low-resistance region (LRR) and a high-resistance 

region (HRR). The LRR may contain high densities of metal ions or oxygen 

vacancies, while the HRR typically consists of metal-oxide or insulator. This 

general representation encompasses various types of RRAMs such as 

OxRAM and CBRAM due to their resemblances in the switching dynamics.  
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Fig. 7.1. The schematic diagram and equivalent circuit of the conducting path in a resistive 

memory. 

 

During the SET, or turn-on, process, the decrease in the length of the 

HRR, which is also the growth of the LRR, can be described as Eq. (7.1) 

where vS is a velocity factor, S is a field factor for SET, q is the elementary 

charge, VH is the voltage across LH, EAS is the activation energy for LRR 

growth, kB is the Boltzmann constant, and T is the temperature of the filament 

including the self-heating effect. Eq. (7.1) describes that when the given 

energy is above the potential barrier the ions will move to reduce LH. As 

voltage, current, and T increase, the resistance suddenly drops when the 

electric field across LH reaches a threshold. 

𝑑𝐿𝐻

𝑑𝑡
|
𝑆
= −𝑣𝑆 𝑒𝑥𝑝 (

𝛼𝑆𝑞𝑉𝐻(𝑡)/𝐿𝐻−𝐸AS

𝑘𝐵𝑇
) (7.1) 

During the RESET or HRR growth process, LH is modeled with Eq. (7.2a) 

with a similar form as Eq. (7.1), where vR is a velocity factor, R is the field 

factor for RESET, and EAR is the activation energy for RESET. Veff is an 

empirical function Eq. (7.2b) that serves as an effective voltage applied in the 

RESET process Eq. (7.2a) that models several switching mechanisms 
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happening in the RESET. These different mechanisms [100] can be viewed as 

voltage-driven switching that depends on a combination of VR (=VL+VH) and 

VH’(=VH +Voff). Parameters a, b, and Voff are fitting parameters. 

𝑑𝐿𝐻

𝑑𝑡
|
𝑅

= 𝑣𝑅 𝑒𝑥𝑝 (
−𝛼𝑅𝑞𝑉𝑒𝑓𝑓(𝑡)/𝐿𝐻−𝐸AR

𝑘𝐵𝑇
) (7.2a) 

𝑉𝑒𝑓𝑓(𝑡) =
𝑉𝑅(𝑡)+𝑎𝑉𝐻

′(𝑡)+
𝑏𝑉𝑅(𝑡)𝑉𝐻

′(𝑡)

1V

1+𝑎+𝑏
 (7.2b) 

Self-heating plays an important role in the switching of RRAMs [108] 

because the filament temperature T accelerates the SET/RESET mechanisms. 

T can be modeled with a first-order differential equation with a thermal 

capacitance Cth and a thermal resistance Rth. Eq. (7.3) can be solved by the 

circuit simulator. The temperatures in Eq. (7.1) and Eq. (7.2) are updated by 

Eq. (7.3) during each time step and self-consistent iterations by SPICE 

simulators (Fig. 7.3 inset). All the results consider the self-heating including 

DC and transient. 

𝐶𝑡ℎ𝑅𝑡ℎ
dT

𝑑𝑡
= −𝑇 + 𝑇𝑎𝑚𝑏 + 𝑅𝑡ℎ𝑉𝑅𝐼 (7.3) 

RRAM is also known for its statistical switching behavior due to the 

random location and movements of the ions and vacancies. This model is 

compatible with the published variation models. For example, users can add 

a random noise term to dLH/dt such that dLH/dt = dLH/dt + Noise to perform 

stochastic simulations [95-97, 101]. 

The total resistance is the sum of HRR resistance and the LRR resistance. 

The conduction mechanism in RRAMs can be complicated. It may include 

direct tunneling, trap-assisted tunneling, electron hopping, Fowler–Nordheim 

tunneling, and so on. I model the HRR resistance with an empirical tunneling 

resistance equation Eq. (7.5) where rH is the resistance factor, and L0, VH0, nH, 

nVH are model-fitting parameters. Eq. (7.5) keeps the general physics 

understanding that tunneling current has an exponential dependence on 

distance and the resistance will be shorted when LH becomes zero. nH is 

introduced because the filament may not be an exact straight line. It is used to 

empirically capture those effects. 
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𝑅𝐻 =
𝑟𝐻𝐿𝐻

𝑛𝐻 𝑒𝑥𝑝(𝐿𝐻/𝐿0)

1+(𝑉𝐻/𝑉𝐻0)
2𝑛𝑉𝐻

 (7.5) 

The LRR resistance is commonly assumed to be an ohmic resistance. 

However, from the experimental data, I found that the RESET state IV 

characteristics could be nonlinear (e.g., Fig. 7.10). Therefore, we include the 

observed nonlinearity in the LRR resistance, Eq. (7.6), where rL is the 

resistance factor, VL is the voltage across the low-resistance region, and VL0, 

nL, and nVL are model fitting parameters. nL is the same as nH, which is used 

to increase fitting flexibility. 

𝑅𝐿 =
𝑟𝐿(𝐿−𝐿𝐻)𝑛𝐿

1+(𝑉𝐿/𝑉L0)
2𝑛𝑉𝐿

 (7.6) 

To model the asymmetric IV characteristics seen in the experimental data 

[95], the RL and RH are allowed to be different in positive and negative voltage 

regions. 

 

7.3 Model Validation 

This model is coded into Verilog-A and verified with published 

experimental data using commercial SPICE simulators. During the 

simulation, SPICE solves the equivalent circuit (Fig. 7.1) (with any peripheral 

circuits such as a drive transistor) to find out LH and current at each time point. 

Fig. 7.2 shows model calibration with a HfOx /AlOx bilayer RRAM [93]. The 

RRAM was operated under multilevel switching using several VRESET (the 

maximum negative voltage sweep) and, after each RESET, it was set with a 

positive voltage ramp to 2.5V. Fig. 7.3 is the same device under transient pulse 

measurement with a -2V pulse for 500ns and a -2.3V for 50ns [109] where the 

model also delivers an excellent match. The dynamic of the self-heating Eq. 

(7.3), and Fig. 7.4 can be important in impacting the peak transient current 

and the time delay as shown in Fig. 7.3. In addition, I simulate the case if the 

RRAM is SET using current ramping as shown in Fig. 7.5 using the same 

parameter set as Fig. 7.2 & 7.3. Instead of abrupt switching under voltage 

ramping, the model predicts a negative conductivity region during current 

ramping, which is experimentally observed in [110]. 



58 
 

 

 
Fig. 7.2. Model validation of a HfOx/AlOx bilayer RRAM [93]. The symbols are 

experimental data. The lines are model simulations. 

 

 
Fig. 7.3. Model validation with a transient measurement of a HfOx/AlOx bilayer RRAM 
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[93]. Black and red lines are experimental data. The blue line is the model simulation with 

Cth. The green dash line is the model simulation without Cth. 

 

 
Fig. 7.4. Model simulated dynamics of temperature corresponding to Fig. 7.3. 
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Fig. 7.5. Model simulations using current ramps to several different maximum current. 

 

In Fig. 7.6, the model is tested on TiN/TiOX /HfOX/Pt planar RRAMs at 

several RESET voltages. Unlike Fig. 7.2, the device is not SET back after 

partial RESET. The corner of the RESET curve is fitted well by tuning 

(extracting) the a, and b parameters in Eq. (7.2b). Fig. 7.7 shows switching at 

several ICOMP. Using ICOMP, I can achieve multilevel switching in SET. To 

further demonstrate the model’s flexibility, I verify the model on Al-doped 

HfOX RRAMs with different AlOX concentrations [95] in Fig. 7.8. The model 

fits the different shapes of RESET curves and the IV characteristics in the LR 

state and HR state. 
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Fig. 7.6. Model validation with a TiN/TiOX /HfOX/Pt planar RRAM [95] being reset to 

several VRESET. 

 

 
Fig. 7. 7. Model validation of a TiN/TiOX /HfOX/Pt planar RRAM [95] at different ICOMP. 

The symbols are experimental data. The lines are model simulations. 
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Fig. 7.8. Model validation of Al-doped HfOX RRAMs [95] with different AlOX 

concentrations. The symbols are experimental data. The lines are model simulations. 

 

 

The model can not only be applied to OxRAMs but also CBRAMs. Fig. 

7.9 shows the fit of the model to a CBRAM [92] with very good accuracy. I 

further demonstrate that it can also simulate the device that exhibits both ion 

and oxygen vacancy switching as shown in Fig. 7.10 [94] where the sharp 

switching in the RESET is evidence of the ion type switching coexisting with 

smooth oxygen vacancy switching. 
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Fig. 7.9. Model validation of a CBRAM [92]. The symbols are experimental data. The lines 

are model simulations. 

 

 
Fig. 7.10. Model validation of a Ag/Ta2O5/Pt RRAM which experienced both metal ion 

and oxygen vacancy switching [94]. The symbols are experimental data. The lines are 
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model simulations. 

 

Users can add a noise source into the differential equations to simulate 

the variation in RRAM [95-97, 101]. Specifically, by adding a noise term to 

the equations Eq. (7.1) and Eq. (7.2), such that dLH/dt=dLH/dt+Noise, random 

fluctuations in the length of the filament are introduced. This approach allows 

for the generation of random noise in the filament growth dynamics. The 

simulation results are validated by fitting the model to experimental data from 

[88], as illustrated in Fig. 7.11. The inclusion of the noise source effectively 

captures the RRAM resistance variations, demonstrating the robustness and 

accuracy of our model in accounting for the real-world variability of RRAM 

devices. It shows that this model is compatible with the variation modeling 

method in [95-97, 101]. 

 

 
Fig. 7.11. Model validation of RRAM variation and disturbance [88]. 

 

Finally, I perform a 1T1R simulation of the calibrated RRAM model in 

Fig. 7.2 & 7.3 with a 7nm FinFET BSIM-CMG model [111]. A multilevel 

READ/WRITE operation of SET is presented in Fig. 7.12 showing the model 

can be integrated with the standard FET model for IC simulations. 
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Fig. 7.12. 1T1R multilevel READ/WRITE simulation of a RRAM. This is 1T1R cells 

simulation for 40 ns with a maximum time step of 1 ps on an Intel Xeon Platinum 8260 

processor. The simulation took 7.62 seconds. 

 

7.4 Chapter Summary 

I have developed a versatile, computationally efficient and robust 

compact model of RRAMs. It is shown to fit many published OxRAM and 

CBRAM devices using different material systems. The model applies to 

multilevel SET and RESET operations driven by voltage and current. It also 

contains the capability to do variation simulations and IC simulations with 

transistors and memory circuits. 
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Chapter 8    A Compact Model of Perpendicular 

Spin-Transfer-Torque Magnetic Tunnel Junction 

 

I present a new compact model of a perpendicular spin-transfer-torque (STT) 

magnetic tunnel junction (MTJ). Previous studies on STT-MTJs have either 

focused on solving the Landau–Lifshitz–Gilbert (LLG) equation or utilizing 

critical current-based macro models. However, the LLG approaches are too 

complex for large circuit simulations while the macro models fail to capture 

the underlying magnetization physics. In this work, I propose a semi-physical 

and computationally efficient compact model that accurately represents the 

time-dependent magnet moment and resistance. To validate this model, I 

compare it with various experimental data and LLG-based STT-MTJ model. 

The model demonstrates geometry dependence and temperature dependence.  

Furthermore, I develop a continuous switching probability model to 

effectively track the probabilities of states under arbitrary waveforms. This 

work is published by IEEE. ©  2025 IEEE. Reprinted, with permission, from 
[112] 

 
8.1 Motivation 

Magnetic tunnel junctions (MTJs) are promising devices for non-volatile 

memory and in-memory computing, offering fast speed, high density, and low 

power consumption. An MTJ consists of a fixed magnetic layer and a free 

layer. In the case of spin-transfer-torque (STT)-MTJs, tunneling current is 

employed to switch the spin in the free layer between two states: 0° (parallel, 

P state) and 180° (anti-parallel, AP state) with respect to the fixed layer. This 

spin angle difference between the fixed and free layers alters the tunnel 
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magnetoresistance (TMR) [113-115]. Increasing the programming current 

results in faster switching speed [116, 117]. Additionally, the magnetic 

moment's thermal fluctuation introduces randomness in both the switching 

speed and probability[116-119]. To facilitate the simulation and design of 

large integrated circuits (ICs) incorporating STT-MTJs, there is a need for a 

compact model that is both computationally efficient and accurately captures 

all these phenomena. 

Two types of SPICE models for STT-MTJs have been reported. The first 

type is the LLG-based model [120-124]. These models directly solve the full 

LLG equation, providing high accuracy in predicting magnetizations. 

However, they can be time-consuming for large integrated circuit (IC) 

simulations. The other type of model is the macro model [125-129]. These 

macro models are based on the concept of a critical current that varies with 

the duration of a current pulse. While macro models are faster in computation, 

they lack the ability to capture detailed information about the magnetic 

moment. Consequently, they become less accurate under arbitrary waveforms. 

In this study, I propose a semi-physical compact model for perpendicular 

magnetic tunnel junctions (p-MTJs). Compared to in-plane MTJs, p-MTJs are 

recognized for their enhanced thermal stability and scalability [117]. This 

model solves the 1D magnetic moment and accurately fits the results of the 

LLG solver [120] under arbitrary inputs as well as experimental data. A 

magnetic-state probability model is also developed to continuously track the 

probability of P or AP states and estimate the write error rate (WER) without 

performing Monte Carlo simulations 

  

8.2 Model 

Equivalent Circuit 

Fig. 8.1 shows the equivalent circuit of the proposed model. We focus on 

the p-MTJ, where the magnetic moment in the fixed layer points out of the 

plane, and mz is the z component of the magnetic moment in the free layer. A 

1D LLG equation is used to calculate mz and the device resistance (RMTJ). 

Instead of using random numbers to do stochastic simulations [119], we 
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calculate the switching probability as a separate output giving fast WER 

estimation without disturbing the tracking of the tunneling resistance. 

 

 
Fig. 8.1. Equivalent circuit of this model. The direction of the magnetic moment and the 

voltage polarity are shown. A separate node is used to output the state probability (ProbAP). 

©  2025 IEEE 

 

Tunneling Resistance 

The tunneling resistance model is shown in Eq. (8.1), where RP is the 

resistance of the P state, P is the P state resistivity at VMTJ=0, tox is the 

tunneling layer thickness,  is a fitting parameter, A is the device area, V1, V2, 

n1, and n2 are fitting parameters for voltage dependence. The temperature 

dependence is included in Eq. (8.1a) by considering the magnon model and 

the Fermi smearing model of RP where 1-3 are fitting parameters and EC is the 

magnetic cutoff energy [130, 131]. TMR in Eq. (8.1e) is defined as (RP-

RAP)/RP, RAP is the resistance at the AP state, and TMR0 is the TMR at VMTJ=0 

which is a combination of magnon contribution (TMR1) [130, 131] and the 

spin polarization contribution (TMR2) [132]. 4-7 are the temperature fitting 

parameters for the spin polarization percentage, GSI is the spin-independent 

component, and GT is the prefactor for direct elastic tunneling [132]. RMTJ is 

the resistance of the MTJ such that I=VMTJ/RMTJ. Eq. (8.1a) considers the 
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thickness and area dependence of the MTJ resistance and it is verified with 

the data [133] shown in Fig. 8.2. The temperature dependence of Rp, RAP and 

TMR are verified in Fig. 8.3 [134]. 

𝑅𝑃0 =
𝜌𝑃𝑡𝑜𝑥 𝑒𝑥𝑝(𝛽𝑡𝑜𝑥)

𝐴

𝑠𝑖𝑛(𝛾1𝑇)

𝛾1𝑇
[1 + 𝛾2𝑘𝐵𝑇 𝑙𝑛 (

𝑘𝐵𝑇

𝐸𝐶
)]

−1
 (8.1a) 

𝑇𝑀𝑅1 = (TMR0
′ + 1)

1+𝛾2𝑘𝐵𝑇 𝑙𝑛(𝑘𝐵𝑇/𝐸𝐶)

1+𝛾3𝑘𝐵𝑇 𝑙𝑛(𝑘𝐵𝑇/𝐸𝐶)
− 1 (8.1b) 

𝑇𝑀𝑅2 =
2(1−𝛾4𝑇

𝛾5)(1−𝛾6𝑇
𝛾7)𝑇𝑀𝑅0

′

𝑇𝑀𝑅0
′[1−(1−𝛾4𝑇

𝛾5)(1−𝛾6𝑇
𝛾7)]+(1+𝑇𝑀𝑅0

′)
𝐺𝑆𝐼
𝐺𝑇

+2
 (8.1c) 

𝑅𝑃 =
𝑅𝑃0

1+(𝑉MTJ/𝑉1)
2𝑛1

 (8.1d) 

𝑇𝑀𝑅 =
TMR0(=TMR1+TMR2)

1+(𝑉MTJ/𝑉2)
2𝑛2

 (8.1e) 

𝑅𝑀𝑇𝐽 =
2𝑅𝑃(1+𝑇𝑀𝑅)

2+(1+𝑚𝑧)𝑇𝑀𝑅
 (8.1f) 

 

 
Fig. 8.2. Validation of the geometry dependence resistance model with the data (symbols) 

from [133]. The lines are the model results. ©  2025 IEEE 
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Fig. 8.3. Validation of the temperature dependence resistance model with the data 

(symbols) from [134]. The lines are the model results. ©  2025 IEEE 

 

Magnetic Moment 

The magnetic moment model is a modified 1D approximation of LLG 

[116]. Instead of assuming a constant current pulse to calculate the critical 

current (Ic) [117], I solve the differential equation Eq. (8.1a) using the Verilog-

A code. f(I) represents I/Ic. Since Ic could be different for P→AP and AP→P 

switching, I/Ic is smoothly connected with Eq. (8.2b) where I is the MTJ 

current, Ic,AP and Ic,P are the critical current for P→AP for AP→P, respectively, 

and  is a smoothing factor. The plus and minus signs depend on whether Ic,AP  

is larger or smaller than Ic,P. Ic is calculated by Eq. (8.2d) to (8.2g) where  is 

the dumping factor, ci is an empirical fitting parameter of critical currents, HK 

is the anisotropy field, Ms is saturation magnetization, VF is the free layer 

volume,  is the thermal stability factor, t0 is the characteristic relaxation time, 

and kBT is the thermal energy, i is the spin efficiency coefficient modeled by 

Eq. (8.2i) and (8.2j) which combine the temperature effects of spin 

polarization percentage Eq. (8.2k) and TMR [132, 135] with P’ and PAP’ 

being fitting parameters. Thermal-assisted switching is modeled with Eq. 
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(8.1c) [117, 118] where 1/ 0 is the attempt frequency and 0=t0/√𝛥. The 

temperature dependence of Ms, HK are found to be fitted with equations Eq. 

(8.2g) and (8.2h) [136, 137] where Ms0, HK0 are their value at 0K, and MST1, 

MST2, HK1, HK2 are the fitting parameters. 

𝑑𝑚𝑧

𝑑𝑡
=

1

𝑡0
(𝑓(𝐼) − 𝑚𝑧)(𝑚𝑧

2 − 1) (8.2a) 

𝑓(𝐼) = 0.5 [
𝐼

𝐼𝑐,𝐴𝑃
+

𝐼

𝐼𝑐,𝑃
∓ √(

𝐼

𝐼𝑐,𝐴𝑃
−

𝐼

𝐼𝑐,𝑃
)
2

+ 𝛿2 ± 𝛿] (8.2b) 

𝐼𝑐,𝑖 = 𝐼𝑐0,𝑖 [1 −
1

𝛥
𝑙𝑛 (

𝑡

𝜏0
)] , 𝑖 = 𝑃, 𝐴𝑃 (8.2c) 

𝐼𝑐0,𝑖 =
4𝑞𝑘𝐵𝑇𝛼𝛥𝑐𝑖

ℏ𝜂𝑖
, 𝑖 = 𝑃, 𝐴𝑃 (8.2d) 

𝛥 =
𝐻𝐾𝑀𝑆𝑉𝐹

2𝑘𝐵𝑇
 (8.2e) 

𝑡0 =
1+𝛼2

1.76×105𝛼𝐻𝐾
 (8.2f) 

𝑀𝑆 = 𝑀𝑆0 − 𝑀𝑆𝑇1𝑇
𝑀𝑆𝑇2 (8.2g) 

𝐻𝐾 = 𝐻𝐾0 − 𝐻𝐾𝑇1𝑇
𝐻𝐾𝑇2 (8.2h) 

𝜂𝑃 = ([−4 + (
1

√𝑃𝑡
+ √𝑃𝑡)

3

]

−1

+
𝑃𝑡

2(1+𝑃𝑡
2)
)

√𝑇𝑀𝑅(𝑇𝑀𝑅+2)

2(𝑇𝑀𝑅+1)
 (8.2i) 

𝜂𝐴𝑃 = ([−4 + 0.5 (
1

√𝑃𝐴𝑃𝑡
+ √𝑃𝐴𝑃𝑡)

3

]

−1

+
𝑃𝐴𝑃𝑡

2(1−𝑃𝐴𝑃𝑡
2)
)

√𝑇𝑀𝑅(𝑇𝑀𝑅+2)

2(𝑇𝑀𝑅+1)
 (8.2j) 

𝑃𝑡 = 𝑃′(1 − 𝛾4𝑇
𝛾5), 𝑃𝐴𝑃𝑡 = 𝑃𝐴𝑃′(1 − 𝛾6𝑇

𝛾7) (8.2k) 

 

State/Switching Probability 

Due to the thermal fluctuation in the switching process and the initial 

magnetic angle, MTJ experiences probabilistic switching [116, 117, 119, 121]. 
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Circuit designers need to track the switching probability of MTJs to analyze 

the WER. Eq. (8.3) calculates the probability of the P/AP state under any 

waveforms using a modified small-angle approximation of Fokker-Planck 

equation [116] and include both switching directions by using the function 

(2Probs-1) where W determines the switching probability through Eq. (8.3b) 

and a and b are integer fitting parameters to adjust the switching speed. The 

probability of AP state (ProbAP) is shown as Eq. (8.3c). 

𝑑𝑊

𝑑𝑡
=

2

𝑡0
[(𝑓(𝐼) × {

1, if initial state is P 
−1, if initial state is AP

+ (2Prob𝑠 − 1)2𝑎+1)𝑊 

+
(1-2Prob𝑠)

2𝑎+1

𝛥
] × [1 − (2Prob𝑠 − 1)2𝑏] (8.3a) 

Prob𝑠 = 𝑒𝑥𝑝 (
𝜋2

4𝑊
) (8.3b) 

ProbAP = {
Prob𝑠, if initial state is P
1 − Prob𝑠, if initial state is AP 

 (8.3c) 

 

8.3 Model Validation 

This model is implemented in Verilog-A and an LLG-based STT-MTJ 

model [120] and tested with experimental data [119, 138]. I first test the model 

with an LLG model [120] by directly comparing mz. Although the LLG model 

doesn’t consider thermal effects, it can be insignificant since the tests are done 

in the nanosecond range. Fig. 8.4 shows the comparison. The model 

parameters Ms, HK and VF are chosen to match the physical parameters in the 

3D LLG simulations, and a, ci, and hi are fitting parameters used to fit the 

model with LLG results. The parameter values are listed in the caption of Fig. 

8.4. The model can capture the switching from P→AP and AP→P very well 

under different applied voltages (VMTJ). When the voltage increases, the 

current increases, which leads to a faster switching of mz, which can also be 

seen in Fig. 8.4. It is also common that P→AP and AP→P switching have 

different current/voltage dependence that is modeled by Eq. (8.2b) with 

separate critical currents. The model is also predictive versus the physical 

device quantities. In Fig. 8.5, we present the comparison between the model 

and the LLG with different free layer thickness (TFL) and MS where all the 
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other parameters are the same as the fitting in Fig. 8.4. It shows very good 

predictive ability since the equations are derived from physics. 

 

 
Fig. 8.4. Validation of this model (lines) versus the LLG model (symbols) [120] under 

constant write/erase voltage. The same set of parameters is used for Fig. 8.5. The LLG 

inputs are MS=700 emu/cm3, uniaxial anisotropy=56 kBT, a=0.028, area=252 nm, and 

free-layer thickness=1.4 nm. In the model, we use Ms=700 emu/cm3, HK=3000 Oe, a=0.01, 

c=0.2, P=0.2275, and AP=0.214 to fit the data. The lines are the model results. ©  2025 

IEEE 
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Fig. 8.5. Demonstration of the model predictive ability of physical parameters. The model 

is compared with the LLG where all the other parameters are the same as Fig. 8.4. Only 

free layer thickness (TFL) and MS are changed for (a) and (b) respectively. ©  2025 IEEE 

 

 
Fig. 8.6. This model works under an arbitrary waveform. The validation of the tunneling 
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current and mZ versus LLG is shown using the same parameters as Fig. 8.4. A probability 

of AP state is also calculated which switches continuously between 0 and 1 and responds 

to the varying of applied waveform. ©  2025 IEEE 

 

I further show that the model can work under arbitrary and complex input 

waveforms in Fig. 8.6. The model current and mz show an excellent match 

with LLG. Moreover, this model can calculate the state probability (ProbAP) 

under an arbitrary waveform at the same time to provide circuit designers with 

the estimation of WER without stochastic simulations. 

However, real devices may not be monodomain and have defects. I try to 

test this model with experimental data in many publications and obtained quite 

good fittings in all cases. Fig. 8.7 shows the fitting of the model pulse width-

dependent critical current versus the experimental data under pulse 

measurement [138, 139]. For both data, when the pulse width is shorter than 

10ns, the precessional switching dominates which is modeled by the 

differential equation Eq. (8.2a). As the pulse duration gets longer, the MTJ 

can be switched by thermal activation with smaller critical currents which is 

modeled by Eq. (8.2c). Moreover, I test the model with an experimental STT-

MRAM read/write operation [140] shown in Fig. 8.8 with an excellent fit. The 

switching probability model is also verified with experimental data [119]. The 

result is shown in Fig. 8.9. To validate the temperature dependence model, I 

fit the model with a set of resistance-voltage (RV) characteristics measured at 

different temperatures [141] (Fig. 8.10). 
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Fig. 8.7. Validation of the pulse width dependent critical current (IC). The lines are the 

model, and the symbols are the experimental data [138, 139]. Red: MS=450 emu/cm3, 

Hk=650 Oe, VF=1.17x10-23 m-3, =1.5, c=0.065, P=0.183, and AP=0.465. Green: 

MS=700 emu/cm3, Hk=800 Oe, VF=4.245x10-24 m-3, =0.03, c=1, P=0.183, and 

AP=0.143 ©  2025 IEEE 
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Fig. 8.8. Validation of the experimental RV and transient characteristics [140] with 

MS=800 emu/cm3, Hk=800 Oe, VF=1.25x10-23 m-3, a=0.012, ci=0.3, P=0.17, and 

AP=0.316. ©  2025 IEEE 

 

 
Fig. 8.9. The validation of the switching probability of the model (lines) versus 



78 
 

experimental data (symbols) [119] with MS=796 emu/cm3, Hk=2000 Oe, VF=1.625x10-24 

m-3, =0.014, c=0.6, and P=0.183. ©  2025 IEEE 

 
Fig. 8.10. The validation of the temperature dependence model. The data comes from 

[141]. ©  2025 IEEE 

 

To extract the model parameters, the users can start from extracting the 

resistance parameters with the RV curves. After that, the physical parameters 

such as MS, HK, and VF can directly come from the measured value, and , ci, 

and hi (P’, PAP’) can be used to adjust the critical currents. The intermediate 

regime of the Ic versus pulse width plot can be tuned with a. The model users 

need to iteratively tune the parameters till fitting is satisfactory as commonly 

done in compact modeling. 

Finally, I compared the model simulation speed with the LLG model 

[120]. The test was done using Intel Xeon Platinum 8260 with pulses 

simulation over 40ms and the maximum time step is 10ps on Hspice. The 

probability module is not included since the LLG model does not have it, but 

all the temperature dependences are preserved. The simulation times are 

20.83s and 52.04s for this model and the LLG model, respectively. This model 

is 2.5 times faster than the LLG model. The speed difference could be even 
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more if the LLG model includes thermal effect and temperature dependence. 

It indicates that the proposed model can accurately model the MTJ physics 

and be computationally efficient at the same time. 

 

 

8.4 Chapter summary 

I report a computationally efficient compact model of STT-MTJ which 

tracks the magnetization and probability of states continuously under arbitrary 

input waveforms. The model accuracy is validated with LLG simulation. The 

model allows the circuit designers to track the magnetic moment and thermal 

WER while designing the read/write circuits without Monte Carlo 

simulations. This model is implemented with an emphasis on robust 

convergence in Verilog-A so that it can be used efficiently with all popular 

SPICE circuit simulators with transistors and other circuit elements for IC 

design. 
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Chapter 9    BSIM-NN: Neural Network-Based 

BSIM Transistor Model Framework for 

Advanced and Emerging Technology 

 
I present a neural network (NN)-based transistor modeling framework BSIM-

NN which includes drain, source, and gate currents and charges, and their 

variabilities. The training data is generated by a Berkeley Short-channel 

IGFET Model (BSIM) with ranges of channel lengths, widths, and oxide 

thicknesses. The NNs are trained to learn geometry dependence. The drain, 

source, and gate currents are modeled with one NN, and the charges by 

another NN. The NNs are trained to produce accurate variability prediction 

and derivatives of currents and charges. Quality and robustness tests such as 

Gummel symmetry, harmonic balance, and ring oscillator are performed and 

show excellent results. This NN modeling framework is not only useful for 

more Moore technologies (e.g., gate-all-around field-effect-transistor 

(GAAFET)) but also beyond Moore transistors (e.g., negative capacitance 

FET (NCFET)). This work is published by IEEE. ©  2025 IEEE. Reprinted, 

with permission, from [142], [143], [144] 

 

9.1 Motivation 

Transistor models are important to the semiconductor industry which 

needs fast and accurate models for circuit simulation and design optimization. 

Industry-standard compact models, such as the Berkeley Short-channel 

IGFET Model (BSIM) series of models [58, 59], use physics-based equations. 

Developing accurate and computationally efficient analytic equations for 

every complex transistor behavior, such as short channel effects and quantum 

effects in gate-all-around transistors [145], can be time-consuming. 

Neural network (NN)-based compact models [146-148] hold the potential 
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to reduce the time of developing models of future new devices. The matrix 

multiplication nature and the ease of GPU acceleration endow NN-based 

compact models with the potential to reduce the time needed for model 

calculation during circuit simulation.  Several previous works have studied 

using NN to model the variation in transistors. Ref. [149, 150] uses NN to 

predict some key merits in process variation such as ION, IOFF, and VTH without 

modeling the entire IV characteristics. Ref. [151] uses process variation 

parameters as inputs to train an NN that can reproduce IV characteristics line 

tunnel FETs. Still, much more investigation is needed to determine whether 

NN-based models meet all the requirements of a practical compact model. 

In this work, I present an NN-based compact model BSIM-NN of source, 

drain, gate currents, and charges, with variability modeling; and demonstrate 

its robustness for circuit simulation. Gate and drain leakage currents are 

included in the neural networks. Those leakages are important in evaluating 

circuit performance. Furthermore, source and drain charges are also included 

which are essential and contribute to the transient currents at source/drain 

terminals, which is also what BSIM does to ensure charge conservation. All 

currents are included in one network and all charges are included in the other 

network. The improved loss functions are developed to accurately train the 

networks with these additional outputs by considering higher order derivatives. 

I focus on four process variation parameters: gate length (L), fin height (HFIN), 

equivalent oxide thickness (EOT) and work function difference (Δϕ) of 

FinFETs. It is shown that the demonstrated NN model can fit the IV and CV 

characteristics in the presence of process variations to the higher-order 

derivatives of current and charge. This model can also predict the statistical 

distribution of the device merits when used in Monte Carlo simulations. The 

power of the NN model for advanced and emerging devices such as 

GAAFETs and NCFETs [152] is also demonstrated. 

 

9.2 Modeling Framework 

Currents 

To have an NN trained with the process variations of L, HFIN, EOT, and 

Δϕ, I include these parameters as inputs in NN together with VGS and VDS. 



82 
 

Fortunately, for Δϕ, we know from physics that the effect of Δϕ is equivalent 

to a gate voltage shift. Therefore, Δϕ does not need to be included among the 

inputs, rather it is treated as a gate voltage shift during training and inferencing 

as shown in Eq. (9.1). In this way, we can reduce the complexity of the NN 

and training time. Other variations such as fin thickness (TFIN) and 

temperature (T) are not included in this work for simplicity and will be added 

in the next chapter. The IV NN is trained to model drain current (ID) and gate 

current (IG). Again, for simplicity in this study, I assume a floating-body 

device so the IB=0 which is mostly true for advanced transistors such as GAA. 

There are 3 outputs for the IV NN. The first output y1 is the transform of ID as 

shown in Eq. (9.2) [153]. For IG, we cannot easily determine its sign as ID. To 

make IG scaled by the ln function, I separate it into positive and negative parts 

using the smoothing functions as Eq. (9.3) and transform them into y2p and y2n 

where Δ is the smoothing factor and 𝐼0 is used to prevent 0. Thus, there are 

three outputs of this NN. The loss function is shown in Eq. (9.4), where RMS 

is the root-mean-square error function, gm is the transconductance, gm’ is its 

derivative, gds is the output conductance, gds’ is its derivative, and a to f are 

the coefficients for each loss. I include up to second-order derivatives to 

obtain the desired accuracy. To determine the weights in the loss function, I 

first train the NN with a=1 and the others to be 0. Then, we increase the other 

weights one by one for each training iteration. When choosing the value of 

the weight, we keep the magnitude of the new loss comparable to the previous 

loss. Some fine-tuning of the coefficients is conducted till the accuracy meets 

satisfaction. 

𝑥 = [𝑉𝐺𝑆 − 𝛥𝜙, 𝑉𝐷𝑆 , 𝐻𝐹𝐼𝑁 , 𝐿, 𝐸𝑂𝑇, (𝑇𝐹𝐼𝑁 , 𝑇...)] (9.1) 

𝐼𝐷 = 𝑉𝐷𝑆𝑒
𝑦1 ,  𝑦1 = 𝑙𝑛(

𝐼𝐷

𝑉𝐷𝑆
) (9.2) 

𝑦2p = 𝑙𝑛(
𝐼𝐺
2

+
√𝐼𝐺

2 + 𝛥2

2
+ 𝐼0), 

𝑦2n = 𝑙𝑛(
−𝐼𝐺

2
+

√𝐼𝐺
2+𝛥2

2
+ 𝐼0) (9.3) 

𝑙𝑜𝑠𝑠 = 𝑎 ⋅ 𝑅𝑀𝑆(𝑦1) + 𝑏 ⋅ 𝑅𝑀𝑆(𝑔𝑚) + 𝑐 ⋅ 𝑅𝑀𝑆(𝑔ds)+d ⋅ 𝑅𝑀𝑆(𝑔𝑚
′) 
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+𝑒 ⋅ 𝑅𝑀𝑆(𝑔ds
′) + 𝑓 ⋅ 𝑅𝑀𝑆(𝑦2𝑝) + 𝑓 ⋅ 𝑅𝑀𝑆(𝑦2n) (9.4) 

Charges 

For QV NN, I train QG, QS, and QD all in one network and QB is –

(QG+QS+QD). Inputs are the same as Eq. (9.1) and outputs are shown in Eq. 

(9.5). In the loss function Eq. (9.6), I also include up to second-order 

derivatives to obtain good accuracy where a’ to e’ are the coefficients. The y 

in Eq. (9.6) represents y1,2,3 in Eq. (9.5). 

𝑦1,2,3 = 𝑄G,S,D (9.5) 

𝑙𝑜𝑠𝑠 = 𝑎′ ⋅ 𝑅𝑀𝑆(𝑦) + 𝑏′ ⋅ 𝑅𝑀𝑆(
𝜕𝑦

𝜕𝑉𝐺𝑆
) + 𝑐 ′ ⋅ 𝑅𝑀𝑆(

𝜕𝑦

𝜕𝑉𝐷𝑆
) 

+𝑑′ ⋅ 𝑅𝑀𝑆(
𝜕2𝑦

𝜕𝑉𝐺𝑆
2) + 𝑒 ′ ⋅ 𝑅𝑀𝑆(

𝜕2𝑦

𝜕𝑉𝐷𝑆
2) (9.6) 

Noises 

Noise is important in analog and RF circuit designs. Instead of training 

models for noise or using complex physics-based equations to calculate 

noises, I use simple empirical equations to keep the model efficient. The 

channel thermal noise (Sth) is proportional to gds at the linear region, and gm 

at the saturation region [154]. I use an empirical equation Eq. (9.7) to sum the 

model’s gm and gds to calculate STH where a1-7 are fitting parameters. Flicker 

noise (Sfn) or 1/f noise is empirically modeled by Eq. (9.8) where b1-7 are 

fitting parameters. The Sfn model in Eq. (9.8) can adjust the subthreshold and 

inversion region noise separately. The gate shot noise is modeled by �̄�𝑔
2 =

2𝑞𝐼𝐺. 

𝑆𝑡ℎ = 4𝑘𝑇[𝑎1𝑔𝑚 +
𝑎2𝑔𝑚

1+𝑒(𝑉𝐷𝑆−𝑉𝐷𝑆𝐴𝑇)/𝑎3
+ 𝑎4𝑔𝑑𝑠(1 + 𝑎5𝑒

−|𝑉𝐷𝑆|

𝑎6𝑉𝐺𝑆
𝑎7)] (9.7) 

𝑆𝑓𝑛 = [(𝑏1|𝐼𝐷|𝑏2)−1 + (𝑏3|𝐼𝐷|𝑏4(1+𝑏5𝑒
−|𝑉𝐷𝑆|/𝑏6))−1]−1/𝑓𝑏7 (9.8) 

SPICE Implementation 

The trained models are automatically coded into Verilog-A with a Python 
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code that we developed. The weights, biases, and matrix multiplications are 

coded into direct multiplications element-by-element without using any array 

and loop in Verilog-A as shown in Fig. 9.1. This implementation style 

increases the SPICE simulation speed since the array and loop are inefficient 

in Verilog-A. Three functions are examined in this work: sigmoid, tanh, and 

ISRU (𝑥/√1 + 𝑥2). Among the three activation functions, ISRU performs the 

best due to its simpler form and the lack of using an exponential function as 

shown.  

 

 

Fig. 9.1. The schematic diagram of the NN FET model, the loss function, and the Verilog-

A implementation. The compact model has both IV and QV networks. The loss function 

includes up to second derivatives of outputs (y) and it can be adjusted by tuning the weights 

(a-f) of each term. Our implementation uses direct multiplication instead of loops. ©  2025 

IEEE 

 

 

9.3 Training & Inference Results 

BSIM-NN is implemented with the Tensorflow package in Python. The 

training data is generated using a BSIM-CMG [58] model that is calibrated to 

the Intel 10nm-node FinFET [155] with 10 fins and L is 18nm and HFIN is 

46nm. I use the scaling capability of BSIM-CMG to generate data for L=[14, 

16, 18, 20, 22, 24]nm,  HFIN=[38, 42, 46, 50, 54]nm, and EOT=[0.68, 0.73, 

0.78, 0.83, 0.88]nm for training the NN to cover the range of possible device 

variations. The training uses 150 devices. Each device has a full ID & IG 
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characteristic with VGS and VDS varying from -0.8V to 0.8V. The importance 

of training the full bias spectrum is discussed in [153].  

The training results are shown in Fig. 9.2 & 9.3 where I show the ID fitting 

for several L, HFIN, and EOT combinations including some that are not in the 

training set. Both IDVG and IDVD are accurate to higher-order derivatives, 

especially for gds in the saturation region which is known to be difficult to 

model. Fig. 9.4 shows the NN modeling results of IG for several structures and 

bias conditions. We can see that this modeling framework models all currents 

well by just using one network.  

For QV NN, the same inputs are fed in with three outputs QG, QS, and QD. 

In Fig. 9.5 & 9.6, I show the CV fitting accuracy concluding data that are not 

in the training data set. The NN model can fit the capacitances well for varying 

geometries by using just one network. 

 

 
Fig. 9.2. The fitted IDVG curves at different L, HFIN, and EOT where the lines are the NN 

and symbols are the BSIM-CMG data. ©  2025 IEEE 
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Fig. 9.3. The fitted IDVD curves at different L, HFIN, and EOT where the lines are the NN 

and symbols are the BSIM-CMG data. ©  2025 IEEE 

 

 
Fig. 9.4. The fitted IG characteristics for different structures where the lines are the NN and 

symbols are the BSIM-CMG data. ©  2025 IEEE 
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Fig. 9.5. CV fitting of QG, QS and QD versus VDS for different L, HFIN and EOT. ©  2025 

IEEE 

 
Fig. 9.6. CV fitting of QG, QS and QD versus VGS for different L, HFIN and EOT. ©  2025 

IEEE 
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To show the model’s capability of variability modeling, I use Monte 

Carlo simulation to generate 2000 devices having certain variations (σ) in L, 

HFIN, EOT, and Δϕ with BSIM-CMG. Then, I extract the ION of these devices 

and compare them with the prediction of the NN model. Fig. 9.7 shows the 

ION distributions relative to the mean value. We can see that, the mean (µ) and 

standard deviation (σ) of ION predicted by the NN model are in excellent 

agreement with those predicted by BSIM. 

I also performed quality tests on the NN models. Fig. 9.8a shows the 

Gummel symmetry plot at 4th derivative is continuous and smooth. Because 

our model framework directly trains the NN using data from negative VDS to 

positive VDS, it can easily pass the Gummel test without applying smoothing 

functions like [146]. Therefore, this framework is applicable to devices that 

are inherently unsymmetric such as a MOSFET with different source and 

drain doping profiles. Fig. 9.8b shows the harmonic balance test result. The 

NN model produces the correct slope of each harmonic component. 

 
Fig. 9.7. ION distribution relative to mean by Monte Carlo simulation for (a) σ of L = 

0.54nm, (b) σ of HFIN =1.38nm, (c) σ of EOT = 0.04nm, and (d) σ of Δϕ = 0.0167eV. The 

symbols are the data generated with BSIM-CMG and the lines are the predictions of the 
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NN model. In the parentheses, we show the error rate of µ and σ between NN and BSIM-

CMG. ©  2025 IEEE 

 

 
Fig. 9.8. (a) Gummel test at 4th derivative. (b) Harmonic balance test. The slope of each 

line meets the theoretical prediction. ©  2025 IEEE 

 

To test the noise model, the calculated thermal and flicker noises from 

BSIM-NN and BSIM-CMG are shown in Fig. 9.9 & 9.10. Simple empirical 

models can capture the noise characteristics very well. Then, the small signal 

noise of a common-source amplifier is tested (Fig. 9.11), and the model 

accurately captures the transition from flicker to thermal noise along the 

frequency. The phase noise of a 3-stage ring oscillator (RO) is also simulated 

and BSIM-NN produces the same noise spectrum as BSIM-CMG (Fig. 9.11). 
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Fig. 9.9. Thermal noise comparison between BSIM-NN and BSIM-CMG. 

 
Fig. 9.10. Flicker noise comparison between BSIM-NN and BSIM-CMG. 
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Fig. 9.11. Output noise simulation validation of a common-source amplifier and a 3-stage 

ring oscillator. ©  2025 IEEE 

 

9.4 Application for Advanced Technology 

The framework can be used beyond FinFETs. I built a GAAFET with gate 

length=12nm, channel width=20nm, channel thickness=6nm, interfacial layer 

thickness=0.5nm, and oxide thickness=1.5nm. The other TCAD setup is 

similar to [148] including the quantum mechanics. Fig. 9.12 and 9.13 show 

the fitting results of transfer and output characteristics. We can see that this 

NN model can fit IDVG and IDVD data well up to third-order derivatives. Fig. 

9.14 shows the QV and CV fittings. The NN can give accurate results of Cgg 

(∂QG/∂VGS) and Cgd  (∂QG/∂VSD).  

I have demonstrated the power of NN in modeling advanced FinFET and 

GAAFET. Nowadays, much research is focused on beyond Moore devices 

such as NCFET [152]. If we want to develop a physics-based compact model 

for these new devices, it usually takes a lot of time to understand physics and 

develop such models. By using a similar NN modeling framework, we can 

easily create a device model for these devices. I use TCAD to create an NC-

GAAFET and train it with NN. Fig. 9.15 demonstrates the IV fitting of this 

device showing that the same modeling framework can also work on these 

emerging transistors.   
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Fig. 9.12. The IDVG characteristics of the NN model (lines) versus the TCAD data 

(symbols). ©  2025 IEEE 

 

 
Fig. 9.13. The IDVD characteristics of the NN model (lines) versus the TCAD data 

(symbols). ©  2025 IEEE 
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Fig. 9.14. QV and CV characteristics of the NN model (lines) versus the TCAD data 

(symbols). ©  2025 IEEE 

 

 
Fig. 9.15. The fitted IDVG and IDVD characteristics of NC-GAAFET where the lines are the 
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model, and the symbols are the TCAD data. ©  2025 IEEE 

 

9.5 Speed Comparison & Circuit Simulation 

Both Python and SPICE are used to compare the speed of BSIM-NN and 

BSIM-CMG. In Python, I compared the NN IV model with the BSIM-CMG 

quasi-static IV model [58]. The core IV model of BSIM-CMG is coded into 

Python. I use NumPy and test them on Intel Xeon Platinum 8260 versus bias 

points.  The NN model holds about 13 times speed advantage as shown in Fig. 

9.16. In the case of 10 million DC points, NN takes 59.6s while BSIM-CMG 

takes 806s. This could be because of the reduced number of coding lines and 

equations or the benefit of matrix multiplication. If we can further optimize 

the network and use hardware acceleration such as GPU, the NN speed 

advantage maybe even more.  

I also test the relationship between inference time and the number of 

hidden layers and nodes shown in Fig. 9.17. We see that both inference times 

increase linearly with layers and nodes. It is roughly 3s per layer and 1.1s per 

10 nodes. This gives an insight that if we want to increase the complexity of 

NN, we should try increasing the nodes first and then increasing the layers. In 

any case, the NN is still much faster than conventional compact models. In 

addition to the model inference time, the convergence time of the circuit 

solver is also an important part of the total simulation time. To test the model 

convergence, we use the nonlinear solver in Python to solve an inverter circuit 

in DC simulation. 1k voltage inputs are fed into the CMOS inverter circuits 

composed of BSIM and NN models. It takes NN model 3.95s to process them 

and 20.70s for the BSIM circuit.  
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Fig. 9.16. Evaluation time comparison between NN and BSIM-CMG IV model. ©  2025 

IEEE 

 

 
Fig. 9.17. (a) The inference time versus the number of hidden layers with 10 nodes per 

layer. (b) The inference time versus the number of nodes per layer where 3 hidden layers 
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are set. ©  2025 IEEE 

 

For SPICE, the model is coded into Verilog-A and tested with different 

circuit simulations. Fig. 9.18 to Fig. 9.24 shows the simulation results of a 3-

input NAND, FO4 inverter chain, D-flip-flop, FO4 151-stage NAND ring 

oscillator, 32-bit ripple adder, and SRAM variation. All BSIM-NN results 

closely match the BSIM-CMG results with errors of less than 0.3%. In all of 

these simulations, BSIM-NN shows great speed improvement compared to 

BSIM-CMG. For example, in SRAM variation simulation, BSIM-NN is two 

times faster than BSIM-CMG. Fig. 9.25 summarizes the simulation time of 

different benchmarking circuits. The BSIM-NN outspeeds BSIM-CMG by 

3~5 times. If matrix multiplication and GPU inference are applied to model 

evaluation in SPICE, the speed improvement can be even greater. 

 
Fig. 9.18. A 3-input NAND simulation with different slew rates. 
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Fig. 9.19. A 3-input NAND simulation with different fan outs. 

 

 
Fig. 9.20. A 5-stage FO4 inverter chain simulation. The load goes from 1 to 256 inverters. 
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Fig. 9.21. A D-flip-flop simulation. 

 

 
Fig. 9.22. A FO4 151-stage NAND ring oscillator simulation. 
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Fig. 9.23. A 32-bit ripple adder simulation. 

 

 
Fig. 9.24. A SRAM READ SNM (static noise margin) variation simulation. BSIM-NN is 

2 times faster than BISM-CMG. 
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Fig. 9.25.  Speed comparison of BSIM-NN and BSIM-CMG with different benchmarking 

circuits. The speed boost is around 3~5X. 

 

9.6 Chapter Summary 

I demonstrate BSIM-NN, a neural network compact model for advanced 

transistors such as FinFET, GAA, and NCFET. It models complex IV and CV 

characteristics with ID, IG including leakage current and all charges (QG, QS, 

QD). I demonstrate that the proposed model can accurately predict the 

variability of the device and give smooth and correct high-order derivatives. 

The activation function and Verilog-A implementation are studied to improve 

the circuit simulation speed. The model is tested with various circuit 

simulations and shows accurate results versus the standard compact model 

with no convergence issue. It can speed up the IC simulation time by more 

than 5 times compared to BSIM-CMG.  
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Chapter 10    Non-Quasi-Static Modeling of 

Neural Network-based Transistor Compact Model 

for Fast Transient, AC, and RF Simulations 

 

I developed a charge deficit-based non-quasi-static (NQS) model that is 

compatible with neural network-based transistor compact models for 

transient, AC, and RF simulations. The charge deficit model calculates the 

deficient or surplus charge in the channel to model the NQS effect. I introduce 

physics-based parasitic charges to extract intrinsic channel charges from 

trained quasi-static (QS) NN models. An improved loss function is also 

proposed to obtain physical charge values from capacitance-only training 

data. A charge deficit subcircuit is applied to calculate the NQS currents. I 

demonstrate the model’s accuracy in transient, AC, s-parameter, and RF mix-

signal simulations. The proposed model can be easily integrated with QS NN-

based compact models without the loss of model efficiency. This work is 

published by IEEE. ©  2025 IEEE. Reprinted, with permission, from [156] 

 

10.1 Motivation 

Non-Quasi-Static (NQS) modeling is an important issue in transistor 

simulations. The Quasi-Static (QS) assumption fails when the circuit 

operation speed approaches and exceeds the transistor’s cut-off frequency. 

Neural network (NN)/machine learning (ML)-based compact models 

developed so far are based on QS/DC data without NQS models [142, 146, 

153, 157-159]. Therefore, to model transistors at high speed/frequency, there 

needs to be an NQS model for the NN-based compact model. In conventional 

compact models, several ways are proposed to model the NQS effect [160-

166]. The channel segmentation approach divided the channel into several 

transistors [163, 164]. Each segment can be modeled by an NN model. 
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However, it also heavily increases the simulation time. The charge 

segmentation model solves the charge alone the channel with spline 

interpolation [165, 166], which is time-consuming, requiring multiple nodes, 

and incompatible with NN models since many NN models do not compute the 

intrinsic channel charges [142, 146, 153, 157]. One simple and elegant way is 

the relaxation time approach (RTA) or charge deficit model which tracks the 

deficient or surplus charge in the channel [160-162] and is adopted by BSIM 

[167]. It is efficient and needs only one extra node. This method is also not 

directly compatible with NN models without suitable adjustment for the same 

reason as the charge segmentation model. In addition to including physics-

based NQS models in the NN-based compact models, it is possible to build a 

time-dependent model directly with recurrent neural networks (RNN). RNN 

can model transient circuit-level performance [168, 169]. However, the 

training will require transient data, which is not a common practice for model 

fitting and may not be as reliable as DC data. 

In this chapter, I demonstrate a physics-based NQS model that is 

compatible with NN-based transistor compact models. The parasitic charges 

and charge deficit model are introduced compatibly to the NN model to 

provide efficient modeling of the NQS effect. The model is verified with the 

transient, AC, and RF data from BSIM-CMG to prove the accuracy of IC 

simulations. 

 

10.2 Model 

Fig. 10.1 shows the methodology to model NQS effect with NN and the 

charge deficit model. First, the QS IV and QV characteristics are trained and 

fitted with the DC IV and CV training data by using the NN modeling 

methodologies in the previous chapter [142, 153]. Then, the trained QS total 

terminal charge is used for the NQS calculations during circuit simulations. I 

chose the charge deficit model which is efficient and proved to accurately fit 

the NQS results and can be easily integrated with the QS core device model 

[160-162]. The key of the charge deficit model is to calculate the time-

dependent intrinsic channel charges (Qi) which is restricted by the transit time. 

Many of the NN compact modeling methods directly model the total terminal 

charges (QG,S,D) or terminal capacitances [142, 146, 153, 157]. Therefore, the 
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problem is how to extract intrinsic charges from these black box models. 

 

 
Fig. 10.1. (a) QS IV curves of the NN model. (b) QS CV curves of the NN model. (c) The 

schematic diagram of NQS modeling flow. ©  2025 IEEE 

 

 

Fig. 10.2. (a) Model charges trained without offset included. (b) Model charges trained 

with offset included at VDS=0.05V (c) VDS=0.7V. ©  2025 IEEE 

 

I introduce physical parasitic charge models to extract the intrinsic 
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charges from our NN-based FET model [142]. The parasitic charges can be 

characterized as fringing (Qf) and overlapping charges (Qov) modeled by 

physical equations [167]. Then, Qi=Q-Qex (=Qf+Qov) at each terminal (G,D,S). 

Users will manually extract the parasitic charges with parameters such as CFS, 

CGSL, and CGSO in BSIM-CMG [167] to get accurate Qi. We also need the 

physical terminal charge value. It is easy when the QG,S,D  are available in the 

training data using TCAD [142, 146, 153] but it is not the case when using 

experimental data. Training models solely with capacitance data can cause 

nonphysical offset [146] and is not suitable for NQS modeling. To overcome 

this, we introduce offset terms (QG,S,D0) in the loss function Eq. (10.1) to force 

the charges to have physical values (Fig. 10.2). QG,S,D0 is the charge at 

VGS=VDS=0V which can be chosen based on the simple physical estimations, 

and a-e are the coefficients for tuning the loss. The value of a-e is chosen so 

that the magnitude of each term is comparable. It can be done by training 

iteratively to determine the coefficients one by one [142, 153]. 

𝑙𝑜𝑠𝑠 = 𝑎 ⋅ 𝑅𝑀𝑆(
𝜕𝑄G,S,D

𝜕𝑉𝐺𝑆
) + 𝑏 ⋅ 𝑅𝑀𝑆(

𝜕𝑄G,S,D

𝜕𝑉𝐷𝑆
) 

+𝑐 ⋅ 𝑅𝑀𝑆(
𝜕2𝑄G,S,D

𝜕𝑉𝐺𝑆
2 ) + 𝑑 ⋅ 𝑅𝑀𝑆(

𝜕2𝑄G,S,D

𝜕𝑉𝐷𝑆
2 ) + 𝑒 ⋅ 𝑅𝑀𝑆(𝑄G,S,D0) (10.1) 

Finally, Qi goes into a subcircuit shown in Fig. 10.1 to calculate the deficit 

charge (Qdef). The terminal currents Eq. (10.2) are the DC currents (IG,D,S) plus 

NQS current (Qdef/ ) and displacement currents from extrinsic parasitics 

(Qex,G,D,S) where  is the transit time, and xD=Qi,D/Qi,G. Thus, the correct 

extraction of the Qex is important to obtain accurate transient current and 

frequency responses. 

𝐼𝐺(𝑡)=I𝐺(QS) −
𝑄𝑑𝑒𝑓

𝜏
+

𝑑𝑄𝑒𝑥,𝐺

𝑑𝑡
 (10.2a) 

𝐼𝐷(𝑡)=I𝐷(QS) −
𝑥𝐷𝑄def

𝜏
+

𝑑𝑄ex,D

𝑑𝑡
 (10.2b) 

𝐼𝑆(𝑡)=I𝑆(QS) +
(1+𝑥𝐷)𝑄def

𝜏
+

𝑑𝑄ex,S

𝑑𝑡
 (10.2c) 

This approach can be easily integrated with the NN models with high 

computational efficiency. It can also be simply improved when more accurate 
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RTA-based NQS models are developed for physics-based compact models. 

 

10.3 Validation 

The core QS model is trained with a calibrated BSIM-CMG model 

including L, W, and EOT [142] to accurately fit the DC characteristics (Fig. 

10.1) and is implemented in Verilog-A. Then, I test it with BSIM-CMG 

having the NQS model turn-on using Hspice on Intel Xeon Platinum 8260. 

Fig. 10.3 shows the transient simulation of the NN-based NQS model at 

VDS=0.05V & 0.7V. A pulse is given at gate with rise/fall time=2ps, pulse 

width=2ps, and amplitude=0.7V. The blue curves show the QS-only NN 

model, and the red curves show the NN model with the NQS effect. With the 

introduction of the physics-based parasitic charges and NQS models, the NN 

model can accurately fit the transient ID,NQS, IS,NQS, and IG data where the NQS 

effect causes extra delay in the transient currents. In addition to the high-speed 

switching, the NQS effect is important in high-frequency AC responses.  

 
Fig. 10.3. Transient simulation result when a pulse with 2ps-rise/fall time, 2ps-pulse width, 

and 0.7V amplitude is applied to the gate. VDS=0.05V & 0.7V. ID,NQS and IS,NQS are the 

currents without the parasitic components. ©  2025 IEEE 

 

I test the AC response using a common source amplifier with 1k load 

resistance as shown in Fig. 10.4. The NQS effect reduces the bandwidth 
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captured by our model. To further examine the small-signal characteristics, I 

conduct a s-parameter simulation. Fig. 10.5 shows the simulated s-parameters 

from BSIM-CMG and NN models with 8 FETs in parallel. At low frequencies, 

the NN with and without the NQS model shows the same characteristics. 

However, when the frequency increases to hundreds of GHz, the NQS NN 

model starts to deviate from the QS result due to the frequency-dependent 

capacitance and transconductance. Besides the transient and AC simulations, 

RF mixed signal response is evaluated. A Pin-Pout simulation is presented in 

Fig. 10.6 also with 8 FETs in parallel, which shows the model’s capability to 

produce accurate RF simulation results. In Fig. 10.7, I simulate fT and fmax 

with BSIM-CMG and the NN model where the proposed model shows 

excellent match.  

 

 
Fig. 10.4. AC simulation result of a common-source amplifier with 1kW load resistance. 

©  2025 IEEE 
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Fig. 10.5. S-parameter simulation with a 50 W load impedance. ©  2025 IEEE 

 

 
Fig. 10.6. RF Pin-Pout simulation of the NN model and BSIM-CMG. ©  2025 IEEE 
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Fig. 10.7. Simulated fT and fmax from BSIM-CMG and the NN model. ©  2025 IEEE 

 

Fig. 10.8 demonstrates a killer NOR gate simulation result. Without the 

NQS model, the VX tends to go more negative than the NQS model predicts 

(green circles), which often causes unphysical results [166]. I further test the 

model with a 151-stage NAND oscillator (Fig. 10.9). The NQS effect 

changing the delay in the circuit is captured by the new NN model.  
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Fig. 10.8. Killer NOR gate simulation. ©  2025 IEEE 

 

 
Fig. 10.9. 151-stage NAND oscillator simulation. 
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10.4 Chapter Summary 

I proposed a methodology to integrate the NN-based transistor compact 

model with the physics-based NQS model, which can be directly applied to 

DC-trained NN models. Parasitic charges and offset charges are introduced to 

extract the intrinsic charges and the deficit charge. I showed the model’s 

capability of doing high-speed transient, AC, and RF simulations with the 

same accuracy as standard compact models but with a much faster simulation 

speed. 
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Chapter 11    A Novel Neural Network-based 

Transistor Compact Model Including Self-Heating 

 

I develop a SPICE-compatible neural network-based compact model to 

accurately capture the temperature dependence and self-heating effects in 

Field Effect Transistors (FETs). The model is based on artificial neural 

networks with no semi-empirical temperature equations. The transfer and 

activation functions are optimized to improve the accuracy of the model.  A 

new temperature relaxation model is proposed, which allows training the 

model using ambient temperature data without iteratively extracting the self-

heating parameters. The proposed method can simply generate the ambient 

and dynamic self-heating characteristics for circuit simulations. The model 

can accurately reproduce the current-voltage (IV), capacitance-voltage (CV), 

and transient characteristics of FETs across a broad temperature range. This 

work is published by IEEE. ©  2025 IEEE. Reprinted, with permission, from 

[170] 

11.1 Motivation 

Thermal effects play a crucial role in determining device and circuit 

performance [171-174]. Modern-day chips house billions of transistors, 

exhibiting a significant power density, operating at temperatures substantially 

higher than room temperature. Elevated device temperatures result in the 

degradation of mobility and subthreshold swing, shifts in threshold voltage, 

and reliability concerns. Self-heating (SH) effects contribute to a gradual 

increase in device temperature, thereby impacting circuit performance. With 

VDD scaling stalled at around 0.7V and the projected rise in densities of 

transistors and 3D chiplet packaging, temperature and self-heating will be 

increasingly important to the accuracy of circuit simulation. 

Conventional physics-based compact models [167, 175-177] start from 
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modeling the temperature dependence of physical quantities such as mobility 

and bandgap. Then, a separate self-heating network is used to update the 

temperature in the device. While extracting the model parameters, it is 

required to iteratively adjust the temperature and self-heating parameters. In 

addition to physics-based compact models, neural network (NN)/machine 

learning (ML)-based compact models follow the same approach to develop 

temperature models [159, 178-181]. These models use device temperature as 

input and either need to evaluate the SH subcircuit self-consistently with the 

NN model during the training [181], or extract/ remove the self-heating effects 

before the training [159, 179, 180]. These approaches require SH evaluation 

before or during the training, making the extraction procedure complicated. 

This work proposes a new temperature and self-heating modeling 

approach with my NN transistor compact model [142, 153]. The proposed 

methodology starts with I(T0)/Q(T0), not I(T) /Q(T), where T is the device 

temperature and T0 is the ambient temperature. I(T0) can simply come from 

DC measurements instead of pulse measurements. The model can be trained 

with I(T0) and extract or recover the self-heating-free characteristics and 

perform the dynamic self-heating simulation with a newly developed 

temperature relaxation model. The extracted characteristics can also be 

integrated with the standard SH model for circuit simulations. 

 

11.2 Model 

The NN compact model is trained using DC-IV and CV characteristics 

including the SH effect. The model is enhanced from our previous work [142, 

153] by adding T0 as an input parameter and a new transfer and activation 

function to improve accuracy. I train the model to be a function of T0 instead 

of T, such that no SH evaluation is required during training. Then, a new 

temperature relaxation (TR) model is used to recover the SH-free 

characteristics and model the SH effect after the model is trained. VGS, VDS, 

L, W, EOT, and T0 are the designated input parameters for our model. The 

outputs are the corresponding DC currents and charges at T0. The Inverse 

Square Root Unit (ISRU) function ISRU(𝑥) =
𝑥

√1+𝛽𝑥2
is used as an activation 

function. ISRU is more computationally efficient than sigmoid and tanh 
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implementations. The parameter  can be tuned to improve fitting accuracy. 

In the scenario where SH-free data is available, it can directly be trained using 

T as an input to get I(T) and C(T). No semi-empirical temperature equations 

are used in the proposed model. Thus, the model is not restricted to certain 

predefined temperature dependencies. 

To model the SH dynamic, I propose a new temperature relaxation (TR) 

model to map the device temperature to the corresponding ambient 

temperature. The traditional way to model the device temperature T(t) is 

T(t)=T0+DT(t), where DT(t) is the change in temperature due to SH. We 

define a temperature T0’(t) such that T0=T0’(t)+dT(t) and T0’(t)=T0-dT(t) Eq. 

(11.1). dTi=RTHIDVDS Eq. (11.2) is introduced, which is the dT(t) to recover 

the SH-free characteristics. It is also the same as the steady-state DT(t) in the 

traditional model. However, the thermal resistance for the trained device (RTH) 

and the device for IC design (R’
TH) can be different. DT(t) for the latter is 

R’THIDVDS and the steady-state dT(t)= dTi-R’THIDVDS Eq. (11.2). The dynamic 

of dT(t) is then modeled by Eq. (11.3), where =R’THCTH is the thermal time 

constant and CTH is the thermal capacitance. Fig. 11.1 shows the subcircuit for 

Eq. (11.2) and the simulation results. The trained DC NN model is integrated 

with the subcircuit in SPICE simulations. T0’(t) is self-consistently updated 

during the simulations and fed to the input of the NN model to replace T0. By 

mapping the input temperature to different T0’(t), the model tracks the 

corresponding T0 and ID determined by SH. In this case, T0’(t) decreases at 

t=0 since no heat has accumulated yet, and dT(t) is at its maximum. It 

eventually relaxes to the ambient condition to get the correct DC 

characteristics. 

𝑇0
′(𝑡) = 𝑇0 − 𝛿𝑇(𝑡) (11.1) 

𝛿𝑇𝑖=RTH𝐼𝐷𝑉DS, 𝛿𝑇DC = (𝑅TH − R'TH)𝐼𝐷𝑉DS (11.2) 

𝑑(𝛿𝑇𝑖 − 𝛿𝑇(𝑡))/dt =
𝛿𝑇(𝑡)−𝛿𝑇DC

𝜏
 (11.3) 
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Fig. 11.1. The subcircuit of the temperature relaxation model and the simulated T(t), T0’(t), 

and dT(t). from the traditional self-heating model and the temperature relaxation model. A 

step function voltage is applied. ©  2025 IEEE 

 

 

11.3 Validation 

The model is trained using TensorFlow with the Adam optimizer and a 

learning rate of 1E-3. Both IV and CV networks have two hidden layers with 

30 and 20 neurons. It is then coded into Verilog-A for circuit simulations using 

HSPICE on an Intel Xeon Platinum 8260 workstation. A calibrated BSIM-

CMG model card [142] is used to generate DC IV and CV data for training, 

validation, and testing. The model is trained from -50℃ to 100℃. Fig. 11.2 

& 11.3 show the validation of IDVG and IDVD at different temperatures. It 

accurately models the temperature dependence of ID, gm, and gds without using 

additional model equations. Fig. 11.4 shows the model fitting of Cgg, Cgs, Cgd, 

and Cdd. The model demonstrates excellent fitting results of these capacitances 

at a wide temperature range. Moreover, the 125℃ IV and CV data is 

accurately modeled - showcasing the predictivity of the NN model. The 
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simulations for training are performed under DC conditions with self-heating 

in effect, and the model can generate characteristics without computing the 

self-heating subcircuit.  

 
Fig. 11.2. Validation of transfer characteristics at different temperatures. The lines are the 

NN model, and the symbols are the BSIM-CMG data. ©  2025 IEEE 

 

 
Fig. 11.3. Validation of output characteristics at different temperatures. The lines are the 
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NN model, and the symbols are the BSIM-CMG data. ©  2025 IEEE 

 

 

 
Fig. 11.4. Validation of CV characteristics at different temperatures. The lines are the NN 

model, and the symbols are the BSIM-CMG data. ©  2025 IEEE  

 

Then, to obtain the time-dependent self-heating characteristics, the 

temperature relaxation model and the subcircuit are used. In Fig. 11.5, I 

compare the NN model and the BSIM-CMG IV curves with the SH effect 

turned on and off. The proposed TR model can successfully recover the SH-

free characteristics. I adjusted RTH, which changes dT(0) to fit the SH-free 

data. T0’ is decreased and the device can be mapped to the higher current 

values corresponding to the case without SH. Finally, to demonstrate the 

proposed subcircuit for transient simulations, a pulse simulation is performed. 

Fig. 11.6 shows the pulse simulation results. A transistor is biased at 

VGS=0.7V and VDS pulses are applied with varying amplitudes. I show the 

simulation at 10 GHz, and the results generated by the NN model accurately 

match the output from BSIM-CMG. The CTH is tuned so that the time constant 

of the NN model matches the testing data. RTH is extracted from Fig. 11.5 
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which can also be obtained by fitting the peak current. With the TR model 

(red), the device current gradually decreases over time due to heat dissipation. 

Without the TR model (blue), the current will attain a steady state with no 

time delay. We can also use this model as an intermediate model to generate 

an SH-free I(T)/Q(T) model (Fig. 11.5) and combine it with the conventional 

SH model Eq. (11.4) (black solid). By tuning R’TH, the model can capture SH 

and steady-state characteristics from the training data (black dash).  

𝛥𝑇(𝑡) + 𝜏𝑑𝛥𝑇(𝑡)/dt = R'TH𝐼𝐷𝑉DS (11.4) 

 

 
Fig. 11.5. Validation of the SH-free characteristics recovered by the temperature relaxation 

(TR) model. ©  2025 IEEE 
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Fig. 11.6. Transient pulse simulations of BSIM-CMG, the NN model w/ and w/o TR model, 

the extracted SH-free NN with conventional SH model, and the case that RTH≠R’
TH. ©  2025 

IEEE 

 

Finally, I test the model with a 1001-stage NAND oscillator (Fig. 11.7). 

With the TR model, the result shows a faster oscillation frequency compared 

to the case without TR, which matches our expectations.  
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Fig. 11.7. 1001-stage NAND oscillator simulation. 

 

11.4 Chapter Summary 

A temperature-dependent NN transistor compact model with self-heating 

is proposed. It requires no predefined semi-empirical temperature functions 

and can model transistors across a wide temperature range. A new temperature 

relaxation modeling approach is implemented. The NN model can be trained 

using just DC characteristics without iterations in training or eliminating the 

SH effect during measurements. The model automatically generates DC IV 

and CV with the SH effect. The self-heating dynamic is modeled using the 

proposed temperature relaxation subcircuit with excellent accuracy. The 

proposed model further offers the flexibility to use the conventional self-

heating subcircuit on an extracted SH-free NN model. 
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Chapter 12    NeuroSpice: IC Simulator Using 

Physics-Informed Neural Network 

 

In this chapter, I demonstrate the first physics-informed neural network for 

circuit simulation – NeuroSpice. NeuroSpice solves the differential-algebraic 

equations of circuits with machine learning. The differential equations are 

solved by minimizing the loss function residue through backpropagation. 

Unlike conventional SPICE using a time-discretized numerical solver, 

NeuroSpice solves the differential system with continuous analytical 

equations for the entire simulation period. I have shown that NeuroSpice can 

be used for circuit simulations from analog to digital applications and is also 

suitable for unconventional devices such as ferroelectric devices due to its 

flexibility. 

 
12.1 Motivation 

SPICE (Simulation Program with Integrated Circuit Emphasis) was 

developed at UC Berkeley as a general-purpose differential system solver 

[182]. SPICE and other simulation programs use numerical methods to solve 

discretized differential equations [182, 183]. As technology advanced, 

transistor counts have greatly increased on an IC chip. Systems across digital, 

analog, memory, and sensors are integrated. The growing scale of IC poses a 

challenge to existing circuit simulators in terms of speed and convergence. 

On the other hand, artificial intelligence (AI) benefits from enhancing IC 

technology. AI or neural networks (NN) can learn the relationship between 

input and output data through training. However, NN can also be used without 

data using loss functions based on physics equations as a physics-informed 

neural network (PINN) [184, 185]. PINN solves the differential equations by 

minimizing the residual in the loss function. The differential equations define 

the loss function, and no data is needed. Several studies have demonstrated 
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PINN for applications such as power system simulation [186, 187] and 

transistor simulation [188]. So far, there is no study of PINN on IC simulations. 

In this work, a PINN-based circuit simulator is proposed - NeuroSpice. 

NeuroSpice solves circuit differential-algebraic equations with a machine 

learning process. Instead of solving discretized differential algebraic 

equations (DAE) by time stepping, NeuroSpice finds approximate continuous 

analytical equations over the entire time frame. The continuous nature of 

PINN can potentially improve the convergence and speed of simulations. It 

also provides more flexibility in device modeling.   

 

12.2 Framework 

NeuroSpice is based on PINN as Fig. 12.1 shows. The input of NN is time 

(t) and the outputs are the voltages and currents in the circuit. However, the 

input is not restricted to t and can be expanded to other physical quantities like 

space for Multiphysics systems beyond SPICE simulation. The loss function 

comprises circuit DAEs and the initial condition of the circuit nodes. The 

training optimizer will update the NN parameters from the loss. I implement 

the simulator with Pytorch, Adam optimizer, and Tanh activation function. 

 
Fig. 12.1. The schematic diagram of NeuroSpice. The loss function is the DAE of the 

circuit and the initial condition. The neural network will update its parameters until the 

DAE is optimized to 0. I.C. is the initial condition.  
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Fig. 12.2. Example DAE of a transistor amplifier and its loss function. In this case, the 

KCL of each node will be solved including the current of the nonlinear device model 

(nmos). The time derivative is computed by the autograd function in simulation. 

 

 
 

Fig. 12.3. The pseudocode of the device model. The MOSFET DC and switching currents 

are computed and returned to the loss function. The charge currents are also analytically 

computed with autograd.  
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Fig. 12.2 shows an example DAE of a transistor amplifier. The DAE is 

formed by Kirchhoff's Current Law (KCL) for each node. The DAE involves 

a nonlinear device model (nmos) which is defined in Fig. 12.3. Typical device 

models such as BSIM (Berkeley short-channel IGFET model) [58, 142] are 

written in Verilog-A [189] and model users have limited control of the model 

evaluation in SPICE simulators. In NeuroSpice, the device model is written 

in Python where users can do quick prototyping. In the demonstrated model, 

inputs are the terminal voltages, and it returns the terminal currents. In 

NeuroSpice, device models can return values other than voltage and current 

going beyond the capability of SPICE device models. The time derivative 

comes from the capacitance in nmos and Cin. One advantage of NeuroSpice is 

that it uses analytical automatic differentiation (autograd) in machine learning 

programs such as Pytorch [190]. Therefore, there is no need for numerical 

differentiation. Finally, the loss is a weighted sum of DAE loss (DAEloss) and 

initial condition loss (ICloss) as shown in Fig. 12.2. Coefficients a and b are 

used to weigh these two losses so that PINN can learn to minimize both of 

them effectively [191]. Furthermore, between each DAE in DAEloss, weights 

can also be applied to improve learning. 

 

12.3 Result & Discussion 

I test NeuroSpice functionality by simulating several circuit examples. 

The first is a series RLC circuit shown in Fig. 12.4. A sinusoid voltage source 

is applied. The simulated current (IL) is compared with the analytical solution 

derived from Laplace transform. NeuroSpice provides excellent matches. I 

solve the RLC with only the 1st-order derivative, which is more general in 

circuit analysis.  In Fig. 12.5, I demonstrate a non-inverting amplifier circuit. 

The operational amplifier (OPAMP) has a gain of 1000 and feedback is 

connected to its negative terminal. The large gain of the OPAMP can cause 

the NN to diverge, but I adjust the weights in the loss function to prevent 

divergence. 
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Fig. 12.4. The simulation of a series RLC circuit with a sinusoid input. 

 

 
Fig. 12.5. The simulation of a non-inverting amplifier implemented with an operational 

amplifier circuit. 

 



125 
 

 
Fig. 12.6. The simulation of a transistor amplifier. 

 

To test NeuroSpice’s ability to solve nonlinear circuit elements, I simulate 

several example circuits using a simple MOSFET model. The simulation 

result of the transistor amplifier in Fig. 12.2 is shown in Fig. 12.6. Since no 

analytical solution is available for this circuit, Hspice is used to compare the 

result with NeuroSpice. The output voltage VD and input voltage VG from 

NeuroSpice match with Hspice. Next, digital circuits such as CMOS inverter 

and NAND are examined. These circuits involve more than one device model 

and often experience abrupt changes in voltages. In our study, it is important 

to increase the number of batches in the simulation to generate correct results. 

In Fig. 12.7 & 12.8, simulated VOUT of CMOS and NAND are compared 

between NeuroSpice and Hspice showing perfect matching. Fig. 12.9 shows 

the test of a more complex 5-stage ring oscillator. The result indicates that 

NeuroSpice can simulate unstable systems like oscillators and solve DAE 

involving multiple nonlinear models. 
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Fig. 12.7. The simulation of a CMOS inverter. 

 

 
Fig. 12.8. The simulation of a CMOS NAND. 
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Fig. 12.9. The simulation of a 5-stage ring oscillator. 

 

NeuroSpice is also a suitable platform for new devices and systems due 

to its high flexibility. For example, ferroelectric (FE) devices are a potential 

solution for future low-power in-memory computing [38]. A common model 

to describe FE material is the Landau-Khalatnikov (LK) model [71]. The LK 

model is a highly nonlinear model with positive, negative, and infinite slopes 

as shown in Fig. 12.10. Fig. 12.11 demonstrates this flexibility by simulating 

a FeRAM using the LK model and MOSFET model with NeuroSpice. 

NeuroSpice successfully models the voltage drop caused by the polarization 

switching in the FE capacitor. 
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Fig. 12.10. Polarization-voltage characteristics of a ferroelectric Landau-Khalatnikov (LK) 

model. It contains positive, negative, and infinite slopes. 

 

 
Fig. 12.11. The simulation of a FeRAM using the LK model. 
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12.4 Chapter Summary 

NeuroSpice is a circuit simulator based on PINN, which goes beyond the 

numerical method in conventional SPICE. It can solve circuit systems with 

complex nonlinear devices and be applied to Multiphysics systems. The 

inherent differentiable nature of PINN makes it suitable for circuit inverse 

problems and design optimizations. Further studies are needed for network 

optimization, training convergence, and acceleration. 
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Chapter 13    Summary 

 

 
13.1 Chapter Summary 

As technology keeps advancing and the growing demand for AI, future 

integrated circuits require trillions of transistors. The energy consumption of 

a chip becomes tremendous. The need of new devices, new architecture, and 

new computer-aid design are crucial. In the first part of this dissertation, I 

discuss the compact models of next-generation memory devices. These 

emerging memories can be served as in-memory computing and 

neuromorphic computing devices. From Chapters 2 to 6, I study the switching 

dynamics of ferroelectric and antiferroelectric devices including capacitors, 

tunnel junction memristors, and transistors. The developed model can 

accurately describe the multi-domain dynamics of ferroelectric devices with 

multi-level hysteresis which can be used for analog memory and 

neuromorphic circuit designs.  

Other than ferroelectric devices, resistive memory (RRAM) and magnetic 

memory (MRAM) are also strong candidates for future computing. In Chapter 

7, I demonstrate an RRAM compact model that unifies different RRAM 

material systems with a single set of equations. The model can simulate both 

metal oxide RAM (OxRAM) and conducting bridge RAM (CBRAM) and 

their applications for multi-level memory cells. In Chapter 8, I develop an 

STT-MRAM model that uses a simplified 1D Landau–Lifshitz–Gilbert (LLG) 

equation. The model keeps the physical predictability and is efficient in circuit 

simulations. A compact model for switching probability is also developed to 

provide fast estimation for the write error rate in the memory array without 

statistical simulations. 

The second half of my dissertation discusses how to improve current 

design systems with AI. From Chapters 9 to 11, I develop a neural network-
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based transistor compact model – BSIM-NN. The model includes the 

complete IV and CV for advanced transistors such as FinFET and GAA. The 

model is generic and can be simply applied to emerging technology like 

NCFET to enable design exploration for future devices. The model has non-

quasi-static and self-heating effects for high-speed circuit simulations. 

Various circuits from digital, and analog to RF ICs are tested with accurate 

results. BSIM-NN can accelerate the IC simulation by 5 times compared to 

the industry standard model. 

In Chapter 12, I proposed a new way to do circuit simulation with the 

physics-informed neural network - NeuroSpice. This method shows an 

alternative way to improve the convergence and speed up the IC simulation. 

 

13.2 Future Work 

Compact models are the foundation of the IC design industry. With 

accurate and efficient compact models for future devices, designers can 

develop next-generation ICs with new devices. One of the future directions is 

using these emerging memory models to design in-memory computing and 

neuromorphic computing chips. The other future direction is expanding 

BSIM-NN with more functions including global length and width scaling, 

cryogenic operations, aging, and layout dependence effect. We can also study 

how to use machine learning and neural networks for quantum devices and 

silicon photonic devices. It will also be interesting to continue developing 

NeuroSpice to reach a real-application level. 
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