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Abstract

Automated and Process-Portable Generation of Data Converters

by

Zhaokai Liu

Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Borivoje Nikolić, Chair

High-speed analog-to-digital converters (ADCs) are critical components in wideband wire-
line and wireless communication systems. Rapid advancements in communication systems
require medium-to-high resolution ADCs that can digitize a wide spectrum with high power
efficiency. In addition to the strict performance demands, the design of ADC, as analog and
mixed-signal circuits becomes progressively more complex and time-consuming at advanced
technology nodes. The design challenges arise not only from the scaled supply voltage and
increased variation, but also from the more complex layout, the explosion of design rules,
and increased vulnerability to parasitic effects. To address these challenges, this dissertation
presents an automated and process-portable ADC generator framework capable of creating
instances that support a sampling rate of up to 4GS/s and achieve a resolution of up to 9
effective number of bits (ENOB). The generator is developed using Berkeley Analog Gen-
erator (BAG), which enables automated circuit generation, speeds up the design iteration,
and significantly improves design reusability.

To explore circuit-level techniques suitable for scaled processes with high programmability
and reusability, both traditional voltage domain and time domain data conversion are ex-
plored. The proposed generator incorporates the successive approximation register (SAR)
architecture, which has become prevalent in the field due to its ability to eliminate the need
for precision analog components. Furthermore, the utilization of time-based data conversion
techniques, such as ring oscillator-based voltage-controlled oscillator (VCO) data conversion
and ring amplifiers, has shown promising results in terms of design metrics for implementing
precise analog functions in scaled technologies. In the proposed generator, the VCO-based
ADC is used for second-stage fine conversion, while the ring amplifier is used for residue
amplification. A process-portable automated ADC generator, which supports a wide range
of specifications, is developed by integrating and selectively enabling these techniques. The
standalone SAR ADC generator has been ported to various processes and utilized to cre-
ate designs with diverse specifications, showcasing the effectiveness of the generator-based
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methodology. The complete circuit architecture of the proposed ADC generator, which
achieves maximum performance, is based on a time-interleaved (TI) subranging ADC array.
The sub-ADC uses a pipelined topology that combines both the SAR and the VCO-based
ADCs to enhance the resolution. The ADC generator is fully automated and parameterized,
generating designs that are compliant with design rules based on input parameters.

Finally, this thesis exemplifies the effectiveness of the generator-based design methodology
through the creation of multiple generated prototypes of time-interleaved ADC designs using
both BAG2 and BAG3 frameworks. As the main focus of this thesis, two prototypes were
generated using the proposed generator to implement TI SAR-VCO ADCs with 4 and 8
channels, respectively. The 4-way interleaved design implemented in the Intel 22FFL process
samples the input at a rate of 2GS/s. And the 8-way time-interleaved prototype samples at
4GS/s and is implemented using the Intel 16 process. The measurement setup and results of
the latest prototype chip are presented to demonstrate the performance of the proposed ADC
generator. The ADC achieves a peak SFDR of 72 dB and a resolution of over 9 bits within
the 2GHz Nyquist band. The total power consumption of the prototype under a 0.9V
supply is 124.6mW. The prototype achieves a Schreier figure-of-merit (FOM) of 158.4 dB
and a Walden figure-of-merit of 60.5 fJ/conv.-step. In summary, this thesis presents both
circuit techniques and analog design automation. The proposed generator demonstrates
promising ways of implementing automated and process-portable ADC designs with high
reconfigurability using a generator-based methodology.
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Chapter 1

Introduction

1.1 Motivation
Analog-to-digital converters (ADCs) convert inherently analog, real-world continuous signals
into discrete, digital equivalents that can be stored and processed by digital systems. The
ADCs essentially serve as the interface between the analog and digital domains, making
them an indispensable component across numerous applications. The rapid advancement of
digital integrated circuits has led to increasingly complex signal processing systems, which
necessitate enhanced speed and precision in data processing across a broad range of ap-
plications. Therefore, the research in ADCs has been driven by the constant demand for
faster and more accurate data processing in various applications. For instance, in the realm
of advanced radar systems, high-speed Nyquist ADCs are implemented to enable precise
target detection, tracking, and categorization. Another application is found in high-speed
data acquisition systems, prevalent in industrial and scientific measurement contexts. These
systems require high-speed ADCs to capture and digitize rapidly varying analog signals with
high precision. Instruments such as oscilloscopes, spectrum analyzers, and network analyz-
ers demand the use of high-speed ADCs for accurate digitization and analysis. High-speed
ADCs enable these devices to provide precise measurements, diagnose complex electronic
systems, and characterize the performance of devices under test. Moreover, as more devices
become interconnected through the Internet of Things, the need for high-speed ADCs to
efficiently process and transmit data will only continue to rise.

In the domain of communication systems, the demand for superior bandwidth and higher
accuracy in both wireline and wireless communication systems has increased rapidly. These
escalating demands have led to a surge in research and development efforts in the design of
the ADC, which serve an indispensable role in these systems. In direct RF communication re-
ceiver systems, incorporating wideband ADCs contributes to the reduction of overall system
complexity and enhances overall efficiency by capturing the full band of the signal, thereby
simplifying the signal chain. The recent advancements in ADC design, with resolutions
exceeding 10 bits and sampling rates extending into the gigahertz domain, have expedited
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Figure 1.1: Diagrams of common receiver architectures: (a) superheterodyne, (b) direct
conversion, and (c) direct RF sampling.

the practical application of software-defined radios [1, 2]. As depicted in Figure 1.1, a re-
ceiver architecture employs direct RF sampling, where the incoming signal is sent straight
to the ADC for conversion [3, 4]. Contrasting this with the traditional superheterodyne ar-
chitecture, a wideband ADC replaces a significant portion of the signal chain, consequently
reducing system complexity, power consumption, and overall cost. In electrical and optical
link designs, the integration of an ADC-based receiver front end (Figure 1.2) yields increased
flexibility and adaptability with less complexity. These features enable enhanced back-end
digital signal processing for equalization and symbol detection, offering a distinct advantage
over mixed-signal receiver counterparts. As a result, it facilitates more spectrally efficient
modulation schemes, as opposed to the binary non-return-to-zero (NRZ) configurations [5,
6, 7, 8].

The increasing demand for enhanced speed, precision, and efficiency in data processing
across a broad range of industries and applications is posing significant challenges in the
field of high-performance ADC design. The design of such high-performance ADCs requires
a careful trade-off between speed, accuracy, and power consumption. As the speed of an

Figure 1.2: High-speed serial link transceivers with (a) a mixed-signal receiver architecture
and (b) an ADC DSP-based receiver architecture.
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Figure 1.3: Popular ADC architectures and the target coverage range of the proposed gen-
erator.

ADC increases, maintaining high resolution can become increasingly difficult due to the
inherent design trade-off between the sampling rate and the number of bits in most ADC
architectures. Moreover, with increasing sampling rates, the circuit’s power demand gen-
erally increases, making energy efficiency a critical design challenge. At the circuit level,
implementing the optimal ADC core design involves a comprehensive understanding of the
fundamental limitations inherent in each architecture, as well as the sources of various non-
idealities. Hybrid converters have become more popular, combining the strengths of different
architectures to achieve the best attainable performance beyond the capabilities of existing
base topologies.

To improve the sample rate beyond that of a single converter, time-interleaving (TI)
has been widely utilized in single-channel ADC cores. While the concept of interleaving is
straightforward, the operation itself necessitates dedicated auxiliary circuits for clock dis-
tribution, buffers, and carefully designed sampling networks. The optimal integration of
the ADC core with these peripheral circuits for optimal system trade-offs poses a signifi-
cant challenge at the system level. Figure 1.3 illustrates the operating range of different
base ADC architectures, along with hybrid and time-interleaved ADCs that exhibit superior
performance in terms of resolution and speed.

Technology scaling has a significant influence on the design of ADCs as well. It is nec-
essary to use ADCs with architectures that have scaling potential in order to fully leverage
the advancements in digital processing power brought by CMOS scaling. Scaling provides
several inherent advantages for analog circuits in general. As the size of transistors shrinks,
it becomes possible to operate ADCs at higher speeds due to shorter transistor switching
times. This scaling can also result in reduced power consumption per operation, which can
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help mitigate one of the major challenges in high-speed ADC design.
However, technology scaling brings challenges to ADC design as well. For instance, the

supply voltage scales at a more rapid pace than the threshold voltage, resulting in a reduced
voltage headroom [9] (Figure 1.4 (a)). This restricts the attainable performance of the analog
circuit, specifically limiting the available analog swing in ADC design and consequently
narrowing the dynamic range. Additionally, the performance variability for minimum-sized
transistors in a given process node increases as feature sizes shrink, and non-ideal effects pose
increasingly significant design challenges. Therefore, as technology continues to advance, it
becomes imperative to innovate design techniques and architectures that can address these
challenges and facilitate the continuous progression of high-speed ADCs. One of the primary
focuses of this research is hence the exploration of process-scalable converter architectures,
implying a shift from architectures reliant on high-gain static amplifiers to architectures that
predominantly require switches, capacitors, and digital blocks.

Alongside circuit-level challenges in achieving high performance at different process nodes,
as an analog and mixed-signal circuit, the design of an ADC becomes increasingly complex,
time-consuming, and error-prone in advanced processes. As device sizes shrank, the num-
ber of design rule checks (DRCs) grew exponentially, making it difficult to quickly prototype
designs in modern process technologies (Figure 1.4 (b)). Also, the elevated sensitivity to par-
asitics, coupled with more complex layouts, necessitates more design iterations. Meanwhile,
reliability concerns such as electromigration and dynamic voltage drop, further prolong the
design process. Therefore, as technology continues to scale, it will be critical to develop
innovative design techniques and architectures that can effectively address the performance
challenges and enable the continued advancement of high-speed ADCs. In the meantime,
agile design and fast prototyping are important for achieving the optimal choice with a given

Figure 1.4: (a) Supply and threshold voltage vs. process nodes [9]. (b) The average growth
in the number of design rules and the number of DRC operations over node progressions
[10].
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Figure 1.5: Diagram of a typical analog circuit design flow.

technology choice as an extra degree of freedom for potential exploration.
To address the concerns in the conventional analog circuit design flow (Figure 1.5) and

improve the reusability of the design, the Berkeley Analog Generator (BAG) framework is in-
troduced [11] to enable the design of analog circuit generators. The BAG framework provides
various functions for drawing and modifying the layout and schematic using the BAG grid
system and primitives. It includes APIs that connect the Python-based framework with var-
ious design tools, facilitating the design process. The BAG framework can automate circuit
generation and encapsulate design concepts in the form of an executable generator. It can
also produce DRC- and layout-versus-schematic (LVS)-clean schematics and layouts, along
with verification testbenches. By using the generator-based design methodology, it is possible
to automate the essential stages of the traditional analog design process. This automation
includes schematic and layout generation, extraction, simulation, and resizing. These pro-
cedures can be incorporated into automatic design iteration loops. Designers can easily
implement circuits and systems in various technologies merely by updating process-specific
primitives and generator parameters. The agile design iterations achievable by updating the
generator significantly shorten the design and validation time.

1.2 Research Goals
This research aims to create efficient and high-performance ADC designs while simplifying
the design process, and reducing human effort by using a generator-based design method-
ology. The ADC generator framework implements various circuit generators and auxiliary
scripts using the BAG framework. The benefits of ADC design using this methodology
include:

• Automatic circuit generation: Automatic layout and schematic generation simplify the
manual design process by capturing design ideas and methodologies in the generator
scripts, reducing human effort and minimizing the possibility of errors. The agile design
approach can be adopted during generator development to incrementally include more
options and features in the circuit generator.
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Figure 1.6: Diagram of the generator-based design flow using BAG.

• Configurability and design reusability: Different applications may require different
ADC specifications, such as resolution, speed, and power consumption. The generator-
based design allows for high reconfigurability, enabling the quick generation of cus-
tomized designs with different targets. Another goal is to make the generators reusable
across multiple technologies. Reusability enhances productivity and streamlines the de-
sign process. Automatic ADC design enables seamless scaling of designs across various
process nodes, allowing designers to rapidly adapt to changing technology requirements.

• Architectures exploration: The ADC generator enables designers to explore and eval-
uate a wide range of ADC architectures, including traditional and hybrid alternatives.
This process helps identify the most suitable architecture for specific applications, tak-
ing into account factors such as speed, resolution, power consumption, and technology
constraints. This comprehensive exploration process leads to more informed decisions
and the selection of optimal parameters and architectures that best suit the needs of
the target application.

This research aims to develop a comprehensive ADC generator framework capable of
generating a wide range of ADC instances that meet various specifications. Different base
ADC architectures can be combined into a hybrid form to achieve higher resolution. Also,
the supporting circuit for the time-interleaving architecture help enhances the sampling rate
of ADC instances. The target resolution is up to 10 effective number of bits (ENOB) and
up to 4 GHz sampling rate. The target range of generation is shown in Figure 1.3. To
demonstrate the feasibility of the generator-based design methodology for high-performance
ADC design, the prototypes are fabricated and measured.
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1.3 Thesis Organization
Overall, this dissertation discusses and evaluates the ADC architectures that are suitable
for high-speed applications. By utilizing a generator-based design methodology, this work
ensures high reconfigurability and reusable designs across different process nodes to meet
varying specifications.

Chapter 2 presents an overview of popular traditional and time-based ADC architec-
tures. It explores their respective advantages, drawbacks, and scaling potential. Based on
this analysis, potential hybrid architectures are examined, with successive approximation
register (SAR) and voltage-controlled oscillator (VCO)-based architectures selected for fur-
ther investigation in this work.

In Chapter 3, the focus shifts to existing generator-based design methods and analog de-
sign with the BAG framework, with a review and comparison of various approaches. Due to
the desired reconfigurability and performance requirements of the target design, the scripted
generation method using the BAG framework has been chosen to implement the proposed
ADC generator. Examples of the BAG setup, circuit generation, and design flows are pre-
sented.

In Chapter 4, the generators of critical building blocks are presented, including the sam-
pler, SAR ADC, VCO-based ADC and the residue amplifier. For each block, available
options are introduced, taking into account various use cases. Chapter 4 provides a detailed
examination of different topologies, design options and trade-offs. Additionally, the floorplan
for each generator is presented to offer a clear understanding of implementation and layout.

Chapter 5 presents the prototypes implemented using the generator-based methodology.
The first two prototypes employ an older version of the BAG framework to create a time-
interleaved SAR ADC generator. As these initial prototypes are less relevant to the proposed
ADC generator framework, the primary focus is placed on the latter two prototypes that
utilize the ADC generator to implement a 4-way and 8-way time-interleaved SAR-VCO
hybrid architecture. The measurement setup and results are also presented in this chapter.

Finally, Chapter 6 summarizes the dissertation by drawing several conclusions based on
the results achieved and discusses potential future directions for further exploration in the
realm of automatic ADC circuit design.
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Chapter 2

High-Speed ADC Design

2.1 Introduction
The demanding performance requirements for high-performance ADC design in communica-
tion applications encourage the development of ADCs that use hybrid architectures. These
architectures benefit from the integration of several sub-ADCs that utilize sub-ranging and
pipelining architecture to achieve high-speed, high-resolution, and power-efficient operation.
To explore the ADC architecture using the generator-based design methodology, this chapter
describes key ADC architectures in both the voltage domain and the time domain. Scaling-
friendly techniques are preferred to create a process-portable ADC generator. At the same
time, architectures that are digital-centric and have low-voltage tolerance and high recon-
figurability in resolution are more suitable for the generator-based methodology. Also, the
time-interleaving architecture is discussed, as an effective method for increasing the speed of
a standalone converter.

The function of an ADC is to generate an N-bit digital output D that approximates the
analog signal as VADC = D/2N ·Vre f , where Vre f represents the reference voltage. Depend-
ing on the approach used to obtain the final value, various categories of ADCs implement
this conversion using different algorithms and in different domains. In the voltage domain,
architectures such as flash, pipeline, and successive approximation register (SAR) sample the
input signal at Nyquist frequency ( fs = 2× fBW , where fs and fBW represent the sampling
frequency and the maximum signal frequency, respectively). Other oversampling ADC ar-
chitectures ( fs � 2× fBW) are less relevant to the target performance of the ADC generator
and are therefore not discussed here. On the other hand, advances in time-domain ADCs
have shown competitive performance metrics for low-to-medium resolution using the delay
line-based time-to-digital converter (TDC) and VCO-based architecture. The improvement
in time resolution with CMOS scaling directly enhances the performance of ADCs. Addi-
tionally, converting the information to the time domain overcomes the limitations imposed
by the available supply voltage. As a scaling-friendly trend in ADC design, time-based ADCs
are investigated and integrated into the generator.
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Figure 2.1: Diagrams of (a) a flash ADC, (b) the resistive interpolation method, and (c)
interpolation transfer curves.

2.2 Traditional ADC Architecture for High-Speed
Operation

This section briefly reviews the three most commonly used architectures in high-speed
Nyquist-rate ADC designs: flash ADCs, successive approximation register (SAR) ADCs,
and pipelined ADCs. An estimation of the power, speed, resolution, and complexity of these
conventional topologies are presented to determine the most suitable topology to implement
using the generator-based design method. The scaling potential is discussed as well.

2.2.1 Flash ADC

The diagram of a Flash ADC is shown in Figure 2.1. A typical flash ADC consists of an
array of comparators that are calibrated to different reference voltages and are all clocked si-
multaneously. The reference voltages are often generated from a resistor ladder that includes
2N resistors with identical values. The analog input voltage is compared to various reference
voltages, and the outputs of comparators are collected. These outputs are then converted
from thermometer code to binary code using an encoder [12]. Since all the comparators
work simultaneously, the flash ADCs only need one clock period to complete the conversion,
making them capable of achieving the fastest speed among all ADC architectures. The speed
of the flash ADC is limited by the sampling process, as well as the delay of the comparator
and the encoder.
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Figure 2.2: Diagrams of (a) a typical SAR ADC and (b) its capacitive DAC.

Despite its high-speed operation, the flash ADC has various limitations. The primary
limitation is that an N-bit flash ADC requires 2N − 1 comparators, which significantly in-
creases the area and power consumption as the target resolution increases. Not only is the
number of comparators problematic, but the offset of the comparators also contributes to
nonlinearity errors. Additionally, the input capacitance of the comparator is nonlinear and
depends on the level of the input signal. This non-linear capacitor creates signal-dependent
sampling time and distortion that is dependent on both frequency and amplitude. The com-
parator takes time to resolve the result, and the practical implementation must also address
related issues such as metastability and sparkle codes. Interpolating [13, 14] and folding [15]
techniques are proposed to alleviate some of the issues mentioned above.

The interpolation technique shown at the bottom of Figure 2.1 helps to reduce the input
capacitance, area, and power dissipation. The linearity of the ADC is also improved by the
averaging effect when interpolating the least significant bit (LSB) of the reference resistor.
The folding technique maps the full-scale range of the ADC to a smaller range. The most
significant bit (MSB) of the ADC determines which fold the input is in, while the LSB ADC
determines the position within the fold. This approach significantly reduces the number of
comparators and minimizes non-idealities related to input capacitance. Although combining
interpolation and folding leads to improved area efficiency, the practical issue with the folding
circuit, as well as the power efficiency and bandwidth of the preamplifier, limit its application
in modern communication systems.

2.2.2 Successive Approximation Register ADCs

The SAR ADC utilizes a binary search algorithm to compare the generated analog signal with
the input voltage successively. A typical implementation of a SAR ADC, as shown in Figure
2.2, consists of a digital-to-analog converter (DAC), digital logic, a comparator, and a clock
generator. A sample-and-hold (S/H) block samples the input signal. The binary-weighted
reference is generated using a DAC, the most common implementation being a capacitive
DAC (CDAC). The DAC adds or subtracts a fraction of the reference voltage from the
sampled voltage based on the result of the comparator. After evaluating from the MSB to
the LSB, all N bits of digital outputs stored in the SAR ADC are collected. The comparator
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Figure 2.3: (a) Diagram of a typical pipelined ADC and (b) the residue voltage transfer
curve.

clock can be provided externally. A synchronous clock is used to progress from MSB to
LSB. Alternatively, asynchronous SAR ADC triggers the comparison internally, similar to
dominoes [16]. This approach reduces the overhead of clock generation and provides a
soft margin for worst-case comparison, thereby reducing the metastability rate. While the
implementation of a single comparator is commonly used due to its simplicity in both circuit
implementation and calibration, it is possible to use multiple comparators to replace the
single comparator in Figure 2.2. SAR ADCs use two alternate comparators [17] and loop-
unrolled SAR ADCs [18] introduce additional comparators to enhance conversion speed. A
SAR ADC typically only requires clocked comparators with digital characteristics and digital
logic gates. Those MOS switches and latches benefit greatly from aggressive technology
scaling, leading to the success of modern SAR ADCs. Therefore, the digitally-intensive and
highly efficient operation makes the SAR ADC a strong candidate in modern systems.

2.2.3 Pipelined ADC

Pipelined ADCs [19, 20, 21, 22] are popular for their unique combination of speed and
resolution. Figure 2.3 illustrates the operation of the pipelined ADC through a series of
stages. At each stage in the pipeline, the ADC handles a portion of the total conversion
and resolves the MSB of the current state. The MSB result is subtracted from the input to
generate a residue, which is then amplified and passed to the next stage. This process repeats
until all bits are converted. In an N-bit, M-stage pipelined ADC, each stage resolves Ni bits,
where i = 0, 1, ..., M− 1. The total of N0 + N1 + ...+ NM−1 bits are combined by the digital
logic. The implementation of each stage consists of an S/H block, an Ni-bit flash ADC, an
Ni-bit DAC, and a residue amplifier. The voltage that remains after each stage’s conversion
is then amplified by the residue amplifier. An amplifier with a gain equal to 2Ni only works in
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ideal conditions. Any errors in the sub-ADC decision levels will overload the backend stages
and degrade the ADC transfer function. Figure 2.3 shows that the errors are translated into
missing codes and levels. Therefore, a gain less than 2Ni is typically employed to create
inter-stage redundancy and allow for error tolerance. The pipelined ADC can operate at
a higher speed than the SAR ADCs at the cost of more hardware, which consumes more
area and power. While pipelined ADCs offer an attractive balance of speed and resolution,
as the technology scales down, the reduced supply voltage and the need for precise analog
components pose challenges to their design.

2.2.4 Summary

Among the three conventional architectures, SAR ADCs have the lowest complexity at the
cost of lagging conversion speed behind flash and pipelined ADCs. The flash ADCs convert
the signal within one clock cycle, but the complexity and power increase exponentially,
making the design inferior to SAR and pipelined ADCs when the resolution is larger than
6 ENOB. The pipelined ADC can easily achieve a higher resolution than this. However,
the implementation that includes an amplifier-like circuit does not benefit from aggressively
scaled technology. The SAR ADC is much more compact, which makes it easier to design a
time-interleaved system. This will be discussed later in this chapter. Overall, SAR ADCs can
provide highly efficient, digital-intensive operations suitable for moderate conversion speeds
and resolution levels [23]. The leading-edge performance covers a sampling rate range from
tens of kilohertz to tens of gigahertz. For moderate frequency, SAR or SAR-assisted ADCs,
such as [24] and [25] can provide medium resolution at low power levels. At the ultra-high-
speed region, a 90GS/s design [26] has been demonstrated to be suitable for optical and
electrical data link applications. Considering the generator-based design methodology, the
digital-like circuit and the highly regular, repetitive layout pattern in the SAR ADC greatly
simplify the generator implementation. Moreover, the adjustment for resolution can be easily
achieved by incorporating digital logic and expanding the DAC resolution. This makes it an
ideal circuit for this research and provides a versatile building block for both standalone use
cases and as one of the key components in higher speed and resolution designs.

2.3 Time-Domain Data Conversion and ADC
Architectures

The scaling of CMOS technology is primarily driven by the optimization of digital circuits,
which aims to improve switching speed, increase transistor density, and reduce the supply
voltage. As a result, technology scaling creates challenges for designing critical components
in the voltage-domain ADC. Moreover, the signal-to-noise ratio (SNR) of the ADC is de-
graded by the reduced signal swing when the supply voltage is decreased. In the meantime,
the resolution of the time-domain ADC is not affected by the available supply voltage. The
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Figure 2.4: Diagrams of (a) a time-biased ADC consisting of a VTC and TDC and (b) a
VCO-based ADC.

resolution can also be improved by the increased time resolution as the process scales. More-
over, the transition from voltage-domain to time-domain significantly simplifies the circuit’s
complexity due to the digital-centric nature of time-based ADCs. In a time-based ADC that
utilizes a time-to-digital converter (TDC) and a voltage-to-time converter (VTC), the un-
known input voltage is initially converted into the time difference between the occurrence of
two digital signals. Then, the time signal is converted back to a voltage by a delay line that
quantizes the time difference and converts it into a digital code. Another category of time-
based data conversion involves the use of VCOs. The voltage-domain signal is converted to
various oscillation frequencies and quantized by measuring phase. Figure 2.4 shows high-level
diagrams of these two methods. Different techniques for time-domain data conversion are
reviewed and compared in this section. In contrast to the well-known voltage-domain con-
version, additional details are examined in this chapter to provide the context for discussion
and illustrate the trade-offs in each time-based ADC implementation.

2.3.1 Voltage-to-Time Converters

In the first category of time-based ADCs described above, the front end consists of a VTC
that receives an analog voltage to be converted and a clock signal. Most of the VTCs adopt
the current-starved inverter topology [27, 28]. An example of a differential implementation
is shown in Figure 2.5. It consists of two current-starved inverters and two comparators.
After each reset period, the current-starved inverter takes an input voltage and discharges
the output nodes proportionally. Once the output node exceeds the threshold voltage of
the comparator, it generates a digital pulse. The timing diagram shown in Figure 2.5 (b)
demonstrates that a difference in input voltage is translated to a relative delay ∆t in the
time domain. The TDC later quantizes this information into the digital domain.

The discharge rate controls the gain of the VTC. When a specific sensitivity of VTC
is needed, a time-domain amplifier [29] can be cascaded to increase the gain and achieve
a higher resolution. The VTC design tradeoff exists between its linearity and dynamic
range. Although pseudo-differential topology can cancel out the second-order nonlinearity,
higher-order harmonics still exist. Different techniques have been proposed to solve this
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Figure 2.5: (a) Schematic of a typical differential VTC using current-starved inverters and
(b) its timing diagram [35].

problem, including the use of adjustable biasing for optimal linearity [30], source degeneration
linearization [31] or complementary implementation in [32, 33]. The dynamic range of the
VTC can be increased by using folding techniques, which are similar to voltage folding in
the design of the flash ADC [34, 35].

2.3.2 Time-to-Digital Converters

The back-end of time-based ADCs typically consists of a TDC that measures the time-
domain information of a discrete amplitude signal. The time-domain information can be as
follows: 1. The timing difference between the edge of a START and a STOP signal. 2. The
location of signal edges relative to a reference signal. 3. A pulse width. The performance of
a TDC design can be characterized by the minimum resolution (i.e., the smallest time step)
and the dynamic range, which is defined as the lower and upper bounds of the time intervals
within a given conversion time. Similar to voltage-domain ADCs, the nonlinearity in the
transfer function of a TDC is the deviation of the time-to-digital transfer characteristic. The
most straightforward implementation of a TDC is a digital counter that counts the number
of signal edges during a given time. The time resolution Tlsb is determined by the period of
the counter, and its upper bound is determined by the number of bits in the counter. The
counter implementation can provide a resolution of tens of picoseconds in advanced process
nodes. Any further increase in resolution results in a challenging design and excessive power
consumption.

2.3.2.1 Delay Line

An alternative popular approach to quantizing the time-domain signal with higher resolution
is to use delay-line-based techniques [36]. The diagram is shown in Figure 2.6 (a). Connect-
ing the signal to the delay line creates multiple delayed versions, each of them having TD
compared to the previous one. The delayed signals are sampled by a set of parallel flip-flops



CHAPTER 2. HIGH-SPEED ADC DESIGN 15

Figure 2.6: Diagrams of (a) a basic delay-line-based TDC and (b) a differential delay-line-
based TDC that doubles the resolution.

using a reference clock. Similar to the flash ADC, the output code will be a thermome-
ter code that indicates the transition occurring at the signal edge, assuming the signal is
within the dynamic range. Therefore, the relative delay between the signal and clock edges
is quantized with a resolution

Tlsb = Td, (2.1)

where Td can be as small as two inverter delays (2× tinv). This topology is simple and power
efficient since it only consumes power during switching. Therefore, the delay-line-based TDC
is widely used [28, 37, 38, 39]. One simple modification to the delay line can reduce the Tlsb
by half [40]. The diagram is shown in Figure 2.6 (a). The delay cell is changed to an inverter
and half of the LSB. Due to the change in signal polarity, different sampling flip-flops are
used to capture the intermediate nodes. Specifically, they are used alternately in every other
stage. Compared to the single-ended delay line, a differential implementation also matches
the signal’s rise and fall times and reduces mismatches.

2.3.2.2 Cyclic Delay Line

The simple delay line discussed above requires a sufficient number of stages to cover the
entire period of the reference clock. Increasing the number of stages comes at the cost
of more sampling flip-flops, which significantly impacts the power and complexity of the
circuit. The number of stages can be significantly reduced by bending the delay line into a
ring, allowing the signal to propagate cyclically. An example is shown in Figure 2.7 (a) [41,
42]. Similar to the folding techniques used in flash ADCs, a cyclic implementation not only
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Figure 2.7: Diagrams of (a) a recirculating TDC and (b) a TDC based on a delay-locked
loop.

reduces the number of critical elements but also improves the integral nonlinearity (INL)
of the converter. An error is inevitably caused by the process-voltage-temperature (PVT)
variation due to the delay mismatch between the multiplexer (MUX) gate and the inverter.

The output unit delay of the mentioned TDC topologies can be either a fraction of the
reference clock period (1/N) · TCLK or an absolute time step size Tlsb. Although the TDC
inherently averages the error from the individual cells [28], additional calibration might be
necessary for the TDC to correct the static error. Digital calibration techniques are typically
implemented to achieve precise absolute time resolution by allowing for adjustability in each
delay cell. When comparing the signal delay with a reference clock, a delay-locked loop or
phase-locked loop is used to align the total delay of the delay line with the reference clock
[42, 43]. An example is shown in Figure 2.7 (b).

2.3.2.3 Techniques to Improve the Resolution of Delay Lines

The delay-line-based TDCs reviewed so far limit the resolution to the minimum gate delay
in a given process. To improve the resolution of the TDC, a sub-gate-delay resolution is
necessary. The Vernier TDC and time interpolation techniques are used to enhance the time
resolution beyond the minimum delay. The Vernier TDC measures the delay between the
start and stop signals, similar to slide gauges [44]. The diagram of the Vernier delay line is
shown in Figure 2.8 (a). The signal and reference are delayed by TSIG and TCLK, respectively.
The resolution is then defined by the difference in delay:

Tlsb = TSIG − TCLK, (2.2)
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Figure 2.8: Diagrams of (a) a basic Vernier TDC and (b) a pulse-shrinking TDC.

where TSIG and TCLK are the delays in signal and clock paths. To ensure monotonicity,
the minimum delay difference is constrained by the delay variations plus the input referred
offset of the sampling flip-flops. A similar concept can be applied to the pulse-shrinking TDC
shown in Figure 2.8 (b). The delay cell uses an asymmetrical inverter. After two inverters,
the pulse width changes by

Tlsb = (TFAST,rise − TFAST,fall)− (TSLOW,rise − TSLOW,fall), (2.3)

where TFAST and TSLOW are the delay of slow and fast inverters, respectively. The pulse
width shrinks gradually as it passes through more stages. Then the input pulse width can
be measured by detecting the stage where the pulse disappears.

Another possibility of improving the resolution to higher than the sub-gate-delay is by
using [38], similar to the flash ADCs. Although guaranteed to be monotonic, passive interpo-
lation has several disadvantages. The resistors, combined with the input capacitance of the
flip-flops, form an RC circuit chain, which results in a nonuniform step. Also, the mismatch
of passive elements and sampling flip-flops limits the minimum interpolation steps. Another
approach is active interpolation. An example is shown in Figure 2.9 (a) [13, 45, 46, 47]. The
differential signals are selected from various cells to generate a new phase. Redundant cross
points can also be generated by intentionally creating different rise and fall times. Due to
the large number of inverters, the power consumption significantly increases compared with
the passive option. Taking the combination of the two methods mentioned above, a matrix
of interpolated phase is created [48], and an example is shown in Figure 2.10.

Another way to improve the resolution of the delay line is by eliminating the delay
cells [49, 50]. Unlike the TDC topologies discussed above, which increase the circuit size to
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Figure 2.9: Schematics of delay lines with (a) the passive interpolation and (b) the active
interpolation. And the example waveforms of (c) the passive interpolation and (d) the active
interpolation.

Figure 2.10: Schematic of resistively-coupled ring oscillators use both active and passive
interpolations [48].

reduce random variation, the stochastic TDC leverages the random variation of the sampling
flip-flops to eliminate the delay cells. Similarly, the offset of the sampling circuit can be
intentionally adjusted, and the time-domain information is quantized by the resolving time
of the comparator. The diagrams of such TDCs are shown in Figure 2.11
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Figure 2.11: Schematics of stochastic TDCs with (a) sampling offsets and (b) unbalanced
samplers.

2.3.3 VCO-Based ADC Design

2.3.3.1 Introduction

VCO-based ADC is another category of time-based ADC that utilizes a different method
that combines voltage-to-time and time-to-digital conversion. Similar to the time-based ADC
architecture, using a VCO for analog-to-digital conversion benefits from technology scaling
and gate delay reduction. Therefore, VCO-based ADCs have gained significant attention in
the last decade, primarily being used as quantizers or integrators in continuous-time sigma-
delta ADCs. One of the earliest implementations of frequency sigma-delta modulation is
proposed in [51]. The VCO is used as a high-speed quantizer in an oversampling sigma-delta
ADC scheme [52]. Although most commonly used in the context of sigma-delta modulation,
the VCO-based ADC can also be employed in open-loop architectures or hybrid ADCs.

2.3.3.2 Working Principle of the VCO-Based Core

Figure 2.12 shows a high-level diagram of a VCO-based ADC, in which the phase is measured
by counting one phase of the VCO. The core of a VCO-based ADC is an oscillator. It consists
of a control input and a ring oscillator (RO), that converts an analog input signal, denoted
as x(t), to the oscillation frequency of the RO, denoted as fVCO. The controlled gain KVCO
is defined by

KVCO =
∂ fVCO

∂Vin
(Hz/V) (2.4)
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The RO output phase is defined as follows:

ΦVCO = 2π
∫ Ts

0
fVCOdt, (2.5)

where Ts represents the integration time. The transform function in the s-domain is

H(s) =
2πKVCO

s
, (2.6)

which is in the form of an ideal integrator with infinite gain. With a constant input voltage
over the sampling period, the unknown voltage can be determined by measuring the change
in phase ∆Φ:

Vin =
2π∆Φ
KVCO

. (2.7)

Therefore, the most straightforward implementation of quantization is shown in Figure 2.12
(a). In this design, the oscillator is implemented as an N-stage RO. The phase measurement
is performed by selecting one of the RO’s outputs and observing the counter output at the
beginning and end of the sampling period. The counter follows the VCO core and increments
at the edges of the VCO output. Since only the edge of the output is detected, the output
of the VCO is inherently quantized to the period of the RO.

The open-loop VCO-based ADC is inherently first-order noise-shaped. The signal and
noise transfer functions can be derived as follows: Assuming the sampling period is Ts, the
output of the VCO-based core during the n-th sampling period can be approximated as:

Φ[n] =
∫ (n+1)Ts

nTs
KVCOx[n]dt + e[n− 1]. (2.8)

where x[n] is the sampled input signal during the n-th period and the e[n− 1] denotes the
leftover quantization error from the previous cycle, which can be considered as the starting
phase. Each phase quantization generates a quantization error due to the residue phase
e[k − 1] = Φ(kTs) − Φq(kTs), where Φq is the sampled phase, while Φ(t) represents the

Figure 2.12: (a) High-level block diagram of the one-phase VCO-based ADC and (b) its
equivalent model.
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Figure 2.13: Illustration of phase quantization scheme in the VCO-based ADC.

continuous time phase. Assuming a constant input voltage, the equation above can be
simplified to

Φ[n] = Gx[n] + e[n− 1], (2.9)

where G = KVCOTs is the equivalent phase gain. And the final quantized output can be
expressed as

y[n] =
1

2π
(Gx[n] + e[n− 1]− e[n]). (2.10)

Taking the z-transform of the equation above gives

Y(z) =
1

2π
[GX(z)− (1− z−1)e(z)]. (2.11)

Therefore, the noise transfer function and the signal transfer function are

NTF = − 1
2π

(1− z−1) (2.12)

and
STF =

G
2π

. (2.13)

It can be seen that the quantization error of the VCO output is first-order shaped and
equivalent to the first-order sigma-delta modulator. Therefore, the quantization error can
be further shaped by increasing the oversampling ratio.

2.3.3.3 Open-Loop VCO-Based ADCs

In the simple example discussed above, the analog signal is digitized without any additional
processing. The implementation is highly scalable due to its digital nature, while the main
drawback is the nonlinearity of the oscillator. The resolution of the open-loop VCO-based
ADC is difficult to define in the same manner as the traditional ADC, where the maximum
achievable resolution is determined by the hardware implementation. Increasing the number
of bits in the counter does not affect the resolution of the ADC at all. Instead, the resolution
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Figure 2.14: Diagrams of (a) the multiphase open-loop VCO-based ADC and (b) the open-
loop VCO-based ADC structure with coarse-fine phase quantization.

can be defined by examining the minimum and maximum code it generates [53]. The code
range R is defined as

R = log2(
fVCO,max − fVCO,min

fs
). (2.14)

Therefore, the ideal number of bits (ENOB) of the ADC is:

ENOBideal = log2(
fVCO,max − fVCO,min

fs
). (2.15)

The equations above show that increasing the resolution of the VCO-based ADC does not
require additional hardware. By either halving the sampling rate or doubling the tuning
range of the VCO, one extra bit can be achieved. These properties make the simple ar-
chitecture shown above suitable for low-speed applications [54]. However, for higher speed
requirements, the one-phase open-loop topology would need an unrealistic tuning range to
obtain desired resolution.

One solution to this problem is to take advantage of the multiple phases in the RO.
Conceptually, the idea is similar to the recirculating delay line discussed above. Figure 2.13
shows a diagram that demonstrates how the resolution can be improved from the counter’s
resolution (Tper) to Tper/N, where Tper represents the oscillation period and N is the number
of stages in the RO. The output of the counter is the MSB of the quantizer, which is then
combined with the decoded LSB from the RO’s phase information. Such improvement can
be implemented by taking the phases from each delay cell [55]. A diagram illustrating this
is shown in Figure 2.14 (a). Assuming an N-stage RO is used as the VCO core, each stage
has a uniform delay td. The resolution of the ADC can be improved to:

ENOBideal = log2(N · fVCO,max − fVCO,min

fs
) = log2(

1
fstd,min

− 1
fstd,max

). (2.16)

This multi-phase implementation requires a significant number of counters and reliable sam-
pling and decoding of their output, which increases the complexity and power consumption.
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Figure 2.15: Diagrams of VCO-based ADCs with linearization techniques including (a) the
LUT-based calibration [55] and (b) the ‘split-ADC’ technique [59].

Based on the observation that there are only two possible values at the output of each delay
cell, all the counters attached to the internal phases can be replaced by a sample and decode
block. This implementation allows for the ADC to have both coarse and fine quantization
with minimum complexity [56, 57, 58]. A diagram illustrating the coarse-fine implementation
is shown in Figure 2.14 (b). Moreover, the interpolation technique can further increase the
quantization resolution [48]. Although a multi-edge counting scheme improves the resolution
of the VCO-based ADC, the nonlinearity in the voltage-to-frequency tuning curve limits its
performance. The pseudo-differential topology is commonly used to eliminate even-order
harmonics, but higher-order harmonics persist.

2.3.3.4 VCO-Based ADC Non-linearity

Several techniques are proposed to improve the linearity of the VCO-based ADC. The most
straightforward method is to use a look-up table (LUT) based linear interpolation [53, 48, 55],
which is a relatively low-complexity technique. The diagram of the LUT-based calibration
is shown in Figure 2.15 (a). The correct V-to-F curve is usually derived during foreground
calibration using a ramp signal [55] or dithering injection [60]. A LUT stores the end points
of each segment that is accessed by the MSB of the digital output. This process remaps
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Figure 2.16: Diagram of the background VCO calibration process using a replica circuit.

the code using a linear interpolator to derive the correct voltage. However, the LUT-based
methods do not track environmental variations and device aging. The work reported in [59]
uses the ‘split-ADC’ concept, which implements an adaptation loop in the background to
calibrate a pseudo-differential VCO-based ADC. The diagram of this calibration method
is shown in Figure 2.15. A dithering signal is injected into the differential sides, and the
calibration engine uses this information to align the V-to-F curve with the ‘correct’ linear
curve.

Alternatively, a replica oscillator can be used in background calibration [61, 62, 63]. The
concept of calibration relies on the use of the inverse of the V-to-F transfer function, denoted
as f−1(·), which is implemented by the replica calibration unit. A dedicated replica path
runs in parallel with the quantization path to perform the reverse conversion. The diagram
of the replica calibration method is shown in Figure 2.16.

2.3.3.5 Pulse Width Modulation, Pulse Frequency Modulation Based ADCs,
and VCO-Based Sigma-Delta ADCs

For the completeness of the analysis, linearization techniques that are challenging to be
applied in the target design are also reviewed in this section. A pulse width modulation
(PWM) based ADC is proposed in [64] and [65]. A modulator first converts the analog
signal into a two-level pulse train. Because only two points are used, the effective transfer
curve is inherently linear. The diagram is shown in Figure 2.17 (a). The PWM signal is
directly applied to the control voltage of the VCO, and the VCO quantizes the pulse width.
While this approach relaxes the requirements of the oscillator, the design challenge shifts
to signal modulation and sampling. The linearity and noise of a PWM-encoded signal rely
on a robust PWM modulator [66]. Also, a high sampling frequency is required to prevent
modulator harmonics from folding into the signal band. A slight mismatch between the
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carrier frequency and the sampling frequency results in a dramatic decrease in performance
[67]. A similar modulation approach that makes the VCO-based ADC a pulse frequency
modulator (PFM) is proposed [68, 69]. The PFM modulation-based VCO is also intrinsically
linear. The diagram of the PFM-based VCO ADC is shown in Figure 2.17 (b). The output
of the VCO first goes through an edge detector. After that, a filter generates a pulse with
a width of Ts at each rising edge of the VCO output waveform. Similar to the PWM-based
scheme, the pulse is also sampled at a frequency of fs. The modulation sidebands exhibit
periodic nulls in the spectrum at multiples of the pulse width. By precisely matching the
pulse width with the sampling frequency ( fs = 1/Ts), the folded harmonics in the signal
band are first-order noise-shaped.

Another approach to address the nonlinearity issue in the VCO-based ADC and, at the
same time, make full use of the noise-shaping property, is to use a VCO in a closed-loop ∆Σ
ADC. Figure 2.18 (a) shows a classic first-order noise shaping ∆Σ ADC. As mentioned earlier
in this section, the VCO naturally exhibits continuous-time integration in the phase domain.
This characteristic makes it an excellent substitute for the voltage integrator. The phase
integrator continuously accumulates the phase at interstage nodes and can be easily read out
by a digital logic circuit. Moreover, unlike the voltage integrator that eventually saturates to
the supply voltage as the integration time increases, the phase integrator can automatically
wrap around, which enables an open-loop ∆Σ implementation [51]. Figure 2.18 (b) shows
the VCO-ADC embedded in a closed loop. The input amplitude seen by the VCO control
voltage is reduced, which relaxes the linearity requirement. Moreover, a two-step ADC using
separate VCO-based quantizers, acting as coarse and fine quantizers, is proposed in [70]

Figure 2.17: Diagrams of the (a) digital modulator for linearizing the VCO and (b) inherently
linear PFM-based VCO ADCs.
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Figure 2.18: (a) Diagram of a general first-order continuous-time ∆Σ modulator and (b) the
implementation with a VCO-based integrator.

to cancel out the nonlinearity of the first VCO. While the VCO provides first-order noise
shaping, higher-order noise shaping can be achieved by using passive or active-RC filtering
[71, 72, 73, 74]. Furthermore, higher-order noise-shaping can also be achieved by utilizing
multiple VCO-based integrators [75, 76, 77, 78]. An example of a second-order architecture
using two VCO-based integrators with up-down counters is shown in Figure 2.19 (b). An
alternative method for implementing a high-order VCO-based ADC is through the use of
multi-stage noise-shaping (MASH). For example, ADCs using VCO-based integrators in 0-1
MASH architectures [79, 80] and 1-1 MASH architecture [81] have been reported.

2.3.4 Summary

In this section, both delay-line-based time-domain data conversion and VCO-based data con-
version are reviewed. Both techniques greatly benefit from technology scaling, resulting in
a compact layout and competitive low power consumption compared to traditional architec-
tures. In time-based converters implemented using the combination of VTCs and TDCs, the
TDC consists mostly of digital circuits and benefits from high switching speed. However, the
VTC is the remaining analog component that performs dynamic amplification and is thus
limited by the reduction of the supply voltage. Therefore, VTCs often become limitations
in design, hindering the achievement of sufficient linearity. Besides the difficulties in the
VTC design, the resolution of TDCs is limited by the worse mismatch in scaled processes
and the influence of PVT variations. Improving TDC resolution is another significant design
challenge. The VCO-based ADC addresses the resolution issue differently. As the conversion
time increases, the resolution of VCO-based ADC increases accordingly. Although the data
conversion relies on the voltage-to-frequency transfer curve, which is an analog property of
the circuit, the VCO scales well with digital logic gates. Calibration can be applied to correct
the nonlinearity.

As for circuit generator implementations, both categories of architectures are suitable for
the generator-based design methodology due to their highly digital circuit nature. The faster
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Figure 2.19: (a) Diagram of a general second-order continuous-time ∆Σ modulator and (b)
the implementation with VCO-based integrators.

switching speed improves the resolution of time-based ADCs and makes such architecture
attractive when porting to advanced process nodes. The VCO-based ADC is selected in
this work due to its scalable resolution and straightforward implementation compared to the
VTC design. Although mostly used in oversampled ADCs, the VCO-based ADC has also
been proven to be suitable for high-speed conversion applications.

In summary, this work uses VCO-based topologies to develop an ADC generator for
high-speed applications due to their scalability and digital-centric nature. The topology of
the open-loop VCO-based ADC provides a regular floorplan that is highly repetitive and
extendable, making the generator-based design a good option. Since the open-loop VCO-
based ADC is more suitable for converting small amplitudes with medium-to-low frequencies,
the VCO-based ADC generator is used as the second stage in the hybrid architecture.
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2.4 Hybrid ADC Architectures

Figure 2.20: Diagrams of (a) a pipelined SAR ADC, (b) a pipelined SAR-TDC, and (c) a
pipelined SAR-VCO ADC.
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Through a careful blend of architectures, hybrid ADCs can optimize conversion speed,
resolution, power consumption, and area requirements to meet the specific needs of an ap-
plication. The constraints for each ADC architecture are reviewed in previous sections. The
flash ADC, despite its high speed, is typically limited to low-to-medium resolution appli-
cations because its energy efficiency decreases significantly as the resolution increases. The
SAR ADCs are limited by the power consumption of low-noise comparators when push-
ing toward higher resolution. Additionally, the sequential SAR operation limits the highest
achievable conversion rate. The pipelined ADC, on the other hand, often requires precise am-
plification, which is challenging to implement within advanced nodes and requires extensive
calibration. Regarding time-based ADCs, the intrinsic gate delay decreases as the process
scales. However, the resolution of a time-domain ADC cannot continue to improve indefi-
nitely due to mismatch and PVT variation limits. Consequently, this results in a resolution
constraint when considering single-stage time-based ADCs. Pipelined and subranging ADC
architectures effectively address the inherent limitations of single-stage ADCs by combining
the strengths of different types. Figure 2.20 shows several different hybrid implementations
that are possible. The pipelined SAR ADC has emerged as a favored hybrid architecture
[82, 83, 84, 85, 86, 87, 88, 89, 90, 91]. Figure 2.20 (a) shows a simplified diagram of the
pipelined SAR architecture. The S/H block and the initial stage SAR implementation are
identical to a traditional SAR ADC. The quantization error is amplified after the conversion
in the first stage. In the second stage, the SAR ADC’s S/H block can be absorbed into the
residue amplification block. The data from these two stages are combined to produce the
final digital output. The pipelined SAR is not limited to two stages; a higher number of
stages [92] can also be implemented, presenting a design trade-off between power and speed.
The pipelined SAR ADC offers several advantages compared to both conventional pipelined
ADCs with flash sub-ADCs and conventional SAR ADCs. The integration of the SAR ADC
into a pipeline structure eliminates the need for a dedicated S/H circuit in the pipelined
ADC. By transforming the sequential SAR algorithm into a pipeline operation, the speed
of the single-stage SAR ADC can be enhanced. Concurrently, the amplified voltage in the
backend stage mitigates the noise requirement for the low-noise comparator. Moreover, the
overall energy efficiency is improved, and the power dissipation of the amplifier is reduced as
the resolution of the first stage increases [93]. Owing to its similarity to the MDAC in tradi-
tional pipelined ADCs, redundancy theory can also be directly applied to the pipelined-SAR
architecture.

In parallel to the pipelined SAR, but with a different fine-ADC selection, the SAR and
TDC architecture combines a coarse SAR ADC and a time-domain ADC [94, 95, 96, 97].
The diagram of such an architecture is shown in Figure 2.20 (b). As a second-stage ADC,
the small input swing and less resolution requirement make the VTC and TDC converters
an ideal choice. Similarly, the VCO-based ADC is often combined with other architectures
to implement a high-resolution ADC [98, 99, 100, 101]. The noise-shaping properties of the
VCO-based ADC are leveraged, as mentioned in the previous section. An example diagram
of such implementation is shown in Figure 2.20 (c). Once the SAR conversion finishes,
the residue is fed to the VCO and quantized. The small residue voltage is suitable for VCO
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Figure 2.21: Illustration of the time-interleaved ADC.

operation because it alleviates the non-linearity issue. In these pipelined architectures, VCO-
based ADCs have only been used in oversampling architectures. However, as mentioned in
the previous chapter, the open-loop VCO-based ADC is fully capable of high-speed appli-
cations. Therefore, the proposed generator uses the VCO-based ADC as a high-speed ADC
and utilizes it for the fine quantizer in subranging architectures.

2.5 Time-Interleaved ADCs
As shown in the preceding sections, a single-channel ADC often confronts a trade-off be-
tween speed and resolution. High-resolution ADCs typically operate at lower speeds. The
time-interleaved technique is an effective solution for overcoming the speed limitations of
single-channel ADCs. This is achieved by integrating multiple low-speed ADCs in paral-
lel, interleaved in time. This approach allows for a higher aggregate sampling rate while
maintaining the resolution of the sub-ADCs. The choice of architecture for sub-ADC im-
plementation is determined by the specific application. Figure 2.21 illustrates the working
principle of the time-interleaved ADC. In this configuration, multiple channels are running in
parallel with each channel’s sampling clock signal phase offset by 2π/N for adjacent slices.
The input is sampled sequentially, and the digital output is multiplexed to construct the
digital output. In this architecture, each channel is allocated more time for acquisition and
conversion. Figure 2.22 compares the time-interleaved architecture with a single-channel
ADC from the perspective of speed-energy trade-off. As the single-channel ADC approaches
its speed ceiling, denoted as fs, the power consumption escalates dramatically. Transition-
ing to the time-interleaved architecture raises this limit to M× fs, where M represents the
number of ADC channels. This, however, introduces a power overhead due to the support-
ing circuits. For example, a dedicated clock generator is usually required to evenly and
accurately distribute the sampling clock signal across 2π of the phase, along with other
supporting circuits.
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2.5.1 Error Sources in Time-Interleaved ADCs

Despite their speed benefits, time-interleaved ADCs suffer from mismatches among different
channels, such as offset, gain, and time mismatches.

Offset mismatch: Sources of offset in the signal chain, such as the comparator offset,
can be shifted forward to the input as an input offset for the ADC, annotated as Vos, as
illustrated in Figure 2.23. The time-domain waveform exhibits a repetitive error occurring
every N/ fs. Moreover, the average offset in each channel generates a DC component. The
frequency response of the offset-induced spurs peak at

foffset,spurs =
N
k

fs(k = 1, 2, ..., N). (2.17)

Figure 2.24 shows the frequency domain spurs caused by the offset mismatch in an 8-way
interleaved ADC.

Gain mismatch: In Figure 2.23, the gain mismatch is indicated by a different gain in each
interleaved slice: Gi. Gain mismatch manifests itself as different slopes in the transfer curves
of different sub-ADCs, which can be attributed to various sources such as the sampling
process and changes in reference voltages. For an N-way time-interleaved ADC, the error in
the frequency domain recurs every N/ fs, with the amplitude of the input signal modulating
the amplitude of the error. This effect manifests as an amplitude-modulated noise located
at

fgain,spurs = ± fin ±
N
k
· fs(k = 1, 2, ..., N). (2.18)

Figure 2.22: Comparison of energy per conversion between time-interleaved ADCs and single-
channel ADCs.
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Figure 2.23: Illustration of error sources in time-interleaved ADCs.

The gain mismatch impairs the SNR, and the degree of performance impact also hinges on
the amplitude of the input signal. Figure 2.24 shows the frequency domain spurs caused by
the gain mismatch in an 8-way interleaved ADC.

Time mismatch: The mismatch caused by different sampling edges for each ADC is
composed of both sampling clock skew (systematic error) and clock jitter (random error).
It is shown in Figure 2.23 as ∆ti. This effect causes the largest error when the slope of the
input signal is the steepest. In the frequency domain, it is essentially a phase-modulated
noise, and the noise frequency peaks are also located at

ftime,spurs = ± fin ±
N
k

fs(k = 1, 2, ..., N). (2.19)

This error will overlap with the error caused by the gain mismatch. In contrast to the gain
mismatch effect, such spurs are not obvious at low frequencies.

Bandwidth mismatch: Different sampling bandwidths for different channels can also
lead to errors. The switches can be modeled as R-C networks. However, due to the variation
in frequency response, the gain and phase differ for each channel during sampling. The
equivalent effect of the process variation-induced bandwidth mismatch can be expressed as

Vsampled = Gi · Acos(2π fint + θi), (2.20)

where Gi and θi represent the gain and phase shifts, respectively, caused by sampling band-
width mismatch. It causes both amplitude and phase-modulated effects and will also man-
ifest itself similarly to gain and time mismatch. In the frequency domain, it also peaks at

fBW,spurs = ± fin ±
N
k

fs(k = 1, 2, ..., N). (2.21)
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Figure 2.24: Illustration of time-interleaving spurs caused by offset, gain, and sampling time
mismatch.

Figure 2.25: Illustration of time-interleaving errors in an 8-way time-interleaved ADC.

To summarize, the frequency response of a model for an 8-channel time-interleaved ADC is
shown in Figure 2.25. Different frequency components are indicated in the plot. The effects
of gain and timing skew mismatch are added together. It is clear that these non-ideal effects
need to be calibrated out; otherwise, they will significantly degrade the performance of the
time-interleaved ADC.

2.5.2 Time-Interleaved VCO-Based ADC

This work includes an open-loop VCO-based ADC, which naturally has a first-order noise-
shaping property as analyzed in Section 2.3.3.2. Using the VCO-based ADC in the time-
interleaved architecture leads to a modification to its transfer function [102] that will be
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Figure 2.26: (a) Comparison of the time-interleaved VCO-based ADC quantization noise with
2×, 4×, and 8× interleaved and (b) the location of zeros in the NTF of an 8× interleaved
VCO-based ADC.

discussed here. As mentioned in section 2.3.3.2, the open-loop VCO-based ADC is equivalent
to a first-order ∆Σ ADC. In an M-way time-interleaved ADC, the transfer function is modified
to

y[n] =
1

2π
(Gx[n] + e[n−M]− e[n]). (2.22)

Therefore, the noise transfer function has been changed to

NTF = − 1
2π

(1− z−M). (2.23)

which has first-order zeros at

zk = cos(
2πk
M

) + j · sin(
2πk
M

). (2.24)

As examples, Figure 2.26 (a) shows the noise transfer function of 2×, 4×, and 8× in-
terleaved VCO-based ADC. And Figure 2.26 (b) shows an example of zeros in an 8-way
time-interleaved VCO-based ADC architecture. In the frequency domain, the zeros create
periodic nulls. Although this property can potentially be used in applications that require
a band-pass ADC, it is not utilized in this work as this work focuses on a general-purpose
ADC. Moreover, using the VCO-based ADC as a back-end stage for fine quantization typ-
ically results in the smearing of this shaped quantization in the spectrum due to thermal
noise. As a result, the noise shaping becomes less noticeable in the spectrum.
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2.6 Summary
This chapter reviewed the basic architectures for Nyquist-rate ADCs in both the voltage
and time domains. As a summary of the performance each topology can achievable, Figure
2.27 [103] plots the signal-to-noise-and-distortion ratio (SNDR) against the sampling fre-
quency of ADCs published at VLSI and ISSCC conferences, while Figure 2.28 shows the
trend of ADC architecture selections over the years. As shown in Figure 2.27, hybrid and
time-interleaved architectures are necessary for implementing a high-performance design.
This requires incorporating optimized building blocks and supporting circuits in the ADC
generator framework.

Both traditional SAR ADCs and VCO-based ADCs were selected as key building blocks
in this work. These ADC architectures benefit from technology scaling and eliminate the
need for accurate analog components, resulting in high energy efficiency. To achieve a higher
resolution design, the amplification function is necessary. The ADC generator adopts the
ring amplifier for the residue amplification, enabling the combination of SAR and VCO-
based ADC into a pipelined architecture. The ring amplifier-based residue amplifier can
provide a high input and output swing, as well as sufficient interstage gain, making it an
ideal choice for the ADC generator. Design details will be presented in Chapter 4. As
an effective method for improving conversion speed, the time-interleaving technique enables
the ADC generator to cover a wider range of specifications. Therefore, it is also critical
to support time-interleaving architectures in the ADC generator. Meanwhile, calibration
circuits are included to help correct errors in such architectures. As a demonstration of the
generator-based design methodology, prototypes implemented using the ADC generator have

Figure 2.27: Summary of performance for each ADC architecture including the SAR,
pipelined, time-based, flash, Σ∆, hybrid and time-interleaved (TI) [103].
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Figure 2.28: The numbers of ADC each architecture published over the years, including SAR,
pipelined, time-based, flash, discrete-time Σ∆ (SDDT) and continuous-time Σ∆ (SDCT)
[103].

a time-interleaved SAR-VCO architecture due to time constraints. More architectures can be
implemented with little overhead in the generator code. For example, a pipelined SAR ADC
can be supported by combining two or more low-resolution SAR ADCs with a dedicated
amplifier and switch network. With this addition, the generator can support higher speed
or resolution applications by leveraging the strengths of different architectures.
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Chapter 3

Analog Design Automation and BAG
Workflow

3.1 Introduction
In the realm of high-speed circuits, layout quality factors such as parasitic resistance and
capacitance, matching, area, and other layout-dependent design trade-offs critically influence
design choices, circuit functionality, and achievable performance. Therefore, implementing
a process-portable automated ADC generator that encompasses various specifications and
achieves performance comparable to a manual layout is challenging. Even with a validated
circuit architecture, porting the same design to a similar process necessitates iterative opti-
mization of the sizing and layout improvements. Moreover, formalizing the intricate design
trade-offs in an ADC into a definitive set of constraints and objective functions is challeng-
ing. This typically requires the intuition and expertise of designers to comprehend the design
problem and make appropriate changes. Therefore, the intricacies in analog circuit design
and the goal of creating an automatic and process-portable generator motivate using the
BAG [11, 104] to implement the design. This chapter briefly discusses various approaches to
analog circuit generation. Additionally, the architecture and workflow of the BAG framework
are introduced, with examples that demonstrate circuit generation, design optimization, and
prototype integration flow.

3.2 Analog Circuit Automation
While digital circuit design tools have significantly improved over the decades, the analog
design process has not changed much. A conventional analog design process consists of
topology selection, device sizing, layout drawing, and repetitive verifications. Designers typ-
ically rely on empirical calculations and comprehensive simulations to iterate until the design
meets the target specification. Although analog circuits have fewer transistors compared to
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digital circuits, they present unique challenges that make them more complicated than their
digital counterparts in several aspects:

• Highly customized layouts make analog circuits more time-consuming and susceptible
to errors. Circuit performance is sensitive to layout-dependent effects. Numerous lay-
out techniques are often necessary to maximize performance and prevent degradation.

• Apart from explicit constraints, such as technology constraints aimed at ensuring the
design is ready for fabrication, there are also implicit constraints such as sensitive nodes
in circuits that are sensitive to parasitics and transistors that require precise match-
ing. These constraints are often based on underlying assumptions or the designer’s
experience. Design knowledge and expert inputs are difficult to repurpose, even when
dealing with process porting and layout reuse.

• The circuit design progresses by eliminating feasible solutions at each design stage
[105]. Unlike digital circuits, analog designs do not have continuously decreasing design
freedom; each iteration may require a modification at a previous design stage. This
broad feasible design space makes automation in analog circuit design challenging.

Although numerical methods [106, 107] have been proposed to assist in sizing, consid-
ering specific design constraints, the majority of analog design iterations are still manual.
Consequently, these complexities in analog circuit design necessitate the development of an
automation tool. Several methods for generating analog circuits have been proposed. Based
on the degree of generality and the level of required human interaction during the generation
process, generation tools can be categorized as follows:

Digital place and route: This method utilizes digital automation tools and involves the
use of a custom analog design database. An array of analog designs is implemented, and the
necessary files for the digital tool are prepared to make the analog blocks synthesis-friendly
[108, 109]. Several mixed-signal circuits have been implemented using this method, including
∆Σ ADC [110], SAR ADC [111], LDO [112], and PLL [110]. While this method allows for
the utilization of advanced commercial digital tools, it necessitates a significant amount of
time to scale up the ‘analog standard cells’ and transfer them to various processes. Moreover,
the resulting circuit instances have limited performance. Therefore, this approach is more
suitable for circuits with higher tolerance to parasitics.

Optimization-based methods: The optimization-based approach [113, 114] targets gen-
eralized circuits and aims to minimize human involvement in order to achieve end-to-end
circuit generation. Here, the circuit layout is synthesized using optimization techniques,
and designers formalize the constraints as standard optimization problems. This method
eliminates the need for manually creating the design database for synthesis or generator
scripting.
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Procedural or template-based methods: The template-based method [115, 116, 117]
is commonly used for layout retargeting, process porting, or optimizing an existing design. In
essence, procedural methods encode the layout based on a "stick diagram" floorplan. Circuit
constraints and designers’ knowledge are also embedded in the code. Due to the interac-
tion between designers and the design tools in the producedual or template-based methods,
the circuit performance can be enhanced, resulting in a high post-layout performance for
a specific design. The ideal framework for such generators should enable the generation
of fabrication-ready layouts that satisfy technology constraints. In addition, application
programming interfaces (APIs) for verification execution and design script construction are
beneficial for porting designs between different processes.

The BAG framework was chosen to develop the proposed generator in this work. As a
procedural layout generation tool, designers have full control over the circuit implementa-
tions which allows the generated designs to meet the high-performance targets. The BAG
framework provides APIs instead of a predefined generation flow, allowing designers to or-
ganize their circuit design in the form of generation scripts for varied preferences and appli-
cations. The generator-based design approach also allows for parameterization of layout and
schematic, as well as rapid iterations. Verification and modeling functions are also available
to facilitate the closed-loop design process. Designers can automate simulations and param-
eter updates by coding automatic sizing scripts for well-studied circuits. Additionally, the
BAG framework can be combined with machine learning for automated circuit design [118,
119].

3.3 BAG Framework Overview

Figure 3.1: The analog design flow using the BAG framework.
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Figure 3.2: Diagram of a typical BAG workspace setup.

Figure 3.1 shows a typical BAG workspace setup. The generator framework, which con-
sists of process-independent modules, provides APIs for communication between Python and
commercial computer-aided design (CAD) tools. It enables the generation of schematics and
layouts, the execution of DRC and LVS checks, and the running of simulations. The frame-
work includes abstract layout classes in Python, which offer standard APIs for designers
to implement the layout floorplan and schematic modification. Moreover, the track system
enforces the use of an abstract routing grid with quantized widths and spaces. The generator
framework hides the process-specific information under the standard interfaces and encapsu-
lates the design rules within process-specific characterization. The process-specific modules
include the setup of layout primitives, track system settings, and schematic templates for
different processes. The generator parameters are also process-dependent. The design of pa-
rameterized and process-portable circuit generators relies on the fact that the circuit floorplan
typically exhibits numerous invariant characteristics when implemented in various processes.
Therefore, designers can develop automated and process-independent circuit generators by
combining process-independent interfaces with technology-specific settings. Furthermore,
by accurately configuring process-specific generator primitives, the generated instances are
guaranteed to be DRC- and LVS-clean. This demonstrates the adaptability of generator
scripts, as they encapsulate the design methodology and can accommodate varying input
parameters. Therefore, generating distinct instances can be achieved simply by modifying
these input parameters.

Figure 3.2 shows a typical BAG circuit design flow. From the given high-level specifica-
tions, designers can convert them into structural generator parameters. These parameters
are then passed to both the layout and schematic generators in order to produce correspond-
ing schematic and layout instances. To ensure that generators can accommodate diverse
circuit changes, designers should avoid using hard-coded parameters within the generator
scripts. Moreover, the generator framework provides a set of standard APIs that enable the
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Figure 3.3: Examples of schematic and layout generations in BAG.

creation of testbenches and measurement scripts, thereby speeding up circuit design itera-
tions. In addition, the framework allows designers to formalize their design procedures into
design scripts. This feature integrates the procedures of schematic and layout generation,
extraction, simulation, and resizing into automatic design iteration loops, thereby enhancing
the efficiency and effectiveness of the design process.

3.4 Schematic and Layout Generation
An efficient, automatic, and process-portable circuit generator requires an appropriate
process-specific setup that encapsulates the design rules and generator scripts capable of
managing various parameters. Figure 3.3 demonstrates the schematic and layout generation
using the BAG framework. Several layout generation engines are available in two versions
of the BAG framework (BAG2 and BAG3). Details about each of the engines are shown in
Appendix A. Similar to the traditional design process, an initial schematic is implemented
as a template for the circuit, shown in the lower-left corner of Figure 3.3. This template
netlist is extracted from pre-configured schematic templates that delineate ports, transistor
names and locations, and symbol geometry. With the help of schematic parameters, the
properties of devices in the schematic can be reconstructed and configured. For example, in
the following code, transistors XN and XP in the schematic templates are configured based



CHAPTER 3. ANALOG DESIGN AUTOMATION AND BAG WORKFLOW 42

on the given parameters.

self.instance[’XN’].design(w=w_n, lch=lch, seg=seg_n, intent=th_n, stack=stack_n)
self.instance[’XP’].design(w=w_p, lch=lch, seg=seg_p, intent=th_p, stack=stack_p)

This allows for replacing templates to accommodate changes in device type. When the num-
ber of instances is parameterized, the schematic generator can create an array of instances
from a single instance template. Some useful APIs are shown in lines 21-23 of the Schematic
Generator box inside Figure 3.3. Although passing the parameters of the schematic generator
can enable direct schematic generation, the schematic parameters are typically derived from
the parameters and calculations of the layout generator in the generator script to guarantee
LVS correctness. Initially, the layout generator takes the required parameters and transistor
sizes to implement the layout, and then it outputs parameters for the schematic generator.
The parameters for layout generation typically include structural parameters such as tran-
sistor thresholds and sizes. An example of the input parameters is shown in the upper left
corner of Figure 3.3. The generation of a process-portable layout relies on a circuit floorplan
encoded within the generator, which remains unaffected by specific device sizes and design
rules. The placement and width of connections are extrapolated from the circuit proper-
ties and the locations of transistors. This allows designers to place transistors according
to the floorplan, rather than having to consider intricate geometric details while managing
the connections without hard-coded values. The BAG framework’s standard grid system for
each process has been formulated to encapsulate metal design rules, with quantized widths
and spaces derived from the same rules, ensuring compliance with design rules. Figure 3.4
presents a diagram of a simplified technology-specific setup. This configuration is dedicated
to transistors, encapsulating their design rules and converting input parameters into layout
geometries. Suitable boundaries and spaces are extracted from the information of the as-
sociated transistors. Routing-related data involves quantizing the width and spacing of all
metal layers. Via geometries are defined in the primitive data and implemented based on
the overlapping region.

Several base classes implemented in the Python framework are used to implement the
layout generator:

• TemplateBase is the foundational class from which all layout generators inherit. It
provides methods for unrestricted geometry drawing, as well as block and geometry
placement within the BAG track system.

• MOSBase is a subclass of TemplateBase, which facilitates the drawing of transistor
rows with varying properties and organizes lower metal layers that connect to tran-
sistors. MOSBase is used for all transistor-related generators, while passive devices are
incorporated within the TemplateBase.

• ArrayBase is used to create device arrays, such as resistor arrays in the RDAC.
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Figure 3.4: Illustration of the process-specific transistor primitives and routing grids setup.

Manual custom layouts can be integrated into the generator as black boxes. All sub-
blocks are assembled within the TemplateBase. Various custom functions can construct
passive devices by utilizing basic methods in TemplateBase. For instance, parallel wires
can create a metal-oxide-metal (MOM) capacitor. Additionally, functions for tasks such as
adding power straps and filling dummy structures are included to avoid repetitive coding.
The implementations of layout classes are mostly inside the self.draw_layout methods, as
shown in Figure 3.3’s Layout Generator box on line 13. An example code for the MOSBase
is shown below that uses the self.draw_base method to initialize the floorplan and adds
transistors using the self.add_mos method. Detailed examples can be found in Appendix
B.

def draw_layout(self) -> None:
pinfo = MOSBasePlaceInfo.make_place_info(self.grid, self.params[’pinfo’])
self.draw_base(pinfo)
# Add NMOS and PMOS
nports = self.add_mos(ridx_n, 0, seg_n, w=w_n, stack=stack_n)
pports = self.add_mos(ridx_p, 0, seg_p, w=w_p, stack=stack_p)
...

The power of a generator-based design methodology is illustrated in Figure 3.5, which
displays different instances generated from the same SAR ADC generator script. For ex-
ample, two instances with 8-bit and 5-bit are generated in the Intel 16 process. On the
right, several instances generated in other processes using different process-specific primi-
tive libraries are shown. Porting the generator across FinFET and planar processes can be
challenging and relies on a well-established set of primitives. Pervasive options and flags are
incorporated into the generator to handle various scenarios, including a restricted number
of routing layers and different capacitor types.
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Figure 3.5: Examples of parameterization and process portability in a generation-based
design.

Figure 3.6: The design and optimization using BAG.

3.5 Design and Optimization Using BAG
In traditional analog design, circuit verification is typically specific to a design that uti-
lizes a particular process. Furthermore, the design iteration process is primarily guided
by the designer’s decisions, often without explicitly formalizing the design concepts and
methods. However, the BAG framework provides APIs that allow designers to codify the
design procedure into a design script. This script may include design equations that utilize
technology-specific characterization data to calculate an initial starting point. This is fol-
lowed by post-layout simulation iterations for parameter updates. In this process, BAG APIs
assist in configuring measurement parameters, setting up testbenches, simulating instances,
and post-processing simulation data. With the generation of schematics and the definition
of the device under test (DUT)’s interfaces, verification testbenches, as well as design and
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Figure 3.7: The integration flow of ADC prototype chips using BAG.

measurement scripts, become reusable. Using the BAG2 framework, studies in [119] and
[118] exhibited circuit design methodologies using machine learning. While the work in this
thesis does not focus on a closed-loop design algorithm for ADCs, several building blocks are
optimized using BAG to fully exploit its measurement and design APIs. Figure 3.6 provides
an example of sampler optimization using BAG, which will be discussed in detail in the next
chapter. Various circuit techniques are implemented as generator options in the proposed
generator. With a target sampling speed and load capacitor, a closed-loop script explores
the provided design space and reports optimal performance sizes and options. The final
optimal design is guaranteed to comply with DRC and LVS.

3.6 Implementation of Generator-Based Design Flow
and Prototype

While the generator framework offers APIs to produce LEF and DEF files for easy instance
integration in an SoC, the top-level integration of ADC generator prototypes is performed
manually in this design. This section outlines the steps involved. Figure 3.7 outlines the steps
in ADC design. Each block’s specifications and initial parameters are defined. The generator
scripts accept these parameters, create the design, and run the extraction. The performance
of each block is verified manually or optimized by the design script to ensure that the target
performance is achieved. Design iterations involve adjusting input parameters, regenerating
the schematic and layout, and verification. The regeneration time for the circuit is usually
in the range of tens of seconds, while for an ADC channel, it is only a few minutes. Thus,
the design iteration process is significantly quicker than traditional flows. Manual work
is limited to top-level integration and the design of prototype-specific and process-specific
blocks, such as ESD, signal, and clock distribution. Additionally, the digital blocks are
manually synthesized and integrated at the top level of the chip.
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3.7 Summary
In this chapter, several methods of layout generation were reviewed, and the necessity of using
the script-based methodology to achieve high circuit performance was discussed. The BAG
framework was introduced. Schematic generation, layout generation, design, optimization,
and the entire integration flow were presented.
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Chapter 4

Building Blocks of the Proposed ADC
Generator

4.1 Introduction
This chapter discusses the circuit design of process-portable ADC generators. The goal of
the proposed generator is to accommodate various speeds, resolutions, and processes. The
BAG framework enables automatic generation and fast technology porting. To support the
design in advanced process nodes, topologies that are friendly to technology scaling are used.
In contrast to traditional designs that depend on a specific hardware implementation, the
generator provides multiple alternative options for each critical block in the ADC generator.
This allows it to accommodate the ADC in various use cases.

This section first discusses the general considerations of ADC design within the context
of the generator. The following sections focus on individual sub-ADC building blocks, such
as the sampler, SAR, VCO-based ADC, and residue amplification. Available options for
implementation in the literature are briefly reviewed, and the appropriate topologies are
implemented as design options within the generator. Besides the optimized generator for
a single-channel ADC, supporting circuits required for a complete time-interleaved archi-
tecture, ADC calibrations, and design prototyping are discussed. Lastly, the final section
summarizes the architecture of the generator in terms of circuit and code construction. The
building blocks described here were implemented in two prototypes, which will be discussed
in the next chapter.

Generally speaking, the ADC generator is designed to support sampling rates of up to 4
GHz and resolutions greater than 10 ENOB. A passive sampling front end is used for low
power and design simplicity, without an active input buffer. Therefore, the upper limit of
the sampling rate is mainly determined by the linearity of the sampler. The architecture
of the time-interleaved two-step hybrid ADC is shown in Figure 4.1. The diagram shows
a minimum implementation of a prototype chip that allows the generated instances to be
fabricated and the performance of the proposed generator can be measured. The analog
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Figure 4.1: Diagram of the time-interleaved ADC implemented in the proposed generator.

blocks that need to be implemented as circuit generators are shown in gray. The design of
the automatic portable process generator should include the following considerations:

• To support higher sampling rates, a time-interleaving architecture is necessary. Sup-
porting circuits that enable time interleaving are included in the proposed generator,
such as an ADC clocking circuit, a final retimer, reference generation circuits, and
various calibration blocks. The sampler generator topologies are optimized to enable
high-linearity sampling. Each slice in the TI ADC is designed to optimize conversion
speed. With a higher conversion speed for each ADC slice, the number of interleaved
channels is reduced and, consequently, decreases passive front end loading.

• For applications requiring a variable number of bits in the medium-to-low resolution
range, the SAR ADC is an ideal solution. Moving toward higher resolution in a single-
stage SAR significantly increases the power and necessitates precise matching or post-
calibration circuitry. For this reason, a subranging topology is used. Time-domain data
conversion techniques are explored, including the option of V CO-based ADC, which
is also highly scalable. The VCO-based ADC can easily support various resolutions
and sampling rates without the need for additional circuits. Combining VCO and
SAR, the proposed generator creates a hybrid two-stage topology that supports higher
resolution.

• Implementing the design as a circuit generator enables support for various speeds,
resolutions, and high-level design constraints. For example, the SAR ADC can have
varying numbers of reference voltages. More system design trade-offs can be explored
by leveraging the high reconfigurability of this generator.

• Although only the single-stage SAR and SAR-VCO hybrid topologies are primarily
used in the prototypes produced by the proposed generator, building blocks in the
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Figure 4.2: Diagram of the two-stage pipelined hybrid sub-ADC and the conceptual timing
diagram.

generator are optimized and designed to incorporate more reconfigurability. This allows
them to support different topologies by simply constructing an additional top-level
circuit generator. For example, single-stage VCO-based ADCs, pipelined-SAR ADCs,
and pipelined ADCs can be implemented by reusing residue amplification blocks.

The complete diagram of a two-stage hybrid ADC is shown in Figure 4.2, with all critical
blocks assembled in a single-channel ADC. The timing diagram at the bottom of the figure
shows the different phases of operation. During the sampling phase, the sampler tracks
the input and samples the voltage on the CDAC of the first stage SAR ADC. Right after
sampling, the first stage of the SAR initiates the conversion. The asynchronous SAR ADC
is allocated a specific amount of time for conversion. The residue amplifier then converts the
residue voltage on the CDAC and amplifies it before feeding it to the second-stage VCO-
based ADC. During the amplification, the VCO-based ADC samples its input and then
starts the conversion. The following section discusses these critical components in the order
mentioned above.

4.2 Sampling Circuit Generator
Sampling switches are critical for the design of high-speed and high-resolution ADCs, par-
ticularly for time-interleaved architectures. The high-speed time-interleaved ADCs must
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Figure 4.3: (a) Diagram of top-plate sampling and its waveform. (b) Diagram of bottom-
plate sampling and its waveform.

sample the input signals within a short sampling window, typically on the order of hundreds
of picoseconds. Concurrently, they must also ensure accurate charging of the sampling capac-
itor. With large input signal swings, the dominant nonidealities arise from distortions caused
by the sampling switches. These distortions are primarily due to the switches’ on-resistance
during sampling and the charge injected from the channel of the transistors. Both of these
factors vary with the gate-source voltages. Therefore, the proposed generator adopts the
bottom-plate sampling technique and bootstrapped sampling switches to achieve sufficient
sampling linearity when generating instance targets for high resolution.

4.2.1 Bottom-Plate Sampling

Figure 4.3 illustrates both the top-plate and bottom-plate sampling techniques. Only a
single-ended model is shown for simplicity. Figure 4.3 (a) shows the top-plate sampling
scheme, assuming that the sampling switch is implemented using an NMOS transistor. When
the input signal is sampled on the top plate of the capacitor, the bottom plate is connected to
ground. The actual disconnection instant of the sampling switch depends on the time when
the gate voltage of the sampling transistor, VG, drops to a value lower than VG − VIN <
VTH,n, where VTH,n represents the threshold voltage of the NMOS. As such, the delay between
the sampling instant and the clock edge is variable. Figure 4.3 (a) depicts an example of
different ∆t1 and ∆t2. Additionally, the distorted channel charge Qsig is sampled on the
capacitor, and the on-resistance of the sampling transistor changes with the different input
VIN.

The bottom-plate sampling technique circumvents these problems by connecting the in-
put signal to the bottom plate of the sampling capacitor and connecting the top plate of
the sampling capacitor to a DC common-mode signal VCM. The top plate of the capacitor
disconnects slightly before the bottom plate switch turns off. Hence, the sampling charge is
determined at the moment that VG −VCM < VTH,n, which is a deterministic delay after the
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actual sampling clock edge. Consequently, the two samples in Figure 4.3 (b) have the same
delay, ∆t. The technique also ensures a constant charge injection from the bottom-plate
sampler, which can be canceled using a differential implementation. The charge stored on
the top plate of the capacitor, Csam, is determined after the top-plate switch is turned off,
and Qsig does not affect the final result. However, the bottom-plate sampling technique has
drawbacks. For instance, it requires additional settling time for the capacitor DAC in certain
switching schemes in a SAR ADC. Additionally, the presence of a parasitic capacitor at the
top plate reduces the amplitude of the sampled voltage:

Vsampled,att =
Csam

Csam + Cpar
·Vsampled, (4.1)

where Cpar is the parasitic capacitance associated with the top plate of the CDAC.

4.2.2 Bootstrapped Switch Generator

For medium-to-low resolution ADCs with moderate speed requirements, a simple MOS or
transmission gate sampler works adequately. The limitations of these samplers arise from
their restricted conductance, which is dependent on the signal, and their signal-dependent
charge injection. The output voltage during tracking can be expressed as

Vout(t) = Vin(t)− RonCsam
dVout(t)

dt
. (4.2)

This shows the effect of nonlinear conductance on modulating the output voltage. The boot-
strapped switch is commonly used to achieve higher sampling linearity. The bootstrapped
structure maintains a constant gate-to-source voltage, VGS, for the sampling switch by ap-
plying a fixed voltage shift at the gate of the sampling transistor compared to the input
signal VS.

In this design, a bootstrapped switch generator is developed to meet the requirement for
sampling linearity. Several modifications to the traditional design are offered as options in
the generator to accommodate various operating conditions. The diagram of the generator
is shown in Figure 4.4 (b); it is a modified version of the original design (Figure 4.4 (a)
[120, 121]). The battery capacitor Cboot helps provide a constant voltage between the gate
and source for the sampling switch. Therefore, it helps reduce the amplitude-dependent
on-resistance modulation of the track-and-hold input. Moreover, the channel charge in-
jected into the sampling charge when the switch is turned off is not amplitude-dependent.
The transistor XSAM is the sampling switch, while the other components in the circuit are
used to generate a gate-source voltage, VGS, that is elevated by a constant value compared
to the input voltage. During the hold phase, SAM, XSAM is disconnected, and the bat-
tery capacitor Cboot is charged to VDD by connecting the gate of transistor XCAP_P to
ground. The Cboot is connected between the gate and source terminals of XSAM during the
tracking phase (SAM). During the sampling phase, the gate voltage of XSAM rises above
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the supply, necessitating the use of an additional transistor, XOFF1, to reduce the stress
on the oxide of transistor XFF0. The gate of XON_P is connected to the input for the
same reason. The bulk terminals of transistors XCAP_P and XON_P are tied together
and connected to the top plate of Cboot to prevent forward-biasing when the source volt-
ages of XCAP_P and XON_P exceed the supply. The voltage across Cboot is VDD, and
charge sharing results in VGS < VDD after being connected to XSAM. Therefore, the gate
oxide of the sampling switch remains within the reliability limits. The bootstrapping circuit
eliminates the first-order signal-dependent modulation of VGS and alleviates the nonlinear
distortion of the on-resistance. The remaining nonidealities come from back-gate and higher-
order on-resistance modulation, channel charge injection, and nonlinear parasitic loading in
the critical circuit. These non-idealities become more pronounced at high sampling speeds
and in time-interleaved architectures because the samplers have a shorter time to complete
sampling. To analyze the non-ideality of the sampler, consider a sinusoidal input and a V0
difference between consecutive hold phases as the boundary condition. The output voltage
can then be solved as follows:

Vout(t) =
A

1 + ω2R2
onC2

sam
[cos(ωt) + RonCsam sin(ωt)] + V0e−

t
RonCsam . (4.3)

Assuming the last term diminishes to a negligible value during the tracking phase and Ron
also varies periodically with a sinusoidal input, the on-resistance can be expanded as a
Fourier series:

Ron = R0 + R1 cos(ωt) + R2 cos(2ωt) + ... , (4.4)

where Ri is the i-th Fourier coefficient. This suggests that the on-resistance of the sampler
modulates the output voltage. The sampling circuit becomes nonlinear when the input
frequency approaches the bandwidth of the sampler due to the memory effect. This mildly
time-varying nonlinear system in discrete time can be analyzed using the Volterra series.
In the proposed ADC generator, several techniques that improve the turn-on speed and
sampler linearity are included in the sampler generator [122, 123] to address non-idealities
and achieve high sampling linearity in different scenarios.

4.2.2.1 Fast Start-up Circuit

In the conventional bootstrapping circuit configuration, the critical loop comprises the series
on-resistance of transistors XON_N, XON_P, and a combination of Cboot and the parasitic
capacitance at node VG. In the initial phase of tracking, the inverter pulls down the gate
of XON_P, and the gate of XSAM is connected to the top plate of Cboot. The speed of
VG’s rising edge is limited by the parasitic capacitance associated with XON_P, XPD, and
the output node of the inverter. The sampling switch adds significant overhead due to the
large size required for the charging speed. Moreover, increasing the size of XON_P and the
inverter does not work well due to the self-loading effect. Therefore, the transistor XON_N
is not fully turned on until the voltage at its gate, VG, reaches a sufficiently large value.
Only after XON_N is partially turned on, the bottom plate of the Cboot is connected to
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Figure 4.4: Illustrations of (a) the conventional bootstrapped switch [120, 121] and (b) the
bootstrap switch implemented in the proposed generator with (c) its equivalent circuit.

the input, which raises the voltage of VG. This operating sequence causes a modulation of
the sampler’s on-resistance during the initial tracking phase, leading to a loss of sampling
linearity at higher frequencies.

4.2.2.2 Nonlinear Parasitic Capacitance

Another problem of the conventional bootstrapped switch is that it connects the bulk and
source nodes of the charging transistors XCAP_P and XON_P. This connection is designed
to prevent forward biasing of the source-bulk junction during the sampling phase when the
top-plate voltage of the capacitor exceeds the supply voltage. Also, this connection helps
eliminate the body effect. However, doing so loads the top plate of the capacitor with the
large nonlinear PN-junction capacitance Cnwell of the N-well (indicated by the dashed red
rectangle). As a result, Cnwell modulates the gate voltage of the sampling switch, which
leads to a degradation of the SFDR.

4.2.2.3 Modified Circuit and Generator Design

Several options are included in the generator to address the aforementioned issues. First,
a parallel path is implemented to control the transistor XON_N in a way that decouples
the activation speed of XON_N from the rise speed of VG. This action results in an earlier
turn-on of XON_N. Consequently, XON_N and XON_P track the input simultaneously in
a bootstrapped manner, maintaining a maximum gate-source voltage at the beginning of the
tracking phase. Also, the falling transient at VG is improved because a substantial parasitic
capacitance has been removed by disconnecting the gate of some transistors from node VG.
This results in a sharper falling edge and a better-controlled sampling moment. Second, a
separate path is added to address the nonlinearity issue caused by the parasitic capacitor.
The bootstrap circuit partitions the transistor XCAP_P and Cboot into two parts, creating
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Figure 4.5: Diagrams demonstrating the implementation of (a) the bootstrapped sampler
and (b) the sampling switches distributed in the SAR ADC.

the main and auxiliary paths. The input signal propagates to the gate of the sampling
switch through the main path without being directly loaded by Cnwell, while the auxiliary
path drives Cnwell. Additionally, when the bootstrapped switch is turned on, the gate of
XON_P is mainly connected to the input through XPD instead of the inverter. This is
due to the increasing voltage of the inverter’s equivalent ground connection. Therefore, the
drain of the NMOS in the inverter can be disconnected from the bottom plate of Cboot to
reduce the nonlinear parasitic R and C [3]. Other techniques, such as pre-charging device
[124], are also implemented but not shown in Figure 4.4. Figure 4.4 (c) shows the equivalent
circuit of the original design (top) and the modified design (bottom). The parasitic Cnwell
can be removed from the main path. Also, the parallel driving path removes some parasitic
capacitance from the sampler’s gate.

4.2.2.4 Implementation of the Sampling Switch in SAR ADCs

Figure 4.5 shows the implementation of the sampling switch (single-ended) integrated with
the SAR ADC. Although depicted as a single transistor, the sampling switch highlighted
in the gray rectangle represents 2N switches (assuming a binary encoded CDAC) that are
distributed within the CDAC shown in the diagram on the right side. All switches’ sources
are connected while the drains are tied to the 2N unit capacitors in the CDAC. Each unit
sampler has its corresponding dummy sampler that connects to the opposite signal to cancel
the hold-mode feedthrough due to the source-drain coupling of the sampling switch.

The size of transistor XSAM is a trade-off between its on-resistance and the charge
injection from its channel. Assuming ts is allocated for sampling, the upper-bound of sampler
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resistance for an Nbit resolution can be expressed as follows:

Ron ≤
ts

(Nbits + 1)ln(2)Csam
, (4.5)

where Csam is the sampling capacitor. Also, the harmonics power caused by the sampler
resistance decreases as the resistance value decreases. However, a larger sampler injects a
more nonlinear charge into the sampling capacitor. Therefore, an optimal sampler size that
balances these two effects can be obtained for maximum sampling linearity. In terms of
the sizing of the other components within the bootstrap circuits, the critical turn-on path
of the sampler (highlighted in gray) includes XON_P and XON_N. These must be large
enough to ensure sufficient bandwidth for the turn-on path. XOFF1 and XOFF0, along with
the corresponding transistors in the auxiliary path, are required to reset the gate voltage
during the hold mode, thereby eliminating any hysteresis effect on the gate. The size of
the inverter and XPD, which drive the gate of XON_P (highlighted in red), are relatively
smaller. XCAP_N and XCAP_P are necessary for charging Cboot. The charging time in a
time-interleaved ADC is sufficient, which allows for smaller transistor sizes and a reduction
in nonlinear parasitic loading. The auxiliary path (highlighted in blue) activates XON_N,
which is only a fraction of the main path, considering that XON_N is much smaller than
XSAM.

4.2.2.5 Completed Sampler Generator

The optimized bootstrapped generator, combined with the bottom-plate sampling technique,
is used to attain the desired goals of high resolution and speed for the proposed generator.
The most straightforward implementation of bottom-plate sampling involves adding an ad-
ditional NMOS transistor connecting to the top plate of the sampling capacitor. This switch
requires low resistance during tracking and minimal leakage in the hold mode. Figure 4.6

Figure 4.6: Diagrams of (a) the top and bottom-plate sampler with a simple NMOS top-plate
switch. (b) the top and bottom-plate sampler and waveform with top-plate bootstrapped.
(c) the complete sampling scheme with a middle switch at the top plate.
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Figure 4.7: The extracted simulation results for different sampling schemes, including (a) a
simple NMOS top-plate switch, (b) an NMOS top-plate switch with a boosted clock, and
(c) the completed sampling scheme in the generator.

(a) illustrates the first implementation. Bootstrapped switches drive the bottom plate, while
the top plate consists simply of an NMOS. However, the poor performance of a single NMOS
with the gate connected to VDD degrades its overall performance. The simulation result is
shown in Figure 4.7 (a).

To reduce the resistance seen at the top plate of the capacitor, a boosted clock can be
used to drive the gate of the NMOS transistor. The simulation data shown in Figure 4.7 (b)
is the result of the following setup: a clock drives the gate of the top-plate NMOS transistor
with a swing of VDD +VCM, causing VGS,NMOS to be equal to VDD. Higher overdrive voltage
dramatically reduces the on-resistance and improves the overall linearity of the sampling.
When the input frequency rises above 4 GHz, the SFDR of the sampler decreases to less than
60 dB. This is primarily due to the nonlinearity of the top-plate switch. The finite resistance
of the top-plate sampler induces a minor swing ripple in the voltage at the capacitor’s top
plate, which is caused by the input signal. This modulation of the on-resistance occurs
even though the gate of the top-plate switch is already boosted. In addition, the boosted
gate voltage has the potential to exceed the limit of VGS. To address these concerns, an
additional bootstrapped switch is used for the top plate, which helps maintain a consistent
VGS. This bootstrapped circuit is interconnected between the gate of the NMOS and the
top plate of the capacitor, ensuring a constant voltage across the source and gate of the
top-plate NMOS, as shown in Figure 4.6 (b). To further reduce the resistance of the top
plate, a common-mode transistor is included to connect the differential circuit. As a result,
the common-mode resistance is expressed as

Rcm = (Rmid/2) ‖ Ron. (4.6)

The signal SAMe controls the top-plate sampler, while SAM, a delayed version of SAMe,
controls the signal switch. The delay between SAMe and SAM is a trade-off between having
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Figure 4.8: Diagram of the unit capacitor and switch, along with its timing.

enough tracking time in a time-interleaving architecture and ensuring a distinct separation
between turn-off and the first bit’s flip-over operation in the CDAC.

The simulation results of the circuit, shown in Figure 4.6 (c), are presented in Figure
4.7 (c). The SFDR is augmented to 90 dB at relatively low frequencies, and it remains high
at higher frequencies due to the constant VGS provided by the bootstrap circuit. At low
frequencies, linearity is limited by the signal-dependent residue charge. For rapid switching,
the amount of charge injected into the sampling capacitor during bottom plate switching
is determined by the impedance it encounters. This impedance is slightly input dependent
because of the nonlinearity of the main sampler. At higher frequencies, the sampling per-
formance is limited by the tracking bandwidth and back-gate modulation. Figure 4.8 shows
the design and timing diagram of one unit capacitor with associated switches in the CDAC.
A merged capacitor switching scheme is shown here for illustration. It has a pair of switches
for sampling and several reference voltage switches. A stacked transistor is added on top of
the common-mode voltage reference switch. It helps isolate the reference switch from the
CDAC bottom plate. The benefits of this design include the simplification of logic design
and a reduction in the first-bit flipping time in the bottom-plate sampling scheme, which
accelerates the entire ADC operation.

4.2.3 Hold-Mode Feedthrough

A remaining concern in the sampling network is the hold-mode signal feedthrough from the
sampler switches, which manifests as both common-mode and differential-mode ripples at
the top plate of the CDAC. This differential-mode coupling from the signal is especially
problematic because it could potentially disrupt comparator operations and lead to inac-
curate decisions. The signal feedthrough mainly comes from the source-drain coupling of
the sampling switches. To counteract this, a dummy transistor is paired with the sampling
transistor (Figure 4.9). While this successfully cancels out the source-drain coupling, the
signal coupled from the gate still exists. This necessitates careful gate resistance matching
to cancel the coupling from the gate-source capacitance (CGS). The resistance mismatch
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Figure 4.9: (a) Illustration of the signal feedthrough and (b) the amplitude of common-mode
(CM) and differential-mode (DM) ripples before and after enabling the gate matching option.

becomes significant if the sampling switches are pulled to ground through XOFFs in the
bootstrap circuit, while the dummy transistors are grounded through the nearest available
ground nodes. This induces signal coupling on the top plate of the capacitor. To address this
issue, a replica pull-down path is utilized to control gates of dummy transistors (Figure 4.10
(a)), which significantly suppresses differential mode signal coupling. However, the nonlin-
earity of CGS also generates a second-order component at the bottom plate of the capacitor
(Figure 4.9 (a)). While this component is unavoidable, it does not significantly impact ADC
performance due to the differential implementation. Figure 4.9 (b) illustrates the amplitude
of signal feedthrough at the top plate of the CDAC before and after enabling the gate resis-
tance matching option in the generator. The remaining differential mode ripples are caused
by the differential signal routing and the mismatches in gate resistance due to the limitations
of the floorplan. The implementation in the bootstrap circuit generator is demonstrated in
Figure 4.10 (a). Figure 4.10 (b) illustrates the internal node states during sampling. With
the gate-matching path, the VG and Vo f f nodes become differential, effectively canceling out
their coupling to the capacitor DAC. Moreover, the waveform in Figure 4.10 (c) illustrates
an example of the remaining second-order coupling.

Figure 4.10: (a) Diagram of the bootstrapped circuit, (b) example waveforms of critical
nodes in the bootstrap circuit, (c) and example waveforms on the top plate of CDAC.
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4.2.4 Generated Instance and Simulation

Figure 4.11: Extracted simulation results for the final design of the full sampler.

Figure 4.11 shows an instance generated from the complete sampling circuit generator.
Bootstrap circuits are placed on the top, while sampling switches are distributed inside
each capacitor unit. The simulation result is also shown in Figure 4.11. The sampler is
evaluated in differential mode with a signal amplitude of Vamp = 0.4V and a supply voltage
of VDD = 1V. The delay between SAM and SAMe is approximately 20 ps. The sampling
switch samples at a frequency of 500 MHz with a 1

8 duty cycle clock used as the SAM signal.
The bottom-plate sampler needs to have a sufficiently large size in order to reduce resistance.
Meanwhile, the resistance of bottom-plate samplers is much more linear compared to the
signal samplers’, thereby experiencing smaller voltage variations at each node. Therefore,
the resistance of common-mode samplers is intentionally increased to be comparable with
the signal switches to suppress the nonlinearity caused by the signal sampler.
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4.3 SAR ADC Generator
The SAR ADC has been widely used for medium-to-low resolution and speed applications.
It uses a successive approximation (SA) algorithm to search for the unknown input voltage
in a binary manner. A typical SAR ADC is comprised of four components: a CDAC, a
comparator, SAR logic, and a clock generator. The SA algorithm can be implemented
synchronously or asynchronously [16]. The synchronous implementation relies on a high-
speed internal clock and takes into account the worst-case bit comparison and clock jitter
to achieve the fastest conversion speed. In contrast, the asynchronous operation generates
an internal ‘DONE’ signal once the comparator has resolved the result. This creates an
oscillation loop that prompts the comparator to initiate the subsequent comparison and then
reset. This loop delay determines the conversion speed of the SAR ADC. In this scenario, only
one clock with a lower speed is needed for sampling, thus conserving the power that would be
consumed by a high-speed clock generator. Furthermore, the asynchronous operation does
not wait for the worst-case comparison, and the soft margin during the conversion phase
accommodates potential metastable events. The proposed SAR ADC generator supports
both clock generators to meet various design needs.

While a conventional SAR ADC employs a single comparator, alternative comparator
architectures [17] and loop-unrolled topologies [125] have been proposed to capitalize on
the reset phase of the comparator. In these structures, the comparator’s ‘DONE’ signal
does not trigger the clock connected to the same comparator. Instead, it triggers the clock
for a different comparator while the previous comparator is either reset (in the alternate
comparator architecture) or kept static (in the loop-unrolled architecture). Unfortunately,
this work does not support multiple comparators topologies due to system considerations in
a two-stage hybrid architecture. This SAR generator supports both top-plate and bottom-
plate sampling schemes to accommodate the requirements of different resolutions and system
requirements. The diagram in Figure 4.12 depicts an asynchronous implementation with a
generalized diagram that accommodates different CDAC choices and sampler choices. The
paths activated in the bottom-plate sampling scheme are shown in red while the top-plate
sampling scheme is shown in blue. Bootstrapped switches are used for critical blocks. Each
critical block is discussed in detail in the following subsections.

4.3.1 Comparator Generator

4.3.1.1 Review of Dynamic Comparator Topologies

The comparator plays a crucial role in ADC design. Its performance in terms of speed,
noise, offset, and power consumption directly impacts the overall ADC performance. It is
uncommon to find comparators used in ADCs implemented as a series of high-gain amplifiers
nowadays. While specific implementations may vary, most comparators used in ADCs typ-
ically incorporate dynamic amplification and positive feedback in a clocked circuit, thereby
consuming zero static power. In such comparators, the preamplification stage supplies cur-
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Figure 4.12: Diagram of a SAR ADC with asynchronous clocking and different sampling
options.

rent to a regeneration stage consisting of cross-coupled inverters, which produce a digital
output with a rail-to-rail swing.

The widely adopted strong-arm latch comparator [129] offers several advantages over
static comparators in ADC design. Figure 4.13 (a) shows the schematic of the strong-arm
latch comparator. The preamplification stage consists of a series-connected differential input
pair and a regeneration latch. A brief description of its operation is as follows. Like other
dynamic circuits, the strong-arm latch comparator in Figure 4.13 (a) first goes through a
reset phase, where all the internal nodes are charged to a well-defined voltage (supply voltage
in Figure 4.13 (a)). When the clock signal triggers, the tail transistor turns on, allowing
current ID to flow through the comparator. The common-mode current, which is half of
the drain current (1

2 ID), discharges the drains of the input transistors from VDD. Once the
voltage drops to VDD−VTH,n, where VTH,n is the threshold of NMOS transistors, the NMOS
transistors in the cross-coupled inverters turn on, initiating the next phase of operation. Any
voltage difference between the differential inputs results in a voltage difference at the drains
of the input pair, which initiates positive feedback. Once the output nodes are discharged
to VDD − |VTH,p|, where VTH,p is the threshold of PMOS transistors, the PMOS transistors
in the cross-coupled inverters turn on, thereby increasing the strength of positive feedback
and amplifying a small input difference to a full-swing digital output.
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Figure 4.13 illustrates some variants of the strong-arm latch comparator, including the
optional bridge transistor across the differential sides when the latch is active. Addition-
ally, a complementary version that utilizes PMOS as input transistors is included in the
generator to accommodate different common-mode voltages. The primary drawbacks of the
strong-arm latch and other single-stage dynamic comparators arise from the stack of three
transistors, which restricts the headroom in low-supply designs. They are also susceptible to
kickback noise due to the direct coupling between the input and output nodes. The pream-
plification phase of the strong-arm latch comparator is defined by the bias current and the
threshold voltages. The bias current depends on the input common-mode voltage, making
the comparator’s performance highly dependent on the input common-mode voltage. The
ID selection is also a design trade-off. A large gm/ID ratio is desired to achieve a larger gain
in the preamplification phase, while a large tail current is preferred during the regeneration
phase.

The double-tail comparators [127, 130, 128, 131, 132, 133, 134] are proposed to address
the issues in single-stage comparators while maintaining their dynamic properties. The
double-tail comparator, proposed in [127] is depicted in Figure 4.13 (c). It consists of sepa-
rate preamplification and regeneration stages connected in a shunt configuration. Similar to
the strong-arm latch comparator, the preamplifier performs integration on the intermediate
nodes. The output of the first stage creates an imbalance in the static latch. Initially, the
input transistors in the second stage have greater strength. As the output of the first stage
ramps down, the cross-coupled pair initiates regeneration and amplifies the small difference
into a full-swing signal. By separating preamplification and regeneration into two stages,
designers have more freedom to optimize the gain of the preamplifier and the speed of re-

Figure 4.13: Schematics of all supported comparator topologies: (a) strongarm, (b) triple-
tail [126], (c) double-tail [127], (d) self-timed double-tail, (e) modified double-tail [128], (f)
self-timed modified double-tail.
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generation separately. The preamplification stage naturally provides one layer of shielding
between the input and output, resulting in less kickback noise. Overall, double-tail com-
parators offer faster regeneration speed and a wider common-mode range because the input
pair does not degenerate the cross-coupled NMOS transistors.

Despite the advantages over single-stage comparators, the second stage of the double-
tail comparator in Figure 4.13 (c) exhibits suboptimal performance. The input transistors
in the second stage have very limited gm throughout the entire operation of the second
stage’s operation[135, 130]. This is because during the propagation phase, which starts
from the second stage’s input transistors’ activation and stops when the regeneration begins,
the input transistors of the second stage experience a small drain voltage (VD), causing
them to operate in the deep triode region. Moreover, the gate voltage quickly drops below
the threshold voltage (VTH,n) shortly after VD increases. A modification proposed in [130]
addresses this issue by replacing the second stage with a strong-arm latch, where both the
clock and signal are connected to the first stage output. The schematic is depicted in Figure
4.13 (d). This change enhances the sensitivity of the second stage by softly releasing the
reset transistors in the second stage. As a result, critical transistors remain in saturation for
a longer time, and the offset and noise of the comparator are defined by the preamplification
stage. From an energy efficiency perspective, it is ideal for the regeneration stage to start
with a more significant input difference, which also benefits noise and offset performance due
to the larger gain provided by the first stage. However, for the amplifier in Figure 4.13 (c),
it is not possible to extend the time at which the second stage initiates. The comparator
proposed in [128] modifies the stacking orders of transistors. As a result, the input transistors
of the second stage do not activate until the common-mode voltage is low enough to turn
on PMOS transistors. Furthermore, positive feedback always starts with a strong inversion,
resulting in a smaller loop constant, especially in critical near-metastable conditions.

A corresponding version that connects the clock signal (CLK) of the second stage to the
first stage output (depicted in Figure 4.13 (f)) has been shown to offer similar advantages as
depicted in Figure 4.13 (d). In the subsequent discussion, we will refer to these single-phase
double-tail comparator topologies as "self-timed." The corresponding self-timed version of
the comparator abbreviates the need for an extra clock and avoids the requirement for precise
timing, which ensures the correct operation of the second stage. Some other modified versions
of two-stage comparators have also been proposed to address more specific issues [131, 132,
133, 134]. However, due to their similarity to the topologies discussed above, they will not be
further discussed here. As an example of more stages, the comparator proposed in [126, 136]
uses three stages to further increase the gain through a separate signal feedforward path.
The topology shown in Figure 4.13 (b) is also implemented as a generator. These triple-tail
comparators allow for even further optimizations across various aspects.

4.3.1.2 Considerations for ADC Generator Design

When designing SAR ADC generators, careful consideration must be given to the choice
of comparators. Different topologies offer various design trade-offs, including speed, noise,
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Figure 4.14: Diagrams of transistor grouping and layout hierarchy in comparator generators.

offset, power, common-mode voltage, and process node. Among these topologies, the strong-
arm latch comparator stands out as the most compact option, working well with well-
controlled common-mode voltage and supply voltage. Intuitively, a dynamic comparator
with a separate preamplification stage followed by a regeneration stage is the most effi-
cient choice with more design freedom and higher speed. Self-timed versions of dynamic
comparators often exhibit better noise and offset performance due to a higher sensitivity
of the second stage. While adding more stages can increase the speed, adding any more
stages or branches than the double-tail comparators worsens the noise performance to some
extent. To accommodate various performance requirements, the implementation of a SAR
ADC generator necessitates selecting different comparator options. It is necessary to include
complementary versions of each block, such as the preamplification stage and regeneration
stage, along with their variants, to cover the entire range of common-mode voltage selec-
tions. Additionally, since some capacitor switching schemes do not provide a constant input
common-mode voltage, additional verifications may be required to ensure performance at
each bit step.

4.3.1.3 Design of Comparator Generators

The discussion above highlights that all stages in different comparators can be categorized
into a dynamic amplification stage and a regeneration stage, with some modifications to
the stacking orders of transistors and gate signals. The strong-arm latch comparator stands
out due to its unique connections between the two stages. To cover different versions of
comparators without creating a separate generator for each one, universal stages are created.
These stages consist of smaller groups of unit transistors acting as a generator. Separate
wrapper classes for different comparators utilize these universal stages and combine them
to create a complete comparator generator. In the layout optimization of a SAR ADC
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generator, it is common to integrate the comparator buffer, and clock generators near the
comparator to minimize parasitic effects. To accomplish this, an integration wrapper class
is employed.

The code example of building a double-tail comparator generator is provided in Ap-
pendix B. The construction of comparator layout generators is explained as follows. Figure
4.14 illustrates the smallest unit generator in the comparator generator library. The upper
left corner of the figure depicts a conceptual diagram of transistor primitives with poly and
lower metal connections. The order of transistors can be configured to encompass all possible
combinations found in various latch and preamplifier designs. Adjacent transistors within
the same branch can connect their source and drain, controlled by the connection_list
input parameter. The orientation of transistors is determined by the transistor_orient
input. Transistor grouping is implemented using the SingleEndTxGroup class, which allows
access to all intermediate nodes. The transistor group in Figure 4.14 illustrates an example
with input parameters displayed on the left side, and the connected metal is depicted with
dashed gray lines. All the ports can be accessed in a higher-level generator. Moving up one
level in hierarchy, comparator stage generators such as SingleEndTxGroup, DynLatchMatch,
HalfLatchMatch, and StrongArmMatch inherit from SingleEndTxGroup and collect groups
of SingleEndTxGroup for differential transistors. Shared transistors, such as the tail tran-
sistors, are placed in a single chunk and center-aligned with the groups. The simplest imple-
mentation of differential transistors allocates one group for the positive and negative sides,
resulting in the most compact layout. For more stringent matching requirements, a common-
centroid layout can be achieved by dividing transistors into more groups and defining their
arrangement. By default, the grouping is one-dimensional, but higher matching accuracy
can be attained by splitting transistors into multiple rows within the transistor groups. The
final step involves collecting all the ports within the groups of transistors and establishing
the necessary connections. Figure 4.14 presents a conceptual diagram illustrating the steps
from a transistor to a connected comparator stage. Notably, no substrate connections are
made within the comparator stage generator. Tap connections can be shared when multi-
ple stages are included in the completed comparator. This step is included in the wrapper
class for each topology. Appendix B provides example code for the double-tail comparator
generator.

Figure 4.15 depicts the integration steps for a complete comparator layout, starting from
the comparator stages. The generator takes parameters for each stage and other config-
uration options, such as complementary input. The schematic template for each stage is
implemented with NMOS input, and the schematic generator handles the complementary
implementation based on the input of the first stage. The flow chart in Figure 4.15 (a)
outlines the steps involved in completing the comparator layout. In the case of multi-stage
comparators, substrate connections are shared among stages. The completed comparator
layout, as depicted in Figure 4.15, illustrates the floorplan of the layout. To ensure that each
stage has the same width, dummy structures are used to fill the gaps. Depending on the
overall width requirement of the SAR ADC, empty spaces can be added to the sides. These
steps are implemented in the comparator wrapper class, allowing the comparator to function
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Figure 4.15: Illustrations of the integration steps of the comparator generator: (a) flow chart
of the integration steps, (b) floorplan of the complete comparator generator, (c) floorplan of
one comparator stage, (d) integration of the comparator, buffers, and the clock generator,
and (e) power strapping.

as a standalone block. In the context of a SAR ADC, when utilizing the comparator gener-
ator, a separate SARComp class is implemented to encapsulate the comparator, as well as the
necessary comparator buffers. In the case of an asynchronous SAR ADC, placing the clock
generator near the comparator reduces parasitics and allows for higher clock speeds. The
SARComp class instantiates an MOSBase class that starts from the clock generator and then
proceeds to the buffers. The comparator is then placed at the top. All connections between
blocks are also made at this level. A general IntegrationWrapper class completes the last
step, exporting all supply tracks and bringing them to the specified top metal layer. With
generators available for various comparator topologies, the SAR ADC generator can choose
different topologies for different scenarios. Additionally, a scripted testbench can quickly
evaluate the generated instance and assist designers in selecting the appropriate comparator
topology. Simulation results from built-in testbenches within the generator exemplify the
process of selecting the comparator in ADC design using generators. While the designer is
responsible for making specific topologies and sizing decisions instead of relying on an auto-
matic design script, the generator approach facilitates the design procedure and enables the
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Figure 4.16: Comparison of speeds for different comparators at various common-mode volt-
ages.

exploration and assessment of various design choices. For example, Figure 4.16 displays the
speed of different comparator topologies with different input amplitudes and common-mode
voltages. The strong-arm latch comparator exhibits significant delay variation at different
common-mode voltages, with a nearly twofold increase in delay at Vcm = 375 mV compared
to Vcm = 525 mV. The other topologies perform similarly under the evaluated conditions,
although the modified version of the double-tail comparator is slightly slower due to a longer
amplification time.

Figure 4.17 demonstrates the trade-off between noise and speed. Among the double-tail
comparators, self-timed versions offer better noise performance at the expense of slightly
lower speed at low common-mode voltages. The additional stage in the triple-tail compara-
tor degrades noise performance, although it offers the fastest design for all common-mode
voltages. Monte Carlo simulations of the input-referred offset voltage at different supply
voltages are shown in Figure 4.18. The comparators exhibit a similar trade-off between
offset and noise performance.

In conclusion, the built-in testbenches and generators for different topologies enable in-
formed design choices for SAR ADCs. While specific topologies and sizing decisions require
input from the designer, the generator-based approach simplifies the design process and
facilitates the exploration and evaluation of various design choices.

4.3.2 Capacitor DAC Design

The CDAC performs two functions in the SAR ADC: it is used as the sampling capacitor
and it executes binary search algorithms. In each conversion step, a fraction of the reference
voltage is subtracted from the top plate of the CDAC, which decreases the voltage difference



CHAPTER 4. BUILDING BLOCKS OF THE PROPOSED ADC GENERATOR 68

Figure 4.17: Trade-off between speed and noise for different comparators.

between the CDACs in a differential implementation. The capacitance of the CDAC in SAR
ADCs directly affects ADCs’ power consumption and resolution. Although power consump-
tion in each conversion is highly dependent on the input voltage and the switching method,
the power consumed by the CDAC is generally proportional to CDACV2

REF, where CDAC
is the total capacitance of the DAC and VREF is the maximum difference between positive
and negative reference voltages. Considering thermal noise, the resolution requirement of
the ADC sets a lower limit for CDAC capacitances. The thermal noise associated with the
sampled signal is kBT/CDAC, where kB denotes Boltzmann’s constant and T represents ab-
solute temperature. Increasing the SNR by an additional 6 dB (equivalent to a 1-bit increase
in resolution) requires quadrupling the DAC’s capacitance. Numerous CDAC implementa-
tions exist, including a wide variety of sampling methods, switching schemes, bit weights,
and reference voltage counts. Each variant entails its own unique set of design trade-offs,
which substantially influence the overall performance of the ADC. Therefore, designing a
CDAC within the scope of a SAR ADC requires a wide range of options to achieve all the
performance targets and usage cases that the ADC aims to support. In this context, this
subsection discusses the sampling method, the DAC switching scheme, and the concept of
redundancy in the ADC design.

4.3.2.1 Redundancy in SAR ADCs

Redundancy techniques have been widely used in pipelined ADC designs [137], as they as-
sist in mitigating errors in pipeline stages, such as non-linearity, flash ADC errors, and
comparator offsets. In pipelined ADC design, which incorporates redundancy, the aggre-
gated resolution of the individual stages exceeds the target ADC resolution. This allows for
the tolerance of minor errors in the sub-ADC stages. In SAR ADC design, the increasing
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Figure 4.18: Offset voltages of six comparator topologies using different supply voltages.
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Algorithm 1 Successive Approximation Algorithm
Require: Vin ∈ [Vref,N, Vref,P]
1: Vmax = (Vref,P −Vref,N)/2
2: Vref[0] = Vmax/2
3: for k = 0→ N − 1 do
4: if Vin > Vref[k] then
5: Vref[k + 1] = Vref[k] + Vmax/2k

6: Dout[k] = 1
7: else
8: Vref[k + 1] = Vref[k]−Vmax/2k

9: Dout[k] = 0

requirement for higher conversion speed reduces the available settling time for the CDAC,
thus necessitating redundancy in CDACs in the proposed generator. To analyze the redun-
dancy techniques and incorporate them into the proposed generator, the algorithm shown
in Algorithm 1 demonstrates the process of binary search. The final result is calculated as
follows:

V̂ = ΣN−1
i=0 w[i]Dout[i], (4.7)

where N is the number of bits, Dout[i] is the i-th bit at the output and w[i] denotes the
weight of the i-th bit in the CDAC. Errors can happen at the line 4,5, and 8 of the Algorithm
1

Figure 4.19: (a) Search algorithm of a 3-bit DAC with three steps (b) Search algorithm of a
3-bit DAC with four steps (c) Transfer curve for a 4-bit DAC.
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Conceptually, redundancy in SAR ADCs can follow a methodology similar to pipelined
ADCs. For instance, a 1.5-bit/step SAR ADC illustrated in [138] incorporates additional
levels in the bit comparison. Nonetheless, it is more common for each bit conversion step to
use a 1-bit comparator [139, 140, 141], with redundancy embedded either in DAC weights
or conversion steps. The most apparent error that redundancy can alleviate in the SA
algorithm 1 is the inequality evaluation in line 4. Including redundancy in the DAC makes
it possible to correct the error when the comparator makes a mistake. Moreover, potential
inaccuracies due to incomplete settling in the equations in lines 5 and 8 can be addressed
by incorporating redundancy. Exploiting the incomplete settling with the help of DAC
redundancy can enhance the ADC’s speed. Various methods of redundancy implementation
have been reported.

The first category of redundant CDACs adopts non-binary weights with a radix less than
2. The final result of the conversion can be generalized to

V̂ = α · ΣN−1
i=0 w[i]Dout[i], (4.8)

where α scales the result to the full-scale range, considering that a redundant CDAC usually
has an over range. The fundamental mathematical explanation is provided in [142]. In
general, a non-binary CDAC necessitates M steps for an N-bit resolution, and each step
reduces the full range by a factor of less than 2. Assuming the SAR ADC is properly designed,
only 2 out of N comparisons during the SAR operation are likely to be critical [143], including
one being the last step. Any decision error that occurs at the step with redundancy still has
a chance to be compensated in the subsequent step. However, restricting the radix to less
than 2 poses difficulties in implementing a fractional DAC. In practice, measuring the radix
is also challenging. The generalized non-binary algorithm only requires sufficient coverage
to tolerate errors during quantization. Thus, with M (M > N) integer-weighted CDAC, the
benefits of redundancy remain. CDAC designs in [24, 143] incorporating additional steps
to compensate for potential errors in comparator decision and incomplete settling while
maintaining the simplicity of binary encoding. The "redundancy in the k-th step" can be
defined as:

q[k] = −w[k + 1] + ΣM
i=k+2w[i] + 1. (4.9)

Figure 4.19 (a) and (b) illustrate the search algorithm used in a 3-bit DAC. The blue
line denotes the input signal, while the red line represents a potential erroneous decision
path. The correct decision path in Figure 4.19 (a) is shown in black. An error occurs in
step 2 that cannot be corrected in the final step, resulting in an error exceeding 1

2 LSB.
In contrast, Figure 4.19 (b) depicts the decision path with a radix of 23/4 = 1.68. The
subsequent steps correct the error that originated from step 3, thereby ensuring that the
final result aligns with the correct path. Figure 4.19 (c) shows how redundancy assists in
digital error correction. The transfer curve in the radix less than 2 scenario deviates from
the ideal transfer function, featuring larger vertical segments indicating the missing output
code. Unlike missing input decision levels (in the radix greater than 2 cases) that necessitate
analog component calibration, missing codes can be corrected in the digital domain. It is
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Figure 4.20: Illustrations of the successive approximation searching and digital outputs of
various methods.

sufficient that the transfer function can be digitally corrected without any missing codes
[144] when

Ci < C0 + Σi−1
k=0Ck = C0 + Σi−1

0 αkC0. (4.10)

Figure 4.20 illustrates how incomplete settling is addressed in redundant CDAC designs.
The horizontal gray line symbolizes the input signal level, while the vertical line boxes
represent the remaining full range at the current bit.

The leftmost plot depicts a correct decision path, with the second decision requiring suf-
ficient time for settling to obtain an accurate comparison result. To settle the first transition
within half an LSB, a settling of 1− 0.5/8 = 93.75% or 2.77τ is required. The second plot
depicts an erroneous decision path stemming from incomplete settling, resulting in an out-
come that deviates by 1 LSB. The third plot employs a generalized non-binary DAC with [8,
3, 2, 1, 1] weights. An error resulting from incomplete settling after the first decision can be
corrected by all subsequent steps. The settling requirement reduces to 1− 2.5/8 = 68.75%,
equivalent to 1.16τ, thereby reducing the settling time requirement by over 2× through re-
dundancy. The last plot utilizes a binary DAC with level-shift compensation (an additional
step) as proposed in [24]. The same error occurs, but the second-to-last step uses a shifting
technique to correct the error.

In summary, integrating redundancy in the CDAC of SAR ADC can significantly reduce
the need for settling speed. Rather than resorting to precise analog techniques or digital
calibration to correct errors, redundancy techniques render these errors acceptable. Fortu-
nately, even though there are various methods of implementing redundancy, and some of
these techniques may use intriguing ways to absorb error, the circuit implementation is rela-
tively straightforward, albeit with the cost of additional steps required for convergence. The
ADC generator discussed in this work provides adequate redundancy options by adjusting
the weights of capacitors and the number of steps.

4.3.2.2 CDAC Switching Schemes

In addition to speed and precision, the power consumption of the CDAC is also a critical
specification. Although the lower limit of CDAC value is often constrained by mismatch and
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Figure 4.21: (a) The conventional and (b) the monotonic capacitor switching schemes.

thermal noise requirements, different switching methodologies determine the proportionality
constant of the energy consumed by the CDAC. In this section, several different capacitor-
switching methods are discussed, comparing their energy efficiency using a Python simulation
model of the CDAC.

First, Figure 4.22 (a) shows the conventional CDAC switching scheme. For simplicity,
only the single-ended CDAC is described, and the top-plate and bottom-plate sampling
schemes are used interchangeably. Despite most of the subsequent energy-efficient switching
methods being demonstrated in the top-plate sampling scheme, corresponding bottom-plate
versions can be designed with adaptations to the CDAC switches and the SAR logic.

After sampling, all the capacitor units are connected to the negative reference (VN) while
the MSB of the CDAC is switched to the positive reference voltage (VP). The comparator
then performs a comparison. If the output of the comparator is 0, the MSB switches to the
negative reference VN; otherwise, it remains at the positive reference. This trial-and-error
process repeats until all bits are resolved. However, the conventional CDAC exhibits ineffi-
ciency while executing this algorithm. Further, the energy consumed in ‘UP’ and ‘DOWN’
conversions presents significant asymmetry. As discussed in [145], the ‘DOWN’ conver-
sion consumes five times more energy than the ‘UP’ conversion. The monotonic switching
scheme was proposed to resolve the asymmetrical issue and improve energy efficiency [146].
The single-ended diagram is shown in Figure 4.21 (b). Unlike the conventional switching
scheme, monotonic switching uses top-plate sampling with all the capacitor units connected
to VP.
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Figure 4.22: (a) The merged capacitor switching and (b) the split capacitor switching
schemes.

After sampling, the CDAC with a higher voltage in the differential topology switches
to the other reference from the MSB, depending on the output of the comparator. Since
the voltages on the CDAC only reduce during the conversion, the common-mode voltage
gradually steps down. This one-directional settling is favored when the speeds of the NMOS
and PMOS transistors are different in a process. Also, the diminishing common-mode volt-
age requires the comparator to handle a wider range of the input common-mode voltages.
Moreover, A constant common-mode voltage is critical in the design of a pipelined SAR or
other pipelined ADC topologies. Therefore, constant common-mode capacitor schemes are
required in such cases.

Figure 4.22 shows two alternative designs that have higher energy efficiency than the
conventional design while maintaining a constant common-mode voltage. The split capacitor
switching scheme is proposed in [147]. The single-ended diagram is shown in Figure 4.22 (a).
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Figure 4.23: Comparison of the switching energy in different schemes in a 10-bit SAR ADC.

The entire CDAC is split into two halves. During sampling, half of the capacitors switch to
VP while the remaining capacitors switch to VN. The top-plate voltage is incremented by
connecting the negative half capacitor to VP and down-shifted by connecting the positive half
capacitor to VN. Despite employing two reference voltages similar to the aforementioned
schemes, this capacitor switching scheme maintains a constant common mode at the cost of
doubling the number of capacitors.

Another capacitor switching scheme called merged capacitor switching, or Vcm-based
switching, is proposed in [148], where an additional common-mode reference voltage (Vcm)
is used (Figure 4.22 (b)). This switching scheme can be seen as merging the two parts of
the capacitor in the split capacitor scheme. Combining two capacitors that are connected to
VN and VP separately is equivalent to a capacitor connected to Vcm. The voltage shifting is
simply done by switching the bottom plate from Vcm to either VP or VN. Note that accurate
Vcm is not necessary for the search algorithm. However, if Vcm does not equal (VN + VP)/2
perfectly, the common mode voltage also varies.

To assess the energy efficiency of each capacitor switching scheme, a Python model is
used. The model takes the expected DAC output code and CDAC weights and calculates
the charge stored at each capacitor in every conversion step. Therefore, the energy is calcu-
lated. The result is shown in Figure 4.23, where the average energy of a uniformly spread
input signal is compared. The figure shows that the energy consumed by the low analog
input is significantly higher than the high input code in the conventional capacitor switching
scheme. All three other schemes have symmetrical switching energy. In summary, com-
pared to the conventional switching technique (E ≈ 1363 · CDACV2

REF), the split-capacitor
scheme achieves a 37.5% (E ≈ 850 · CDACV2

REF), the monotonic scheme achieves 81.25%
(E ≈ 255.5 · CDACV2

REF), and the Vcm-based scheme have 87.5% (E ≈ 850 · CDACV2
REF).

Some other switching schemes have been proposed in the literature. [149, 150, 151, 152, 153]
can achieve higher efficiency. Due to the complexity of the circuit in these implementations,
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Figure 4.24: Diagrams of the CDAC schematic generator.

the generator does not incorporate these techniques. Also, no fractional reference voltage
other than Vcm is used in the capacitor switching schemes. Using fractional reference voltages
in the last few bits can create an equivalent LSB capacitor unit without further reducing
the size of LSB CDAC. This approach can improve the matching of the CDAC. However,
generating an accurate fractional reference voltage increases circuit complexity and reduces
flexibility in generator implementation.

4.3.2.3 Design of CDAC Generators

Figure 4.24 shows the schematic generator of the Vcm-based and split capacitor switching
schemes, as well as the corresponding logic signals. The CDACs shown in the figure are
designed using the bottom-plate sampling scheme to improve sampling linearity. Figure 4.25
shows the structure of finger-typed MOM capacitors that are typically used in today’s SAR
ADC designs [154, 155]. The generator supports a variable number of coupling layers. The
capacitance is primarily defined by the lateral field and, therefore, depends on lithography
rather than the thickness of the oxide film in metal-insulator-metal (MIM) capacitors. The
generator supports different metal widths and lengths. The lower metal layers are favored
because of high capacitor density with the trade-off of increased capacitor coupling to the
substrate.

The unit capacitor generator takes a horizontal metal layer to construct a finger-shaped
coupling structure. The parameters, such as the length of the coupling metal, the width
of the terminal, and the number of fingers, are adjustable. The size of the unit capacitor
for medium-to-low resolution SAR ADCs is reduced to less than 1 fF in high-speed designs,
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Figure 4.25: Diagrams of the CDAC layout generator.

with unit matching being the main limiting factor. Therefore, when a smaller unit capacitor
is needed, a short coupling length with a single finger can be used. Figure 4.26 shows
an example of a small LSB capacitor. When a higher capacitance density is required for
thermal noise-limited design, additional coupling is achieved by incorporating vertical metal
layers and vias. The capacitor can be accessed by a CDAC driver from the left side, while
the right side is used for the top-plate connection to the comparator. The left diagram
in Figure 4.25 shows how the unit capacitors are integrated with switches for the Vcm-
based and split capacitor switching schemes, respectively. Besides the parameter for the
capacitor unit, more details about the parameters of the CDAC generator are shown in
Figure 4.26. The capacitor is symmetrically arranged to counteract the first-order gradient.
The grouping of bit capacitors has fewer parasitics to ground, as shown in [122]. Even
though the theory behind DAC redundancy is less straightforward, the implementation of
redundancy in CDACs is simple. In the proposed generator, the generalized non-binary
weights or compensative level-shifting steps can be implemented simply by specifying the
DAC weights list. A dummy capacitor is also included in the array to improve matching and
symmetry.

4.3.3 SAR Logic Generators

The implementation of SAR ADCs across various processes primarily utilizes the asyn-
chronous architecture due to its aforementioned advantages. However, synchronous oper-
ation is implemented in certain processes when the matching of DAC settling speed and
logic delay results in a suboptimal design. In either scenario, it is critical to assess the loop
delay, which starts at the output of the comparator, traverses through logic gates and the
CDAC, and then returns to the input of the comparator. The loop delay can be analyzed
from an optimization perspective, as shown in Figure 4.27. In each bit comparison, the time
durations for the signal takes to go through a comparator, a SAR logic cell, and settle the
CDAC can be denoted as TCOMP, TLOGIC, and TDAC, respectively. TLOGIC includes any
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Figure 4.26: Illustration of CDAC array generation and the input parameters.

possible delay of CDAC drivers, TBUF. And TCOMP includes the delay from the comparator
clock triggers to the input of each logic cell.

The logic cell and buffers are sized depending on the size of the capacitor they drive. The
initial sizing and number of stages are determined based on the calculation of logic effort. The
delay in the SAR logic is minimized when it has an optimal path effort. However, since the
generator only supports a single comparator SAR ADC, the TLOGIC increases linearly with a
larger logic cell. When combining TCOMP, TDAC, and TLOGIC, there will be a minimum delay
point at which the overall loop speed can be optimized. This result can be interpreted as an
alternative strategy for architecture selection. The main benefit of asynchronous operations
is the elimination of wasted time spent waiting for the critical bit that does not require a
long TLOGIC. However, it is possible to carefully match delays for each loop so that each
conversion takes approximately the same amount of time. The advantage of this approach
is the reduction in the number of gates within the loop. This reduction eliminates the need
for additional logic used for asynchronous clock trigger generation, which can introduce a
delay of tens of picoseconds, even in advanced processes. Figure 4.27 shows the simplified
diagram of the complete SAR generator, which illustrates the various configuration options
available. The SAR logic cell must account for all comparator and CDAC design variations.
The generator configurations are explored to maximize speed.

Considerations on CDAC switching schemes: While the sizing of the capacitor is
primarily determined by thermal noise and matching requirements, the switching schemes
are contingent on higher-level specifications and system design. The primary trade-off exists
in the number of reference voltages, common-mode voltage requirements, and the switching



CHAPTER 4. BUILDING BLOCKS OF THE PROPOSED ADC GENERATOR 79

Figure 4.27: Design trade-offs of the overall SAR ADC generator.

Figure 4.28: Diagram of the asynchronous clock generator and example timing waveforms.

energy. If a constant common-mode voltage is required, the split capacitor or Vcm-based
scheme is selected, even though it requires an additional reference. If the ADC is sensitive
to power consumption, a more aggressive switching scheme can reduce the energy of the
Vcm-based scheme. The logic cells must support the generation of varying numbers of logic
signals and different bit numbers. As shown in Figure 4.27, the Dm set of logic cells is optional
and is only used in Vcm-based switching.

Considerations on the choice of a comparator: The selection of the comparator is
primarily driven by the performance requirements of the ADC. Different comparator stages
have corresponding reset values, which necessitate the logic cells to be sensitive to either low
or high voltage levels. Removing any additional buffer for bit flipping is beneficial in order
to achieve a minimal delay of the SAR logic. Therefore, two sets of complementary logic
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Figure 4.29: Schematics of logic cells and example timing waveforms.

cells are available to cover both cases. Also, incorporating common-mode insensitive topolo-
gies is necessary to accommodate varying common-mode voltage, such as in the monotonic
switching scheme.

Asynchronous clock generator: The asynchronous clock generator, shown in Figure
4.28, oscillates to generate the clock signal for the comparator. A dynamic NAND/NOR
gate is used to generate a ‘DONE’ signal and reset the comparator through the shortest
path. The type of gate depends on the reset polarity of the comparator. An additional
MUX selects between the original signal and the delayed version, which extends the clock
period of the comparator, allowing for extra time for the settling of critical bits. Figure 4.28
shows that an additional delay, td, is introduced when the MUX is enabled.

The schematic of the logic cell generator is shown in Figure 4.29, along with an example
timing diagram. The floorplan of the SAR logic generator is presented in Figure 4.30. Apart
from the logic cells, clock buffers and data retimers are arranged on the bottom rows. Once
the first bit is triggered, the bit window propagates through all the logic cells sequentially.
As mentioned earlier, the logic cells need to be scaled for different capacitor weights. A list
of scaling factors is passed to the generator, and the logic cell generator handles the factors.
The variable number of cells is arranged from bottom to top. There are logic cells, state flops,
local retimers, and buffers inside the logic cell. The SAR logic generator uses digital gates
constructed in BAG, and an integration wrapper is used around the SAR logic to bring
up the supply tracks to the specified top routing metal layer. The overall SAR floorplan
necessitates width matching between the SAR logic and other components. Specified tracks
can be used to fill the space and distribute power. Although the SAR logic provides high
programmability, it does so at the expense of layout efficiency. The logic cell is wrapped
in a rectangular block. The space is filled with either a tap cell or a dummy structure.
Additionally, some gaps are left for logic cell alignment and are filled with tap cells at the
top level of the SAR logic. The digital bits that come out from the SAR logic are retimed
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Figure 4.30: Floorplan and generation steps of the SAR logic block.

Figure 4.31: Generated SAR ADCs using different processes.

by the main clock and sent to the digital block for data capture or further processing.

4.3.4 Overall SAR ADC Generator and Floorplan

The top-level SAR ADC generator vertically assembles all the building blocks discussed
above. The SAR logic block is placed at the bottom, with the comparator on top. Routings
from the comparator to the logic cells are optimized to minimize parasitic effects. The
capacitor DAC is positioned at the top of the comparator. Both the comparator and logic
blocks are matched. Initially, all templates are created for each block, and the maximum
width is used to calculate the dummy structure in narrower blocks. Integrated scripted
testbenches are also included for fast verifications in the evaluation of the SAR ADC. These
measurement scripts take the generated netlist or post-extraction netlist and connect it to
stimuli specified in the given parameters. Both the static and dynamic properties of the ADC
are evaluated. The script takes the simulation data and performs post-processing. Several
generated instances using different processes are shown in Figure 4.31, which demonstrates
the reusability of the generator-based design methodology.
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4.4 Design of the VCO-based ADC Generator
The VCO-based ADC provides time-domain analog-to-digital conversion with first-order
noise shaping, as discussed earlier. The open-loop VCO-based ADC provides higher speed
compared to the closed-loop ∆Σ implementations. By using intermediate nodes in the ring
oscillator, the resolution of the open-loop VCO-based ADC is enhanced to the gate-delay
level. With interpolation techniques and cross-coupling, the resolution can be further ex-
tended to the sub-gate-delay level. This generator implements an open-loop VCO-based
ADC, which can be used as a standalone generator or as a fine quantizer that follows the
coarse quantization to form subranging ADCs with a hybrid architecture. Figure 4.32 shows
a conceptual waveform of the open-loop VCO-based ADC. The ADC samples the input
signal periodically. During the sampling phase, the control voltage (VCTRL in Figure 4.32)
is connected to a constant voltage. The benefits of connecting the VCO core to a defined
voltage will be analyzed later in this section. Generally speaking, it helps the VCO to start
with a well-defined state that avoids dynamic effects during the transition between sampled
voltages. Also, any kickback from the sampling flip-flops that occurs during the reset phase
and the influence on the RO is minimized.

4.4.1 Design Considerations for the VCO-based ADC Generators

The diagram of the VCO-based ADC is shown in Figure 4.33 [53]. As mentioned in Chapter
2, the resolution of the ADC is defined as follows:

ENOB = log2(
fVCO,max

fs
− fVCO,min

fs
), (4.11)

where fVCO denotes the oscillation frequency of the VCO. Depending on the range of os-
cillation frequencies, various methods of quantization, sampling, and differentiation can be
employed. When fVCO,max is less than the ADC’s sampling frequency ( fs), at most one

Figure 4.32: The conceptual timing diagram of a VCO-based ADC.
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edge can appear at the input of the counter. The counter can then be simplified to two
flip-flops and an XOR gate at the output of each oscillator phase. In the other cases where
fVCO,max ≥ fs, a multi-bit quantizer is required to handle multiple edges that appear at the
VCO’s output.

Moreover, the maximum speed of the oscillator affects the choice of counter implementa-
tions. Although a synchronous counter can simplify the sampling process, the delay in carry
propagation limits its maximum speed. To this end, the asynchronous counter can catch
up with an oscillation frequency greater than 10 GHz. However, the metastability concern
in the sampling process of such counters complicates the overall design. In the design with
a single-bit quantizer, sampling metastability will introduce a maximum error equal to one
LSB of the ADC. The multi-bit quantizer, however, can have significant errors due to the
sampling error. A double sampling technique is proposed to properly sample the output
[48]. The design of the proposed generator does not include a counter reset. The comparison
between the counter with and without reset is also shown in Figure 4.32. Whether resetting
the counter does not bring any difference to the circuit performance. If the counter is reset,
the counter output is the MSB of the ADC, while subtraction is required if the counter
is not reset. Also, resetting and restarting the high-speed counter brings practical design
challenges. Another design trade-off is the number of oscillator stages and the resolution of
the counter. Although modifying the oscillator stages changes its frequency range, the pre-
vious analysis shows that it does not directly impact the achievable resolution in the design.
Therefore, the design consideration mainly comes from other aspects, such as the stability
of oscillation and the maximum speed of the counter. With differential implementation, an
even number of stages can be used as long as it starts up correctly. Moreover, minimizing
the number of stages reduces the power of the oscillator. The counter needs to be able to
operate at the maximum oscillation frequency without consuming excessive power. In this
subsection, various considerations are first examined to understand the design trade-offs in
VCO-based ADC design. Implementations of critical generators in a VCO-based ADC are
then discussed in following subsections.

Phase noise: Since the VCO-based ADC is primarily used as a second stage for fine
quantization in this work, it is essential to understand its noise limitations. As analyzed in
[156], the spectral density of the phase noise difference between adjacent samples is defined
as

∆Φ = Φ[n + 1]−Φ[n], (4.12)

where Φ is the sampled phase. The influence of the oscillator’s phase noise can be analyzed
by integrating the noise over the quantization window Ts:

S∆Φ = |WTs( f )|2 × SΦ( f ), (4.13)

where SΦ( f ) represents the power spectrum density of the phase noise, and WTs( f ) denotes
the Fourier transform of a rectangular window with a width of TS. The spectrum density
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Figure 4.33: The circuit architecture of the VCO-based ADC generator.

S∆Φ is then given by
S∆Φ = 4SΦ( f ) sin2(π f / fs), (4.14)

where fs = 1/Ts, which represents the sampling frequency of the ADC. Therefore, the mean-
square value at the end of the integration window can be found using the Wiener-Khinchine
theorem:

σ2
Φ =

∫ ∞

0
4SΦ( f ) sin2(π f / fs)d f . (4.15)

The single sideband phase noise caused by white noise is inversely proportional to the square
of the frequency. The integration above with such phase noise shows that σ2

Φ ∝ 1/ fs. For
the flicker noise-induced phase noise, the above integration does not converge due to the
infinite phase noise as the frequency is close to the center frequency. As shown in [157] that
with proper approximation, the above integration demonstrates that σ2

Φ ∝ 1/ f 2
s in this case.

In the context of ADC design, the phase noise can be referred to as the input to the VCO
as

σ2
v = σ2

φ(
fs

2πKVCO
)2. (4.16)

Therefore, σ2
v is proportional to fs when the phase noise is thermal noise dominant, while fs

is not a relevant variable in the input-referred noise voltage when the flicker noise dominates.

Quantization noise and mismatch: The quantization noise of the VCO-based ADC
can be calculated by modeling each delay cell in the ring oscillator as the LSB of the ADC.
And the quantization errors can also be defined similarly. Assuming the power distribution
function (PDF) of the quantization error e(t) is uniformly distributed between ±∆/2, where
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∆ = 1LSB, the quantization error causes an equivalent noise

e2 =
∫ ∆/2

−∆/2

e2

∆
de =

∆2

12
. (4.17)

As mentioned earlier, the quantization noise in an open-loop VCO-based ADC can be ex-
pressed as:

e = e[n + 1]− e[n], (4.18)

where e is the quantization error and e[n], e[n + 1] are errors for samples n and n+1. The
noise transfer function 2.12 shows that the quantization error is effectively doubled and
first-order shaped. Using the VCO-based ADC as a high-speed ADC in a time-interleaved
architecture does not benefit from noise shaping. This is because the in-band signal can be
located near the Nyquist frequency of the sub-ADC, which is susceptible to most quantization
noise. While resetting the phase brings another 3 dB SNR increase due to reduced total
quantization noise, shutting down and reactivating these circuits poses practical challenges
in implementations. Therefore, both the RO and the counter are continuously running in
the proposed generator.

The mismatches in the ring oscillator, caused by routing parasitics and device mismatches,
can introduce spurious tones in the output spectrum, as analyzed in [55]. The effects of mis-
match can also be analyzed statically. Assume each delay cell has differential nonlinearity
(DNL) δti in the time domain, and the output phases are calibrated to be located at the mid-
points of each decision level. The quantization noise with mismatches can then be calculated
as:

e2 =
1
N

ΣN
i=1

∫ ∆/2+∆ti/2

−∆/2−∆ti/2

e2

∆
de =

1
N

ΣN
i=1

(∆ + ∆ti)
3

12∆
=

1
N

ΣN
i=1

∆2(1 + δti/∆)3

12
. (4.19)

From another perspective, the assumption above holds because of the intrinsic dynamic
element matching (DEM) of the ring oscillator. For the quantization of RO’s phases, the
same output can be obtained by traveling through different delay cells. Consequently, the
INL of the RO starts from zero and then falls back to zero after one period of the oscillator.
The randomized starting and ending points can be modeled as an additional noise source,
σ2

DEM [35].

Sampling method: In contrast to conventional ADCs where the sampled voltage is di-
rectly quantized, VCO-based ADCs integrate the output of the S/H block using the VCO.
Assume the input to the VCO is xVCO(t) and it can be decomposed as:

xVCO = x[n] + e[n], (4.20)
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where x[n] represents the ideal or final value it settles to, and e(t) denotes the error between
the transient and final values. Assume the VCO has a gain KVCO:

∆Φ[n] =
∫ (n+1)Ts

nTs
KVCOxVCO(t)dt (4.21a)

=
∫ (n+1)Ts

nTs
KVCO[x[n] + e[n]]dt (4.21b)

= Φ[n] +
∫ (n+1)Ts

nTs
KVCOe[n]dt (4.21c)

The linear relationship reveals that the error does not degrade the performance of the ADC
as long as the output is a linear function of the input [102]. The errors caused by return-
to-zero (RZ) and non-return-to-zero (NRZ) sampling methods are compared here, assuming
that α · Ts is allocated for quantization in the RZ sampling scheme. In the NRZ sampling
scheme, the input of the VCO switches between sampled voltages, and the phase change can
be expressed as:

∆ΦNRZ[n] =
∫ (n+1)Ts

nTs
KVCOx[n](1− e−

t−nTs
τ )dt +

∫ (n+1)Ts

nTs
KVCOx[n− 1]e

t−nTs
τ (1− e

−Ts
τ )dt

(4.22a)

= KVCOx[n](Ts − τ(1− e−
Ts
τ )) + KVCOx[n− 1]τ(1− e−

Ts
τ ) (4.22b)

In the RZ sampling scheme, the input of the VCO connects to the sampled voltage for α · Ts
and uses the rest of the time for reset:

∆ΦRZ[n] =
∫ (n+α)Ts

nTs
KVCOx[n](1− e−

t−nTs
τ )dt +

∫ (n+1)Ts

(n+α)Ts
KVCOx[n](1− e

αTs
τ )e−

t−(n+α)Ts
τ dt

(4.23a)

= KVCOx[n][Ts − τ(1− e−
αTs

τ ) + τ(1− e
(1−α)Ts

τ )2] (4.23b)

It can be seen that the output only depends on x[n]. Furthermore, circuit nonlinearity issues
can be easier to address.

Metastability: A large number of flip-flops are used to sample outputs from both the VCO
core and the counter. Due to the asynchronous nature of the sampling process, especially
for outputs that are not stable at the sampling instant, errors may occur in the sampling
flip-flops due to metastability. The metastability problem has different effects when sampling
the VCO phases and sampling the counter outputs. For the VCO phase sampling, the result
caused by metastability is similar to that of the flash ADC in the voltage domain [158]. With
proper circuit design techniques and a meticulous decoding scheme, the error can be reduced
to 1 LSB. For the counter’s outputs, sampling a binary counter can result in significant
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errors in the sampled values. Although the Gray counter can help reduce such errors, the
additional gates limit the maximum achievable speed. Therefore, a well-designed sampling
flip-flop is required to minimize the probability of metastability. The metastability error
in the VCO-based ADC can be derived from the sampling flip-flop’s metastability. The
metastability of the flip-flop can be expressed as:

tms = tms,0 · e
− tres

τFF , (4.24)

where tms,0 is the asymptotic width of the metastability window when there is no resolution
time, and τFF denotes the time constant of the feedback loop inside the sampling flip-flop
[159]. The tres is the time allocated for resolving the input, which is typically a fraction of
the sampling clock cycle. For the outputs of the VCO, the probability of transitioning within
the metastability window is

P(MS|x(t)) = 2
TVCO

tms = 2tms fVCO, (4.25)

where fVCO = KVCOx(t) + f f r and f f r is the free running frequency of the VCO. Consider
a uniformly distributed input voltage:

P(MS) =
∫ VFS

2

−VFS
2

P(MS|x(t))P(x(t))dx (4.26a)

=
∫ VFS

2

−VFS
2

2tms,0 · e
− tres

τFF (KVCOx(t) + f f r)dx (4.26b)

= 2tms,0 · e
− tres

τFF f f r (4.26c)

Considering the allocated time (∼ 1ns) for sampling and the small time constant (∼ 10ps),
the metastability is reduced to a negligible level. Moreover, metastability in the VCO’s
phase samples mixed with the effect of the sampling flip-flop’s offset often manifests itself
as bubbles of the cyclic thermometer code. Such errors can be further alleviated by proper
decoder designs. In contrast, the error from the counter can be calculated as

σMS,counter = ΣB
i=0P(MS)c,i × e2

i =
1
2i P(MS)× (2δ)i+1, (4.27)

where B is the number of bits in the counter, P(MS)c,i is the probability of metastability in
the i-th bit, and ei is the error caused at the i-th bit of the counter.

Integration time error: The sampling clock for the outputs of the VCO-based ADC also
sets a time reference for the integration. Therefore, the effect of sampling clock jitter can
translate to an error in the amount of time used for integration. The effect of the integration
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time error can be analyzed as follows, the phase error, Φe,int, caused by the integration time
is:

Φe,int =
∫ (n+1)Ts+τaj[n+1]

nTs+τaj[n]
2π(KVCOx(t) + f f r)dt (4.28a)

≈ 2π(KVCOx(t) + f f r)(τaj[n + 1]− τaj[n]) (4.28b)

= 2π(KVCOx(t) + f f r)τpj[n] (4.28c)

where τaj represents the absolute jitter and τpj is the period jitter. By calculating the auto-
correlation on both sides and performing the discrete Fourier transform, the power spectral
density (PSD) of the integration time error caused by period jitter is:

SΦe,int( f ) = (2π)2(K2
VCO A2/2 + f 2

f r)Sτpj( f ). (4.29)

Therefore, the noise power can be expressed as

σΦe,int = (2π)2(K2
VCO A2/2 + f 2

f r)σ
2
τpj
, (4.30)

where σ2
τpj

is the variance of the jitter. And σ2
τpj

can be estimated by:

σ2
τpj

=
∫ ∞

0
SΦ,sam( f )

sin2(π f / fs)

(π f0)2 d f , (4.31)

where SΦ,sam( f ) is the power spectrum density of the sampling clock’s phase noise. There-
fore, minimizing the jitter of the VCO sampling clock is critical in order to reduce associated
noise.

VCO control methods and parasitic pole in the control path: Most published VCO-
based ADCs involve a trans-conductor driving current-starving transistor or a bias voltage
controlling the speed of delay cells. Due to the large number of delay cells, a large parasitic
capacitance is at the controlled node. The change in oscillation frequency can be divided into
two steps: the change in the controlled voltage or current, and then the change in oscillation
frequency. The delays caused by these two steps can be a serious issue in a closed-loop
implementation, where the excessive loop delay causes loop stability issues. Therefore, the
issue of the parasitic pole is typically needs to be addressed in closed-loop continuous-time
∆Σ modulator applications. However, in open-loop VCO-based ADC designs, as analyzed
above in the sampling method, the extra delay is not a significant issue as long as a suitable
sampling scheme is employed.

4.4.2 Voltage-Controlled Ring Oscillator Generator

A differential RO topology is used in the proposed generator, which offers many differ-
ent possible configurations. The differential implementation is maintained across all pos-
sible design options. There are several advantages to using differential topology. First,
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Figure 4.34: Comparison of the phase sampling in single-ended and differential ring oscilla-
tors [60].

the pseudo-differential or differential topology protects the RO from several common-mode
non-idealities, such as the supply noise and the kickback noise from the comparators. Addi-
tionally, implementing RO in differential topology makes it possible to use even-order stages
or non-inverting stages by swapping differential outputs and connecting them to inputs of
the next stage. Moreover, the mismatch in rising and falling transition times in single-ended
RO creates severe issues with phase quantization. As mentioned in [60], any mismatch be-
tween the falling and rising transitions directly translates to code nonuniformity. Because
the rise and fall of nodes are primarily driven by PMOS and NMOS transistors separately,
achieving matching delays for these two components across process corners and environ-
mental variations is challenging. Considering the threshold difference between logic 1 and
0 for the sampling flip-flops, this disparity is further amplified by the difference between
VDD,RO − VTH,FF and VTH,FF − VSS,RO. Here, VTH,FF represents the flip-flops’ threshold,
while VDD,RO and VSS,RO denote the equivalent supply for RO. Implementing differential
topology enables more robust sampling because the logic threshold voltage of the flip-flops
is now the crossing point of the differential outputs, as shown in Figure 4.34.

Figure 4.35 shows the diagram of the VCO generator, including the RO discussed above.
First of all, there are two options for controlling the frequency in the proposed generator.
These two options both use a current-starved inverter to regulate the current of each stage.
As shown on the left side of Figure 4.35, the difference lies in whether the tail nodes of
the inverters are connected together. Besides the discussion about large capacitance at the
controlled node in the previous subsection, the design trade-off of these connections is as
follows. Using distributed tail current creates an imbalance between the pull-up and pull-
down paths. Using a common tail transistor essentially provides a separate supply for the
RO. Therefore, both PMOS and NMOS transistors in the ring see the same overdrive voltage
and the transition time is better matched. One potential issue of this virtual supply is the
swing of the RO, which could pose challenges in designing intermediate buffers that drive
the counter. Also, depending on the specific ADC implementation, this effect might create
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Figure 4.35: Diagram of the ring oscillator generator.

Figure 4.36: The layout details of the ring oscillator stage and the floorplan of the ring
oscillator generator.

an input-dependent memory effect if the VCO is not properly reset [160, 161]. In contrast,
the distributed tail connection has a much faster settling speed, and the step control input
can instantaneously affect the oscillation frequency due to the much higher frequency of the
parasitic pole.

Another option in the generator is the cross-coupling method. Coupling the output from
previous stages can increase the RO frequency [72]. Also, cross-coupling helps to mitigate
common-mode oscillation [53], which is the state in which the differential oscillator splits
into two parallel oscillators with the same phases at each node. Two cross-coupling options
are shown in Figure 4.35. The normal cross-coupling is shown in red, and the feed-forward
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Figure 4.37: Schematics of the asynchronous counter generator.

coupling is shown in blue. Other than the two options mentioned above, the RO generator
also provides output buffers. The design trade-off in the output buffers exists between the
power consumption of the buffers and the isolation from the sampling flip-flops. Adding an
output buffer to the RO before connecting it to the sampling flip-flops helps to mitigate the
kickback noise from the flip-flops. When the clock is triggered, charge kickback from the
parasitic capacitors in the flip-flops injects into the RO and disrupts the normal oscillation.
Adding buffers absorbs the excess charge. But the buffers operate at the same frequency as
the RO, which significantly increases the power consumption of the design. Depending on
the specific implementation, the kickback may not be a severe issue for the overall operation.
The number of stages in RO is also flexible and can be changed. In the case of even stages,
the wire swapping is automatically handled by the generator script.

The layout floorplan of the generator is shown in Figure 4.36. On the left side, the figure
shows the unit row of the ring, which consists of the main inverter pair, a coupling pair, and
two output buffers (if the option is enabled). The RO is arranged vertically, with upward and
downward signal propagation placed in an interleaved way to balance the parasitic effects at
each node. Dummy rows are added at both ends to improve stage matching. The current
tail transistors are designed to match the height of the unit stage and are connected together
when the shared_tail option is enabled.

4.4.3 Counter Generators

As mentioned earlier, the design of the counter is also important. The counter needs to
be fast enough to cover the entire target range of oscillation while maintaining low power
consumption. Both synchronous [162, 100, 163, 52] and asynchronous [57, 164] designs are
used. The carry propagation limits the design of synchronous counters. Therefore, running
at frequencies higher than 10 GHz is challenging. Also, running all the flip-flops at the
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Figure 4.38: The layout details and floorplan of the counter generator.

full clock frequency consumes a significant amount of power and introduces noise into the
oscillator.

An asynchronous counter that utilizes a chain of divide-by-2 blocks[165] is employed.
Due to the long propagation delay, there is a possibility that the outputs of the counter are
undergoing transition at the sampling moment. Therefore, a double sampling technique is
used [164, 57] to reliably capture the output data. The current or delayed version of the
outputs is selected based on the input clock state. The diagram of the counter and sampling
flip-flops is shown in Figure 4.37. The generator takes input parameters such as the number
of bits in the counter and divider, as well as various transistor sizes. The same sampling
flip-flops used for the VCO output are reused here. Figure 4.38 shows the layout floorplan of
the layout generator. Each stage in the divider and counter scales independently to provide
sufficient drive strength. Additional inverters can be inserted between divide-by-2 stages as
well.

4.4.4 Sampling Flip-Flops

As mentioned in section 4.4.1, sampling flip-flops with low metastability rate is critical in the
VCO-based ADC design. A sense-amplifier-based differential flip-flop is used in the generator
for sampling in the VCO to ensure reliable differential sampling. The sense-amplifier-based
flip-flops also provide a higher gain, which helps to mitigate metastability and static errors.
The sampling flip-flops are constructed based on the modified self-timed comparator shown
in Figure 4.13 (f). This topology offers high energy efficiency due to the delayed starting time
of the second stage. A self-timed version is used to avoid generating two clock phases and
reduce the offset of the sampling flip-flops. An additional transistor is connected between
the differential sides, which fully discharges the differential structure in each clock cycle.
This additional transistor ensures that even if the input changes right after the clock edge,
both nodes can still be pulled to ground. This extra transistor is minimized to prevent
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degradation to the performance because of the race condition of simultaneous discharging
at two sides. Ideally, a high-threshold transistor should be used here to address this issue.
However, due to the limitation of the generator floorplan and the requirement for a compact
layout to match the delay stage’s height, only the size of the transistor can be programmed.
An S-R latch follows the double-tail comparator and stores the output value. A modified
structure [166] is used to provide a compact layout and a symmetric pull-up and pull-down
structure.

Figure 4.39 shows the schematic of the unit row on the right in Figure 4.36. The ring
oscillator, buffers, and sampling flip-flops share the same pinfo, which is the row definition
in the MOSBase. Unfortunately, the comparator generator discussed in the previous section
is not reused here because it occupies a large amount of space. The sampling flip-flop
generator is designed to provide a compact layout. Another set of comparator stages, which
are compatible with the oscillator and counter stages’ floorplan, are used to build sampling
flip-flops.

A MUX-based thermometer-to-binary decoder [12] is used for phase decoding. The de-
sign choice is made because of the simplicity of this topology compared to a ROM, a counter,
or Wallace tree-based decoders. The MUX-based decoder incorporates a binary search al-
gorithm, which effectively mitigates the bubble error caused by any residual sampling error.
As mentioned earlier in this section, such a decoding scheme further lowers the metastability
rate. The regular layout of this circuit is also favored by the generator-based methodology.
The generator utilizes the MUX gate from the BAG digital gates library, and the floorplan
is depicted on the right side of Figure 4.40. The generator takes input parameters for the
number of bits and sizes for various gates.

4.4.5 The Counter Buffer Generator

The final component of the VCO-based ADC generator is the intermediate buffer, which
connects the oscillator to the asynchronous counter. This buffer is necessary because the
output waveform of the oscillator has a wide range of amplitude and frequency. And the
counter needs to be driven by a full-swing square wave. According to the simulation, the

Figure 4.39: Schematics of the sampling flip-flops for a single-stage VCO.
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Figure 4.40: Diagram of the MUX-based thermometer-to-binary phase decoder.

ring oscillator has an output swing range of 300 mV to 800 mV under a 1 V supply. A
basic inverter is unable to buffer such a signal reliably. A level shifter with cross-coupled
transistors can be used to restore the swing. However, the power consumption of the buffer
is high due to the partially turned-on transistors. To accomplish the buffer function while
minimizing power consumption, a trans-impedance amplifier (TIA) is employed. First, the
signal from the VCO is AC coupled to the TIA, and further cross-coupling is applied to
correct the duty cycle and sharpen the edges, resulting in a full-swing square wave signal as
the final output. The buffer generator simply combines several standard inverter generators.
The resistor in the design is implemented by the transistor as well to simplify the generator
floorplan. Because combining a resistor and transistor in a generator requires an additional
step of integration using the TemplateBase. Due to a similar reason, the coupling capacitor
is also constructed in the MosBase with lower metal layers, utilizing the grid system of the
MOSBase. In this way, a compact design that is compatible with floorplans of the counter,
flip-flops and the decoder is generated.

Figure 4.41: Schematic of intermediate buffers between the RO and the counter.
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4.5 Residue Amplification and Ring Amplifiers
The residue amplification is an essential function in the generator. Building high-performance
and low-power amplifiers becomes a challenge for any pipelined ADC design. Although it
is possible to use passive residue transfer to perform the pipelining function, the noise and
error contributions from the second and later stages become dominant in the overall ADC
design, and their power consumption increases exponentially in order to attenuate the noise.
Therefore, despite the high power consumption, residue application is a critical building block
that mitigates errors in later stages and leads to substantial power savings overall. The design
of a high-gain operational transconductance amplifier (OTA) becomes challenging with lower
intrinsic transistor gain and lower supply voltage in modern processes. Although different
gain-boosting techniques have been proposed, the limitations in the output swing and the
speed make it challenging to utilize these techniques in high-speed ADC design. Therefore,
the poor power efficiency and the limited bandwidth of conventional amplifiers have become
the bottleneck in the design of pipelined ADCs.

Many alternative methods have been proposed to enhance the energy efficiency of residue
amplifiers. Figure 4.42 shows a diagram illustrating the classification of possible residue
amplifier options. The open-loop OTA-based amplifiers have also been used in residue am-
plification. Compared to the closed-loop implementation, the open-loop OTA offers better
efficiency and lower nonlinear gain [89]. An example of the open-loop OTA is shown in Figure
4.43 (b) [167, 168]. In the amplification process of such amplifiers, the output goes through
a slewing process first, and then the change rate of outputs decays and stabilizes exponen-
tially. The inadequate time for exponential settling leads to the use of dynamic amplification
or current integration mechanism. [169, 170, 171]. The schematic of a dynamic amplifier
is shown in Figure 4.43 (a). The dynamic amplifiers are used in open-loop configurations
for their simple implementation and noise-filtering features. The gain of a basic dynamic
amplifier is defined by

Av =
gm

Id
(VDD −VCM). (4.32)

Figure 4.42: Classification of popular residue amplifier topologies.
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This equation reveals that the gain of the amplifier depends on the fundamental properties
of a given process. The drawbacks of the dynamic amplifier include low gain, poor linearity,
and susceptibility to PVT variation. Different variants based on the basic topology have
been proposed to improve gain [172, 173, 174, 175, 176, 84], linearity [177], and achieve PVT
tracking [178, 87]. There are also integrator-type OTAs used in an open-loop configuration.
Similar to the dynamic amplifier, it operates in the incomplete-settling region. Another
category of amplifiers uses the dynamics of inverter operation with a floating supply (Figure
4.43 (c)). [179, 180]. The inverter works under a dynamically biased supply during the
integration process, which boosts its gm/ID value. Also, the output capacitor is not fully
discharged. All of the aforementioned techniques significantly improve energy efficiency
compared to the dynamic amplifier. Although similar in topology, the capacitive degenerative
topology exploits the compressive and expansive nonlinearities in common-source and source-
degeneration configurations when the transistors operate in the sub-threshold region. The
capacitive degeneration allows the circuit to dynamically transition between two topologies
and cancels out the nonlinearity in this two-phase amplification. With precise control over
the amplification time, this topology exhibits excellent linearity with HD3 ≤ -100 dB. [181,
182, 82]. A floating supply inherently makes the circuit less sensitive to changes in the
supply voltage and provides greater common-mode rejection. Therefore, similar topologies
are also found to be used in closed-loop configurations. [183, 184, 185]. As for the closed-
loop amplifier, the ring amplifier proposed in [186, 187] is one of the best alternatives to the
conventional OTA and achieves high energy efficiency. The ring amplifier consists of several
inverter stages with embedded offset voltage. The inverter chain is dynamically stabilized
with this offset voltage. With a large signal swing, the device exhibits slewing behavior that
allows rapid settling. The final stage is driven into the sub-threshold when the input signal
swing diminishes. Therefore, the high output resistance significantly shifts the dominant pole
towards low frequency and stabilizes the loop. Among these topologies, the ring amplifier
provides large and accurate gains, as well as a compact and regular layout. The proposed
ADC generator incorporates the ring amplifier as a critical block, enabling the subranging
hybrid architectures and pipelined ADCs.

Figure 4.43: Schematics of (a) a dynamic amplifier, (b) an open-loop OpAmp, (c) an amplifier
with floating supply, and (d) a ring amplifier.



CHAPTER 4. BUILDING BLOCKS OF THE PROPOSED ADC GENERATOR 97

Figure 4.44: Schematic of the complete ring amplifier generator.

4.5.1 Ring Amplifier Generator

The generator selects the ring amplifier because of its fast amplification, which makes it
suitable for the high-speed pipelined ADC. Additionally, the closed-loop operation provides
a broad range of gains that are suitable for pipelined ADCs, pipelined SARs, and other
hybrid topologies. The schematic of the ring amplifier generator is shown in Figure 4.44.
A parallel arrangement of CMOS transistors [188] is embedded to create a voltage offset,
which reduces the overdrive voltages of the third stage and pushes the dominant pole inward.
The CMOS implementation provides extra tunability to the ring amplifier. The bias voltage
of the CMOS resistor serves as the tuning knob for the embedded voltage and adjusts the
settling behavior of the amplifier. Similar CMOS resistors are placed in the first stage [189,
190] to increase the overdrive voltage of the second stage. The biased enhancement also
provides a way to disable the first stage during reset. Pulling the EN and ENb ports to the
supply and the ground turns off the amplifier when it is not in use and saves power. The
complete closed-loop residue amplifier is also shown in Figure 4.44 [191]. The amplifier’s bias
voltage is generated on-chip. More details will be discussed in the prototype implementation.
Furthermore, the common-mode voltage is determined by sensing the average common-mode
voltage during the amplification phase. This common-mode loop adaptively sets the DC
voltage. Similar to [192], multiple additional common-mode feedback paths are used to
stabilize the ring amplifier across process corners and different gain settings, as shown in
Figure 4.45. Capacitive feedback (shown in green) senses the output during amplification
and provides instantaneous feedback to the first stage. Local feedback paths (shown in red
and blue) are implemented in the first stage. As the strength of PMOS and NMOS varies
at different corners, a separate set of transistors (shown in gray) are added to adjust the
feedback strengths, providing sufficient phase margin in different scenarios.
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Figure 4.45: Common-mode feedback paths and the stability calibration transistors in the
closed-loop ring amplifier.

4.6 Auxiliary Circuits
In addition to the critical components in single-channel ADCs, auxiliary circuits are also
indispensable in the proposed ADC generator. As mentioned earlier, the time-interleaving
technique is the key to extending the bandwidth of ADCs. Generating instances with dif-
ferent channels can easily meet various speed targets. Therefore, clocking circuits for the
time-interleaving operation and generating different phases for the sub-ADCs are impor-
tant. Besides, calibration circuits for the sub-ADCs errors and time-interleaving errors are
included.

Clock generation circuit: In the time-interleaved architecture, it is crucial to distribute
high-quality clock signals to sub-ADCs. The jitter in the sampling clock can directly translate
into noise in the sampled signal and cannot be corrected later in the ADC. For a sinusoidal
signal with amplitude Asig, Vsig = Asig sin(2π fsig · t), sampled by a clock with period
T = Ts, the maximum error occurs at the zero crossing moment. The maximum jitter

vjitter,max = 2πAsig fsigδt, (4.33)
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where δt is the difference between the actual sampling instant and the ideal instant. For
a sampling clock with a standard deviation of jitter σt,rms, the average noise power can be
calculated as

v2
n,jitter =

1
Ts

∫ Ts

0
(

dVin

dt
)2σ2

t,rms = 2(π fsig Asig)
2σ2

t,rms. (4.34)

Therefore, the resulting SNR is

SNRjitter = 20 log(
1

2π finσt,rms
). (4.35)

Depending on the sampling scheme of the ADC, typically only one clock edge limits the per-
formance and needs to be optimized with minimal additive jitter. Another important func-
tion of the clocking circuit is to correct the timing skew between sub-ADCs. As mentioned
in Chapter 2, the skew between channels directly translates to the spurs in the spectrum and
limits the ADC performance. As discussed in [193], the upper limits of the skew between
channels can be approximated as follows:

σskew =

√
M

M− 1
· 1

22N ·
2

3(2π fsig)2 , (4.36)

where M is the number of channels and N represents the target ENOB of the sub-ADCs.
The performance target of the proposed generator necessitates an effective suppression of

Figure 4.46: Diagram of the clock generation circuits for the time-interleaved ADC.
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Figure 4.47: Diagram illustrating the skew calibration process in the ADC generator.

such interleaving spurs. For example, an 8-channel TI-ADC running at 4GS/s needs less
than 10 fs to maintain interleaving tones 80 dB lower than the fundamental tone. The clock
generation circuit is shown in Figure 4.46. The clocking circuit generates clocks for multiple
channels on the chip from the full-speed clock with a frequency of fclk. A clock receiver is
used to amplify the externally supplied full-speed clock. Large AC coupling capacitors are
used to couple the clock signal in order to achieve wideband operation. Moreover, on-chip
termination is used to improve matching. The TIAs in the clock receiver provide an internal
bias point. When comparing the TIA with CML, CML has better supply noise immunity but
consumes excessive power. The buffers in the following stages provide duty cycle correction
and convert the sinusoidal input into a differential square wave with a sufficiently short rise
and fall time. The buffered full-speed clock drives a divider, which is implemented as a
divide-by-2 followed by a divide-by-4, generating eight phases from the main clock with a
12.5% duty cycle and fclk/8 frequency by using NAND and NOR gates. The pulse generator
takes divided phases and converts them into pulses for the operation of the ADC. The pulses
are then passed to each channel, activating all the channels sequentially using a low-jitter
latch and the full-speed clock.

Channel skew correction: Channel skew correction is achieved by tuning the critical
early sampling clock using a single-stage floating transistor DAC. The diagram of the skew
correction circuit is shown in Figure 4.47. The combination of a thermometer and a binary
code DACs is used to achieve fine steps and a sufficient tuning range. Compared to a
multistage approach, a single-stage approach allows for a more compact layout design [92].
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The proposed circuit offers a solution for high-speed ADCs in the presence of timing skew,
duty cycle distortion, and clock jitter.

Bias Voltage generation: In addition to the circuit described above, the generator in-
corporates several voltage DAC circuits intended for different calibration purposes. These
circuits include the resistive DAC (RDAC) depicted in Figure 4.48, which supplies a general
bias voltage. Additionally, the trapped-charge bias control proposed in [191], is specifically
tailored for ring amplifier biasing, as it provides voltage beyond the supply rails. The single-
ended RDAC implementation is shown in Figure 4.48 (a), which is used to generate the
common-mode voltage for both the ring amplifier and the input to the reference buffer.
Meanwhile, the differential RDAC (Figure 4.48 (b))is designed to provide offset calibration
for the comparators. Both the single-ended and differential RDAC implementations offer
the option to incorporate sufficient decoupling capacitors at their outputs, which helps filter
out the noise at the output. Both generators are highly scalable in terms of their resolution
and tuning range. The total number of bits is partitioned into different numbers of bits for
row and column decoders, ensuring a compact layout. The generator can take the required
range and resolution parameters and automatically generate instances with the appropriate
configurations.

Figure 4.48: Diagrams of the supported resistor-based DAC generators.
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4.7 Summary
This chapter describes the critical building blocks in the proposed ADC generator. The
implementation of the generators involves the use of different Python base classes in the
BAG framework to create various circuits. Figure 4.49 summarizes the code hierarchy of the
proposed generator.

Figure 4.49: The diagram of the generator architecture.

Figure 4.50 provides a comprehensive summary of the crucial components of the ADC
generator implemented using the BAG framework. This figure also highlights various design
options and the floorplans of the circuit. The example layouts included in the figure were
generated using the Intel 16 process technology. The lower left portion of the figure illus-
trates the circuit verification process executed within the generator framework. Although
the primary focus of this research is not on developing a fully automated closed-loop design
script for ADC, the generator framework incorporates various test and measurement scripts
to expedite the circuit evaluation process and help designers make design iterations and deci-
sions. The BAG framework is capable of initiating multiple post-layout extracted simulations
with varying input parameters. Simple search algorithms have been implemented for some
blocks to optimize the circuit’s performance. When a well-structured generator is employed,
machine learning algorithms can be applied to the circuit design, as demonstrated in [118].
Critical block generators have been tested with machine learning algorithms, subsequently
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Figure 4.50: The diagram of the circuit architecture, floorplan, and available parameters.

inspiring the implementation of prototypes [194]. In the lower right section of the figure, a
summary of the ADC prototype implementation steps is presented. Essential analog compo-
nents are fully generated by the circuit generators and manually integrated with customized
blocks and digital blocks to create completed chips for generator performance evaluation.
Two prototypes have been developed using Intel 22FFL and Intel 16 process technologies,
separately. Further details regarding these prototypes will be discussed in the next chapter.
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Chapter 5

Generated Prototypes

5.1 Overview
Several prototypes have been fabricated in both Intel 22FFL and Intel 16 processes to demon-
strate the generator-based design methodology. This chapter discusses several implementa-
tions of generated ADCs. Figure 5.1 shows the chip photos. As demonstrations of the
generator-based design methodology, two tapeouts that use generated TI-SAR ADCs using
the BAG2 framework are also presented.

The 4-channel and 8-channel time-interleaved SAR-VCO ADC prototypes were imple-
mented separately using the proposed ADC generator and the BAG3 framework. Due to the
less relevance of the LAYGO SAR ADC generator to the proposed ADC generator frame-

Figure 5.1: Timeline and chip micrographs of the major generator-based prototype chips.
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Figure 5.2: Architecture of the LAYGO time-interleaved SAR ADC generator.

work, the first two chips are briefly introduced, with a greater emphasis on the design details
and measurement of the later two implementations. Section 5.2 introduces the LAYGO TI-
SAR ADC generator and describes two chips used by the LAYGO ADC generator. Section
5.3 presents two prototypes implemented using the proposed ADC generator. Finally, the
measurement results are presented.

5.2 LAYGO Time-Interleaved ADC Prototypes
The SAR ADC generator used in the first two chips employs the LAYGO layout generation
engine to generate layouts based on given parameters automatically. LAYGO is one of the
layout generator engines in the BAG2 framework that uses hand-crafted primitives and as-
sembles layouts using Python scripts. Details about LAYGO layout generation engine can be
found in Appendix A. Figure 5.2 shows an overview of the TI-SAR ADC generator architec-
ture. This generator can provide 4-10 bits resolution and the time-interleaved architecture
is used to achieve various sampling rates. The ADC comprises four main components: a
multi-phase clock generation block, an array of SAR slice, a retimer at the output, and bias
circuits (not shown here) which provides reference voltages for the capacitor DAC array. The
blocks shown in the figure are explained as follows:

• Clock generation: It takes a half-rate differential clock input and uses a chain of delay
cells to generate N different clock phases in parallel. These clock phases are distributed
to the SAR array and trigger each SAR slice to sample the input signal sequentially.

• ADC core: The main component is a SAR ADC that takes an input signal, reference
voltages, and a clock, and produces digital outputs. The SAR ADC consists of a
capacitor DAC, a comparator, a SAR logic block, and an asynchronous clock generator.
A fixed portion of time for each conversion is allocated for sampling. Moreover, it
works in a self-timed, asynchronous way to convert a sampled signal at a frequency
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Figure 5.3: Integration steps of the LAYGO SAR ADC generator.

of fs,slice = fs/N, where fs is the overall sampling frequency and N is the number of
channels.

• Retimer: Because each ADC slice is timed to a different clock phase, a retimer is used
to capture the digital output from each slice required. It aligns the output from each
slice to the same clock so that the ADC can transfer data to the digital interface for
further processing.

5.2.1 LAYGO ADC Prototype Implementations

This generator has been implemented in Intel 22FFL process with updated options that
enhance the sampling rate by decoupling the charge sharing between channels. Figure 5.3
shows the steps involved in the chip integration. First, the generator generates a 9-bit 16-
way time-interleaved SAR ADC. It operates at a sampling rate of 10GS/s. A digital block
includes data capture memory and a scan chain is manually integrated at the top level with
the generated ADC. These blocks are used to set the configuration bits and read out the
quantized results. Because of the rapid implementation using the ADC generator, six sub-
chips with different configurations are generated and integrated into complete prototypes in
a similar manner. Six designs have different sampler sizes, sampling strategies, and CDACs’
radixes. At the sub-chip level, the interface surrounding the ADC core is designed in such a
way that different chips can be obtained by simply replacing the ADC core. Six sub-chips
are integrated on the same die and diced after fabrication.
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Figure 5.4: Analog generators in the Hydra spine massive MIMO chip.

5.2.2 Hydra Spine ASIC

Figure 5.4 presents an additional prototype chip of a multi-user massive multiple-input and
multiple-output (MIMO) ASIC that leverages the same ADC generator. The chip has eight
channels, each of which includes two ADC and DAC instances. The ADC and DAC are
designed to achieve a sampling rate of 5GS/s. Notably, the ADC generator in this configu-
ration has only half the number of channels compared to the previously discussed prototype
due to the lower speed requirement. The DAC design also utilizes the generator-based design
methodology, implementing a two-way time-interleaved current steering DAC. The alternat-
ing approach facilitates the alternate steering of current from different DAC channels, thereby
mitigating dynamic errors near the transition edge. The DAC generator is implemented us-
ing the XBase layout generation engine in the BAG2 framework. The same framework is
also used to generate the circuits for clocking and bias current distribution. These gener-
ators have been repurposed directly from previous implementations in different processes
and quickly ported from different process nodes. The generator-based design methodology
enables the swift development and implementation of frequently used circuit blocks. By
reusing and adapting pre-existing generators across varying process nodes, designers can
save a significant amount of time and cost.
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Figure 5.5: Diagram of the Time-interleaved SAR-VCO ADC prototype chip.

5.3 Time-Interleaved SAR-VCO ADC Prototypes
This section presents the implementation of the two prototypes that embody the work from
previous chapters. Since the circuit topology details and design considerations were shown
in the previous chapter, this chapter will only describe the generated instance configurations
along with the verification results.

5.3.1 Prototype Overview

Based on the generator building blocks discussed in the previous chapter, two prototypes
were implemented using Intel 22FFL and Intel 16 processes separately. The diagram in
Figure 5.5 illustrates the design of both chips. The first prototype implements a 4-way time-
interleaved SAR-VCO with a 6-bit SAR and a 7-bit VCO in the sub-ADC. And the second
prototype implements an 8-way time-interleaved SAR-VCO ADC with sub-ADCs that have
a 5-bit SAR and a 7-bit VCO. The critical building blocks have been optimized in the second
prototype, and the design aims for a higher sampling rate. Due to the similarity between
the two prototypes, only the design details from the latest version will be shown in the
following sections. Besides the analog circuit, a scan interface and a data capture memory
are implemented on the chip for the testability of both prototypes. Both versions utilize the
same scan and memory design, with the only distinction being the number of bits required
to accommodate the different requirements of the circuits.

5.3.2 Sub-ADC Design

The sampling capacitor for both versions is 300 fF, with a 1.6Vpp, diff signal swing which
ensures an SNDR of more than 70 dB. Both versions of the SAR ADC include 1 bit redun-
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dancy in binary CDACs. The CDAC in the first prototype has capacitance weights of 32,
14, 8, 4, 2, 2, and 1, which provide 4, 2, 2, 2, 0, and 0 LSB redundancy from the second bit,
respectively. Similarly, the second version uses 16, 7, 4, 2, 2, and 1 LSB for each decision.
One less bit of comparison time allows for more time allocated for the amplification and
the quantization of the VCO-based ADC, providing sufficient resolution for second-stage
fine quantization. Two prototypes use different capacitor switching schemes: the first one
adopts the MCS switching, while the second version uses a split-capacitor switching scheme.
Due to the doubled number of unit capacitors in the latter switching scheme and one less
bit in the second CDAC, the same size of the unit capacitor is used for both designs. The
design choice was made to repurpose certain bumps to serve as the supply voltage for the
VCO-based ADC, which will be presented in the measurement section of this chapter. The
ring amplifier and the VCO-based ADC are mostly identical in both versions. Design op-
timization is achieved by incorporating more options into the generator and adjusting the
generator parameters. The VCO-core in the second version adopts a differential topology
with the same feedforward coupling as the first prototype to improve the minimum resolution
and the common-mode rejection.

5.3.3 Clocking

The detailed timing diagram of the second prototype is shown in Figure 5.6, while the first
prototype has a half divide ratio. Although the actual implementation is differential, only
half of the circuit is shown for the clock receiver for simplicity. Since only the early sampling
clock is critical in terms of jitter and skew, the timing diagram only shows the relevant
signals in this path. At node X, the signal experiences significant delay and is susceptible
to aggregated noise. First, the signal is synchronized by a latch at node Y. An enabling
mechanism is used to turn on and off the channel for debugging purposes. The synchronized
signal is passed through a low-jitter latch driven by the main clock. The main clock is
carefully distributed from the clock receiver to each channel to ensure that the signal passes

Figure 5.6: Timing diagram of clocking signals in the critical path.
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Figure 5.7: The completed diagram of the prototype’s front end.

through as few stages as possible with a sufficiently sharpened edge. A skew correction block,
which was presented in the previous chapter, is integrated into the final driver for tuning the
critical sampling edge. Compared to the node Z signal, SAMe adds a variable delay, shown
in red. The primary goal of skew correction is to provide an effective solution that ensures
the non-dominant nonlinearity is not dominated by skew. Therefore, no missing code has a
higher priority than the linearity and monotonicity of the DAC.

5.3.4 Passive Frontend

The prototype design omits a dedicated front-end buffer; instead, a passive front end [4,
195] is used to both achieve low power consumption and a linear input network. A Y-tree
distributes the signal to 8 channels, which are dummy filled along the way. Ground shielding
is carefully optimized to reduce parasitic effects. Figure 5.7 shows a simplified diagram of
the input signal path. Compared to standalone sampling switches, terminations, and routing
resistances, ESD and routing capacitances degrade performance. Based on the simulation
results, a guaranteed SFDR of more than 75 dB is achieved for the target signal bandwidth.

5.3.5 Circuit Calibration

A large number of tuning knobs are provided to ensure sufficient reconfigurability for the
prototype design. The both TI errors and sub-ADC’s circuits are foreground calibrated
during the bringup process. This subsection summarizes all the configurable circuits on the
prototype chip.

Ring amplifier biasing: Figure 5.8 shows the simulation results of the biasing voltage
generation circuit. Both the NMOS and PMOS transistors in the CMOS resistor of the
second-stage ring amplifier have a 7-bit resolution. The trapped-charge bias control circuit
[196] provides sufficient resolution and tuning range. The ring amplifier also features a 3-
bit stability calibration to ensure fast and stable settling across different corners and gain
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Figure 5.8: The tuning resolution and range of the ring amplifier’s biasing circuits along
with its DNL and INL.

settings. The DC common-mode voltage is automatically adjusted through the closed-loop
DC common-mode loop. The primary goal of the ring amplifier is to provide a sufficiently
linear gain so that the residue amplification does not limit the linearity of the sub-ADC.
Figure 5.8 shows the simulation results for the linearity of the ring amplifier.

Residue amplification gain: The feedback capacitance in the closed-loop amplifier is
designed to be adjustable in the generator using CDACs as feedback capacitors in the loop.
With the various gain settings, the effective second-stage resolution is adjusted based on
the attainable frequency range of the VCO. The ring amplifier exhibits different stability
at different gain settings. The worst-case stability is checked to ensure functionality with
proper biasing.

Channel clock skew calibration: A single-stage floating transistor CDAC with 11 bits
is used to correct the inter-channel skews. By using a combination of binary (7-bit) and
thermometer code (4-bit), a 4 fs LSB is achieved. Although the tuning curve is not completely
monotonic, fine tunning steps guarantee the suppression of spurs, which has a higher priority
than the monotonicity. The skew calibration covers a range of delay of approximately 3 ps,
which is sufficient based on the simulation of the clock distribution network. The curve
showing the simulated delay against the DAC code is plotted in Figure 5.10 (a). As equation
4.36 shows, a 10 fs step size is already small enough. And the variation of the DAC LSB
delay is shown in Figure 5.10 (b). The variation, which is the combination of the on-
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Figure 5.9: Simulated results of the ring amplifier linearity across different corners.

Figure 5.10: (a) Simulated tuning steps and range of the skew correction circuit. (b) Monte
Carlo simulation of the LSB delay spread.
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Figure 5.11: Simulation of VCO-based ADC, before (top) and after (bottom)calibration.

resistance variation of the driving stage and the variation in the equivalent LSB capacitance,
is sufficiently small to guarantee the tuning resolution.

Channel offset calibration: In the sub-ADC design, the comparator and the ring am-
plifier are connected to the top plate of CDACs. Therefore, the equivalent channel offset
can be combined and calibrated together. The channel offset calibration is performed by
adjusting the bias voltage of an offset calibration pair within the comparator. Incorporating
the offset calibration function is implemented as an option in each comparator generator.
A differential RDAC instance is generated for each channel, providing sufficient range and
resolution for the offset calibration. The RDAC’s outputs are sufficiently decoupled to the
ground to avoid extra noise.

Bandwidth calibration: An auxiliary CDAC, generated using the same generator as the
CDAC in the SAR ADC, is placed inside each channel to provide bandwidth calibration
knob among the interleaved channels.

Moreover, each channel can be turned off individually for testing purposes. The scan
interface also provides testing functionality for the data capture memory, which will be
discussed in the next subsection. The non-linear voltage-to-frequency curve of VCO cores
are corrected off-chip. In the simulation, post-processing is applied to the raw data. Figure
5.11 shows the effect of a 32-segment piece-wise-linear calibration.
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Figure 5.12: Diagram of the data capture memory.

5.3.6 Chip-Top Integration

This section describes the integration of the chip top-level. Besides the analog circuits that
are fully generated from the proposed generator framework, the passive front end for both
the signal and clock is manually routed from the bump to the design. A scan interface sets
configuration bits and provides debugging features for the chip. A custom data capture
memory is integrated into both prototypes to capture the raw data and send it off-chip for
further analysis.

5.3.6.1 Scan Interface

Due to the limited number of signal bumps, the scan interface is shared by multiple designs on
the same die. This necessitates a different address for each design to facilitate communication
between the scan chain and the specific sub-chip. With a unique address, each sub-chip can
communicate with the scan chain by first receiving address bits and then acknowledging the
read/write operation once the received address bits match one of the pre-existing addresses
associated with a specific design. The low-speed scan interface supports read and write
operations, allowing for setting the configuration bits and the reading of state bits from the
chip.
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5.3.6.2 Data Capture Memory

To effectively test the prototype, transmitting the raw digital data generated by the ADC
off-chip is essential for subsequent analysis. Directly transferring data to off-chip components
via a parallel bus at gigahertz-per-second speeds would significantly increase costs in terms
of power, area and design complexity. The decimation techniques have been employed in
some ADC prototype evaluations, which, while reducing speed requirements, still necessitate
a significant number of signal bumps. This approach is impractical within the constraints of
the given bump map. As a result, a streamlined data capture memory has been employed
to acquire the raw data and transmit it through a low-speed serial interface. Figure 5.12
illustrates the schematic of the data capture memory. Two discrete sets of registers are
utilized for high-speed data capturing and low-speed readout, respectively. The lower right
corner of the figure shows the diagram of a unit memory cell. When the WR_EN signal is
asserted, the memory takes the parallel input data stream at the channel clock speed. A
retimer is placed before the memory to realign the data to synchronize the digital signal with
the high-speed memory clock and ensure proper timing. The data remains locked within the
unit cell when the WR_EN signal is deactivated. Once the MUX_SCAN signal is activated, the
data is transferred from the parallel register set to the scan register set, preparing it for
sequential off-chip readout. Additionally, various debug functions have been incorporated to
improve the design’s testability. First, a SCAN_IN signal is available at the chip interface,
allowing for the execution of a scan chain test to verify the functionality of the scan register
set. Random data bits can be streamed to the chip with an immediate readout during testing,
this function can be used to evaluate the low-speed read interface. Second, a MUX_MEM signal
along with MEM_DEBUG signals, is connected to the scan chain interface. When the MUX_MEM
signal is asserted, the memory receives patterns from the MEM_DEBUG, which is defined through
the scan interface. This enables the verification of the parallel data capture function. Lastly,
the memory output is also linked to the scan interface. Although the memory outputs are
not used during normal operation, and overflowed data is discarded, connecting the final
stage of the parallel register to the scan interface offers an alternative method for examining
the parallel operation of the memory. In both prototypes, a 512 depth is used.

Figure 5.13 and 5.14 show the two prototypes’ chip micrographs. The ADC core, scan
interface, and data capture memory are outlined in both images. Both prototypes are im-
plemented as a sub-chip within a 4mm×4 mm die. A custom ball grid array (BGA) package
has been employed to evaluate both prototypes. Figure 5.15 (a) shows the top and bottom
sides of the custom package design, which includes three dies intended for various testing
objectives of 4 different sub-chips. Die 2 is specifically allocated for evaluating prototypes
of the proposed ADC generator. Both versions share the same bump map due to limited
available BGA packages. However, some bumps are repurposed for different signals due to
design modifications between the two prototypes. Figure 5.15 (b) and (c) show the bump
maps for two prototypes. The first prototype is implemented using Intel 22FFL process, and
the second prototype uses the Intel 16 process. Due to the similarity of both prototypes,
details of the sub-ADC channel design are only shown in Figure 5.14. Each hybrid sub-ADC
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Figure 5.13: Chip micrograph of the first TI SAR-VCO prototype.

Figure 5.14: Chip micrograph of the second TI SAR-VCO prototype and sub-ADC layout
details.

is implemented symmetrically in the layout with optimizations at the critical nodes to maxi-
mize the speed and reduce parasitics. The bootstrapped signal generator is placed at the top,
followed by the SAR, ring amplifier, and then VCO-based ADC. The empty region around
the ADC is filled with decoupling capacitors made from MOS, MOM, and MIM capacitors.
These capacitors provide sufficient decoupling for critical voltages, especially for reference
voltages.
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Figure 5.15: (a) Layouts of the custom BGA package design and bump maps of (b) the first
and (c) the second prototypes.

5.4 Measurement
This section presents the measurement of the time-interleaved SAR-VCO ADC prototypes.
Subsection 5.4.1 describes the design of the evaluation boards and the measurement setup.
And the measurement results and performance summary of the prototype are presented.

5.4.1 Measurement Setup

Figure 5.16 illustrates the diagram of board designs for prototype evaluation. Due to con-
straints in package availability, two separate boards have been designed to enhance board
yield, simplify the bring-up process, and facilitate the testing of multiple chips. On the left
side of the figure, the chip board incorporates the BGA package, which includes three dies
for different measurement purposes. The chip board also has SMA connectors for high-speed
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Figure 5.16: Diagram of the board designs including a chip board for BGA package and an
auxiliary board for the supply regulation and low-speed digital signal communication.

Figure 5.17: Top view of the 3D model of evaluation boards connecting to an FPGA.

signal and clock inputs as well as a connector for low-speed signals and DC supplies that
are connected to the auxiliary board. Clock and signal traces on the chip board are ground
shielded and designed to provide a 100Ω differential impedance. The separate auxiliary
board on the right side of Figure 5.16 includes off-chip low dropout regulators (LDOs) that
are responsible for generating DC supplies for different domains and reference voltages. The
output voltages of LDOs are programmed via the potentiometers (AD5170 and AD5272),
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Figure 5.18: Diagram and photograph of the measurement setup.

which are connected to the SET port of the LDOs and communicate through the I2C in-
terface. Each LDO is equipped with a MAX9612 current sensor, which is connected to the
ILIM port of the LDOs and used for monitoring power consumption. The low-noise regulators
LT3042 and LT3045 are used for generating reference and DC power supplies, respectively.
A two-step supply regulation is used, the LT3083 is chosen to supply the regulators with low
noise, and a low-pass filter with a ferrite bead is inserted between the external supply and
the input of LT3083 to further improve the supply quality.

For the scan interface and data capture memory, low-speed digital signals are accessed
using FPGA, which establishes a connection to a laptop and communicates with measure-
ment code using a Python interface. The signals in the 3.3V supply domain from the FPGA
pass through level shifters and transition into the chip’s digital supply domain (DVDD).
All of the level shifters are powered by the 3.3V FPGA supply and the DVDD supply is
generated from LDOs on the auxiliary board. Due to the repurpose of BGA bumps in the
second prototype, the chip board can be configured to allow both prototypes to share the
same board design. Figure 5.17 shows the 3D model of the board design, including the
FPGA on the right side, providing a more detailed view of the evaluation board. The chip
in red on the upper left corner of the BGA package is used for ADC testing, while the other
two are for testing other designs on the same chip. Various backup connectors are included
on both boards for debugging purposes. The completed measurement setup diagram and
the photo are shown in Figure 5.18. Both the clock and signal for the prototype chip are
generated from low phase noise signal generators. Measuring the performance of the ADC
using spectrum analysis requires the input signal frequency to be coprime with the clock
frequency. The clock and signal generator are locked in frequency using a 10MHz reference
port. Both signals are converted to differential signals using broadband baluns (BAL0006,
BAL0010) with low amplitude and phase mismatch. The band-pass filters are used to further
improve the signal’s spectral purity of both the signal and the clock. Finally, the signal and
clock are AC-coupled to the test chip by a bias-tee (ZFBT-4R2G) and DC-block (BLK-89-S),
respectively. Phase-matching cables are used to ensure the quality of differential signals.
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Figure 5.19: Measured output spectrum after calibration, sampling at 4GS/s for low fre-
quency (top) and Nyquist frequency (bottom) input signals.

5.5 Measurement Results
The ADC is foreground calibrated using both off-chip correction and tuning the on-chip
calibration circuit. Each channel in the test chip is first calibrated by feeding a full-scale
low-frequency sinusoidal wave. The first stage SAR ADC’s functionality is ensured and the
CDAC weights are approximated. Next, a small amplitude sinusoidal wave is used for the
calibration of the residue amplifier and the VCO-based ADC. Then the chip is loaded with the
resulting comparator offset, ring amplifier biasing, and stability control transistor settings
through the scan interface. The CDAC weights, channel gain, and offset are logged and
corrected through post-processing. Feeding low and high-frequency signals helps identify
interleaving spurs that originate from different mechanisms. The bandwidth and timing
skews are corrected on-chip as well. First, the timing skew is calibrated using the on-chip
floating transistor DACs. Since the bandwidth calibration also manifests itself at the same
location as gain and skew mismatch. The objective of the bandwidth calibration is set to
bring the skew settings at three different frequencies close to each other. In this way, the
effect of bandwidth mismatch is largely canceled. Figure 5.20 show the spectrum before and
after the calibrations of time-interleaving errors.

Figure 5.19 shows the measured output spectrum after calibration at a sampling speed of
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Figure 5.20: Measured spectrum before and after time-interleaved error calibrations.

4GS/s and an input signal of 20MHz. The third-order harmonics dominate the nonlinearity.
The bottom plot in Figure 5.19 shows the spectrum near the Nyquist frequency. All remain-
ing sub-ADC/interleaving-related spurs are suppressed due to the calibration circuit. Figure
5.21 shows the SNDR and SFDR as a function of the input frequency for the 4GS/s sam-
pling rate for three different samples. The peak SFDR is about 72 dB and drops to around
60 dB at a 4GHz input. The SNDR at low frequencies is approximately 59 dB. However, it
drops to 56 dB at the Nyquist frequency and further drops to 50 dB when the input signal
is at 4GHz. Both the SNDR and SFDR curves stay relatively flat up to 3.5GHz, and after
that, both start dropping significantly. When the input frequency is increased towards the
Nyquist frequency and beyond, several factors contribute to the degradation of the SNDR.
These factors include frequency-dependent residual interleaving errors, harmonic distortion,
the increasing effect of signal and clock jitter, and the loss of signal gain. Figure 5.22 shows
the SNDR/SFDR plotted against input amplitude and frequency for both the interleaved
ADC and the single ADC channel. Figure 5.23 shows the SNDR and SFDR as a function of
the input amplitude. The measurements were taken using a low-frequency input signal and
a Nyquist-frequency input signal, with a sampling rate of 4GHz. The dynamic range of the
SAR+VCO and SAR-only modes are measured and the result is presented in 5.23.

For the completeness of measurement, the static properties of a single ADC sample
are measured. The measurements of INL and DNL of the VCO-based ADC are different
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Figure 5.21: Measured SFDR and SNDR versus input frequency sampling at 4GS/s for three
ADC samples.

from those of traditional voltage-domain ADCs. These measurements can be obtained by
analyzing the code density at each code level. As described in section 4.4.1, the mismatches
between delay cells can increase the level of quantization noise. The DNL of the VCO-based
ADC can be defined as

DNL[n] =
td,n

tavg
− 1, (5.1)

where tavg = 1
N ΣN

i=1ti. The INL of the RO is defined as

INL[n] = Σn
i=1DNL[i]. (5.2)

The INL and DNL of each oscillator are measured statistically. First, a large amount of
unprocessed raw data is collected from each channel. Since the design is limited by ther-
mal noise, the input at each VCO when the differential signal is shorted together can be
approximated as a random signal. With perfect matching between stages, the frequency of
appearance for each phase should be very close in the collected data. And the mismatches
are assumed to be the only reason causing a difference in the number of times each phase
appears. The DNL of the oscillator is approximated using this method, and the INL is
calculated. Figure 5.24 shows the measured INL and DNL of the ring oscillators in each
channel. The total power of the measured sample is around 124.6mW. Figure 5.26 shows
the power breakdown when the ADC is sampling at 4GS/s. The ADC channels collectively
account for approximately 43%. The clocking circuit consumes approximately 32% of the
power, while the calibration and supporting circuits take the remaining portion. Figures 5.25
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Figure 5.22: Measured SFDR and SNDR versus input frequency for a single channel (samples
at 500MS/s) and the time-interleaved channels (samples at 4GS/s).

Figure 5.23: Measured SNDR and SFDR as a function of the input amplitude for (a) the
SAR+VCO ADC and (b) the SAR ADC only.

show the figure-of-merit (FOM) for the prototype chip (indicated by the red star) and other
similar works (indicated by the red circles). The generator prototypes achieve a Walden
FOM (FOMW) of 60.5 fJ/conv.-step and a Schreier FOM (FOMS) of 158.4 dB. The perfor-
mance summary of the prototype is shown in Figure 5.27, along with a comparison to the
state-of-the-art works. [3, 22, 53, 92, 197, 198, 199, 196, 195, 200, 201, 202]
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Figure 5.24: Measured DNL and INL of ring oscillators in 8 channels.
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Figure 5.25: The figure of merit of this work compared to other similar designs.

Figure 5.26: Power breakdown.
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Figure 5.27: Performance summary and comparison with state-of-the-art ADC.



127

Chapter 6

Conclusion

This research employs a generator-based methodology to investigate the design of an energy-
efficient, scalable, and high-speed ADC. The achievement of process portability and auto-
mated circuit generation has been realized by using the BAG3 framework. By combining
process-agnostic generator scripts with process-specific primitives, the proposed ADC can
be quickly ported to various processes. Different ADC architectures are explored in both the
voltage domain and the time domain. Hybrid and time-interleaved techniques are utilized to
accommodate various target specifications. The concepts of high-speed ADC design using
a generator-based methodology are demonstrated on various prototype chips. The latest
prototype implements an 8-way interleaved SAR-VCO ADC operating at a 4 GHz sampling
rate with a resolution greater than 9 ENOB.

6.1 Key Accomplishments
The main achievements of this research are as follows:

• The development of the proposed ADC generator involves the collaborative develop-
ment and maintenance of a generator framework. Different features that facilitate the
automation of mixed-signal circuit design are incorporated into the generator frame-
work. As the generator has undergone testing in multiple processes, libraries of process
primitives have been established and maintained.

• We have explored architectural alternatives for high-speed ADCs and techniques that
enhance conversion and improve sampling linearity. The focus of our circuit design ex-
ploration has been on architectures and topologies that can be easily adapted to scaled
processes, enabling the development of generators that can be used across different
processes.

• We have developed a comprehensive library of components for time-interleaved hybrid
ADC generators. The peak performance of the generated instances is aimed at high-
speed, high-resolution ADCs, which are ideally suited for direct RF communication
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systems. Our optimized building blocks also cater to diverse use cases with lower
resolutions or sampling rates. The generator can be easily expanded by incorporating
high-level scripts and assembling the necessary building blocks or supporting circuits
for various applications.

• As a demonstration of the proposed architecture and design methodology, we have
implemented several prototype chips, including integrating analog generators into a
complete system-on-chip and creating prototypes for performance tests of generated
instances. The most recent generator prototypes demonstrate performance on par with
state-of-the-art manually designed circuits.

6.2 Future Work
The work in this dissertation reviews the architectural benefits and challenges associated with
different ADC circuit topologies and outlines the trajectory of ADC architectures. It presents
a framework for understanding the generator-based design methodology, particularly with
regard to ADC design. An automated process-portable ADC generator framework is built
to generate various designs. A framework of quick ADC implementations and architecture
evaluations is built. Based on these, several directions can be pursued to further augment
this work:

• The prototype chips implement foreground calibration, a complex and time-intensive
process due to limited access to intermediate information. In addition to circuit design,
on-chip calibration can be integrated with the generated instances, necessitating the
inclusion of a more advanced debugging interface.

• Given the time constraints, this thesis focuses on developing generator prototypes that
implement one specific architecture time-interleaved SAR-VCO architecture. Never-
theless, the current generator framework can expedite further exploration of other ADC
architectures of interest. Other time-domain topologies can be integrated with existing
blocks. Rapid implementation of alternative architectures is achievable by utilizing ex-
isting building blocks. Possible implementations using the existing generators include
a standalone VCO-based ADC with a bootstrapped sampler, pipelined SAR ADC, or
pipelined ADC employing a ring amplifier-based switch capacitor circuit.

• While the proposed ADC generator primarily focuses on analog and mixed-signal de-
sign, the design process still heavily relies on the designer’s interaction with generators
and design tools. By integrating the design and measurement APIs offered in the BAG
framework with a design algorithm, it is possible to create an automated solution for
selecting generator circuit parameters that fulfill specified target specifications. This
approach enables the automation of closed-loop ADC design. Furthermore, a machine
learning-based circuit design that considers layout effects can be developed to achieve
a comprehensive end-to-end design.
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Appendix A

Layout Generation Engines in BAG2 and
BAG3

While the schematic generation APIs are mostly identical, there are several layout generation
engines in the BAG2 and BAG3 frameworks. Although implemented differently, all layout
generation engines rely on the fact that the floorplan of circuits often has a large portion
of invariant characteristics, such as the relative location of transistors and routing tracks.
Moreover, the complex design rules are hidden under the extra layer of the grid that is specific
to different layout generation engines. Layout primitives are developed for different processes
to ensure DRC correctness. Different types of engines are explained in this appendix.

A.1 LAYGO
LAYGO stands for LAYout with Gridded Objects. The LAYGO engine adopts an approach
similar to LEGO blocks to create a portable layout generator [203]. The layout methodology
of LAYGO is shown in Figure A.1. It handles complex design rules using hand-made primitives
and predefined routing grids for all possible combinations of layers, spaces, and widths. The
individual components, such as transistors with different widths and numbers of fingers,
can be compared to LEGO blocks, while the routing grid functions as the LEGO bump.
Imagine what would happen if the size of LEGO blocks scales. As long as they are still
assembled according to the smaller Lego bumps, the same result can be expected despite
the changes in the dimensions. Similarly, in advanced technology nodes, DRC rules become
increasingly complex. However, if the predefined unit blocks can capture different rules, the
resulting layout will still comply with design rules. Generally speaking, various types of
hand-crafted cells capture the most intricate front-end design rules. The metal patterns are
wired up following a predefined routing grid with specific spacing, width, and via types. This
approach is similar to the design of a digital circuit that uses standard cells. The difference is
that various types of devices can be chosen as long as the corresponding unit block templates
are implemented.
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Figure A.1: Illustration of the LAYGO layout generation flow.

In Figure A.1, the bottom left side shows NMOS and PMOS templates with two fingers
and a predefined width. Inside these templates, one unit transistor is implemented with a
bounding box, which conveniently makes it easy to place in an array. The pins’ names, G, D,
and S stand for gate, drain, and source, respectively. They are defined in coordinates that are
compatible with the corresponding routing grid, which is the M1-M2 CMOS grid in this case.
Other types of transistor templates are available to handle various situations. For example,
a one-finger transistor with gate connections on the left or right side is used to implement
minimum logic gates. Transistor templates are arranged in an array when implementing a
layout generator in Python scripts. It is guaranteed that there will be no DRC issue in the
middle. As for the boundary rules on two sides should be handled by N-Type and P-Type
boundary templates. For example, it left enough space on the sides to ensure that it would
not conflict with other primitives. Similar to transistor templates, various boundary cells
can handle different scenarios. Besides transistors, other passive devices such as capacitors,
diodes, and resistors are also supported in LAYGO.

Some example codes are listed below to demonstrate the LAYGO APIs:
#Placement: (x0, y0), (x1, y1) are the origin points where instances are placed
inst0 = laygen.relplace(cellname=’cellName0’, gridname=’gridName’, xy=[’x0’, ’y0’])
inst1 = laygen.relplace(cellname=’cellName1’, gridname=’gridName’, xy=[’x1’, ’y1’])
#Connection: connect from one inst0’s pin to one inst1’s pin
laygen.route(gridname0=’gridName0’, refobj0=inst0.pins[’pinName0’],
gridname1=’gridName1’, refobj1=inst1.pins[’pinName1’])
# Export pin
laygen.pin(name=’pinName’, gridname=’gridName’, refobj=inst0)
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Figure A.2: Illustrations of (a) DigitalBase and (b) AnalogBase in the framework.

A.2 XBase in BAG2
The AnalogBase and DigitalBase are abstract classes used for drawing layouts of analog
and digital circuits, respectively, in the XBase engine. Both are based on the TemplateBase
introduced in Chapter 3. The primitive generation codes define abstract methods that
encapsulate all design rules specific to the supported floorplan. The AnalogBase draws
multiples of N- and P-type devices’ rows, as shown in Figure A.2 (b). Layouts with only one
type of device are also possible. However, mixing N- and P-type devices alternatively is not
supported and can only be implemented in the TemplateBase. This can lead to inconvenience
in generator development in some cases. The DigitalBase aims to implement a floorplan
similar to that of the LAYGO engine. The conceptual diagram is shown in Figure A.2 (a).
Compared to the AnalaogBase, only the first available routing layers are included in the
primitives, while the AnalaogBase takes three layers. Alternate N- and P-type devices are
possible, making them suitable for compact digital circuit design. Another difference between
the AnalogBase and the DigitalBase is the fixed lower layer available track and track widths
and spaces in DigitalBase. Some example codes of the AnalogBase are shown below.
It implements the draw_layout() method and calls draw_base() to correctly assemble
primitives.
def draw_layout():
...
tr_manager = TrackManager(grid=self.grid, tr_widths=tr_widths, tr_spaces=tr_spaces)
self.draw_base(...)
# Draw transistors
n_conn = self.draw_mos_conn(mos_type=’nch’, row_idx=0, col_idx=col0, fg=seg)
p_conn = self.draw_mos_conn(mos_type=’pch’, row_idx=1, col_idx=col1, fg=seg)
# Connections
# Get track information
g_tid = self.get_wire_id(’pch’, 1, ’g’, wire_name=’in’)
# Connect gates
self.connect_to_tracks([n_conn[’g’], p_conn[’g’]], g_tid)
# VDD/VSS
self.connect_to_substrate(’ptap’, [n_conn[’d’]])
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self.connect_to_substrate(’ntap’, [p_conn[’d’]])
# fill dummies
tr_w = tr_manager.get_width(hm_layer, ’sup’)
vss_warrs, vdd_warrs = self.fill_dummy(vdd_width=tr_w, vss_width=tr_w)

In the DigitalBase, the floorplan is set up by setup_floorplan(), some example codes
are shown below
def draw_layout():
...
vss_tid, vdd_tid = self.setup_floorplan(config, row_layout_info, max(fg_p, fg_n))
# Add blocks
p_conn = self.add_laygo_mos(1, 0, seg_p, w=wp, gate_loc=’d’, stack=stack)
n_conn = self.add_laygo_mos(0, 0, seg_n, w=wn, gate_loc=’d’, stack=stack)
pin = p_conn[’g’]
nin = n_conn[’g’]
# Compute overall block size and fill spaces
self.fill_space()
# connect input
tid = TrackID(hm_layer, in_tidx, width=tr_w_in)
in_warr = self.connect_to_tracks([pin, nin], tid, min_len_mode=min_len_mode_inv_in)

Some differences exist between the LAYGO and the XBase. First, the layout primitives are
all manually implemented, which provides a straightforward way of quick process porting.
In contrast, XBase uses abstract base classes to support programmable primitives, which
requires a thorough understanding of the design rules and the code construction to implement
primitives with similar programmability. Also, although both LAYGO and XBase use a custom
layout grid for their track system, different from the predefined grid template in LAYGO, XBase
uses TrackManager to organize routings. All the routings are assigned different categories
with varying widths and spaces, and the generators avoid using hard-coded numbers.

Figure A.3: Illustration of the MOSBase in the BAG3 framework.
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A.3 XBase in BAG3
In the BAG3 framework, only the XBase engine is used, and the AnalogBase and DigitalBase
converge to the MOSBase, which can implement floorplans for both analog and digital circuits.
MOSBase allows tiling similar blocks together, similar to DigitalBase. Moreover, it allows
adding substrate connections in the same row as transistors. The transistors’ contacts are
also usually at the first available routing layer. However, different from the DigitalBase,
MOSBase can specify any combination of tap and transistor rows, and the track arrangements
are handled by the TrackManager. A conceptual diagram of the MOSBase is shown in Figure
A.3. The layout floorplan of the MOSBase is established by the draw_base() method. The
Appendix shows two examples of the MOSBase code. B.
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Appendix B

Generator Examples

This Appendix shows two example codes of an inverter generator and a comparator gen-
erator. Both generators are implemented in the BAG3 framework. The proposed ADC
generator includes a large number of generators; these two blocks are representative to show
the generator implementations in a simple logic and a complex hierarchical generator.

B.1 An Inverter Generator Example

Figure B.1: Example inverter generator in BAG3.
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Figure B.1 shows the code for the inverter inside the draw_layout() method. The code
is divided into multiple parts, marked from 1 to 4, with the generated instances at each step.
First, N- and P-type transistors are added at row ridx_n and ridx_p, respectively. In step
2, the horizontal track index at the output of N- and P-type transistors is derived and used to
connect the drains of the transistors. Next, the vertical connection between two transistors
is made by first calculating the vm_tidx and setting up vm_tid. The horizontal outputs
are connected to the vertical track by self.connect_to_tracks. Finally, the sources of
transistors are connected to supply tracks, as shown in the last generated instance.

B.2 Comparator Generator Examples
The comparator generators are introduced in 4.3.1; an example of a self-timed double-tail
comparator generator is shown here to illustrate the construction of a relatively complicated
generator.

Figure B.2: Generator code of the single-ended transistor group used in the comparator
generators.
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First, a class called SingleEndTxGroup is constructed to represent a group of transis-
tors. In a simple comparator implementation, differential pairs can be placed on two sides
of the layout. However, a design that requires higher matching accuracy necessitates a
common-centroid arrangement. Both layout strategies can be implemented by partition-
ing transistors into groups and arranging the groups of transistors directly. In Figure
B.2, the SingleEndTxGroup class reads in parameters and puts transistors that belong to
the same group in a column. Internal connections are made depending on the parameter
conn_pair_list. The group’s ports interface with other portions of the layout and are
exported as hidden pins, which can be easily accessed in the higher-level layout generator.

Figure B.3: Generator code for the preamplifier.
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Figure B.4: Self-timed double-tail comparator generator.

Figure B.3 shows how the preamplifier in a double-tail transistor is constructed from the
transistor groups. In this PreAmpMatch generator, the current tail transistor is placed in the
bottom row of the layout. The tail transistor is partitioned into two parts to facilitate a
differential layout. The input and load transistors are placed within transistor groups. First,
the group_params are constructed from the input parameters. The transistor group template
is constructed using the self.new_template() and it is placed using the self.add_tile
The dynamic latch class DynLatchMatch in the second stage of the double-tail comparator
is constructed similarly. Lastly, the DoubleTailSelfTimeWrap class, shown in Figure B.4,
takes two layout generators and assembles them into a full comparator. The templates are
constructed first. Then, the templates can be used to perform floorplanning, as all the
information associated with each layout class is now accessible. Then, both templates are
placed, and substrate connections are added. The unused space is filled for both DRC and
matching purposes. Two generated examples with one and four transistor groups are shown
separately in Figures B.5 and B.6.
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Figure B.5: Generated instance of a simple differential comparator in the cds-ff-mpt pro-
cess.

Figure B.6: Generated instance of a comparator with multiple groups in the cds-ff-mpt
process.


	Contents
	List of Figures
	Introduction
	Motivation
	Research Goals
	Thesis Organization

	High-Speed ADC Design
	Introduction
	Traditional ADC Architecture for High-Speed Operation
	Time-Domain Data Conversion and ADC Architectures
	Hybrid ADC Architectures
	Time-Interleaved ADCs
	Summary

	Analog Design Automation and BAG Workflow
	Introduction
	Analog Circuit Automation
	BAG Framework Overview
	Schematic and Layout Generation
	Design and Optimization Using BAG
	Implementation of Generator-Based Design Flow and Prototype
	Summary

	Building Blocks of the Proposed ADC Generator
	Introduction
	Sampling Circuit Generator
	SAR ADC Generator
	Design of the VCO-based ADC Generator
	Residue Amplification and Ring Amplifiers
	Auxiliary Circuits
	Summary

	Generated Prototypes
	Overview
	LAYGO Time-Interleaved ADC Prototypes
	Time-Interleaved SAR-VCO ADC Prototypes
	Measurement
	Measurement Results

	Conclusion
	Key Accomplishments
	Future Work

	Bibliography
	Layout Generation Engines in BAG2 and BAG3
	LAYGO
	XBase in BAG2
	XBase in BAG3

	Generator Examples
	An Inverter Generator Example
	Comparator Generator Examples


