
Cryogenic Optical Link: Device, Circuit, and System

Bozhi Yin
Vladimir Stojanovic, Ed.

Electrical Engineering and Computer Sciences
University of California, Berkeley

Technical Report No. UCB/EECS-2025-28
http://www2.eecs.berkeley.edu/Pubs/TechRpts/2025/EECS-2025-28.html

May 1, 2025



Copyright © 2025, by the author(s).
All rights reserved.

 
Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission.



Cryogenic Optical Link: Device, Circuit, and System

By

Bozhi Yin

A dissertation submitted in partial satisfaction of the

requirements for the degree of

Doctor of Philosophy

in

Electrical Engineering and Computer Science

in the

Graduate Division

of the

University of California, Berkeley

Committee in charge:

Professor Vladimir Stojanović, Chair
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Abstract

Cryogenic Optical Link: Device, Circuit, and System

by

Bozhi Yin

Doctor of Philosophy in Electrical Engineering and Computer Science

University of California, Berkeley

Professor Vladimir Stojanović, Chair

High-bandwidth density and energy-efficient readout interfaces connecting the superconduc-
tor electronic (SCE) integrated circuits (IC) with room-temperature environments are es-
sential for emerging quantum and classical superconducting computing applications, which
motivate the design of cryogenic optical links.

This work addresses four challenges in this communication link. First, a comprehensive
link model, which consists of superconductor and semiconductor electronic/photonic com-
ponents, is built to analyze the performance and energy efficiency of the link. Then, a novel
cryogenic optical link based on the monolithic silicon photonic process and laser-forwarded
coherent architecture is proposed to balance power consumption at cryogenic and room-
temperature environments and improve overall energy efficiency. Next, an accurate device
model is necessary for circuit design nowadays, while little is known about the transistor’s
behavior at cryogenic temperatures. A detailed theoretic analysis and device characteriza-
tion of transistors from monolithic silicon photonic processes is presented. Following that, a
proof-of-concept single-chip CMOS electronic-photonic cryogenic transmitter is designed and
implemented in the 45RFSOI process. The link experiment at cryogenic temperatures with
the direct drive from superconductor IC demonstrates its function, performance, and energy
efficiency. Compared to the existing solution, our work shows the best energy efficiency by
eliminating the extra discrete cryogenic amplifier requirement. Finally, a new type of EO-
PLL, including a boundless phase shifter-based phase rotator and dLev comparator-based
phase estimator, is proposed to solve the inevitable time-varying phase offset issue in the
laser-forwarded coherent architecture. A proof-of-concept coherent receiver with proposed
EOPLL is designed and implemented in the 45SPCLO process.
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Chapter 1

Introduction

Cryogenic technology and integrated circuits are becoming increasingly important in future
computing systems. Josephson junction-based devices are used to form qubits for quantum
computing [1]. In classical digital computing applications, Josephson junction-based super-
conductor electronic circuits can be much more energy efficient, especially for applications
that must operate at cryogenic temperatures below 10 K [2–4]. Both applications require
control and communication interfaces that operate at room temperature. However, tradi-
tional electrical interconnects significantly increase the complexity of the cryogenic systems -
coax cables and solder joints are bulky and fragile, causing intermittent failures, and enable
heat-leak paths that lower the overall energy efficiency [5]. The wireless solution can mitigate
heat leakage [6], but its scalability is constrained by antenna dimensions and potential signal
interference. Optical interconnects offer an opportunity to improve the reliability, density,
and energy efficiency of the cryogenic solutions dramatically [7–9].

Existed cryogenic optical link solution [9–16] requires additional discrete cryogenic am-
plifies for signal amplification and impedance match when interfacing with superconductor
electronics, which limits the bandwidth density and energy efficiency of the system and
eventually impedes system scalability [5].

In this research, we leverage the integration of electronics and photonics in a monolithic
CMOS photonic platform to implement a cryogenic optical link connecting the superconduc-
tor electronic IC to the room-temperature environment.

1.1 Thesis Organization and Contribution

The rest of this thesis details the modeling, analysis, design, and experiments involved in
building an energy-efficient cryogenic optical link that crosses cryogenic and room-temperature
environments for superconductor computing system.

In Chapter 2, the author introduces the basics of superconductor electronics (SCE) and
its application in classical computing systems as digital electronics. The lack of scalable
superconductor memory motivates the research on cryogenic optical links that can connect
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superconductor computing cores with room-temperature memory. After analyzing the pros
and cons of traditional electrical links and existing optical solutions, the author proposes
a cryogenic optical link that is built on the monolithic silicon photonic process and laser-
forwarded coherent architecture.

Chapter 3 outlines the laser-forwarded coherent architecture and the key photonic device
(the micro-ring modulator). A comprehensive model is proposed to perform system-level op-
timization to address the trade-offs in this complicated system consisting of superconductor
and semiconductor electronic/photonic components.

An accurate device model is required to predict the function and performance of circuits
operating at cryogenic temperatures. Chapter 4 presents the fundamental transistor be-
havior at cryogenic temperatures. Following that, the characterization results of transistors
from two monolithic silicon photonic processes, including DC, delay, and noise characteriza-
tion, are presented, paving the way to design analog and mixed-signal circuits in cryogenic
electronic-photonic systems. This work is done in collaboration with Xiangwei Kong and
Yuean Gu. Parts of this work appear in

• B. Yin, X. Kong, Y. Gu and V. M. Stojanović, ”Cryogenic Characteristics of MOSFET
in Monolithic Silicon-Photonic Process,” in IEEE Transactions on Electron Devices,
doi: 10.1109/TED.2024.3392871.

In Chapter 5, a micro-ring modulator-based cryogenic optical transmitter is designed and
implemented in the 45RFSOI process. After a full electro-photonic package, a complete link
characterization is performed with the direct drive from the superconductor IC, followed by a
detailed energy efficiency analysis based on the measured results. Finally, a superconductor
multichip module is designed to integrate the superconductor IC with the electro-photonic
IC onto the same substrate and further improve throughput and energy efficiency. This work
is done in collaboration with collaborators from Boston University: Hayk Gevorgyan, Deniz
Onural, Bozhan Zhang, and Professor Milos Popovic. Parts of this work appear in

• H. Gevorgyan et al., ”Cryo-Compatible, Silicon Spoked-Ring Modulator in a 45nm
CMOS Platform for 4K-to-Room-Temperature Optical Links,” 2021 Optical Fiber
Communications Conference and Exhibition (OFC), San Francisco, CA, USA, 2021,
pp. 1-3.

• B. Yin, H. Gevorgyan, D. Onural, A. Khilo, M. A. Popović and V. M. Stojanović,
”Electronic-Photonic Cryogenic Egress Link,” ESSCIRC 2021 - IEEE 47th European
Solid-State Circuits Conference (ESSCIRC), Grenoble, France, 2021, pp. 51-54, doi:
10.1109/ESSCIRC53450.2021.9567813.

and a paper is currently being reviewed by Nature Electronics.
Chapter 6 analyzes the phase fluctuation issue in the laser-forwarded coherent archi-

tecture. To address this issue, an EOPLL, consisting of a dLev comparator-based phase
estimator and thermal boundless phase shifter-based phase rotator, is proposed. To prove



CHAPTER 1. INTRODUCTION 3

the new architecture, a proof-of-concept coherent receiver is designed and implemented in
the 45SPLCO process, in which design objectives, circuit implementation, packaging flow,
and measurement results are detailed.



4

Chapter 2

Background

2.1 Introduction to Superconductor Electronics

(SCE)

When certain materials are below a critical temperature (Tc), the material becomes super-
conducting. The distinctive physics of superconductors, such as zero direct current (DC)
resistance for sufficient small current, enables the creation of circuits that are otherwise
challenging or impossible to achieve. For instance, a superconducting loop with inductance
L and circulating current I stores magnetic flux Φ = LI. Unlike a loop made with resistive
material, the current can circulate as long as the material stays superconducting, which is
analogous to an ideal capacitor.

The critical temperature of known superconductors ranges from near absolute zero to
about 203K. Superconductor electronics (SCE) are functional electronic circuits incorporat-
ing active and passive elements that are superconducting below the critical temperature. In
general, its application tends to cluster in temperature around the boiling point of liquid
nitrogen (77K), the boiling point of liquid helium (4.2K), and the superfluid helium-4 tem-
perature range below about 2.17K [4]. Among different superconductors, the workhorse is
niobium (Nb), which has TC ≈ 9K. It is a conventional low-temperature superconductor
suitable for circuit operation typically at 4 to 5K, and supported by multiple foundaries [17].

Here, we introduce several key devices and technologies used in the SCE system.

Josephson Junction (JJ) based digital logic

The Josephson junction is formed by separating two superconductor electrodes with a thin
insulator, as shown in Fig. 2.1. Quantum tunneling of Cooper pairs through the thin
barrier layer allows a supercurrent to flow between two electrodes with zero voltage drop.
The maximum supercurrent is called the critical current, IC . When the current through
a JJ exceeds the critical current, it switches (the superconducting phase difference across
the junctions jumps by 2π) and produces a single flux quantum (SFQ) output. The SFQ
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digital logic represents digital ”1” and ”0” by the presence and absence of magnetic flux
quanta within a circuit element. Its switching energy Esw ≈ ICΦ0 = 2 × 10−19J = 0.2aJ
for IC = 100µA [4]. For comparison, the switching energy of a transistor in advanced
CMOS technology is E = CV 2

DD = 5.6× 10−16J assuming C = 1fF and VDD = 0.75V . The
several orders of magnitude lower in switching energy makes JJ-based computing architecture
attractive in supercomputing systems [8, 18].

Figure 2.1: Strcutre of Josephson Junction.

SCE memory

Memory is a key block in computers based on von Neumann architecture and has been a
bottleneck in many modern high-performance computing (HPC) systems [19]. The super-
conductor electronic memory can be classified by memory device technology: Josephson
junction logic circuits, magnetic devices, or nanowire superconductor devices; and by use:
register, cache, or main memory. The status of memory is summarised in Table. 2.1 [4].

Despite the different technologies used in memory design, the largest demonstrated su-
perconducting random-access memory (RAM) is only 4 kibit (4096 bits), limited by the size
of the superconductor devices, which is far below the requirement of main memory in the
computing system. Today’s HPC systems are dominated by x86 architectures coupled with
2–3GB of main memory per core [19]. Even with the smallest superconductor memory with
a bit cell area of 26.5µm2, the area of 424000mm2 is required to achieve 2GB memory.

The hybrid JJ-CMOS memory, putting the CMOS memory core along with the super-
conductor chip at the cryogenic temperature, can leverage the capability of large-scale inte-
gration in advanced CMOS processes and potentially provide a large enough main memory.
However, the interface between SFQ and CMOS logic with totally different voltage domains
causes a huge power consumption. For instance, the read and write power of a 64 Kibit
CMOS memory chip fabricated by TSMC using 65nm technology are 12mW and 21mW
at 1GHz operation [20], leading to the energy efficiency of 183fJ/bit and 320fJ/bit at 4K.
Compared to the energy of SFQ logic at the order of 10−18J/bit, the energy for memory ac-
cess becomes significant and dominates the whole system’s power. Inside the Hybrid-CMOS
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memory, the majority of the power consumption comes from the interface circuit, where the
millivolt superconductor logic signals are amplified to 60mV and then drive a very sensitive
CMOS comparator to produce the required volt-level signals.

Refrigeration

Unlike other computing systems, the SCE-based computing system must operate at deep-
cryogenic temperatures requiring refrigeration. Therefore, cryogenic refrigeration’s power
cost must be accounted for when calculating overall energy efficiency. One key figure of
merit in evaluating refrigerators is specific power, defined as the input power divided by
cooling power:

Specific Power =
W at 300K

W at T cold
(2.1)

where T cold is the target temperature at which we want the system to operate. The typical
specific power of refrigerators is listed in Table 2.2 [4]:

Table 2.2: Specific power range for cryogenic refrigeration

T cold Cooling Power Range Specific Power [W/W]
80K 1.4W to 190kW 5.4×101

40K 1.1W to 61.5kW 1.69×102

20K 2W to 320W 4.56×102

4.5K 120W to 1000W 4.87×102

4.2K 0.08W to 2.7W 9.24×103

100mK 0.25mW to 1mW 3.22×107

20mK 6µW to 30µW 1.09×109

As we can observe from Table 2.2. The lower the temperature we want to achieve,
the higher the cooling penalty we need to pay, which raises a design consideration: we
can distribute the function of the system and the corresponding power over the different
temperature stages to optimize the figure of merit (energy per bit). Furthermore, cooling
capability significantly decreases at low temperatures, impeding the scalability of the system.

2.2 Interconnection Requirement of SCE

For SCE-based computing systems, the on-chip communication can be performed with
Josephson transmission lines (JTL) or passive transmission lines (PTL). Chip-to-chip com-
munication using SFQ pulses has also been demonstrated [17].

But power and data also need to move between the cryogenic and room temperature
environments with very low heat loads to the cryogenic environment. As we discussed in the
previous section, the lack of scalable and area-efficient RAM prevents the implementation



CHAPTER 2. BACKGROUND 8

of superconducting computing. One way to bypass the issue of non-existent cryogenic RAM
is to let the superconductor computing core access the room-temperature memory through
an energy-efficient communication link that crosses the cryogenic and room-temperature
environments.

The most challenging is data movement from a cryogenic environment due to the small
energy in an SFQ pulse and the refrigeration penalty on any energy dissipated in amplifying
or converting signals at cryogenic temperature. This is also called a cryogenic egress link.

Figure 2.2: Electrical cryogenic egress link.

Hybrid superconductor-semiconductor digital data links are proposed to solve the issue
of interconnection. As shown in Fig. 2.2, cryogenic signal amplifiers are placed at multiple
temperature stages to reduce total power consumption [5]. However, the heat load induced
by the heat-leak path (coaxial cable) between different temperature stages degrades the
overall energy efficiency. Besides that, the electrical interconnects significantly increase the
complexity of the cryogenic systems - coax cables and solder joints are bulky and fragile,
causing intermittent failures.

Therefore, building an energy-efficient and high-reliability cryogenic egress link has re-
cently gained much interest.

2.3 Heater leakage in Cryogenic Egress Link

In the above section, we mentioned that the heat leakage in the traditional electrical link
could be much larger than the power consumed by active devices and eventually dominate
the power consumption. Here, let’s quantitatively calculate its value and compare it with
the heat load generated by another type of wire, fiber.

The heat flow conducted across small temperature differences can be calculated using the
formula:

Q = −KAdT
dx

≈ −KA∆T

L
(2.2)

where K is the thermal conductivity, A is the cross-section area, ∆T is the temperature
difference, and L is the length of the heat conduction path. Thermal conduction across sig-
nificant temperature differences should be calculated using the thermal conductivity integral.
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But here, we assume the thermal conductivity of material does not change with temperature
for simple calculation: KBeCu = 107W/(m×K) and KSiO2 = 1.4W/(m×K)

0.047” semi-rigid coaxial cable made with BeCu is usually used in cryogenic applications.
The diameter of the cable’s inner conductor, dielectric, and outer conductor is 0.28mm,
0.94mm, and 1.2mm, respectively. Assuming the cable has a length of 0.29m and is ther-
malized at an intermediate temperature of 40K, then the heat load on the 4K stage caused
by this cable can be estimated by the following equation:

Q1 = Qinner conductor +Qouter conductor

=
107mW

mm×K
× π(0.14mm)2 × (300− 4)K

290mm
+

107mW

mm×K
× π(0.62 − 0.472)mm2 × (40− 4)K

290mm

= 12.5mW

(2.3)

The measured heat load of this cable is 2.2mW [5], which means our calculation method
does not off too much.

For glass fiber, the cladding and the core are manufactured together from the same silicon
dioxide-based material. The manufacturing process adds different amounts of dopants to the
core and cladding to maintain a difference in refractive indexed between them of about 1%.
Therefore, we can assume the thermal conductive path of the single-mode fiber is full of SiO2
and has a diameter of 125um. Then we can use the same equation to estimate the maximum
heat load introduced by the optical fiber with the same length as above coaxial cable.

Q2 =
1.4mW

mm×K
× π(0.0625mm)2 × (300− 4)K

290mm
= 17.5µW (2.4)

Compared to the electrical interconnection, the heat leakage is reduced by roughly 1000
times due to the glass fiber’s larger thermal resistance and smaller cross-section area. Ther-
mal anchoring and longer fiber length can further reduce heat load without sacrificing. As
a result, Sub-µW level heat load caused by the fiber is much smaller than power consumed
by other components in the link and can be neglected in calculating energy efficiency.

2.4 Emerging Solutions of the Cryogenic Egress Link

Wireless solution

To reduce the heat leakage between two temperature stages in the communication link,
one straightforward method is using wireless communication, which eliminates all physical
connections between two environments. However, it has been demonstrated that a large
portion of the millimeter wave sent by the room-temperature transmitter is absorbed by the
refrigerator and causes the heat load [6]. Furthermore, free-space wireless communication
must cross the refrigerator, which is limited in size. This leads to a limited overall link
capacity due to the large size of antennas and substantial interference between signals.
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Electronic-photonic solution

Compared to wireless methods, optical interconnects provide significant bandwidth outside
the cryogenic environment via multiple fibers and wavelengths per fiber. Additionally, since
optical fibers have negligible heat leakage, optical interconnects emerge as a promising option
for cryogenic egress links due to their high reliability, density, and energy efficiency [7–9].

Figure 2.3: Existed electronic-photonic solution for cryogenic egress link: (a). Micro-
Disk modulator[10], (b) BaTiO3 modulator[11], (c) Garnet magneto-optic modulator[9], (d)
LiNbO3 modulator[15], and (e) Cryo-VCSEL[16].

The largest challenge in this electronic-photonic (EO) interface is to convert the very low-
swing (∼ 1 mV) electric output of superconductor electronic circuits to the optical domain,
which requires unprecedented conversion efficiency or additional electrical amplification.

As shown in Fig. 2.3, several optical modulators with different modulation mechanisms,
including the carrier plasma dispersion effect in silicon [10], the electric-optic Pockels ef-
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fect in barium titanate [11] and in lithium niobate [9], the DC Kerr effect in silicon [12],
the electro-absorption effect in graphene [13] and in InP-on-Si quantum well [14], and the
magneto-optic effect in garnet [15], have been proposed and demonstrated at the cryogenic
temperature. Furthermore, a cryogenic vertical-cavity surface-emitting laser (VCSEL) has
also been demonstrated at 4 K recently [16]. However, these EO interfaces require either a
large voltage swing (tens of millivolts to a few volts [10, 11, 14, 16]) or a large current swing
(±110 mA [15]) to operate.

As a result, additional discrete cryogenic amplifiers are needed for signal amplification
and impedance match when interfacing with superconductor electronics, which limits the
bandwidth density and energy efficiency of the system and eventually impedes system scal-
ability [5]. Besides that, the existing work focuses on a single device and lacks the analysis
of performance and energy efficiency at the system level.

2.5 Proposed monolithic electronic-photonic

cryogenic egress link

In this work, we leverage the integration of electronics and photonics in a monolithic CMOS
photonic platform to implement a single-chip optical interface connecting the SCE IC to
room-temperature memory.

Figure 2.4: Proposed electronic-photonic egress link connecting cryo compute node with its
RT main memory.

As shown in Fig. 2.4, SFQ voltage pulses from the Logic Core go to the SFQ/DC converter
and SQUID stack amplifier (SSA) [21] that output millivolt-level Non-Return-to-Zero (NRZ)
pulses for transmission to the CRYO-TX chip, where the NRZ signals are amplified by a
low-noise CMOS amplifier, the output of which drives a micro-ring modulator (MRM) on the
same chip. Less than 10µm distance between transistors and photonic components makes
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parasitic capacitance negligible and thus significantly improves energy efficiency. The MRMs
resonating at different wavelengths are cascaded on a single bus waveguide to implement
multi-channel wavelength-division multiplexing (WDM) transmission.

We utilize this transmitter and the coherent receiver to create a new, laser-forwarded
coherent link that reduces the energy dissipated in the cryo environment, thereby optimizing
the overall link energy consumption.
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Chapter 3

Electronic-photonic Co-Optimization
of the Cryogenic Egress Link

In this chapter, the author first introduces the architecture of the laser-forwarded coherent
link which is employed in the cryogenic egress link, and compares it with the traditional
coherent link. Following that, the key device in this optical link, the micro-ring modulator, is
detailed. Next, the cryogenic egress link is divided into several blocks and modeled separately.
Finally, the system simulation result based on the link model is presented to guide the chip
design.

3.1 Laser-forwarded Coherent Link

Coherent detection is a technique for realizing high-capacity transmission owing to its ex-
cellent spectral efficiency, and it has been widely used in long-haul optical systems [22, 23].
In these optical transmission systems, like metro area networks, analog-to-digital converters
(ADCs) and digital signal processing (DSP) are heavily used to compensate for the impair-
ments of optical fiber over long-range transmission, leading to massive power consumption.

Nowadays, data center (DC) traffic contributes the majority of global internet protocol
traffic, and nearly 77% of the overall DC traffic stays inside the local network of the source
DC [24]. It is produced from storage, production, development, and authentication of DC
data and transmitted over distances ranging from 500m to 10km. Since the fiber impairments
in these short-reach links are insignificant, the low-power DSP-free coherent-lite link has
gained increasing interest as a promising alternative solution [24–29].

Because the requirement of equalization capability is relaxed, carrier phase recovery
(CPR) becomes a critical issue that needs to be resolved in these analog signal-based co-
herent receivers. The architecture of analog signal-based CPR can be divided into two
categories: Optical PLL (OPLL) and Electrical PLL (EPLL) [26]. In an OPLL, since the
LO laser is frequency-modulated by the frequency correction signal, it requires an LO laser
with a wideband frequency modulation response and short propagation delay along the en-
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tire optical and electrical path in the feedback loop, which is usually limited by the ability
to integrate photonic components (especially laser) closely with the electronic part. On the
other hand, the EPLL uses a single sideband (SSB) mixer in each polarization to de-rotate
the incoming signals since the transmitter and LO lasers are not phase-locked. The EPLL
demonstrated in recent literature [28, 29] suffers from limited phase tracking bandwidth. It
also requires high-quality tunable lasers with narrow linewidth for lower phase noise. The
above drawbacks degrade phase recovery capabilities and prevent usage.

Another type of coherent-lite link employs laser-forwarded link architecture [24, 30–33],
which forwards the unmodulated laser light directly to the receiver and thus implements self-
homodyne detection. Since the signal and reference are derived from the same laser source,
phase recovery can be eliminated as long as the two signals are synchronized within the
coherence time of phase noise. Therefore, this architecture has also been gaining much at-
tention recently since it further simplifies the issue of CPR and reduces power. The downside
of this architecture is the requirement of extra fiber to propagate LO light to the receiver,
which reduces the overall throughput of this optical communication system. However, the
cost of extra fiber can be amortized in the dense wavelength-divison multiplexing (DWDM)
link, where multiple LO light at different wavelengths can be carried on a single fiber.

Figure 3.1: Typical architecture of the phase-modulated laser-forwarded coherent link.

The typical schematic of phase-modulated laser-forwarded coherent is shown in Fig. 3.1,
where the light from continuous wave (CW) laser is first split into signal light with Psig =
P ×Plaser and LO light with PLO = (1−P )×Plaser. The optical transmitter modulates the
signal path with phase modulation of ϕm(t). After beating with the LO light, the electrical
field at the output of the ideal 50/50 coupler can be written as:[

E⃗1

E⃗2

]
=

1√
2

[
1 1
1 −1

] [√
PE⃗ine

j[ϕm(t)+ϕ1]

√
1− PE⃗ine

jϕ2

]
(3.1)

where ϕ1 and ϕ2 are the static optical delay at two paths. The optical power that hits the
balanced photodetector is:
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[
P1

P2

]
=

[
|E⃗1|2
|E⃗2|2

]
=

1

2

[
Plaser + 2

√
P (1− P )× Plaser × cos[ϕm(t)−∆ϕ]

Plaser − 2
√
P (1− P )× Plaser × cos[ϕm(t)−∆ϕ]

]
(3.2)

where ∆ϕ = ϕ1 − ϕ2 is the optical delay difference between two arms. It’s not hard to find
the output optical power contains two terms: DC power Plaser/2 and the data-dependent
term ±

√
P (1− P )Plaser cos[ϕm(t)−∆ϕ]. Therefore, the final photocurrent can be driven as

follows:
Iout = R(P1)−R(P2) = 2R

√
P (1− P )× Plaser × cos[ϕm(t)−∆ϕ] (3.3)

where R is the responsivity of the photodetector.
As we can observe from the above equation, the final current only contains the phase

information encoded at the transmitter. The maximum achievable signal current is Iout,pp =
2R × Plaser when power splitting ratio P = 1/2, phase modulation ϕm(t) ∈ [0, π], and
∆ϕ = m×π, m ∈ Z. As a reference, the maximum achievable signal current in an intensity-
modulation direct detection (IMDD) scheme is Iout,pp = R×Plaser when the extinction ratio
of the optical transmitter is large enough. Another benefit of the laser-forward coherent link
is that a big portion of the light can bypass the transmitter path with a huge insertion loss
and eventually increase the signal-to-noise ratio by several dB [30]. This benefit is further
enhanced in cryogenic egress links due to the cooling penalty of the refrigerator, which will
be discussed in the following sections.

3.2 Micro-ring Based Optical Modulator

Thanks to the success of silicon photonics, the silicon ring resonator can be made with an
unprecedented small size, leading to incomparable drive efficiency and sensitivity. Therefore,
it has been widely used in different areas, like the optical modulator in high-speed communi-
cation [34–38], sensor elements in bio system [39], and optical filters in communication and
quantum system [40].

As shown in Fig. 3.2, a generic ring resonator consists of an optical waveguide looped
back on itself, such that resonance occurs when the optical path length of the resonator is
exactly a whole number of wavelengths. r and k are the self-coupling and cross-coupling
coefficients of the waveguide coupler and satisfy r2 + k2 = 1, assuming no losses in the
coupling section. ϕ = βL is the single-pass phase shift, with L the round trip length and
β the propagation constant of light at the circulating mode. a is the single-pass amplitude
transmission, including both propagation loss in the ring and the couplers. With all the above
definitions, we can derive the transmission ratio between the output and input electrical field:

Eout

Ein

= ej(π+ϕ)a− re−jϕ

1− raejϕ
(3.4)

By squaring the above equation, we can obtain the intensity transmission T of the ring
resonator as:
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Figure 3.2: Microing Resonator: schematic (left) and response (right)

T =
Iout
Iin

=
a2 − 2ra cos(ϕ) + r2

1− 2ra cos(ϕ) + (ra)2
(3.5)

As expected, when ϕ is a multiple of 2π, all energy resonances inside the cavity and
transmission drop to 0 under the critical coupling (a = r). We can also calculate the
effective phase shift ψ at the output port of the ring resonator:

ψ = π + ϕ+ arctan
r sinϕ

a− r cosϕ
+ arctan

ra sinϕ

1− ra cosϕ
(3.6)

The intensity and phase response of the ring resonator is plotted on the right in Fig. 3.2.
The shape of phase response depends on the relationship between a and r. When r = a
(critical coupling), the effective phase ψ abruptly shifts by π near the resonance wavelength,
while for r < a (over coupling) and r > a (under coupling), the output electrical field shows
a continuous positive and negative phase delay [41].

By changing the voltage applied on the PN junction around the waveguide, we can change
the carrier concentration in the ring resonator and thus detune ϕ and convert the electrical
drive signal to the optical domain. Therefore, the microring modulator (MRM) can be used
as either an intensity or phase modulator. However, it should be noted that the nonlinearity
of the free carrier effect and resonance response result in the nonlinear phase/intensity change
in voltage, which makes voltage DAC necessary when using MRM in advanced modulation
format [38, 42]. Furthermore, when MRM is used in quadrature phase shift key (QPSK),
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the modulated field transits along an arc to the low-power level, leading to both frequency
chirp and intensity dips [43]. But for binary phase shift key (BPSK), the effectiveness of
MRM has been demonstrated [30, 34].

3.3 Link Model of the Cryogenic Egress Link

We can analyze the cryogenic optical link, including superconductor and semiconductor
electronic/photonic parts operating at different temperatures, by breaking it into pieces and
optimizing it at the system level.

Figure 3.3: Abstraction of the cryogenic optical link.

As shown in Fig. 3.3, the voltage signal Vin,pp from the superconductor IC is amplified
by a cryogenic pre-amplifier with the gain of A. As an active circuit, the input-referred noise
power of the amplifier is V 2

n,Amp. Next, the output voltage is applied to the optical modulator
for optical modulation. The modulated optical light then transmits along the optical fiber
and is converted back to the current signal by the photodetector. No matter the type of
optical modulation, the electro-photo-electro conversion can be treated as a Gm stage that
converts voltage signals to current as a function of laser power and other parameters of
photonic components. The output of this Gm stage is DC and signal current, Iout,DC and
Iout,pp, which are used to calculate the shot noise of PD and the link SNR.

The following sections use the micro-ring modulators (MRM) for analysis.

Cryogenic Low-Noise Amplifier

Fig. 3.4 shows the simplified model of the cryogenic transmitter, where the 50Ω termination
resistor Rterm is employed for broadband impedance match, a CMOS amplifier is utilized
to amplify the weak input signal, and a micro-ring modulator (MRM) is used electronic-
photonic conversion. For simplicity, a common-source amplifier is chosen as the amplifier
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Figure 3.4: Noise model of the cryogenic optical transmitter.

block here for link analysis. The MRM, in which the PN diode operates at the reverse-biased
region for high bandwidth, is modeled as a load capacitor CL. All noise sources are also
included in the same figure: voltage noise of the termination resistor V 2

n,Rterm
= 4KBTRterm;

current noise of the load resistor I2n,RL
= 4KBT/RL; the channel noise of transistor at

cryogenic temperatures is dominated by shot noise with expression I2n,ch = 2FsqID, rather
than thermal noise [44]. The mid-band output noise power density can then be expressed
as:

V 2
n,out(f)/∆f = 4KBTRterm × A2

v + (
4KBT

RL

+ 2FsqID)×R2
L (3.7)

Assuming the load resistor RL is much smaller than the intrinsic resistor of the transistor,
and the transistor is biased at the saturation region, then we can get the following equations:
AV ≈ gmRL, BW = 1/(RLCL), GBW = Av ∗ BW = gm/CL, and gm ≈ 2ID

V ∗ , where V ∗ is
the overdrive voltage of the transistor. Therefore, the input-referred integrated noise can be
calculated with:

V 2
n,in =

V 2
n,out(f) ∗BW

A2
v

= 4KBTRterm ×BW +
BW

gm
(
4KBT

Av

+ 2Fsq
ID
gm

)

= 4KBTRterm ×BW +
1

AvCL

(
4KBT

Av

+ FsqV ∗)

(3.8)
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At the power consumption of:

Pamp = V DD × ID =
V DD ×GBW × CL × V ∗

2
(3.9)

Assuming the required bandwidth is a fraction of the data rate (BW = 0.75fb) for ISI-free
communication and the output voltage swing of SCE IC is 4mVpp, and picking 200mV and
30fF for V ∗ and CL, we can plot the integrated noise power and the corresponding signal-
to-noise ratio (SNR) as the function of data rate. As shown in Fig. 3.5, the channel shot
noise is the dominant noise source among a large range of data rates and gain because the
thermal noise significantly decreases with the reduced temperature. Another observation is
that reducing the overdrive voltage can further improve the noise. But even with the current
low-gain (Av = 10) and strong-inversion (Vov = 200mV ) bias configuration, the calculated
SNR (16.7dB) is still larger than the SNR (13.9dB) required for achieving the BER of 1e−12
for the link using NRZ code, which the following equation can derive:

BER =
1

2
erfc(

Vin,pp

2
√
2× Vn,in

) =
1

2
erfc(10SNR/20) (3.10)

Figure 3.5: Noise and SNR of cryogenic amplifier with T=4K.

Electro-Photo-Electro conversion

In terms of optical modulation, we consider two different types of micro-ring modulator(MRM)-
based optical links: Intensity Modulation and Direct Detection (IMDD) and Phase Mod-
ulation Laser-forwarded coherent Link (LF). As shown on the top of Fig. 3.6, the voltage
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Figure 3.6: Model of the EOE conversion: Intensity Modulation and Direction Detection
(IMDD) (top) and Phase-Modulated Laser-Forwarded Coherent Link (bottom).
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difference between bit zero and one induces the change of the waveguide’s refractive index,
alternating the resonance wavelength of MRM, and thus generating different optical power
Pzero and Pone. Therefore, for a given drive voltage, there is always a bias point that can
maximize the optical modulated amplitude (OMA). We can list the key equations from the
IMDD link as follows:

Iout,DC = R(Pone + Pzero)/2 (3.11)

Iout,pp = R(Pone − Pzero) (3.12)

I2n,PD = 2qIout,DC ×BW = qR(Pone + Pzero)×BW (3.13)

Ploss at 4K = Plaser − (Pone + Pzero)/2 (3.14)

where R is the responsivity of PD, I2n,PD is the shot noise power of PD, and Ploss at 4K is the
light lost in the 4K environment due to different loss mechanism, which loads the refrigerator
and impacts overall energy efficiency.

On the other hand, as discussed in section 3.1, the PLO in the laser-forwarded coherent
link (shown at the bottom of Fig. 3.6) can bypass the insertion loss in the transmitter, re-
ducing the light lost in the 4K environment and thus improving the link efficiency. Similarly,
we can drive the key equations from LF configuration:

Iout,DC =
R

2
(αcαmPsig + PLO) (3.15)

Iout,pp = 2R
√
αcαmPsigPLO[cos(ϕin + ϕ0)− cos(ϕ0)] (3.16)

I2n,PD = 2qIout,DC ×BW × 2 = R(αcαmPsig + PLO)×BW × 2 (3.17)

Ploss at 4K = Psig(1− αcαm) (3.18)

where αc and αm are coupling loss and insertion loss of the modulator, ϕin is the effective
phase delay induced by the applied voltage, and ϕ0 is the static phase difference between
signal and LO lights. For a given ϕin, the signal current can be maximized by tuning ϕ0.

Room-Temperature optical receiver

A typical analog front-end (AFE) architecture of the optical receiver, resistor feedback TIA,
is shown in Fig. 3.7. This kind of TIA is widely used in current high-speed receiver designs.
The author uses this circuit to discuss the trade-off between noise, performance, and power
for the system design. Assuming the input pole is the dominant pole of the TIA, then the
simplified noise model is shown in the same figure, in which the gate-drain capacitor (Cgd)
and load capacitor are ignored for simplicity. The input impedance of the TIA itself can be
expressed as:
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Figure 3.7: Noise model of the optical receiver.

Zin =
RF + ro
1 + gmro

≈ RF

gmro
+

1

gm

(3.19)

Depending on the data rate and transistor process, the feedback resistor (RF ) could be
much smaller than the intrinsic resistor (ro) of transistors or comparable with ro. Therefore,
the 1st term in eq. 3.19 can not be simply ignored, and the 3dB bandwidth can be derived
as

fBW =
1

2π(Cgs + CPD)Zin

(3.20)

where CPD is the capacitance of the photodetector (PD). According to the PDK model,
between two terminals of the detector, there is a capacitance composed of the junction
capacitance and a metal fringe capacitance. The metal fringe capacitance, calculated from
the geometry of the metal fingers, is about 0.7fF. When PD is biased with -1V, the depletion
width is about 0.7um for the detector with 0.7um width of the intrinsic width, resulting in
a capacitance of approximately 10fF. Given that the depletion width of the PIN junction is
dominated by the intrinsic width and relatively independent of the bias condition, we pick
10fF and 20fF capacitance values for single PD and balanced PD, respectively. Therefore,
unlike typical optical receivers, in which CPD dominates, the input gate-source capacitance
(Cgs) can be easily comparable or larger than CPD in the monolithic silicon-photonic process.
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At the same time, the input-refer noise density of the above circuit can be expressed as:

i2n(f) = i2n,RF
(f) + i2n,ch(f)

=
4KBT

RF

+
4KBTγ

gmR2
F

|1 + sRF (CPD + Cgs)|2

=
4KBT

RF

+
4KBTγ

gmR2
F

+
4KBTγ

gm
× [2πf(CPD + Cgs)]

2

(3.21)

Looking at the above noise equation, it’s not hard to find that the noise density is inversely
proportional to RF . So, one basic design choice is maximizing the RF until the bandwidth
requirement can not be met.

3.4 Energy Efficiency Optimization of the Cryogenic

Egress Link

By aggregating the model of components mentioned above, we can build a link model of
cryogenic optical links. The first step is to fit the measurement result [45] to the analytical
model. As shown in Fig. 3.8, there is a good agreement between measured and fitted
response, making our system simulation strongly correlated to the silicon data.

With the matched device model, we can predict the behavior of the modulator and
evaluate the system performance. Assuming the laser power is 5dBm, and the end-to-end
coupling loss on the transmitter chip is 8dB, we can plot the SNR of two different link
architectures as a function of the voltage applied to the modulator, shown in Fig. 3.9. For
both architectures, the lower the amplifier gain, the worse the noise figure and the worse the
SNR. Compared to the IMDD scheme, the laser-forwarded architecture shows a 3 to 4 dB
boost in SNR because the LO path bypassed the lossy transmitter.

Besides the SNR, which is calculated by signal and noise current, the energy efficiency of
the whole link is another key metric of the figure we care about. The power consumed by
different components in the link can be categorized into two parts.

• Power consumed at room temperature, including the power consumed by laser, room-
temperature optical receiver: PRT = Plaser,WPE + PRX .

• Power consumed at cryogenic temperature (4K in our case), including the power con-
sumed by the cryogenic amplifier, and light lost in the cryogenic station: P4K =
Pamp + Ploss at 4K .

When combining two parts to calculate the total power consumed at room temperature,
the cooling penalty of the refrigerator needs to be considered:

PTotal = PRT + Ps × P4K

=
Plaser

ηlaser
+ PRX + Ps × (Pamp + Ploss at 4K)

(3.22)
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Figure 3.8: Measued and fitted response of micro-ring modulator.

where Plaser is the optical power of the laser, ηlaser = 10% is the wall-plug efficiency of the
laser [46], Ps = 500W/W [4] is the specific power of 4K refrigerator introduced in section
2.1. For the purpose of analysis, the energy efficiency of the room temperature coherent
receiver is assumed to be 0.95pJ/bit [30]. The overall link energy efficiency referenced to 4K
environment can be expressed as:

EE4K =
Ptotal

fb × Ps

(3.23)

where fb is the link data rate and is equal to 20Gbps.
As discussed in section 3.3, to achieve less than 1e-12 BER, the SNR needs to be larger

than 14dB. With this constraint, we can plot the breakdown of energy efficiency as the
function of drive voltage, shown in Fig. 3.10, which gives us a clear trade-off in this cryogenic
optical link:

• At low drive voltage, the total energy of the link is dominated by the optical loss at 4K
environment. This happens because the small drive voltage causes weak modulation,
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Figure 3.9: Simulated SNR of IMDD and Coherent link under the 5dBm laser power, 20Gbps
data rate, and 8dB end-to-end coupling loss in transmitter.

Figure 3.10: Energy efficiency breakdown of laser-forwarded coherent link operating at
20Gbps with >14dB SNR.



CHAPTER 3. ELECTRONIC-PHOTONIC CO-OPTIMIZATION OF THE
CRYOGENIC EGRESS LINK 26

requiring high optical power at the receiver to meet the target BER. Even if only a
small portion of the laser power goes into cryostat, that can dominate the whole link
energy. With the help of the CMOS amplifier, the required laser power is significantly
reduced due to the improved modulation depth.

• At high drive voltage, the power consumption of the pre-amplifier itself could dominate
the system. As a result, the overall link efficiency is minimized around 100mV point.
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Chapter 4

Characteristics of MOSFET at
cryogenic temperatures

Nowadays, very-large-scale integration (VLSI) semiconductor chip design heavily relies on
the compact device model provided by the chip foundry to predict the function and perfor-
mance. However, these industry compact device models, like the BSIM family and EKV, do
not scale properly with temperature and thus cannot accurately capture the electric behavior
of CMOS devices at cryogenic temperatures (≤ 50K). In this Chapter, we first introduce
the fundamental behavior of MOSFET at cryogenic temperature, then present the charac-
terization results of MOSFET from two monolithic silicon photonic processes, enabling the
analog and mixed-signal circuit design in the cryogenic electro-optic system.

4.1 Fundamental behavior of MOSFET at cryogenic

temperatures

Threshold voltage (VTH)

The accurate model of the transistor’s threshold voltage plays a crucial role in technology
optimization and circuit design. For instance, in low-power circuit design, the transistor
is usually biased closely to the threshold voltage to maximize transconductance efficiency
(gm/ID). In that case, a small misc-prediction of VTH could lead to orders of magnitude dif-
ference in the drain current. The major temperature dependency terms of VTH are following
two parts [47]:

Bandgap Widening and scaling of Fermi-Dirac Occupation Function. With the decreas-
ing temperature from 298K to 4.2K, the Si bandgap increases from 1.12 to 1.17eV. The
Fermi-Dirac occupation function scales exponentially, approaching a step function at 4K.
Therefore, more band bending is required to generate sufficient overlap between the Fermi-
Dirac occupation function and the density-of-states in the conduction band, increasing the
threshold.



CHAPTER 4. CHARACTERISTICS OF MOSFET AT CRYOGENIC
TEMPERATURES 28

Intrinsic Carrier-Density scaling. Since the Boltzmann statistics are still valid at the cryo-
genic temperatures, the intrinsic carrier density (ni) of the semiconductor can be expressed
as:

ni =
√
NCNV e

−Eg/2kT (4.1)

where NC and NV are the effective density of states of the conduction and valence band. The
exponential dependency on −Eg/T leads to a significant decrease in ni and thus increases
the inversion threshold VTH = 2ΦF .

Besides the above two major factors, the incomplete ionization or freezeout of the sub-
strate makes the threshold 2ΦF −∆Φ, where ∆Φ is dependent on temperature and doping
and at the range of few mV . On the other hand, the process of field-assisted dopant ioniza-
tion is negligible at the inversion threshold.

Subthreshold swing (SS)

As is well known, the current flow of the MOSFET increases exponentially for voltages
below the threshold voltage, like a lateral bipolar junction transistor. The current-voltage
characteristic of the MOSFET in this region is usually defined as subthreshold swing (SS):

SS = n× ln(10)×KT/q (4.2)

where the slope factor (n = 1 + Cdep/Cox) can be extracted with the SS measured at room
temperature. However, the cryogenic characterization of SS in advanced CMOS devices
reveals at least one order of magnitude larger values at 4K compared with the expected
value given by Eq. 4.2 in different technologies [48–52], including both bulk and SOI CMOS
processes.

It has been demonstrated by numerical simulation that this general saturation of SS at
deep-cryogenic temperatures is caused by exponential band tail and Fermi-Dirac statistics.
More specifically, when thermal energy becomes smaller than the band-tail extension (Wt),
the SS(T) limit follows the temperature-independent n(Wt/q) rather than n(KT/q)ln10 [53].
This also means that a perfect MOS switch with SS = 0 cannot be obtained in the presence
of a band tail.

Mobility (µ)

The carrier mobility can be determined as the inverse of the sum of the scattering rates
corresponding to all relevant scattering modes. There are two main imperfections in the
crystal that cause carrier collision or scattering: phonon scattering and ionized impurity
scattering. Phonon, particle representation of the vibration of the atoms in the crystal,
distorts the periodic crystal structure and thus scatters the electron [54]. The mobility
contributed by phonon is:
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µphonon ∝ τph

∝ 1

phonon density× carrier thermal velocity
∝ T−3/2 (4.3)

So, the phonon scattering mobility increases when temperature decreases. While for impurity
scattering, in which the dopant ions are fixed charge in the crystal and make electrons and
holes change the direction of motion through the coulomb force, its mobility can be expressed
as:

µimpurity ∝
T 3/2

Na +Nd

(4.4)

where Na and Nd are the dopant concentrations of the acceptor and donors in the semi-
conductor material. Therefore, the total mobility can be written as:

1

µ
=

1

µphonon

+
1

µimpority

(4.5)

As we can observe from the above equation, at small dopant concentrations, µ decreases
with increasing T, indicative of the dominance of phonon scattering. At very high dopant
concentrations and low temperatures where impurity scattering is expected to dominate, µ
indeed increases with increasing T. Due to the incomplete ionization of dopants at deep-
cryogenic temperatures, the overall mobility increases with decreasing temperature.

4.2 Characterization of MOSFET in monolithic

silicon-photonic process

Electronic-photonic integrated circuits offer an opportunity to dramatically improve the re-
liability, density, and power efficiency of cryogenic interconnection solutions [55, 56]. So
far, in literature, devices from several different technologies, 0.16um, 40nm [48], 28nm bulk
CMOS [49, 50], 28nm FD-SOI [51], and 16nnm FinFET [52] have been measured and an-
alyzed. However, little is known about the impact of deep cryogenic temperatures on the
transistor behavior in processes suited for electronic-photonic integration. 45RFSOI process,
a Silicon Photonics platform [57] that is well positioned for these cryogenic applications, has
only been characterized at cryogenic temperatures for digital applications [58]. 45SPCLO
process, a 45nm CMOS-Silicon Photonic 300mm high-volume manufacturing platform de-
veloped by GlobalFoundaries for next-generation, low power, and high-speed optical inter-
connects [59], has not been previously characterized at cryogenic temperatures.

In this section, we present transistors’ measured DC, delay, and noise characteristics in
these two monolithic Silicon Photonic processes to enable analog and mixed-signal design in
these processes for operation at cryogenic temperatures.
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DC characterization

Figure 4.1: (a) Device table, (b) Comparison between FB and BC FET, (c) Test circuit used
for device characterization, Micrograph of the (d) 45RFSOI and (e) 45SPCLO test chip.

Figure 4.1(a) summarizes the tested devices with different types and dimensions. Dif-
ferent types of transistors from the same chip were characterized for each process. Among
them, the floating-body (FB) and the body-contacted (BC) are two available types of MOS-
FETs in these commercial PD-SOI processes. With the help of the body contact shown in
Fig. 4.1(b), the BC FETs have better control over DC operation points and thus are widely
used in analog and mixed-signal circuits, while the FB FETs gain the greatest speed benefits
from the SOI process by minimizing parasitics. Figure 4.1(c) presents the circuit used for
IV characterization, in which the gate and drain nodes of these transistors are shared and
enabled through the switch and scan chain. As shown in Fig. 4.1(d) and (e), the 45RFSOI
test chip is flip-chip attached to the printed circuit board (PCB), while the 45SPCLO test
chip is wire-bonded to the PCB. In both cases, the thermal-conductive epoxy is used for
die attach, and the bottom layer of the PCB is poured with copper before being directly
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mounted on the cold plate to ensure good thermal conduction. The measured I-V plots of
all transistors under temperatures from 300 K down to 2.5 K are shown in Fig. 4.2.

Figure 4.2: (a-d) ID vs. VGS of transistors operating in the linear region (VDS=50mV) in
both log (left) and linear (right) scale; (e-h) ID vs. VDS of transistors operating in both weak
(VGS=0.6V) and strong (VGS=0.9V) inversion regime.

Subthreshold Swing (SS) and Transconductance (gm)

For both processes, the measured SS of the BC FETs, shown in Fig. 4.3(a, b), start to deviate
from the thermionic limit (Eq. 4.2) at ∼50 K and eventually saturate to ∼7 mV/dec, which
is far away from the theoretical value of 0.5 mV/dec at 2.5 K. A theory of a disorder-induced
tail in the density of state at the conduction band edge has been proposed recently to explain
this saturation of the SS at deep cryogenic temperatures [53, 60].

The transconductance (gm) and transconductance efficiency (gm/ID), derived from the
measured data, are shown in Fig. 4.3(c, d). For the same bias current, the peak gm increases
by ∼ 25% at the cryogenic temperature due to the rise of mobility when operating at
the saturation region. Owing to the reduced SS, the transconductance efficiency at low
temperatures is several times higher than the room temperature value when working in the
subthreshold region, making it suitable for low-power circuit design.

Threshold Voltage (VTH) and Carrier Mobility (µeff )

Another well-known phenomenon of MOSFET at cryogenic temperature is the increase of
VTH caused by the carrier freeze-out effect. Fermi-Dirac scaling and bandgap widening
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Figure 4.3: (a, b) SS of the BC NMOS transistors with VDS of 0.05V versus temperature,
(c, d) gm and gm/ID of the BC NMOS transistors with VDS of 0.95V versus ID.

lead to a strong decrease in intrinsic carrier density and thus an increase in the inversion
threshold [49]. The VTH of FB and BC FETs operating in both linear and saturation regions
are extracted from Fig. 4.2(a-d) with the linear extrapolation method [61] and shown in Fig.
4.4(a, e). As expected, VTH increases with temperature decrease and eventually saturates.
The VTH at 2.5K is overall higher than that at 300K by ∼ 100mV and ∼ 90mV for 45RFSOI
and 45SPLCO processes, respectively. The DIBL of different types of devices is plotted as the
function of temperature in Fig. 4.4(b, f), in which the DIBL shows a relatively temperature-
independent trend.

By biasing the transistor in the linear region, we are able to extract the low-field carrier
mobility with the following equation [62]:

µeffCox = −2L

W
× ∂gds
∂VDS

(4.6)

The extracted µeffCox of BC FETs are shown in Fig. 4.4(c, g) as the function of overdrive
voltage (VGS − VTH). The carrier mobility can be determined as the inverse of the sum of
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Figure 4.4: Key parameters of (a-d) 45RFSOI and (e-h) 45SPCLO transistors: VTH versus
temperature; index of DIBL versus temperature; µeffCox versus VGS-VTH at different tem-
peratures; µeff(T)/µeff, 298K versus temperature.

the scattering rates corresponding to all relevant scattering modes. The phonon scattering,
∝ T−3/2, is significantly reduced at the cryogenic temperature and thus causes an increase
in µeffCox, assuming the gate oxide capacitance is temperature independent. But with the
continuing increase of the overdrive voltage, the mobility starts to degrade due to surface
roughness scattering under the high vertical field. As a result, the maximum mobility is
achieved when VGS − VTH = 0.3V and 0.4V for the transistors from two processes. Based
on this, we find that the mobility improves by ∼ 2× compared to that at 300K, as shown
in Fig. 4.4(d, h).

The sudden increase of drain current in Fig. 4.2(e, g) is a common phenomenon in FB
devices, called the kink effect. The impact ionization current at the drain flows to the body
and forward biases the body-source diode. The body potential increases with this diode
voltage and thus causes a reduction in VTH , which leads to the sudden change in current
when the impact ionization becomes significant [63]. As both VTH and µeff increase at the
cryogenic temperature, the kink effect becomes more obvious.

Delay characterization

The ring oscillator (RO) based test structures, averaging measurement over tens or hundreds
of transistors and thus immune to the local random variation, have long been used to char-
acterize the CMOS process [58][64]. The schematic of two ROs with different stage numbers
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Figure 4.5: Block diagram of the test structure with two ring oscillators.

(20 and 30) designed in 45RFSOI process is shown in Fig. 4.5, in which the ROs are built
with PDK standard cells with the fanout of 1, followed by an on-chip frequency divider to
generate a low-frequency output. Two power supplies, DVDD and VDD, are used for os-
cillator core and peripheral circuits, respectively. Therefore, we can measure the oscillation
frequency and current consumed in the active state (IA) of each RO, and the total current
consumed in the quiescent state (IQ).

Figure 4.6(a) shows the frequency of ROs at 300K and 2.5K. As expected, the increase
of threshold voltage at cryogenic temperature, whose impact becomes weaker with higher
supply voltage, is more than compensated by the increase in mobility and leads to the overall
increase of the driving capability. By dividing the difference in clock period between two
ROs by 20, we can get the average delay per inverter stage, shown in Fig. 4.6(b). ∼ 21%
improvement (5.02ps vs. 4.15ps) in gate delay at 2.5K can be observed when using 1V
supply voltage, which is mostly owing to the increase of ON current (635.9µA vs. 735.4µA
in Fig. 4.2(e)). Fig. 4.6(c) presents the IA of RO2 and IQ of two ROs, where the quiescent
state current is significantly reduced at the cryogenic temperature while the active state
current increases by a little bit. The power consumption of the RO operating in the active
state can be written as:

P = C × V 2
DVDD × f = (IA − IQ)× VDVDD (4.7)

where C and f are the total capacitance and oscillation frequency of RO, respectively. Fig.
4.6(d) shows the capacitance C calculated by plugging test results into the above equation.
The decrease of the gate capacitance at higher supply voltage could be from the poly-Si
depletion under the strong inversion region[54]. In contrast, the capacitance ratio between
room and cryogenic temperature is very close to one, meaning that the gate capacitance is
almost temperature-independent.
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Figure 4.6: (a) Frequency of ROs; (b) Gate delay at different temperatures and their ratio;
(c) IDDA of RO2 and IDDQ of two ROs; and (d) Capacitance at different temperatures and
their ratio. versus DVDD.

Noise Characterization

Random Telegraph Noise (RTN), generally considered as 1/f noise [54], is caused by the
stochastic capture and emission of carriers into traps at the gate oxide or the SiO2/Si in-
terface [65], behaving as the current to fluctuate randomly between discrete levels across a
broad timescale. The test circuit shown in Fig. 4.1(b) is reused to characterize the RTN, in
which the drain current of transistors is sampled by the waveform generator/fast measure-
ment unit (WGFMU) module of Agilent B1500A. Since the body-connected FET from these
PD-SOI processes is more often used in analog mixed-signal circuit design compared to the
floating-body device, the RTN analysis mainly focuses on FETs BC NMOS 1.3µm/56nm
and BC NMOS 1.12µm/56nm from 45RFSOI and 45SPCLO processes, respectively.



CHAPTER 4. CHARACTERISTICS OF MOSFET AT CRYOGENIC
TEMPERATURES 36

Figure 4.7: Sampling waveform and histogram of BC 1.12um/56nm FET from 45SPCLO
process at temperature 100K, 50K, and 12K (from top to down). Bias condition: VGS=0.9V
and VDS=0.2V.

Time Domain Analysis

The transistor current is first sampled at 10 KHz with WGFMU. Figure 4.7 shows the time
domain waveform alongside the corresponding histogram at various temperatures under the
same bias conditions, in which we can find the random current jumps between two or three
unique levels on top of the background white noise. As the temperature increases, the carriers
can cross the barrier more easily. In addition to the increased channel carrier concentration
due to lower threshold voltage, the trap becomes more easily filled. Similarly, the carrier can
more easily escape the trap with increased thermionic energy. As a result, even at the same
bias condition, capture time (τc) and emission time (τe) decrease with temperature increase.

The quantitative analysis of time-domain RTN can be found in Fig. 4.8, in which the
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Figure 4.8: (a) Impact of temperature on τc and τe of RTN, (b) Impact of temperature on
the magnitude of RTN. 45RFSOI FET is biased with VGS=0.65V and VGS=0.2V; 45SPCLO
FET is biased with VGS=0.9V and VGS=0.2V.

time constants (τc and τe) and relative magnitude (∆I/I) of RTN are extracted with Kernel
Density Estimation (KDE) and Thresholding after applying discrete wavelet transform on
the raw data to reduce the influence of thermal noise. When the temperature decreases, the
magnitude of RTN in both processes increases, and τc and τe increase, consistent with the
observation in [66].

Frequency Domain Analysis

The classical model used to describe the low-frequency noise of MOSFET is based on carrier
number fluctuation (CNFs) with correlated mobility fluctuation (MFs), in which the current
fluctuation comes from the dynamic trapping and de-trapping of the free carrier into traps
located in the oxide near the interface, and also the fluctuation of the scattering rate induced
by the insulator charge fluctuation [67]. The equivalent input gate voltage spectral density
is then given by [68]:

Svg =
qkTNBT

WLC2
oxα

· 1
f
·
(
1 + Ω

ID
gm

)2

(4.8)

where NBT is the volumetric gate dielectric trap density per unit energy, α is the exponent
of wentzel–kramers–brillouin (WKB) tunneling probability for a rectangular barrier, Ω is a
coefficient of mobility.

Based on equation 4.8, the Svg should diminish with decreasing temperatures when main-
taining identical bias conditions. In Fig. 4.9, the observed input-referred gate voltage spec-
tral density aligns with this anticipated decline from 300 K to 50 K. However, at 2.5 K, a



CHAPTER 4. CHARACTERISTICS OF MOSFET AT CRYOGENIC
TEMPERATURES 38

Figure 4.9: Input gate voltage spectral density (Svg) of 45SPCLO transistor under different
temperatures. Bias condition: VGS=VTH and VDS=50mV.

notable increase in noise spectral density can be observed. The sudden increase of the RTN
at deep cryogenic temperature has also been observed in other literature[68, 69]. A recent
study suggests that the cause of the excess noise could be the band-tail states in the channel
acting as additional capture/emission centers at cryogenic temperatures [68]. Our measure-
ment results, shown in Fig. 4.10, illustrate a similar pattern, in which the normalized noise
value (Svg · f/T ) remains constant over a wide range of temperatures, and the excess noise
shows up when the temperature is lower than 50 K. This corner temperature is consistent
with the temperature where the saturation of the subthreshold swing starts to occur, as
depicted in Fig. 4.3(a, b). This correlation validates the theory of the origin of the excess
noise.

Impact on Circuit Design

From the perspective of a circuit designer, the very low-frequency part of the RTN is usually
out of the bandwidth we care about. Therefore, the corner frequency, where the 1/f noise
equals white channel noise, could be a good indicator of quantifying RTN’s impact. Typically,
the channel noise is dominated by the thermal noise, scaling linearly with temperature.
However, it has been observed that the channel noise is dominated by the shot noise instead
of thermal noise when the channel length is less or equal to 10nm, where the effective channel
length is comparable with the mean free path (lm) of the carrier so that the current of quasi-
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Figure 4.10: Plot of Svg·f/T versus temperature under different Vov for (a) 45SPCLO and
(b) 45RFSOI transistor. VDS=50mV.

ballistic MOSFET mainly depends on the carrier injection from the source after crossing the
energy barrier [70]. This effect is further enforced at cryogenic temperatures due to increased
mobility and lm. As a result, the channel noise for MOSFETs can be expressed as [70]:

Sid = 2ksqIDS (4.9)

where ks is the shot noise suppression factor of MOSFETs due to the scatterings in the
channel, and q is the electron charge. For our processes with 45nm channel length, ks is
roughly 0.4 [71].

Figure 4.11(a) shows a good agreement between the simulated noise PSD with the PDK
model and the measured low-frequency noise PSD at room temperature. The thermal and
shot noise contribution can be calculated based on the simulation results. With the help
of the measured gm at different temperatures, we can also predict the thermal noise PSD
at 2.5K with the classical thermal noise equation Sid = 4KBTγgm, which is plotted in Fig.
4.11(b) along with the shot noise PSD derived from (4.9) and the measured RTN PSD. As we
can observe, the shot noise is much larger than the thermal noise at cryogenic temperatures
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Figure 4.11: Plot of Sid of BC NMOS 1.12um/56nm at (a) 300K and (b) 2.5K. Bias condition:
VGS-VTH=0.2V and VDS=50mV.

and dominates channel noise. The increased RTN pushes the corner frequency by around one
order of magnitude to 40 MHz for the measured device. In a word, directly using the thermal
noise equation to estimate the noise performance of circuits at cryogenic temperatures could
lead to a significant underestimation.

4.3 Summary

This Chapter presents measured DC, delay, and noise characterization of MOSFET from
two monolithic silicon photonics processes down to 2.5K, along with the underlying theory.
The improved SS, transconductance efficiency, and ON current at cryogenic temperatures
can significantly enhance the performance of analog, mixed-signal, and digital circuits. On
the other hand, the increased RTN induced by the band-tail state and the temperature-
independent shot noise in the channel make noise analysis critical in designing low-noise
Cryo-CMOS circuits, Finally, these characterization results pave the way to devise compact
models to fill the gap in device behavior at cryogenic temperatures, bringing us closer to the
realization of the advanced cryogenic computing system.
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Chapter 5

Micro-ring based Cryogenic Optical
Transmitter

Based on the system-level simulation described in Chapter 3, we know there is optimum gain
in the pre-amplifier that can minimize the energy efficiency of the whole cryogenic egress link
in terms of J/bit. In this Chapter, we design and implement a micro-ring-based cryogenic
transmitter by leveraging the close integration between electronic and photonic components
in a monolithic silicon photonic process. The characterization results are analyzed along
with the comparison with other proposed solutions.

5.1 Design of the cryogenic transmitter

The block diagram of the CMOS amplifier is shown in Fig. 5.1(a). Since the superconducting
quantum interference device (SQUID) at the output stage (SQUID stack amplifier) of the
SCE IC alternates between superconductive and resistive state and thus changes its output
impedance (20 Ω to 80 Ω [21]), a 50 Ω termination resistor, and AC coupling structure are
used to reduce the signal reflection and isolate the circuit interface. The core circuit is a Gm-
TIA amplifier, where the transconductance (Gm) stage is biased at the subthreshold region
to leverage the improved transconductance efficiency due to the increased subthreshold swing
at cryogenic temperature [72, 73], while the trans-impedance amplifier (TIA) stage is biased
at the saturation region for higher bandwidth.

The detailed schematic of the CMOS amplifier is shown in Fig. 5.1(b), whose output
drives the anode of the micro-ring modulator (MRM). In contrast, the cathode of the mod-
ulator, VB MOD, is connected to a source/monitor unit (SMU) for biasing. During the link
experiment, in which the superconductor electronics (SCE) integrated circuit (IC) directly
drives the optical transmitter, node VTERM is connected to another SMU whose voltage is
equal to the output DC voltage ( 10 mV) of the SCE IC.

2 µA bias current is supplied to the amplifier through node IBIAS, and the cascode
current mirror is used to multiply the current and make sure the core transistor (CUR12)
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Figure 5.1: (a) Block diagram and (b) Schematic of the cryogenic CMOS amplifier.

can be properly biased at the subthreshold region. As is well know, the drain current and
the corresponding transconductance (gm) of MOSFET operating at the subthreshold region
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can be written as:

Ids =
W

L
Ids,0 exp

q(Vgs − VT )

nkT
(5.1)

gm =
W
L
Ids,0 exp

q(Vgs−VT )

nkT

nkT
q

=
Ids

nkT
q

(5.2)

Furthermore, the subthreshold swing of the MOSFET can be expressed as

SS = n× ln(10)× kT

q
(5.3)

Therefore, for a given current, the gm can be appropriately estimated if we know the SS of
the transistor at the cryogenic temperature:

gm =
Ids
SS

× ln(10) (5.4)

Transistors CUR4 CAS, PCUR4, PUCR16, AMP, and resistor R2 form the feedback
TIA. The feedback configuration makes the design less susceptible to temperature change,
which leads to the expression of the amplifier gain:

Av = gm ×RF =
IdsRF

SS
× ln(10) (5.5)

However, the SS does not follow the function of temperature given by equation Eq.
5.4, but saturates at the deep cryogenic temperatures due to the increase of interface-trap
density close to the band edge [60]. Two examples show that 28nm FDSOI process [73]
and 32nm FDSOI process [74] have SS of 15mV/dec and 44mV/dec at 4K, respectively. To
avoid extreme conditions, 35mV/dec of SS is chosen. Therefore, the PDK model with the
simulation temperature of 60K is used to get SS of 35mV/dec and simulate our design. Since
our circuit topology is not sensitive to temperature variation, other cryogenic behavior of
transistors, like the increase of the threshold voltage and mobility, has limited effects on our
design.

The AC simulation shows that the amplifier can provide 28 dB mid-band gain and 854
MHz bandwidth (Fig. 5.2(a)) for 30 fF modulator load capactiance. A clear 1 Gbit/s eye-
diagram that amplifies 4 mVpp input to nearly 100 mVpp can be observed in the transient
simulation (Fig. 5.2(b)).

Since the partial etch step of body silicon does not exist in this standard CMOS process, a
rib waveguide, the most common waveguide structure used to build resonant ring modulators,
is unavailable. Therefore, an alternative structure, a spoked-ring resonator cavity (Fig.
5.3(a)), is used that allows the confinement of light in the silicon layer and placement of
the metal contacts without causing excess loss [57, 75]. The vertical PN junction is formed
at the region where the intensity of the optical field is the highest (Fig. 5.3(b)), providing
optimum overlap between the optical mode and free carriers near the space charge region.
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Figure 5.2: Simulated (a) frequency and (b) transient response of the cryogenic CMOS
amplifier

Compared to previous modulators with lateral PN junction built in the same process [57,
75], the modulator with vertical PN junction shows more than 10x improvement in terms of
modulation efficiency due to the larger overlap of the optical mode and depletion region [45].

The carrier freeze-out effect at the cryogenic temperature is mitigated through the in-
crease of doping concentration at the cost of higher optical absorption and lower quality
factor of the resonator [10, 45]. This lower quality factor is co-optimized with the gain
of the integrated CMOS amplifier to achieve target optical modulation amplitude (OMA)
performance with minimized energy consumption.
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Figure 5.3: (a) Perspective view of the micro-ring modulator and (b) its cross-section, show-
ing the vertical p-n junction formed in the optical guided region of the resonator.

5.2 Realization and Experiment Results

The integrated electro-optic transmitter chip was fabricated using GlobalFoundry’s 45RFSOI
process, a commercial high-performance 45 nm CMOS SOI process. The micrograph of the
transmitter unit is shown in Fig. 5.4, including a micro-ring modulator with input and output
grating couplers, where the grating couplers with the opposite and same direction are used for
standalone and packaged measurement, respectively; a low-power CMOS amplifier, closely
integrated with modulator; an electrostatic discharge (ESD) cell, used to protect the CMOS
device from the static electricity; and decoupling capacitors used to bypass the power supply
from other noisy circuitry.

Characterization of the integrated cryogenic transmitter

The optical modulator and the whole optical transmitter were characterized in the cryogenic
probe station (Montana s200), shown in the inset of Fig. 5.5(a), where the chip board is
placed on the middle piezo-controlled XYZ cold stage, fiber probe holders are attached to
the left and right positioners. The power supply, modulator bias signal, and low-frequency
control signals are supplied through phosphor bronze cryogenic wires and an on-board pin
header, while the high-frequency signals are fed through BeCu coaxial cables and on-board
G3PO RF connectors.

As shown in Fig. 5.5(a), by sweeping the wavelength of the optical carrier and monitoring
the output power on the power meter, we can get the normalized transmission spectrum of
the modulator with different bias voltages generated by the source/monitor unit (SMU). The
transmission spectrum of the optical modulator with different DC bias voltages (the voltage
drop between anode and cathode of MRM, VB) at the temperature of 4 K, in Fig. 5.5(b),
shows that the resonance extinction ratio varies between 17 dB and 26 dB. A comparison
of the extracted resonance shift between different temperatures, in Fig. 5.5(c), indicates
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Figure 5.4: Micrographs of the whole chip and the transmitter unit cell.

an average modulation efficiency of 20 GHz/V, which slightly degrades in the reverse bias
region at 4 K due to carrier freeze-out effect.

When measuring the frequency response (S21) of the whole transmitter, the laser is
parked at the wavelength where the modulator has a 3dB insertion loss. The RF signal is
applied to the transmitter from a vector network analyzer (VNA). The modulated optical
signal is converted to an electrical signal through a high-speed photodetector before being
received by VNA. The measured frequency response of the electro-optic transmitter with
different bias voltages at 4 K is plotted in Fig. 5.5(d), showing a 3 dB bandwidth of 500
MHz when the modulator is reverse-biased. The bandwidth decreases to 236 MHz when the
modulator enters the forward bias region with 1V bias voltage.

The data modulation experiment is implemented with phase-modulated laser-forwarded
coherent detection (PM-LFCD) scheme (Fig. 5.6(a)) [30, 55], where the laser wavelength
is fixed around the resonance wavelength of the ring modulator to get the maximum phase
response. The pseudo-random bit sequence (PRBS) generated from a bit pattern generator
(BPG) is sent to the optical transmitter after 30 dB attenuation as the low-swing driving
signal. The modulated light is demodulated by interfering with the forwarded laser signal
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Figure 5.5: (a) Schematic of the experiment setup for device characterization. (b) Optical
transmission response of MRM with different bias voltage at 4 K. (c) Relative resonance
shift versus bias voltage at 4 K and 299 K. (d) Frequency response (S21 efficient) of the
integrated optical transmitter with different bias voltages at 4 K.

through a 50/50 coupler, converted to an electrical signal with a balanced detector, and
eventually recorded on the oscilloscope. Fig. 5.6(b) and (c) show the measured 1 Gbit/s eye
diagrams at 4 K with 4 mV and 10 mV drive voltage, respectively, indicating that the drive
signal with only several millivolts is enough to drive our optical transmitter and get an open
eye diagram. The pair of eye diagrams demonstrates that a drive voltage 2.5 times smaller
requires the laser power to double to achieve a comparable signal swing at the receiver.
However, this adjustment comes at the expense of the signal-to-noise ratio (SNR).
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Figure 5.6: (a) Schematic of the experiment setup for data modulation with external bit-
pattern-generator (BPG). 1 Gbit/s eye diagram with (b) 4 mVpp and (c) 10 mVpp external
drive voltage measured at 4 K.

Cryogenic egress link demonstration with Superconductor chip

To emulate the situation of the real application, the optical transmitter needs to be fully
packaged so that it can be placed and tested with the SCE IC in the same cryogenic station.
The EO packaging procedure is shown in Fig. 5.7, where the electronic-photonic chip is first
flip-chip bonded on the FR4 print circuit board (PCB). Next, the silicon substrate of the
chip is etched with XeF2 to enable the guided optical mode to be confined in the transistor
body silicon layer. Finally, the multi-channel V-groove fiber array is actively aligned to the
on-chip grating couplers and glued on the chip through cryogenic epoxy (Stycast 1266). The
epoxy was cured at room temperature for 16 hours.
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Figure 5.7: Package flow of the EO transmitter.

The micrograph of the fully packaged chip is shown in Fig. 5.8(a), where the V-groove
fiber array is aligned to the on-chip grating coupler and fixed through cryogenic epoxy.
The micrograph of the SCE chip, designed by Hypress Inc with MIT Lincoln Laboratory’s
Superconductor Electroncis process [76], is shown in Fig. 5.8(b). Fig. 5.8(c) shows the
measurement setup inside the cryostat, where the optical transmitter is mounted on the 4 K
plate of the cryostat to avid any heat transfer from another temperature stage to 4 K stage,
and the SCE module housing the SCE chip is mounted on the other side of the 4 K plate
to make sure that the chip can operate in the superconducting state. The interconnection
between the SCE module and the optical transmitter is employed through radio-frequency
(RF) coaxial cable.

The end-to-end transmission spectrum of the packaged optical transmitter is shown in
Fig. 5.9, in which the center wavelength of the grating coupler at room temperature is
around 1305 nm, as expected. However, the center wavelength shifted to 1290 nm at 4 K,
which is caused by the tilt of the fiber array due to different thermal expansion coefficients of
material at cryogenic temperatures. As a result, the coupling loss degrades from 6dB/facet
to 8dB/facet at the target wavelength (1310nm).

With the test setup shown in Fig. 5.8(c), the cryogenic egress optical link is first demon-
strated in the intensity-modulated direct detection (IMDD) configuration. As shown in Fig.
5.10(a), a field-programmable gate array (FPGA) is used to generate reference clock for the
SCE IC. On the SCE IC, SFQ-based on-chip PRBS generators drive SSA, which generates
NRZ outputs. One of the outputs is amplified by a commercial amplifier before recording
by a sampling oscilloscope, while the other output directly drives our optical transmitter. A
tunable laser set to 1, 314 nm provides the optical carrier. The modulated optical signal is
detected by a photodiode and then monitored by the sampling oscilloscope.

Fig. 5.10(b) shows the 1Gbit/s eye diagram with 67 mVpp voltage swing after 23dB
off-chip amplification. This indicates that the output swing of the SCE IC is roughly 4.7
mVpp. The clean optical eye diagram, shown in Fig. 5.10(c), demonstrates that the optical
transmitter works properly at cryogenic temperature while directly driven by the SCE IC.
The noise shown in the eye diagram is mainly contributed by the thermal and shot noise of
the off-the-shelf optical receiver used in the test setup.
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Figure 5.8: Micrograph of the (a) packaged optcial transmitter and (b) superconductor
electronics (SCE) chip. (c) Test setup of the optical transmitter and SCE module in the
cryostat.

The cryogenic egress optical link is then demonstrated in the phase-modulated laser-
forwarded coherent detection (PM-LFCD) configuration [30, 55] scheme (Fig. 5.11(a)).
Compared to IMDD test scheme, a power splitter is used to split the optical carrier into
the signal light PSIG and LO light PLO. The modulated signal light from the cryostat inter-
feres with LO light through a 50/50 coupler and is then fed into a balanced detector. The
demodulated electrical signal is finally recorded on a real-time oscilloscope to measure bit
error rate (BER). It should be noted that the minimum BER can be measured is 1e-6 because
the maximum number of data bits that can be stored in this real-tim scope is 1000000.

As mentioned in the previous chapters, with the help of laser-forwarded coherent con-
figuration, the required laser power and corresponding light lost in the cryostat can be
significantly reduced, thus improving energy efficiency. Fig. 5.11(b) shows the link BER as
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Figure 5.9: End-to-end spectrum of the packaged optical transmitter at 4 K and 299 K.

the function of laser power under different test configurations. Compared to the IMDD case,
the required laser power to achieve the same BER is reduced by nearly 9 dB when the power
splitting ratio (PSIG/PLO) of PM-LFCD is equal to 50/50.
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Figure 5.10: (a) Schematic of the experimental setup for IMDD test. (b) 1 Gbit/s output
eye diagram of SCE IC after signal amplification. (c) 1 Gbit/s demodulated eye diagram in
IMDD test.

5.3 Analysis of Noise and Energy Efficiency

Calculation of energy efficiency

The energy efficiency of interconnection between environments with different temperatures is
one of the key metrics directly related to the scalability of the cryogenic system [8]. Although
some electronic-photonic interfaces have been demonstrated at cryogenic temperatures re-
cently, a universal calculation method for end-to-end energy efficiency has not been developed
to date. Here we describe our calculation method considering the power consumption of all
active components inside and outside the cryogenic station as well as the thermal loading
effects.

The refrigeration efficiency of the commercial, 60 Hz 4 K cryogenic refrigerators varies
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Figure 5.11: (a) Schematic of the experimental setup of PM-LFCD test. (b) BER versus
laser power (PLaser under different test configurations).

from several hundred to several thousand W/W [8]. Here we pick 500 W/W as the refrigera-
tion efficiency ηcooling,4K for the following energy efficiency analysis [5], which means for each
watt dissipated at the 4 K environment, the refrigerator need to consume 500 W to main-
tain the temperature. Although there is such a significant imbalance power penalty between
different temperatures in this communication link, the power consumed by components at
the room temperatures as well as loading effects cannot be neglected entirely in some cases,
especially when targeting ultra-high end-to-end energy efficiency.

The complete measurement setup of our link demonstration and energy-efficiency analysis
is plotted in Fig. 5.12. The energy related to the optical transmitter consists of two parts, the
wallplug energy consumed by the laser at room temperature (PLaser,WPE), and the power
dissipated at 4 K temperature (which loads the fridge and is converted to the cryostat
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Figure 5.12: Measurement setup for link demonstration and energy-efficiency analysis.

wallplug energy, (PCryo,WPE)). The power dissipation at 4 K includes the electric power of
the CMOS amplifier (PAmp) and the optical power lost in the cryostat (PLightLossInCryo). The
heat leakage between the room and 4 K temperature, contributed by cryogenic DC wires
and optical fiber, is negligible in our setup.

By turning on/off the on-chip CMOS amplifier at 4K, we can find the current consumed
by the amplifier and thus calculate its power consumption:

PAmp = Vsupply × Iamp = 0.9V × 55µA = 49.5µW (5.6)

To estimate the optical power lost in the cryostat, 0 dBm optical carrier parked at 1313.5
nm far from the modulator resonance, is supplied by a tunable laser to figure out the optical
loss in the measurement setup. -22.68 dBm and -5 dBm optical power can be observed at
nodes A and B (Fig. 5.12), respectively. Given that the splitting ratio of the power splitter
(50/50 coupler) is 50/50 and the end-to-end coupling loss is 17.56 dB (8.78 dB/facet), the
optical loss in the test setup, including the excess loss of power splitter, the insertion loss of
polarization controller and the loss of optical connector, in the signal path and LO path are
αsig,setup = 2.12 dB and αLO,setup = 2 dB, respectively. Therefore, only -5.12 dBm optical
power enters the cryostat if the laser power is 0 dBm. For simplicity, let’s assume that the
power splitting ratio of the power splitter is PSIG/PLO = k/(1 − k) and the optical loss in
the setup, αsig,setup and αLO,setup, do not change with the splitting ratio. Then the optical
power entering cryostat is

PLightEnterCryo = PLaser + 10log(k)− αsig,setup (5.7)

Fig. 3.6 shows the response of the modulator under phase modulation, where the coupling
loss αc is 17.56 dB, ϕIn is the phase difference under modulation, and αm is the insertion
loss of the modulator. In addition to the small resonance shift due to the limited drive
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voltage, the laser wavelength is parked close to the resonance wavelength for a large phase
modulation ϕIn. So, the insertion loss αm is close to the extinction ratio of modulator 18
dB. Therefore, it’s OK to assume that almost all of the optical power entering the cryostat
is then dissipated inside it, which means

PLightLossInCryo ≈ PLightEnterCryo (5.8)

Assuming the wall-plug efficiency of the laser is ηLaser = 10% [46], we can calculate the
power consumed by the laser at room temperature:

PLaser,WPE = PLaser/ηLaser (5.9)

Similarly, the power consumed by the cryostat can be calculated as:

PCryo,WPE = (PAmp + PLightLossInCryo) ∗ ηcooling,4K (5.10)

We can then figure out the total power consumed by the transmitter-related components
at room temperature:

PTot,RT = PLaser,WPE + PCryo,WPE (5.11)

Finally, the 4 K referenced energy efficiency can be written as:

EE4K = PTot,RT/ηcooling,4K/rb (5.12)

where rb is the link data rate.
For our PM-LFCD link with a splitting ratio of 50/50, where 4dBm laser power is required

to achieve 5e-5 BER (Fig. 5.11(b)), the energy efficiency can be written as:

EE4K = [PAmp + (PLaser + 10log(k)− αsig,setup) +
PLaser

ηLaser ∗ ηcooling,4K
]/rb

= [49.5µW + (4dBm+ 10log(0.5)− 2.12dB) +
4dBm

10% ∗ 500W/W
]/1Gbps

= 870.6fJ/bit

(5.13)

As we can see from the diagram of energy efficiency breakdown (Fig. 5.13(a)), most of the
power is from the optical loss at 4 K. Therefore, the easiest way to improve energy efficiency
is to change the splitting ratio of the power splitter which reduces the optical power entering
the cryostat. Given that 4 dBm laser power is required to achieve the BER of 5e-5 when the
power splitting ratio is 50/50, the required laser power at different power splitting ratios to
achieve the same signal-to-noise ratio (SNR) by using the following equation [30].

SNR =
I2rms,sig

I2rms,noise

=
(Isig/

√
2)2

I2n,amp + I2n,PD,shot + I2n,rx,thermal

(5.14)
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Figure 5.13: (a) Breakdown of energy efficiency at 4 K with splitting ratio Psig/PLO of 50/50
and 10/90. (b) Energy efficiency versus splitting ratio of the power splitter.

where the noise of cryogenic amplifier (In,amp), the shot noise of photodetector (In,PD,shot),
and the thermal noise of photoreceiver (In,rx,thermal) are the three major noise sources in this
communication link.

As mentioned in the section, PDK model and 60 K temperature is used to evaluate our
cryogenic CMOS pre-amplifier. The simulated noise summary is shown in Fig. 5.14(a),
where the dominant noise sources are all channel noise of transistors even at T = 60K.
Then the total output RMS noise at 4 K can be estimated with the following equation:

Vn,out,4K = Vn,out,60K ×
√

4K/60K = 8.16mV ×
√

4K/60K = 2.1mV (5.15)

Given that the simulated mid-band gain of the pre-amplifier is 27.6dB, the input-refer
voltage can be estimated as:

Vn,in,4K = Vn,out,4K/10
27.6/20 = 87.5µV (5.16)

which corresponds to 26 dB SNR at the output of the amplifier and can be ignored compared
to the other two noise sources at the BER level of 5e-5 (corresponding to 7.6 dB SNR).
Therefore the equation of SNR (Eq. 5.14) can be simplified as:
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Figure 5.14: (a) Simulated noise summary of the pre-amplifier. (b) Required laser power
and corresponding input-refered noise at the input of receiver versus splitting ratio of the
power splitter for BER = 5e− 5.

SNR ≈ (Isig/
√
2)2

I2n,PD,shot + I2n,rx,thermal

=
[4R

√
10−(αsig+αLO)/10k(1− k)PLasercos(ϕin(t))/

√
2]2

2qR(k × 10−αsig/10 + (1− k)× 10−αLO/10)PLaser∆f + I2n,rx,thermal

(5.17)

where the optical loss in the signal path is αsig = αsig,setup + αc + αm, and the optical loss
in the LO path is αLO = αLO,setup. The responsivity, bandwidth, and input-referred thermal
noise of photoreceiver are R = 0.85A/W , ∆f = 1.6GHz and In,rx,thermal = 0.56µArms,
respectively.

Using Eq. 5.17, we can plot the required laser power for the SNR corresponding to the
BER=5e-5 and the respective input-referred noise power as the functions of power splitting
ratios (Fig. 5.14(b)). With the decrease of the power splitting ratio, more light hits the
photodetector through the LO path, and thus shot noise starts to dominate. Compared
to the measurement result in Fig. 5.13(a), the required laser power predicted by the SNR
calculation is only 0.2 dB lower (8.8 dBm vs. 9 dBm) when the power splitting ratio is
equal to 10/90, which might be caused by the different excess losses between the two power
splitters.
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Another important observation from the plot of energy efficiency (Fig. 5.13(b)) is that
while the optimum link gain is achieved with the power splitting ratio of 50/50, teh split ratio
for optimum energy efficiency depends on optical loss at 4 K (coupling loss and insertion loss
of modulator), refrigeration, and laser efficiency. For our link with 50/50 and 10/90 splitting
ratiom the 4 K referenced energy efficiency is measured to be 870.6 fJ/bit and 673.3 fJ/bit,
respectively. For comparison, in the IMDD scheme, the energy efficiency at the same BER
is 12.25 pJ/bit, dominated by the optical loss, due to the large laser power that needs to be
provided to the 4 K environment.

Comparison with literature

Using the same calculation method mentioned above, we can compare the performance of our
work with other EO interfaces [10, 11, 14–16] that have been demonstrated at the cryogenic
temperature.

Figure 5.15: Experiement setup with extra cryogenic amplifier.

Since a superconducting chip cannot directly drive them, the power consumed by the
extra cryogenic amplifier as well as the heat leakage from the resulting electrical connec-
tions should also be accounted for when analyzing energy efficiency. Assuming that the
commercial cryogenic amplifiers are placed in the 32 K temperature stage (Fig. 5.15 [16])
with refrigeration efficiency ηcooling,32K = 57W/W [5], 1.5GHz cryogenic amplifier can pro-
vide 45dB gain G0 with 24mW power consumption P0, and 4GHz cryogenic amplifier can
provide 33dB gain G0 with 27.2mW power consumption P0, the energy efficiency of the
cryogenic amplifier referenced to 4 K can be estimated with the following equation:



CHAPTER 5. MICRO-RING BASED CRYOGENIC OPTICAL TRANSMITTER 59

EECryoAmp,4K = 10(Gelec−G0)/20 × P0 ×
ηcooling,32K

ηcooling,4K × rb
(5.18)

where Gelec is the required electrical gain of cryogenic amplifiers, calculated from

Gelec = 20× log10(Vdrive/4.7mVpp) (5.19)

The impact of the heat leakage between the 4 K and 32 K temperature stages can be
calculated with the following equation:

EEHL,4K = 2× PHL,40K−4K ∗ 32K − 4K

40K − 4K
÷ rb (5.20)

where PHL,40K−4K , 2.47mW heat leakage from 40 K to 4 K, is caused by a single 0.29 m long
coaxial cable with silver-clad BeCu center conductor and BeCu outer conductor [5].

Regarding the active optical components, we can then calculate the energy efficiency of
laser as:

EELaser,4K =
PLaser

ηLaser
÷ ηcooling,4K ÷ rb (5.21)

Table. 5.1 compares our work with other demonstrated cryogenic EO interfaces. As
we can see, the existence of the discrete cryogenic amplifier [10, 11, 14, 16] significantly
degrades the energy efficiency although it is placed in the 32 K stage having a low cooling
penalty. On the other hand, larger laser power and/or an extra optical amplifier [10, 11, 14,
15] are required to achieve the target BER when directly driven by the weak signal, which
degrades the system’s energy efficiency. Our monolithic electro-photonic solution provides
a good trade-off between the different active components and shows the best overall energy
efficiency.

Potential improvement in energy efficiency

In above link experiment, the 17.56 dB fiber-to-chip coupling loss (8.78 dB/facet) signifi-
cantly degrades the system’s energy efficiency. The on-chip fiber-attach solution with self-
aligned structures, developed by the same chip foundry in a new electronic-photonic 45SP-
CLO process — a derivative of the 45RFSOI CMOS process, shows high yield and high
performance (≤ 1.5 dB/facet loss) [77].

If the coupling loss αc could be reduced from 2× 8.78 dB/facet to 2× 1.5 dB/facet, we
can plug this new αc into Eq. 5.17 to re-calculate the required laser power for BER of 5e-5
under different power splitting ratios, and then get a new plot of energy efficiency versus
power splitting ratio. As shown in Fig. 5.16, the optimal energy efficiency is 100.6fJ/bit
with a power splitting ratio of 5/95.
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Figure 5.16: Energy-efficiency versus splitting ratio of the power splitter when BER = 5e−5
and αc = 3dB.

5.4 Superconductor Multi-Chip-Module (MCM)

Multi-chip-module (MCM), system-in-package (SiP), and heterogeneous integration use pack-
aging technology to integrate dissimilar chips, optical devices, and/or packaged chips with
different materials and functions, from different fabless house, foundries, wafer sizes, and
feature sizes into a system or subsystem on different substrates or stand alone. Tradi-
tional MCM primarily encompasses a 2D integration, whereas SiP offers the potential for
3D integration, referred to as vertical-MCM or 3D-MCM. Heterogeneous integration shares
similarities with SiP but is geared towards finer pitches, featuring increased input/output
(I/Os), higher density, and enhanced performance [78].

These packaging technologies have been widely used in current high-performance systems.
Fig. 5.17 shows several examples: (a) is NVIDIA’s Pascal 100 GPU, built on TSMC’s 16nm
process and is supported by four HBM2 (16GB) fabricated by Samsung. Each HBM2 consists
of four DRAMs with Cu pillar + solder cap bumps and a base logic die with TSVs straight
through them. The GPU and HBM2 are on top of a TSV interposer (1200mm2), which is
fabricated by TSMC with a 65nm process [78]; (b) is AMD’s 3rd Gen EPYC Server CPU
with V-Cache, a 3D-stack technology that attaches additional cache onto a high-performance
processor through hybrid bonding to significantly improve bandwidth and power [79]; (c) is
Intel Stratix10 FPGA with Ayar Labs TeraPHY optical I/O chiplet on an AIB-connected,
EMIB enabled MCM, enabling <5pJ/bit multi-Tb/s die-to-die IO connectivity at <10ns
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Figure 5.17: MCM examples (a) NVIDIA Pasca 100 GPU [78]. (b) AMD 3rd Gen EPYC
Server CPU [79]. (c) Intel FPGA with Optical I/O chiplets [80].

SoC-to-SoC latency and with up to 2 km in reach [80].
Although we have experimentally demonstrated our cryogenic optical egress link with

good energy efficiency, the existence of the RF interconnect (coaxial cable and connector)
between the superconductor electronics chip and the photonic IO chip, shown in Fig. 5.8(c),
still prevents the scalability of the superconducting computing system. Therefore, we propose
a superconductor multi-chip module as the final solution for this communication link.

The packaging scheme of SC MCM is shown in Fig. 5.18, in which the photonic chip
(Chip 2) and the SC chip (Chip 1) are first flip-chip attached on the MCM substrate and
underfilled. Then, the assembled MCM and the FR4 PCB with an open cavity at the center
are attached to an oxygen-free copper shim with silver paint, a good electrical and thermal
conductive material. Next, gold wires are bonded between the MCM substrate and PCB
for electrical connection, and the fiber array is aligned and glued on the photonic chip for
light in/out. Finally, the packaged sample is attached to the cold head and fixed with
screws. This stack-up structure makes the thermal resistance between the cold head and SC
chip small enough so that the SC chip can operate in the superconducting state. Within
this MCM, all high-speed signals generated by the SC computing chip are directly fed to
our photonic chip through superconducting transmission lines on the MCM substrate with
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Figure 5.18: Packaging scheme of the Superconductor MCM.

negligible loss and then converted to the optical domain for light transmission. Only the DC
and control signal must be supplied through bond wire and on-board connection, which can
be made at low cost. The combination of short-pitch on-substrate transmission lines and the
capability of DWDM communication of micro-ring-based optical links can greatly increase
the communication bandwidth.

Figure 5.19: Packaged MCM sample.

Fig. 5.19 shows one of the packaged MCM samples. As shown in the zoom-in figure on
the right, the 10x10 mm MCM substrate is designed and fabricated in MIT Lincoln Lab’s
SMCM-4M process [17], a niobium-based integrated-circuit fabrication process with four Nb
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metal layers of interconnects separated by PECVD silicon oxide dielectric and one resistor
layer. Our 2x9 mm photonic chip has been flip-chip attached to the substrate of MCM. The
silicon substrate of the photonic chip was removed to confine the light in the waveguide. The
region on the top left of MCM substrate is designed for the flip-chip assembly of the 5x5 mm
SC chip.

Unfortunately, these superconductor MCMs weren’t thoroughly tested due to the discon-
tinued support of our collaborator, who designed the SC chip. However, the author believes
the superconductor MCM is one of the important directions that enable the scaling and
performance improvement of the superconducting computing system, just like what their
room-temperature counterparts do in the current industry [78–80].

5.5 Summary

This chapter introduces the design of our single-chip cryogenic optical transmitter, which
enables direct readout from a superconducting chip having only a millivolt-level output swing.
The link test and energy analysis demonstrate that the monolithic integration of electronic
and photonic offers a better energy efficiency than other demonstrated EO interfaces, making
it a competitive interconnect solution for future cryogenic computing systems. We also point
out that the energy efficiency can be easily improved from 673.3 fJ/bit to 100.6 fJ/bit using
the new process with reduced coupling loss.

Furthermore, a superconductor multi-chip module (MCM) was proposed to solve the
scaling bottleneck in the current superconducting computing system.
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Chapter 6

Room temperature Coherent Receiver

Chapter 3 introduced one type of coherent-lite receiver with laser-forwarded architecture
as a promising solution for receiving data at room temperature in cryogenic egress links.
However, this self-homodyne system has an inevitable issue of time-varying phase offset. In
this chapter, this issue is first introduced, followed by our proposed solution: an electro-
optic phase-locking loop (EOPLL) consisting of a dLev comparator-based phase estimator
and boundless phase shifter (BPS) based phase rotator. Finally, a proof-of-concept laser-
forwarded coherent receiver is designed and implemented in a monolithic silicon photonic
process to verify this idea.

6.1 Slow varying phase offset in laser-forwarded

coherent link

As mentioned in section 3.1, the laser-forwarding coherent architecture eliminates the con-
ventional receiver DSP required in the coherent link and greatly simplifies the receiver design.
Self-homodyne detection is accomplished inside the receiver by beating the signal light with
the LO light from the same laser source. However, even if two light beams are from the same
laser source, a slowly varying phase change has been observed in this kind of fiber-optical
interferometer [24, 30, 55, 81, 82]. This inevitable slowly varying rotation is due to any
small path mismatch between the signal and LO paths, which vary slowly in time due to
ambient acoustic, mechanical, pressure, and temperature changes [24, 81], leading to current
fluctuation at the output of balance PD:

I(t) ∝ 1 + cos[ϕ(t) + ϕn(t)] (6.1)

where ϕ(t) is the phase modulation signal and ϕn(t) is the phase fluctuation caused by the
environment. Unlike the typical statistical phase noise, the phase fluctuation caused by
the environment can continuously drift along one direction over multiple π ranges and thus
overwhelm the data. However, since the phase fluctuates at a very slow rate (< 100kHz), it
can be compensated through a feedback mechanism: fiber stretch and phase modulator with
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tuning range as large as 8.6π are used in [55, 81] and [82], respectively. DSP is employed in
[24] to provide common phase rotation.

These existing solutions require either discrete photonic components or high-power DSP,
which impede the link’s scalability and counter the intention of a DSP-free coherent-lite link.
Therefore, a low-power integrated phase tuning is required to adopt the laser-forwarding
coherent link in the real system.

6.2 Boundless phase shifter (BPS)

Typical linear phase shifters (PS) supported in the silicon photonic process generate a tunable
optical delay by controlling the effective index of the waveguide through changing temper-
ature or free carrier concentration. For such PS, the phase shift tunability is up to a few
±π radians. Therefore, if we want to directly use a linear phase shifter to compensate for
the phase fluctuation with more than 2π range, a reset in the control signal is required to
switch the optical delay of PS from 0 to 2π. The impact of this transition on the transmitted
data can be ignored only if the transition speed is faster than the data rate, which is almost
impossible to realize due to the size of the phase delay element. As a result, the PS with
continuous unbounded phase shift tunability is required.

Several techniques that offer boundless optical phase delays have been proposed and
demonstrated in the literature. For instance, the single-sideband modulation technique in-
troduced in references [83–85] employs quadrature sinusoidal signals for continuous linear
phase modulation. A significant challenge with this method is the generation of unwanted
sidebands. The serrodyning technique, outlined in [86] and [87], utilizes sawtooth periodic
electric signals to achieve infinite linear phase shifts and consequent frequency shifts in the
optical signal. However, this technique is impacted by issues like periodic resetting of phase
modulation and the non-zero fall time of the sawtooth control signal, which lead to undesir-
able spurious sidebands. An unlimited range optical phase modulation method, introduced
in [88], employs a cascade of multiple phase shifters with limited phase shift range and di-
rectional couplers with adjustable split ratios, making it challenging to produce the control
signals which is necessary to minimize phase errors in high-speed applications. The bound-
less PS method proposed in [89] features a sequential combination of a 1×2 Mach-Zehnder
interferometer (MZI) switch, a line phase shifter (including PS and passive waveguide), and
a 2×1 MZI switch, complemented by analog signal control elements to lower power consump-
tion. Precise synchronous switching of the phases of the MZIs and the line phase shifter is
essential for this approach.

The use of IQ modulators for single-sideband modulation is the most attractive method
among the above because of its ease of implementation. The issue of generating unwanted
harmonics of this method is not critical in laser-forwarding coherent links because the bound-
less phase shifter is used for continuous phase compensation instead of providing optical
frequency shifting.
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Operation of Mach-Zehnder Modulator (MZM)

Figure 6.1: Typical structure of MZM.

Before talking about the operation of BPS, let’s first look at the basics of MZM, which
is used to build BPS. As shown in Fig. 6.1, the light is first split into two arms through a
power splitter and combined after passing through two delay lines with the delay of ϕL and
ϕR. Assuming no loss and a perfect 50/50 splitter/combiner, the output field can be written
as:

E⃗out =
1√
2
(
E⃗in√
2
ejϕL +

E⃗in√
2
ejϕR)

= E⃗in cos(∆ϕ)e
jϕ0

(6.2)

where ∆ϕ = ϕR−ϕL

2
and ϕ0 =

ϕR+ϕL

2
. The intensity response of MZM is:

Pout = |Eout|2 =
1

2
|Ein|2[1 + cos(ϕR − ϕL)] (6.3)

If we can apply a differential drive signal to two arms, generating ϕR = −ϕL = ϕm, then
the modulation becomes a pure intensity modulation, and Eq. 6.2 can be simplified as:

E⃗out = E⃗in cos(ϕm) (6.4)

IQ modulator-based boundless phase shifter (BPS)

The schematic of IQ modulator-based BPS is shown in Fig. 6.2 [82], where αsig and βsig
are the differential drive signals of the MZM at I-arm and Q-arm, and γsig is the bias signal
for generating π/2 phase difference between two arms. According to the response of MZM
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shown in Eq. 6.4, we can derive the overall transfer function of BPS as:

E⃗out =
1√
2
(E⃗out,I + E⃗out,Q)

=
E⃗in

2
[cos(αsig) + cos(βsig)× ejγsig ]

=
E⃗in

2
[cos(αsig) + j × cos(βsig)]

(6.5)

Then, we can get both the intensity and phase response of the BPS:

|Eout

Ein

|2 = 1

4
× [cos2(αsig) + cos2(βsig)] =

r2

4
(6.6)

θBPS = tan−1[
cos(βsig)

cos(αsig)
] +mπ (6.7)

where m is an integer to compensate for the effect of phase wrapping, and r should be a
constant since we want the output intensity of BPS to be constant while changing phase.

Figure 6.2: Structure of boundless phase shifter (left) and the complex plane plot of its
output E field (right).

Solving the above equations, we can find that αsig and βsig need to be triangular-shaped,
having a peak-to-peak amplitude of 2π and separated by a phase delay of π/2 from each
other. A more intuitive way to understand this result is by looking at the complex plane
plot shown in Fig. 6.2: to get the maximum constant amplitude of cos(αsig)+ j sin(βsig), we
need to set cos(αsig) = cos(θBPS) and cos(βsig) = sin(θBPS), and thus a π/2 phase difference
is required between αsig and βsig. Furthermore, compared to a linear phase shifter with
2π tuning range in which resetting of the drive signal is required when transient from 0 to
2π, the phase control of BPS relies on the ratio of two independent drive signals so that it
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can realize reset-free continuous phase change: when E-field move along the circle on the
complex plane, two drive signals αsig and βsig continuous change over time.

Assuming two arms of MZM are driven by the differential signal: αsig =
V I
Vπ
π and βsig =

V Q
Vπ
π. We can get the response of BPS by sweeping drive voltage VI and VQ, shown in Fig.

6.3, in which the boundless phase shift can be achieved with a continuous drive signal.

Figure 6.3: Response of BPS by driving dual-arm of MZM.

Proposed thermal boundless phase shifter (BPS)

As we can observe from Eq. 6.6, the IQ modulator-based BPS has an intrinsic loss of
6dB. Besides that, peak-to-peak π phase change is necessary for each MZM arm to perform
continuous boundless phase shifting. If the electrical PN junction-based phase shifter is
employed to build MZM, like [82], the insertion loss induced by either long waveguide or
absorption of free carrier would further degrade the power performance of BPS. For instance,
the VpiL of a reverse-biased PN junction phase shifter in an advanced monolithic silicon
photonic process (45SPCLO [59]) is about 1.64V cm with the optical loss of 7.5dB/cm.
Given that the maximum allowed supply in this process is 1.8V, even if we can utilize the
AC couple technique to double the output voltage swing to 3.6V, the PN junction-based
linear phase shifter still contributes to another 3.4dB optical loss for π phase tuning range.

On the contrary, the thermal phase shifter has a higher phase tuning efficiency that can
make the device compact and optical insertion loss negligible, but at the cost of static power.
However, the sealed undercut technology in the recent silicon photonic process, which creates
an air gap under the BOX layer to increase the thermal resistance, can significantly improve
the heater efficiency and reduce the power required for π phase shift (Pπ) from 35mW to
7mW [59].
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Figure 6.4: Structure of proposed thermal boundless phase shifter.

Therefore, we propose a thermal phase shifter-based BPS, shown in Fig. 6.4. Since the
modulation efficiency of the thermal phase shifter is much larger than the PN junction-based
phase shifter, there is only one thermal phase shifter per MZM with a single-ended drive
signal, which can reduce the thermal crosstalk between two arms and make the layout even
more compact. But the drawback is also apparent. With the single-arm drive, the phase
term ϕ0 inside MZM’s transfer function (Eq. 6.2) is nonzero, and thus the phase is modulated
along with the intensity at the same time in MZM. So, the transfer function of BPS needs
to be revised from Eq. 6.5 to the new one:

E⃗out =
1√
2
(E⃗out,I + E⃗out,Q)

=
E⃗in

2
[cos(

αsig

2
)ejαsig/2 + cos(

βsig
2

)ej(βsig/2+γsig)]

(6.8)

If γsig =
π
2
+

αsig−βsig

2
, the above transfer function can be simplified to:

E⃗out =
E⃗in

2
ejαsig/2[cos(

αsig

2
) + j × cos(

βsig
2

)] (6.9)

Compared to the BPS with a dual-arm drive, the single-arm version has an extra phase
shift term ejαsig/2. As shown in Fig. 6.5, when sweeping the heater power PI =

αsig

π
Pπ and

PQ =
βsig

π
Pπ, we can still get a continuous phase change at the output of BPS, but at the

cost of some dead zone where the output phase doesn’t change. Since the dead zone can be
predicted in advance by an already known applied drive signal, its effect can be mitigated
by adjusting the control code to maintain a continuous phase.
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Figure 6.5: Response of BPS by driving single-arm of MZM.

6.3 Design of the Coherent-Lite Receiver

To demonstrate the function of the phase compensation loop in the laser-forwarding coherent
links, a 16Gbps electro-photonic coherent receiver was designed in the monolithic silicon
photonic process.

Receiver Architecture

The architecture of the coherent-lite receiver is shown in Fig. 6.6, in which the photonic and
electronic circuits are closely integrated with less than 5µm distance.

On the photonic side, signal and LO light are coupled into the chip through two grating
couplers and propagate along the silicon waveguide. The LO light then passes through the
boundless phase shifter, which is built by adiabatic couples [90] and the PDK thermal phase
shifter with the undercut. It finally beats with the signal light through another 2x2 adiabatic
coupler, hits the balance photon detector(BPD), and generates the demodulated current.

On the electronic side, the clock path consists of a current mode logic (CML) clock
receiver and clock distribution network, which provides an 8GHz low-jitter clock. In the
data path, the electrical current from BPD is fed into the inverter-based trans-impedance
amplifier (TIA) for current-voltage conversion, which is then converted to a differential signal
by the post-amplifier. A dummy TIA connected to the dummy BPD is employed to provide
common-mode voltage and suppress supply noise at the cost of degraded Rx sensitivity
due to increased noise power. The amplified analog signal is quantized by the even and odd
sampler array at half-rate to reduce power consumption. Two samplers in each array operate
as data and error samplers, whose functions will be introduced later. 8-bit voltage DACs
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provide different threshold voltage to each sampler for offset compensation and eye sweep.
The quantized half-rate data are sent to the digital backend for further deserialization and
BER checks. The 10-bit power density modulation (PDM) logic is also synthesized inside
the digital backend and used to drive the on-chip PDM driver, thus compensating for the
phase fluctuation in laser-forwarded links through BPS.

Figure 6.6: Architecture of the coherent receiver

The receiver has three supply domains: 1V VDD, 1.2V AVDD, and 1.8V HVDD, which
are used for the digital core, analog front-end and clock network, and heater resistor, respec-
tively.
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dLev-based phase tracking mechanism

In analog signal-based coherent-lite receivers, besides the BPS used for phase control, another
critical block, a phase estimator that can filter out modulated data and estimate the phase
error, is required. Two different phase estimators were proposed and demonstrated in DSP-
free coherent receivers [28, 29, 82]: the conventional Costas loop requires linear and wideband
analog multipliers, and the multiplier-free XOR-based Costas loop relies on precise delaying
and adding the in-phase and quadrature components [91]. Furthermore, both architectures
require the analog processing circuits to operate at the full rate, causing a large power
consumption.

Figure 6.7: System simulation of the optical link under the impact of the phase fluctuation:
Injected sinusoidal phase fluctuation (top) and the corresponding demodulated transient
data (bottom).

We proposed a dLev-comparator-based phase estimator that can be easily implemented in
the laser-forwarded coherent link under BPSK modulation and only consumes little power
due to low-rate operation. To understand its operation principle, we need to revisit the
output current of the laser-forwarded coherent receiver by updating Eq. 3.3 to:

Iout = R(P1)−R(P2) = 2R
√
P (1− P )× Plaser × cos[ϕm(t)−∆ϕ(t)] (6.10)
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where the delay difference ∆ϕ between two optical paths is not constant but a time-
varying value. Assuming the PRBS phase modulation in the transmitter is ϕm(t) ∈ [0, 3π/4]
and the slow phase fluctuation ∆ϕ is a sinusoidal waveform with 2π range, we can plot
the output current, shown in Fig. 6.7. The time-varying current swing can be understood
by treating the phase fluctuation as a bias term that changes the effective gain of the cos
function. Therefore, the phase fluctuation can be compensated by locking the current swing
Iout,pp to the maximum value.

Then, let’s look back to the receiver architecture of the proposed receiver shown in Fig.
6.6. In each interleave stage (even and odd), there are two samplers: one is a data sampler
used to perform data quantization and deserialization, while the other operates as a dLev
comparator with a tunable threshold voltage whose output is processed by digital back-end
to extract signal swing. Since the ∆ϕ changes very slowly (< 100kHz), the dLev comparator
from different interleaving stages does not need to be turned on simultaneously, which can
further reduce power. Finally, the on-chip finite state machine (FSM) generates real-time
PDM control codes for BPS based on the measured signal swing.

Comparator

Figure 6.8: Schematic of the comparator.

Comparators are used everywhere in electronic circuits where the analog voltage needs
to be converted to digital outputs. One class of comparators, dynamic comparators, first
amplifies a static input voltage by converting it to current and integrating it on a capacitor
over a well-defined time window. The amplified voltage is then fed into the regenerative latch
to be further amplified to a binary signal. Compared to the comparator based on a cascade
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of high-gain amplifiers, the dynamic comparator consumes zero static current, making it
popular in different applications.

The StrongArm [92] and Double-Tail [93, 94] are two typical structures of dynamic com-
parators, have been systematically analyzed [95]: The StrongArm latch, a single-windowed
integrator followed by a regenerative latch, is the most efficient comparator architecture
but requires a well-controlled input common-mode voltage and a minimum supply voltage.
The double-tail comparator is better when low supply or input bias is unsuitable since its
complementary preamplifier offers a built-in level shift.

Therefore, StrongArm architecture is employed in our comparator design, shown in Fig.
6.8, where the auxiliary input pair driven by V osp and V osn is used for offset compensation
and eye monitor. The voltage integrated on node V p and V n through the current difference
between two differential pairs triggers the evaluation of the cross-coupled inverter composed
of M1-4 to get a digital out.

Voltage DAC

Figure 6.9: Schematic of the voltage DAC

Voltage DACs are designed to provide a reference voltage to compensate for the dynamic
comparator’s voltage offset and assist the comparator with an eye sweep. As shown in Fig.
6.9, the 8-bit binary control signal drives the R-2R resistor ladder through the inverter. One
key metric of DAC is the linearity. To ensure that the output voltage of VDAC can settle
within 10ns for close-loop phase compensation, the unit resistor with R = 27KΩ and 510µm
is adopted to trade-off area and local mismation of resistor unit.

As we can observe from the differential non-linearity (DNL) simulation result shown on
the left of Fig. 6.9, the VDAC output voltage is monotonic over most control codes except
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the middle code where the transition of the most significant bit (MSB) occurs. Since the
condition of |DNL| > 1 only occurs once over the whole control code, it can be known in
advance by the control algorithm and thus skipped. From the 100-sample Monte-Coar (MC)
simulation, we can find that the mean of the worst DNL is -0.2 with a standard deviation of
0.47. The transient simulation of VDAC shows that the worst settling time is 5.93ns, which
is fast enough for the requirement of control loop.

Figure 6.10: Post-layout simulation result of VDAC: DNL at different process corners and
max DNL over MC (left) and transient settling simulation of VDAC.

Thermal phase shifter and PDM driver

The thermal phase shifter unit is another key component of this electro-photonic system.
The one supported in the monolithic silicon-photonic process uses N+ RX silicide resistors
to generate heat in the rib waveguide to produce a phase shift of the light. To improve the
heater efficiency, the phase shifter is designed with a horse-shoe shape to concentrate the
heat. Furthermore, the sealed undercut technique, which creates an air gap under the BOX
to increase the thermal resistance from the device to the silicon substrate, is utilized.

The layout view of the horse-shoe shape phase shifter is shown in Fig. 6.11, where the
N+ silicide resistors are located on the two sides of the rib waveguide. Its resistance can be
calculated by the following equation:

R =
RsL+ 2Rend

W
(6.11)
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Figure 6.11: The layout of the thermal phase shifter (left) and the maximum power that can
be delivered from the heater driver (right).

where Rs and Rend are sheet and end resistance, and W and L are resistor size. Based on
the process information provided in the PDK, we can derive the resistance value as 125Ω.
Meanwhile, we can find that the maximum heater power delivered from the heater driver
to this heater resistor is about 23mW, which can provide more than 3π phase tuning range
under the assumption of Pπ = 7mW .

6.4 Realization and Experiment Results

Chip micrograph and package scheme

The integrated electro-optic receiver chip was fabricated using 45SPCLO process, a 45nm
CMOS-Silicon Photonic 300mm high-volume manufacturing platform developed by Global-
Foundaries for next-generation, low power, and high-speed optical interconnects [59]. The
micrograph of the 2 x 1mm receiver chip is shown in Fig. 6.12, including two coherent
receiver units and two standalone boundless phase shifter test structures. In each optical
coherent receiver, the signal and LO light are coupled into the chip through two grating
couplers (GC) among the GC array with 127um pitch. Since mechanical stability is criti-
cal in coherent optical experiments, the multiple-channel fiber array will be aligned to GC,
attached, and glued during experiments. Before conducting a complex optical package for
the coherent experiment, the IMDD experiment can be performed to verify the function of
the whole electric part by coupling light to the GC, which is connected to the dummy BPD,
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through a single fiber probe.
The standalone boundless phase shifters, which are put on the side of the chip and

are the same as the ones used in the coherent receivers, can be used for phase and power
characterization before performing the close-loop experiment.

Figure 6.12: Microgarph of the coherent receiver.

Fig. 6.13 shows the package schemes for different experiments. The test chip is wire-
bonded on the PCB, where the DC and RF signals are connected to rectangular pin headers
and high-speed SMPS connectors, respectively. Two package schemes are adopted: in the
top one, all signal pads are wire-bonded for standalone device characterization and probe-
only optical experiments, while in the bottom one, the pads on the bottom row are left open
to leave enough space to land fiber array for coherent experiments.

Characterization of the standalone device

To characterize the standalone boundless phase shifter, we must first characterize the thermal
phase shifter used in each MZI structure to determine the initial bias point. The test setup
is shown in Fig. 6.14, where light is coupled in and out from the chip through two auxiliary
grating couplers around one MZI. One terminal of the heater resistor in the thermal phase
shifter is connected to the ground, while the other terminal is connected to the PAD and
driven by the heater driver. The heater driver is controlled by FPGA with a power-density
modulated (PDM) signal. Therefore, the heater power can be linearly controlled by the
control code (Hcode), and the power delivered to the heater can be expressed as:



CHAPTER 6. ROOM TEMPERATURE COHERENT RECEIVER 79

Figure 6.13: Package schemes of coherent receiver for standalone and IMDD experiments
(Top) and Coherent experiments (Bottom).

Figure 6.14: Characterization setup of thermal phase shifter unit.

P = (
HVDD

Rheater +Rdrv

)2 ∗Rheater ×
Hcode

max(Hcode)
(6.12)
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where Rheater is the heater resistance value (160Ω) and Rdrv is the output impedance of the
heater driver, Hcode is an 8-bit binary control signal with a maximum value of 255. HVDD is
the adjustable supply voltage for heater power range control. By sweeping the PDM control
code, we can observe the power transmission followed by Eq. 6.3, shown in Fig. 6.15. The
more than 30dB extinction ratio between constructive and destructive interference indicates
that the splitting ratio of the rapid adiabatic coupler is better than 50 ± 1%. The phase
response extracted from the power transmission with Eq. 6.3 is also shown in Fig. 6.15.
According to the datasheet of the heater driver, its output impedance (Rdrv) is roughly 20Ω
when HVDD = 2.4V . Therefore, the Pπ of the thermal phase shifter is 9.3mW, slightly
larger than the value (7mW) reported in the PDK. One possible reason for this difference
is that the heater terminal is directly connected to the PAD through high-level metal and
eventually bonded to PCB for driving, which provides a path to thermal ground with low
thermal resistance and degrades heater efficiency. When the heater is driven by an on-chip
PDM driver, the thermal efficiency can be improved.

Figure 6.15: Characterization result of thermal phase shifter unit under 2.4V HVDD: trans-
mission of MZI (left) and response of phase shifter (right).

IMDD link test

The IMDD test setup is shown in Fig. 6.16. A Mach-Zehnder modulator (MZM) made of
lithium niobate (LiNbO3) and featuring a 25-GHz electro-optic bandwidth modulates a 1310
nm continuous-wave (CW) input laser using a pseudorandom binary sequence (PRBS) of
231−1. The data for this modulation is produced by a pattern generator and is subsequently
amplified to an adequate level using a power amplifier (PA). 90% of the modulated optical
light is coupled to the receiver after passing through a polarization controller, while the
other 10% power is fed to the oscilloscope for real-time monitoring. The measured optical
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eye diagram, with an 8dB extinction ratio (ER), is shown on the right of Fig. 6.16. Therefore,
by measuring the average current IAV G flowing through the PD from SMU, we can calculate
the optical modulation amplitude (OMA) of the light received by the receiver with the
following equation:

OMA = 2× IAV G × 10ER/10 − 1

10ER/10 + 1
(6.13)

With the above method, we don’t need to figure out the coupling loss and responsitivity
of PD, which are largely impacted by test setup and process variation, respectively. Further-
more, the clock synthesizer also generates a half-rate differential clock with a tunable delay
to the receiver for deserialization.

Figure 6.16: IMDD test setup (left) and the 16Gbps optical TX eye diagram (right).

By sweeping the clock delay and the threshold voltage of the on-chip sampler, we can get
the statistical eye by counting the ratio of 1 in the digital back end. Since the receiver’s input
is a PRBS pattern with a balance of 0 and 1, the ratio of 1 is close to 0.5 at the center of
the eye and only changes around the edge of the eye diagram. Compared to the BER-based
eye-opening monitor (EOM) measurement, this method reduces the testing time and doesn’t
require the BER checker to be fully functional. The measured 4Gbps and 16Gbps statistical
eye diagrams are shown in Fig. 6.17. The rise and fall times are longer than expected,
indicating the slightly low bandwidth caused by the process variation.

The BER is measured at different laser power for sensitivity tests. As shown on the left
in Fig. 6.18, the minimum required OMA to achieve BER < 1e − 12 is roughly -13dBm.
Fig. 6.18 also show the bathtub plot, in which about 0.1 UI time margin can be observed
for BER < 1e− 12 and OMA = −13dBm.
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Figure 6.17: Measured statistical eye diagram at 4Gbps (left) and 16Gbps (right).

Figure 6.18: Sensitivity (left) and Bathtub plot (right) of the IMDD receiver at 16Gbps.

6.5 Summary

In this Chapter, we briefly introduce the time-varying phase fluctuation issue in the laser-
forwarded coherent link. To resolve this issue at low design complexity and power, we
proposed an EOPLL, including a dLev comparator-based phase estimator and a thermal
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boundless phase shifter-based phase rotator. A 16Gbps half-rate coherent receiver is im-
plemented in the monolithic silicon photonic process (45SPCLO) to verify this idea. The
measurements finished so far suggest that the key photonic components, whole electronic
analog front-end, and digital back-end work as expected: receiver shows less than -13dBm
sensitivity at BER = 1e− 12 when configured as IMDD link.
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Chapter 7

Final Thoughts and Conclusions

7.1 Key Contributions

Superconductor electronics outperform other beyond-CMOS technologies in terms of energy
efficiency and have become strong candidates for future supercomputing systems. However,
the lack of high-density superconductor memory and the heat-leak path of traditional electri-
cal links prevent the scale of superconductor computing systems. This work presents a novel
cryogenic optical link, based on the monolithic silicon photonic process and laser-forwarded
coherent architecture, to address this issue and unlock the door to building large-scale su-
perconductor computing systems.

The main contribution of this thesis can be organized as follows:

• A comprehensive link model is built to analyze the performance and energy efficiency
of the cryogenic optical link consisting of superconductor electronic and semiconductor
electronic/photonic components.

• A full device characterization of transistors from two monolithic silicon photonic pro-
cesses is presented, along with the theoretical analysis, paving the way for analog,
mixed-signal circuit design at cryogenic temperatures.

• A micro-ring modulator-based cryogenic optical transmitter is designed and imple-
mented in the 45RFSOI process. Full link characterization at cryogenic temperatures
with the direct drive from superconductor IC demonstrates the transmitter’s function,
performance, and energy efficiency.

• Proposed an EOPLL to compensate for the inevitable time-varying phase offset in the
fiber-based self-homodyne coherent receiver. A 16Gbps coherent receiver is designed
and implemented in the 45SPCLO process to demonstrate this idea.



CHAPTER 7. FINAL THOUGHTS AND CONCLUSIONS 85

7.2 Future Directions

The energy-efficient cryogenic egress link design can be used not only for superconductor
computing but also for the control interface in quantum computing, which has become an
active research area in recent years. The presented cryogenic optical transmitter is a first
proof-of-concept demonstration, which still has room to improve:

• The device characterization result presented in this work can be utilized to build an
accurate compact model at cryogenic temperature. With that, the bandwidth of the
integrated amplifier can be further co-optimized with the modulator to rebalance and
improve energy efficiency.

• The 17.56dB fiber-to-chip coupling loss in the demonstrated cryogenic transmitter
significantly degrades the system’s energy efficiency. The on-chip fiber-attach solution
with self-aligned structures, supported in the 45SPLCO process, can greatly improve
the stability of fiber coupling and reduce coupling loss to 3dB [77], which could improve
the energy efficiency to 100.6fJ/bit if used.

• The analog pre-amplifier in the current cryogenic transmitter design could be replaced
with a dynamic amplifier with high regeneration gain, especially for large arrays in
which the power of generating and distributing the clock can be amortized.

Then, the laser-forwarded coherent-lite receiver is also a popular candidate in short-reach
optical links due to its energy efficiency. Due to time limitations, the designed proof-of-
concept receiver has not been fully characterized yet. Besides the chip characterization,
some directions can be explored:

• Since the phase offset in the self-homodyne link changes very slowly, the error sampler
used to extract signal swing can operate at a very low speed or use an analog peak
detector to reduce power consumption.

• It’s also worthwhile to check the wavelength dependency of time-varying phase offset.
It has been demonstrated that the feedback control signal for phase compensation
can be applied to two laser tones with 100GHz channel spacing [81]. If the accepted
wavelength window is large enough, we can combine the benefit of both laser-forwarded
coherent link and DWDM to improve throughput further.

• One drawback in the current EOPLL demonstration is the 6dB intrinsic loss of the
boundless phase rotator, which degrades the energy efficiency of the whole link. The
lossless phase rotator design could be a promising direction.

Finally, although the focus of this work is the cryo-CMOS interface for superconductor
computing, the author wants to point out the evolution of superconductor electronics:
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• Certainly, energy consumption per bit in SFQ is lower by one or two orders of mag-
nitude compared with all other perspectives technologies beyond CMOS, and so is
the extrapolated power consumption by future supercomputers even including the cry-
ocooling overhead when compared with semiconductor computer technologies at the
exascale performance level of 1018 floating point operations per second (flop/s) [18].

• The major disadvantage of RSFQ logic circuits has been the large SQUID cell size,
severely limiting the integration level. Compared to the semiconductor process in
2020, the gate set area of SCE is 25000× larger. If we ignore the difference in device
fabrication and compare the gate size to CMOS with an equivalent feature size of
350nm, there is still a 60× difference [4]. Therefore, whether superconductor electronics
can scale as semiconductor counterparts becomes one of the key questions that need
to be answered.



87

Bibliography

[1] Frank Arute et al. “Quantum supremacy using a programmable superconducting pro-
cessor”. en. In: Nature 574.7779 (Oct. 2019), pp. 505–510.

[2] Oleg A. Mukhanov. “Energy-Efficient Single Flux Quantum Technology”. In: IEEE
Transactions on Applied Superconductivity 21.3 (June 2011), pp. 760–769.

[3] Oleg Mukhanov et al. “Josephson Junctions for Digital Applications”. en. In: Funda-
mentals and Frontiers of the Josephson Effect. Ed. by Francesco Tafuri. Cham: Springer
International Publishing, 2019, pp. 611–701.

[4] Cryogenic Electronics and Quantum Information Processing. IEEE International Roadmap
for Devices and Systems. 2022.

[5] Deepnarayan Gupta et al. “Digital Output Data Links From Superconductor In-
tegrated Circuits”. In: IEEE Transactions on Applied Superconductivity 29.5 (Aug.
2019), pp. 1–8.

[6] Jinchen Wang et al. “34.1 THz Cryo-CMOS Backscatter Transceiver: A Contactless 4
Kelvin-300 Kelvin Data Interface”. In: 2023 IEEE International Solid- State Circuits
Conference (ISSCC). Feb. 2023, pp. 504–506.

[7] Marc A. Manheimer. “Cryogenic Computing Complexity Program: Phase 1 Introduc-
tion”. In: IEEE Transactions on Applied Superconductivity 25.3 (June 2015), pp. 1–
4.

[8] D. Scott Holmes, Andrew L. Ripple, and Marc A. Manheimer. “Energy-Efficient Super-
conducting Computing—Power Budgets and Requirements”. In: IEEE Transactions on
Applied Superconductivity 23.3 (June 2013), p. 1701610.

[9] Amir Youssefi et al. “A cryogenic electro-optic interconnect for superconducting de-
vices”. en. In: Nature Electronics 4.5 (May 2021), pp. 326–332.

[10] Michael Gehl et al. “Operation of high-speed silicon photonic micro-disk modulators
at cryogenic temperatures”. en. In: Optica 4.3 (Mar. 2017), p. 374.

[11] Felix Eltes et al. “An integrated optical modulator operating at cryogenic tempera-
tures”. en. In: Nature Materials 19.11 (Nov. 2020), pp. 1164–1168.

[12] Uttara Chakraborty et al. “Cryogenic operation of silicon photonic modulators based
on the DC Kerr effect”. EN. In: Optica 7.10 (Oct. 2020), pp. 1385–1390.



BIBLIOGRAPHY 88

[13] Brian S. Lee et al. “High-performance integrated graphene electro-optic modulator at
cryogenic temperature”. en. In: Nanophotonics 10.1 (Jan. 2021), pp. 99–104.

[14] Paolo Pintus et al. “Ultralow voltage, high-speed, and energy-efficient cryogenic electro-
optic modulator”. en. In: Optica 9.10 (Oct. 2022), p. 1176.

[15] Paolo Pintus et al. “An integrated magneto-optic modulator for cryogenic applica-
tions”. en. In: Nature Electronics (Sept. 2022), pp. 1–7.

[16] Wenning Fu, Haonan Wu, and Milton Feng. “Superconducting Processor Modulated
VCSELs for 4K High-Speed Optical Data Link”. In: IEEE Journal of Quantum Elec-
tronics 58.2 (Apr. 2022), pp. 1–8.

[17] Rabindra N. Das et al. “Large Scale Cryogenic Integration Approach for Supercon-
ducting High-Performance Computing”. In: 2017 IEEE 67th Electronic Components
and Technology Conference (ECTC). May 2017, pp. 675–683.

[18] Alex I. Braginski. “Superconductor Electronics: Status and Outlook”. en. In: Journal
of Superconductivity and Novel Magnetism 32.1 (Jan. 2019), pp. 23–44.

[19] Darko Zivanovic et al. “Main Memory in HPC: Do We Need More or Could We Live
with Less?” In: ACM Trans. Archit. Code Optim. 14.1 (Mar. 2017), 3:1–3:26.

[20] Theodore Van Duzer et al. “64-kb Hybrid Josephson-CMOS 4 Kelvin RAM With
400 ps Access Time and 12 mW Read Power”. In: IEEE Transactions on Applied
Superconductivity 23.3 (June 2013), pp. 1700504–1700504.

[21] Amol Inamdar et al. “Superconducting Switching Amplifiers for High Speed Digital
Data Links”. In: IEEE Transactions on Applied Superconductivity 19.3 (June 2009),
pp. 1026–1033.

[22] Kazuro Kikuchi. “Fundamentals of Coherent Optical Fiber Communications”. In: Jour-
nal of Lightwave Technology 34.1 (Jan. 2016), pp. 157–179.

[23] Po Dong et al. “Monolithic Silicon Photonic Integrated Circuits for Compact 100
+$Gb/s Coherent Optical Receivers and Transmitters”. In: IEEE Journal of Selected
Topics in Quantum Electronics 20.4 (July 2014), pp. 150–157.

[24] Mohamed Morsy-Osman et al. “DSP-free ‘coherent-lite’ transceiver for next generation
single wavelength optical intra-datacenter interconnects”. en. In: Opt. Express 26.7
(Apr. 2018), p. 8890.

[25] Rakesh Ashok et al. “Analog Domain Carrier Phase Synchronization in Coherent Ho-
modyne Data Center Interconnects”. In: Journal of Lightwave Technology 39.19 (Oct.
2021), pp. 6204–6214.

[26] Jose Krause Perin, Anujit Shastri, and Joseph M. Kahn. “Coherent Data Center
Links”. In: Journal of Lightwave Technology 39.3 (Feb. 2021), pp. 730–741.

[27] Nandakumar Nambath et al. “All-Analog Adaptive Equalizer for Coherent Data Center
Interconnects”. In: Journal of Lightwave Technology 38.21 (Nov. 2020), pp. 5867–5874.



BIBLIOGRAPHY 89

[28] Kai Sheng et al. “A 4.6-pJ/b 200-Gb/s Analog DP-QPSK Coherent Optical Receiver
in 28-nm CMOS”. In: IEEE Journal of Solid-State Circuits 58.1 (Jan. 2023), pp. 45–
56.

[29] Ahmed E. Abdelrahman et al. “12.3 A Carrier-Phase-Recovery Loop for a 3.2pJ/b
24Gb/s QPSK Coherent Optical Receiver”. In: 2023 IEEE International Solid-State
Circuits Conference (ISSCC). Feb. 2023, pp. 1–3.

[30] Nandish Mehta et al. “A Laser-Forwarded Coherent Transceiver in 45-nm SOI CMOS
Using Monolithic Microring Resonators”. In: IEEE Journal of Solid-State Circuits 55.4
(Apr. 2020), pp. 1096–1107.

[31] Giuseppe Rizzelli et al. “Phase Noise Impact and Scalability of Self-Homodyne Short-
Reach Coherent Transmission Using DFB Lasers”. In: Journal of Lightwave Technology
40.1 (Jan. 2022), pp. 37–44.

[32] G. Rizzelli et al. “Two-Fiber Self-Homodyne Transmission for Short-Reach Coherent
Optical Communications”. In: 2020 22nd International Conference on Transparent
Optical Networks (ICTON). July 2020, pp. 1–4.

[33] Tao Gui et al. “Real-Time Demonstration of Homodyne Coherent Bidirectional Trans-
mission for Next-Generation Data Center Interconnects”. In: Journal of Lightwave
Technology 39.4 (Feb. 2021), pp. 1231–1238.

[34] Qi Li et al. “A 10-Gb/s Silicon Microring Resonator-Based BPSK Link”. In: IEEE
Photonics Technology Letters 26.18 (Sept. 2014), pp. 1805–1808.

[35] Qianfan Xu et al. “12.5 Gbit/s carrier-injection-based silicon micro-ring silicon modu-
lators”. EN. In: Opt. Express, OE 15.2 (Jan. 2007), pp. 430–436.

[36] Di Liang et al. “An Energy-Efficient and Bandwidth-Scalable DWDM Heterogeneous
Silicon Photonics Integration Platform”. In: IEEE Journal of Selected Topics in Quan-
tum Electronics 28.6: High Density Integr. Multipurpose Photon. Circ. (Nov. 2022),
pp. 1–19.

[37] Guoliang Li et al. “Ring Resonator Modulators in Silicon for Interchip Photonic Links”.
In: IEEE Journal of Selected Topics in Quantum Electronics 19.6 (Nov. 2013), pp. 95–
113.

[38] Hao Li et al. “A 112 Gb/s PAM4 Silicon Photonics Transmitter with Microring Mod-
ulator and CMOS Driver”. In: Journal of Lightwave Technology (2019), pp. 1–1.

[39] Lukas Chrostowski et al. “Silicon photonic resonator sensors and devices”. In: Laser
Resonators, Microresonators, and Beam Control XIV. Vol. 8236. SPIE, Feb. 2012,
pp. 387–402.

[40] B.E. Little et al. “Microring resonator channel dropping filters”. In: Journal of Light-
wave Technology 15.6 (June 1997), pp. 998–1005.

[41] W. Bogaerts et al. “Silicon microring resonators”. en. In: Laser & Photonics Reviews
6.1 (2012), pp. 47–73.



BIBLIOGRAPHY 90

[42] Sajjad Moazeni et al. “29.3 A 40Gb/s PAM-4 transmitter based on a ring-resonator
optical DAC in 45nm SOI CMOS”. In: 2017 IEEE International Solid-State Circuits
Conference (ISSCC). Feb. 2017, pp. 486–487.

[43] Po Dong et al. “Silicon microring modulators for advanced modulation formats”. In:
2013 Optical Fiber Communication Conference and Exposition and the National Fiber
Optic Engineers Conference (OFC/NFOEC). Mar. 2013, pp. 1–3.

[44] Bozhi Yin et al. “Cryogenic Characteristics of MOSFET in Monolithic Silicon-Photonic
Process”. In: IEEE Transactions on Electron Devices (2024), pp. 1–6.

[45] Hayk Gevorgyan et al. “Cryo-Compatible, Silicon Spoked-Ring Modulator in a 45nm
CMOS Platform for 4K-to-Room-Temperature Optical Links”. In: 2021 Optical Fiber
Communications Conference and Exhibition (OFC). June 2021, pp. 1–3.

[46] Mayank Raj et al. “Design of a 50-Gb/s Hybrid Integrated Si-Photonic Optical Link in
16-nm FinFET”. In: IEEE Journal of Solid-State Circuits 55.4 (Apr. 2020), pp. 1086–
1095.

[47] Arnout Beckers, Farzan Jazaeri, and Christian Enz. “Cryogenic MOSFET Thresh-
old Voltage Model”. In: ESSDERC 2019 - 49th European Solid-State Device Research
Conference (ESSDERC). Sept. 2019, pp. 94–97.

[48] Rosario M. Incandela et al. “Characterization and Compact Modeling of Nanometer
CMOS Transistors at Deep-Cryogenic Temperatures”. In: IEEE Journal of the Electron
Devices Society 6 (2018), pp. 996–1006.

[49] A. Beckers, F. Jazaeri, and C. Enz. “Cryogenic MOS Transistor Model”. In: IEEE
Transactions on Electron Devices 65.9 (Sept. 2018), pp. 3617–3625.

[50] Arnout Beckers, Farzan Jazaeri, and Christian Enz. “Inflection Phenomenon in Cryo-
genic MOSFET Behavior”. In: IEEE Transactions on Electron Devices 67.3 (Mar.
2020), pp. 1357–1360.

[51] B. C. Paz et al. “Variability Evaluation of 28nm FD-SOI Technology at Cryogenic
Temperatures down to 100mK for Quantum Computing”. In: 2020 IEEE Symposium
on VLSI Technology. June 2020, pp. 1–2.

[52] Hung-Chi Han et al. “Cryogenic Characterization of 16 nm FinFET Technology for
Quantum Computing”. In: ESSDERC 2021 - IEEE 51st European Solid-State Device
Research Conference (ESSDERC). Sept. 2021, pp. 71–74.

[53] Arnout Beckers, Farzan Jazaeri, and Christian Enz. “Theoretical Limit of Low Tem-
perature Subthreshold Swing in Field-Effect Transistors”. In: IEEE Electron Device
Letters 41.2 (Feb. 2020), pp. 276–279.

[54] Chenming Hu. Modern semiconductor devices for integrated circuits. eng. International
ed. Boston: Prentice Hall Pearson Education, 2010.



BIBLIOGRAPHY 91

[55] Bozhi Yin et al. “Electronic-Photonic Cryogenic Egress Link”. In: ESSCIRC 2021 -
IEEE 47th European Solid State Circuits Conference (ESSCIRC). Sept. 2021, pp. 51–
54.

[56] Sanskriti Joshi and Sajjad Moazeni. “Scaling up Superconducting Quantum Computers
With Cryogenic RF-Photonics”. In: Journal of Lightwave Technology (2023), pp. 1–10.

[57] Chen Sun et al. “Single-chip microprocessor that communicates directly using light”.
en. In: Nature 528.7583 (Dec. 2015), pp. 534–538.

[58] I. V. Vernik et al. “Performance characterization of PD-SOI ring oscillators at cryogenic
temperatures”. In: 2010 IEEE International SOI Conference (SOI). Oct. 2010, pp. 1–
2.

[59] Michal Rakowski et al. “45nm CMOS — Silicon Photonics Monolithic Technology
(45CLO) for Next-Generation, Low Power and High Speed Optical Interconnects”.
In: 2020 Optical Fiber Communications Conference and Exhibition (OFC). Mar. 2020,
pp. 1–3.

[60] H. Bohuslavskyi et al. “Cryogenic Subthreshold Swing Saturation in FD-SOI MOS-
FETs Described With Band Broadening”. In: IEEE Electron Device Letters 40.5 (May
2019), pp. 784–787.

[61] Adelmo Ortiz-Conde et al. “Revisiting MOSFET threshold voltage extraction meth-
ods”. en. In: Microelectronics Reliability. Reliability of Micro-Interconnects in 3D IC
Packages 53.1 (Jan. 2013), pp. 90–104.

[62] Farzan Jazaeri, Alessandro Pezzotta, and Christian Enz. “Free Carrier Mobility Ex-
traction in FETs”. In: IEEE Transactions on Electron Devices 64.12 (Dec. 2017),
pp. 5279–5283.

[63] Mansun Chan et al. “Modeling the floating-body effects of fully depleted, partially
depleted, and body-grounded SOI MOSFETs”. en. In: Solid-State Electronics. Silicon
On Insulator Technology and Devices 48.6 (June 2004), pp. 969–978.

[64] M. B. Ketchen and M. Bhushan. “Product-representative “at speed” test structures for
CMOS characterization”. In: IBM Journal of Research and Development 50.4.5 (July
2006), pp. 451–468.

[65] M.J. Kirton and M.J. Uren. “Noise in solid-state microstructures: A new perspective
on individual defects, interface states and low-frequency (1/ƒ) noise”. In: Advances in
Physics 38.4 (Jan. 1989), pp. 367–468.

[66] Yue Ma et al. “Mechanism of Random Telegraph Noise in 22-nm FDSOI-Based MOS-
FET at Cryogenic Temperatures”. en. In: Nanomaterials 12.23 (Jan. 2022), p. 4344.

[67] G. Ghibaudo et al. “Improved Analysis of Low Frequency Noise in Field-Effect MOS
Transistors”. en. In: physica status solidi (a) 124.2 (1991), pp. 571–581.



BIBLIOGRAPHY 92

[68] Ruben Asanovski et al. “Understanding the Excess 1/f Noise in MOSFETs at Cryo-
genic Temperatures”. In: IEEE Transactions on Electron Devices 70.4 (Apr. 2023),
pp. 2135–2141.

[69] Zuo Li et al. “Random telegraph noise from resonant tunnelling at low temperatures”.
en. In: Sci Rep 8.1 (Jan. 2018), p. 250.

[70] J. Jeon et al. “The first observation of shot noise characteristics in 10-nm scale MOS-
FETs”. In: 2009 Symposium on VLSI Technology. June 2009, pp. 48–49.

[71] Xuesong Chen et al. “Estimation of MOSFET Channel Noise and Noise Performance
of CMOS LNAs at Cryogenic Temperatures”. In: 2021 IEEE International Symposium
on Circuits and Systems (ISCAS). May 2021, pp. 1–5.

[72] P. Galy et al. “Cryogenic Temperature Characterization of a 28-nm FD-SOI Dedicated
Structure for Advanced CMOS and Quantum Technologies Co-Integration”. In: IEEE
Journal of the Electron Devices Society 6 (2018), pp. 594–600.

[73] A. Beckers et al. “Design-oriented modeling of 28 nm FDSOI CMOS technology down
to 4.2 K for quantum computing”. In: 2018 Joint International EUROSOI Workshop
and International Conference on Ultimate Integration on Silicon (EUROSOI-ULIS).
Mar. 2018, pp. 1–4.

[74] William King. “Reliability and Modeling of 32nm SOI Transistors at Cryogenic Tem-
peratures”. en. PhD thesis. Auburn University, May 2016.

[75] Jeffrey M. Shainline et al. “Depletion-mode carrier-plasma optical modulator in zero-
change advanced CMOS”. en. In: Optics Letters 38.15 (Aug. 2013), p. 2657.

[76] Sergey K. Tolpygo et al. “Advanced Fabrication Processes for Superconductor Elec-
tronics: Current Status and New Developments”. In: IEEE Transactions on Applied
Superconductivity 29.5 (Aug. 2019), pp. 1–13.

[77] Bo Peng et al. “A CMOS Compatible Monolithic Fiber Attach Solution with Reliable
Performance and Self-alignment”. en. In: Optical Fiber Communication Conference
(OFC) 2020. San Diego, California, 2020, Th3I.4.

[78] John H. Lau. “Recent Advances and Trends in Heterogeneous Integrations”. In: Journal
of Microelectronics and Electronic Packaging 16.2 (Apr. 2019), pp. 45–77.

[79] John Wuu et al. “3D V-Cache: the Implementation of a Hybrid-Bonded 64MB Stacked
Cache for a 7nm x86-64 CPU”. In: 2022 IEEE International Solid-State Circuits Con-
ference (ISSCC). Vol. 65. Feb. 2022, pp. 428–429.

[80] Mark Wade et al. “TeraPHY: A Chiplet Technology for Low-Power, High-Bandwidth
In-Package Optical I/O”. In: IEEE Micro 40.2 (Mar. 2020), pp. 63–71.

[81] G. B. Xavier and J. P. von der Weid. “Stable single-photon interference in a 1 km
fiber-optic Mach–Zehnder interferometer with continuous phase adjustment”. EN. In:
Opt. Lett., OL 36.10 (May 2011), pp. 1764–1766.



BIBLIOGRAPHY 93

[82] Shivangi Chugh et al. “An Analog EIC-PIC Receiver With Carrier Phase Recovery for
Self-Homodyne Coherent DCIs”. In: IEEE Transactions on Circuits and Systems II:
Express Briefs 70.2 (Feb. 2023), pp. 446–450.

[83] Hiroshi Yamazaki et al. “Dual-Carrier Dual-Polarization IQ Modulator Using a Com-
plementary Frequency Shifter”. In: IEEE Journal of Selected Topics in Quantum Elec-
tronics 19.6 (Nov. 2013), pp. 175–182.

[84] M. Izutsu, S. Shikama, and T. Sueta. “Integrated optical SSB modulator/frequency
shifter”. In: IEEE Journal of Quantum Electronics 17.11 (Nov. 1981), pp. 2225–2227.

[85] M. Lauermann et al. “Integrated optical frequency shifter in silicon-organic hybrid
(SOH) technology”. EN. In: Opt. Express, OE 24.11 (May 2016), pp. 11694–11707.

[86] L.M. Johnson and C.H. Cox. “Serrodyne optical frequency translation with high side-
band suppression”. In: Journal of Lightwave Technology 6.1 (Jan. 1988), pp. 109–112.

[87] S. Ozharar et al. “Demonstration of endless phase modulation for arbitrary waveform
generation”. In: IEEE Photonics Technology Letters 17.12 (Dec. 2005), pp. 2739–2741.

[88] C.K. Madsen. “Boundless-range optical phase modulator for high-speed frequency-shift
and heterodyne applications”. en. In: J. Lightwave Technol. 24.7 (July 2006), pp. 2760–
2767.

[89] Christopher R. Doerr. “Proposed Architecture for MIMO Optical Demultiplexing Us-
ing Photonic Integration”. en. In: IEEE Photon. Technol. Lett. 23.21 (Nov. 2011),
pp. 1573–1575.

[90] Josep M. Fargas Cabanillas et al. “Demonstration and Fabrication Tolerance Study of
a Low-Loss, Ultra-broadband Rapid Adiabatic 3-dB Coupler in a Next-Generation 45
nm Monolithic Electronic-Photonic Platform”. In: 2021 Optical Fiber Communications
Conference and Exhibition (OFC). June 2021, pp. 1–3.

[91] Jose Krause Perin, Anujit Shastri, and Joseph M. Kahn. “Design of Low-Power DSP-
Free Coherent Receivers for Data Center Links”. In: Journal of Lightwave Technology
35.21 (Nov. 2017), pp. 4650–4662.

[92] B. Razavi. “The StrongARM Latch [A Circuit for All Seasons]”. In: IEEE Solid-State
Circuits Magazine 7.2 (2015), pp. 12–17.

[93] Daniel Schinkel et al. “A Double-Tail Latch-Type Voltage Sense Amplifier with 18ps
Setup+Hold Time”. In: 2007 IEEE International Solid-State Circuits Conference. Di-
gest of Technical Papers. Feb. 2007, pp. 314–605.

[94] Harijot Singh Bindra et al. “A 1.2-V Dynamic Bias Latch-Type Comparator in 65-nm
CMOS With 0.4-mV Input Noise”. In: IEEE Journal of Solid-State Circuits 53.7 (July
2018), pp. 1902–1912.

[95] Hao Xu and Asad A. Abidi. “Analysis and Design of Regenerative Comparators for
Low Offset and Noise”. In: IEEE Transactions on Circuits and Systems I: Regular
Papers 66.8 (Aug. 2019), pp. 2817–2830.


	Contents
	List of Figures
	List of Tables
	1 Introduction
	1.1 Thesis Organization and Contribution

	2 Background
	2.1 Introduction to Superconductor Electronics (SCE)
	2.2 Interconnection Requirement of SCE
	2.3 Heater leakage in Cryogenic Egress Link
	2.4 Emerging Solutions of the Cryogenic Egress Link
	2.5 Proposed monolithic electronic-photonic cryogenic egress link

	3 Electronic-photonic Co-Optimization of the Cryogenic Egress Link
	3.1 Laser-forwarded Coherent Link
	3.2 Micro-ring Based Optical Modulator
	3.3 Link Model of the Cryogenic Egress Link
	3.4 Energy Efficiency Optimization of the Cryogenic Egress Link

	4 Characteristics of MOSFET at cryogenic temperatures
	4.1 Fundamental behavior of MOSFET at cryogenic temperatures
	4.2 Characterization of MOSFET in monolithic silicon-photonic process
	4.3 Summary

	5 Micro-ring based Cryogenic Optical Transmitter
	5.1 Design of the cryogenic transmitter
	5.2 Realization and Experiment Results
	5.3 Analysis of Noise and Energy Efficiency
	5.4 Superconductor Multi-Chip-Module (MCM)
	5.5 Summary

	6 Room temperature Coherent Receiver
	6.1 Slow varying phase offset in laser-forwarded coherent link
	6.2 Boundless phase shifter (BPS)
	6.3 Design of the Coherent-Lite Receiver
	6.4 Realization and Experiment Results
	6.5 Summary

	7 Final Thoughts and Conclusions
	7.1 Key Contributions
	7.2 Future Directions

	Bibliography

