
Compact Device Technologies for Compact Integrated
Systems

Lars Tatum
Tsu-Jae King Liu, Ed.

Electrical Engineering and Computer Sciences
University of California, Berkeley

Technical Report No. UCB/EECS-2025-35
http://www2.eecs.berkeley.edu/Pubs/TechRpts/2025/EECS-2025-35.html

May 1, 2025



Copyright © 2025, by the author(s).
All rights reserved.

 
Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission.



 

Compact Device Technologies for Compact Integrated Systems 

 

By 

Lars Prospero Tatum 

 

A dissertation submitted in partial satisfaction of the  

requirements for the degree of  

Doctor of Philosophy 

in 

Engineering- Electrical Engineering and Computer Sciences 

in the  

Graduate Division  

of the  

University of California, Berkeley 

 
Committee in charge: 

Professor Tsu-Jae King Liu, Chair 

Professor Ali Javey 

Professor Junqiao Wu 

 

 

Summer 2024 

  



 

Compact Device Technologies for Compact Integrated Systems 

 
Copyright ©2024 

by 

Lars Prospero Tatum  



 1 

Abstract 

Compact Device Technologies for Compact Integrated Systems 

by 

Lars Prospero Tatum 

Doctor of Philosophy in Engineering - Electrical Engineering and Computer Science 

University of California, Berkeley 

Professor Tsu-Jae King Liu, Chair 

 

The rapid technological advancement over the past century, is a manifestation of 
Kurzweil's Law of Accelerating Returns. This theory, proposed by Ray Kurzweil, posits that 
technological progress accelerates exponentially, with each innovation spurring further 
advancements. This exponential growth has profound implications across various 
domains, driving innovation and fueling economic growth. A notable outcome of this 
progress is Generative AI, which is transforming communication, work, and learning, 
further accelerating technological advancement. 

Since the 1970s, solid-state integrated circuit (IC) technology has been crucial to 
this exponential growth. Moore's Law, which observes the doubling of transistors on a chip 
approximately every two years, has enabled continuous enhancements in computational 
power and cost eZiciency. However, around 2005, Dennard Scaling, a method for 
improving IC performance by scaling down MOSFETs, became impractical due to physical 
constraints. The future of IC technology faces significant challenges in maintaining 
improvements in Performance, Power, Area, and Cost (PPAC). Advancements in each of 
these aspects are increasingly interdependent, with improvements in one area often 
resulting in trade-oZs in another. For instance, enhancing standby power consumption is 
constrained by the Boltzmann limit of the subthreshold slope, while performance is limited 
by parasitic resistances and capacitances. The semiconductor industry's continuous 
improvement is vital to sustaining technological progress, as predicted by Kurzweil's Law. 
Maintaining this trajectory is crucial to avoiding stagnation in technological capabilities. 
The dissertation aims to explore novel approaches to advancing CMOS technology 
platforms without significant trade-oZs in PPAC, leveraging "Device and Circuit Cleverness" 
as noted by Gordon Moore.  

A vertically oriented, nonvolatile Back End of Line Nanoelectromechanical Switch 
(NV BEOL NEMS) is introduced as an emerging nonvolatile memory device using compact-
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finite-element-method simulations. BEOL NEMS can be integrated with CMOS processes, 
requiring only air-gap technology. A new diZerential half-select scheme enables dense 
NEMS arrays with low transistor overhead. 

A CMOS-compatible, high PVCR negative diZerential resistance (NDR) device based 
on an optimized ferroelectric field-eZect-transistor (FeFET) is proposed. TCAD studies 
explain its operation and optimization techniques to achieve peak currents over 400 µA/µm 
and PVCR over 106. 

Finally, SRAM bit-cells based on the NDR FeFET are discussed and benchmarked 
against 6T CMOS FinFET SRAM using mixed-mode TCAD simulations. NDR FeFET SRAM 
oZers significantly lower standby power, requires fewer devices, and leverages its unique 
hysteresis to reduce VDD, achieve low retention Vmin, and enable nonvolatile operation. 
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Chapter 1: Sustaining the AI Revolution  
 

The technological capabilities of humanity have advanced at an unprecedented 
pace over the past century, now approaching the potential to emulate human behavior 
[1.1]. This remarkable trend has been documented by Ray Kurzweil and is known as 
Kurzweil’s Law of Accelerating Returns [1.2]. Kurzweil’s Law posits that the rate of 
technological progress accelerates exponentially, with each innovation acting as a catalyst 
for further advancements. According to this theory, technological growth is not linear but 
instead exponential in speed and impact over time. This principle highlights the 
transformative potential of technological progress across various domains. Continuous 
technological evolution drives innovation, revolutionizes industries, and fuels economic 
growth. It enables the development of sophisticated solutions to complex problems and 
opens new possibilities in fields ranging from healthcare to communication and beyond. 
The most recent field to blossom out of technological evolution is Generative AI, which is 
actively changing the way we work, communicate, and learn, further fueling the 
exponential acceleration of technological advancement. Fig. 1.1 below illustrates 
Kurzweil’s Law by plotting “Calculations per second per dollar”, a proxy for “Technological 
Progress”, since 1900. 

 

 

Figure 1.1: Tabulation of Kurzweil's Law since 1900. Adapted from [1.3]. 
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Since the 1970s, solid-state integrated circuit (IC) technology has been the 
cornerstone of Kurzweil’s Law. The exponentially increasing number of transistors 
integrated onto a chip, known as “Moore’s Law” [1.4] (Fig. 1.2), has continuously enhanced 
the functionality and reduced the cost of computation. These enhancements lead to novel 
technological platforms that proliferate throughout society, expanding our capabilities and 
facilitating the design of the next generation of integrated circuit technology, thus 
perpetuating the exponential growth cycle. Consequently, these fundamental technology 
improvements drive advancements across the entire technology pipeline, enabling new 
software paradigms (e.g., machine learning, data analysis) and end-user applications (e.g., 
ChatGPT, TikTok). Therefore, it is essential to continue advancing our computational 
capabilities at the foundational level. 

 

 

Figure 1.2: The number of transistors per (packaged) microchip has increased 
exponentially since 1970, following the prediction of Gordon Moore. 

 

Until approximately 2005, the roadmap for CMOS technology advancement, the 
dominant IC platform based on Metal Oxide Semiconductor Field EZect Transistors 
(MOSFETs), could follow a formulaic approach known as “Dennard Scaling” [1.5]. The 
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constant-field scaling rule, proposed by Robert Dennard in 1974, provides a method for 
scaling MOSFETs which keeps the peak electric field roughly constant by scaling certain 
design parameters by a constant factor α.  By adhering to Dennard Scaling rules, each new 
node could bring steady and predictable improvements in IC technology: circuit speed 
could be increased by α while transistor area decreased by 1/α2. To enable and go beyond 
Dennard Scaling, new process innovations were adopted to further accelerate the pace of 
IC technology advancement; empirically, each time the number of transistors on a chip 
increased by a factor of 10. 

Around 2005, Dennard Scaling became impractical as non-idealities became 
increasingly diZicult to control. For instance, Dennard's scaling law mandates scaling the 
body doping concentration by α. However, higher doping concentrations reduce carrier 
mobility, limiting the device on-state current, and also lead to significant device-to-device 
variation [1.6], making it diZicult for circuit designers to continuously improve the 
functionality and performance of state-of-the-art integrated circuits. Additionally, short-
channel eZects (SCE) led to increased leakage currents, limiting tradeoZs between high-
performance and low-power device technology. Therefore, semiconductor engineers have 
become increasingly creative to continue improving the Performance, Power, Area, and 
Cost (PPAC) of integrated circuit technology. Beyond lithographic pitch scaling, new 
materials, processes, and structures have been successfully research, developed, and 
ramped to high volume manufacturing, in search of exponential technology advancement 
that lasts “forever” [1.7], [1.8]. Fig. 1.3 illustrates some of the key innovations deployed to 
facilitate continued advancements in CMOS logic technology in the past ~25 years.  
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Figure 1.3: A showcase of some of the innovations that have continued CMOS logic 
technology advancement. Adapted from [1.9]. 

 

In the near future, improving or even maintaining each individual component of 
PPAC for new technology nodes will become increasingly challenging, as these aspects are 
interrelated. Improvements in standby leakage power consumption are constrained by the 
electrostatic integrity of the chosen transistor structure and ultimately by the Boltzmann 
limit of the subthreshold slope [1.10]. Conversely, performance is limited by worsening 
parasitic resistance and capacitance components, which further increase active power 
consumption. Area scaling has slowed significantly due to increasing sensitivity to 
process-induced variations at nanoscale geometries. Additionally, the cost per wafer is 
substantially increasing due to the increasingly complex manufacturing processes required 
to achieve these PPA improvements. Unfortunately, most of the proposed future 
innovations on the roadmap can only provide for tradeoZs between the components of 
PPAC. Complementary-FET technology [1.11] stacks N-type nanosheet transistors directly 
over P-type nanosheet transistors, reducing area footprint significantly, at the cost of 
substantially increased manufacturing cost. 2D-material channel transistors [1.12] can 
provide enhanced electrostatic integrity at reduced gate lengths to reduce area footprint, 
but may come at the cost of increased parasitic resistances, reduced on-state current, and 
increased manufacturing cost. 

 As a result of these trends, the historical reduction in cost per transistor, the 
original driver of Moore’s Law, may be coming to an end (Fig. 1.4). If the cost per transistor 
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does begin increasing, the economic value added by each new process node (e.g., from 
performance enhancements, or reduced power consumption) must substantially outpace 
the increased cost to justify technology adoption by fabless semiconductor system 
companies. In other words, someone has to be willing to pay for it! 

 

 

Figure 1.4: (a) Rising Die cost per unit area combined with (b) the slowing of transistor 
density scaling may lead to (c) a stagnating Cost/Transistor improvement trend, which 
threatens the current economic model of the semiconductor industry. Adapted from [1.13]. 

 

Since semiconductor R&D is primarily supported by the high revenues from the 
most advanced "state-of-the-art" technology nodes, facilitating the adoption of advanced 
nodes by continuously improving customer value is essential to continue pushing the 
semiconductor industry, and by extension, humanity’s technology capabilities, forward. 
Maintaining this continuous improvement is existentially necessary— if it halts, this could 
have devastating long-term eZects on our general technological capabilities, as predicted 
by Kurzweil’s Law. Although exciting advances in computer architecture [1.14] have oZered 
unprecedented boosts in performance or energy-eZiciency for specific applications, the 
loss of an exponentially improving technology base would almost certainly be felt. 

Therefore, the goal of this dissertation is to identify approaches to advancing CMOS 
technology platforms which do not incur a significant tradeoZ between the components of 
PPAC, by broadening the scope outside of the contemporary CMOS device and circuit 
toolset. This is in the spirit of the observations made by Gordon Moore, who noted in 1975 
[1.15] (Fig. 1.5) that “Device and Circuit Cleverness” contributed a significant factor to the 
increase in components per chip. 
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Figure 1.5: Moore attributed a substantial increase in components per chip to “Device and 
Circuit Cleverness”. Adapted from [1.15]. 

 

In Chapter 2, vertically oriented, nonvolatile Back End of Line 
Nanoelectromechanical Switches (NV BEOL NEMS) are described and benchmarked as an 
emerging nonvolatile memory device via compact-finite-element-method simulations. 
BEOL NEMS technology can be readily integrated with a typical CMOS process, and at the 
fundamental level only requires the introduction of air-gap technology to a standard BEOL 
process. Simulations predict that a 5 nm node BEOL NV NEM switch memory cell can be 
programmed within 40 ns and less than 35 aJ of energy. A diZerential half-select scheme 
for programming single-pole, double-throw NV BEOL NEMS is introduced for the first time 
to enable the implementation of dense NEMS arrays with low transistor-peripheral 
overhead. 

In Chapter 3, a CMOS process compatible, high peak-to-valley current ratio (PVCR) 
negative diZerential resistance (NDR) device technology is proposed, based on an 
optimized ferroelectric field-eZect-transistor (FeFET). The NDR FeFET’s method of 
operation is elucidated through Technology-Computer-Aided-Design (TCAD) studies, and 
design optimization techniques are described to obtain an NDR device with the highest 
peak current (> 400 µA/µm) and PVCR (> 106)  ever proposed in a semiconducting material 
system. 
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In Chapter 4, static random access memory (SRAM) based on the NDR FeFET is 
described and benchmarked with 6T CMOS FinFET SRAM using mixed-mode TCAD 
simulations. Since SRAM scaling has nearly halted due to increased sensitivity to process-
induced variations, new approaches to achieve compact SRAM cells are highly desirable, 
to meet the growing data processing demands of artificial intelligence. NDR FeFET-based 
SRAM is shown to have up to an order of magnitude lower static leakage current compared 
to conventional CMOS SRAM, and requires half of the device count. Compared to other 
NDR device approaches, the unique hysteresis characteristic of the NDR FeFET can be 
leveraged to reduce VDD to less than 0.45 V, achieve a retention Vmin of 0.125 V, and in 
certain design cases, nonvolatile operation. 

 

In Chapter 5, this dissertation is summarized, and suggestions for future work are given. 
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Chapter 2: Design Technology Co-
Optimization for Back-End-of-Line Non-
Volatile NEM Switch Arrays  

 

In recent years, nano-electro-mechanical (NEM) switches have attracted interest for 
implementing ultra-low-power digital logic and non-volatile (NV) memory integrated 
circuits (ICs) [2.1]–[2.8]. This is because NEM switches can achieve zero oZ-state leakage 
current, abrupt on/oZ switching characteristics enabling ultra-low-voltage operation, non-
volatility, and relatively low on-state resistance. Furthermore, monolithic three-
dimensional (3-D) integration of NEM switches with CMOS transistors can enable compact 
computing architectures for improved energy eZiciency [2.9],[2.10], which is especially 
important for wireless devices and Internet of Things (IoT) applications. To minimize 
incremental manufacturing cost, the metallic layers in a conventional CMOS back-end-of-
line (BEOL) process can be leveraged to implement NEM switches [2.11]–[2.16]. Recently, a 
compact, reprogrammable look-up table (LUT) IC comprising gated CMOS buZers and an 
array of vertically oriented NV-NEM switches implemented using multiple BEOL layers was 
successfully demonstrated using a conventional 65 nm CMOS process [2.17], and new 
compute-in-memory (CIM) architectures have been introduced to increase the energy 
eZiciency of machine learning systems, in which NV-NEM switches may serve as a key 
element. In this chapter, design tradeoZs for vertically oriented non-volatile nano-electro-
mechanical switches implemented using multiple interconnect layers in a 5 nm-generation 
CMOS back-end-of-line (BEOL) process are investigated via three-dimensional device 
simulation. Programming pulse voltage and width operating windows are identified for 
avoiding catastrophic pull-in. Simulation results indicate that sub-20 ns programming 
delay is possible with programming voltages compatible with standard input/output (I/O) 
CMOS circuitry, and that the write energy of a NV-NEM bit-cell will be less than 5 aJ. A 
crossbar array architecture operated with a half-select row/column bit-cell programming 
scheme is found to be eZective for avoiding the issue of write disturbance. 
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2.1 NV-NEM Switch Structure 
The NV-NEM switches studied in this work are of the single-pole/double-throw 

design comprising five terminals as illustrated in Fig. 2.1: a movable beam electrode 
anchored at its base, two fixed actuation electrodes on either side of the movable beam, 
and two corresponding fixed contact electrodes used to conduct current in their contacting 
state. 

 

 

Figure 2.1: Schematic illustrating programming operation of a vertically oriented NV-NEM 
switch to State “0” and to State “1”. 

 

To program the NV-NEM switch into the “0” state, a programming voltage (VProg) pulse 
is applied between the “Prog0” (Program 0) actuation electrode and the grounded beam to 
induce attractive electrostatic force (Felec) between these two electrodes and thereby 
actuate the beam into contact with the contact electrode D0. To program the switch into 
the “1” state, a programming voltage pulse is applied to the “Prog1” (Program 1) actuation 
electrode instead, to actuate the beam into contact with electrode D1. The programming 
voltage must be at least equal to the beam’s pull-in voltage (VPI), and can be larger to 
decrease the switching time. If this voltage is too large and/or the pulse width is too long, 
however, the beam will be pulled into contact with the actuation electrode; this is an 
undesirable situation referred to as catastrophic pull-in (CPI) [2.13],[2.14],[2.18].  

In practice, vertically oriented NV-NEM switches are implemented using multiple 
BEOL metallic layers with the tightest possible pitch, which provides for the smallest 



 10 

possible footprint and actuation gap (which in turn provides for the smallest possible 
programming voltage) as illustrated by the cross-sectional schematics in Fig. 2.2. The lower 
layers are used to implement the actuation (program) electrodes whereas the top layer is 
used to implement the contact (data) electrodes; the beam electrode is formed from all of 
these layers with vias in-between. After completion of the conventional CMOS fabrication 
process, an etch process is used to remove the inter-layer dielectric material surrounding 
the beam electrode, to “release” it for physical movement [2.17]. Note that the upper BEOL 
layers are patterned to serve as a mask for this etch process, so that no additional 
lithography step is needed. 

 

Figure 2.2: Schematic cross-sections illustrating the BEOL layers in a conventional CMOS 
process after the release etch process. 

 

Fig. 2.3 shows scanning electron micrographs of a BEOL NV- NEM switch fabricated 
using a standard 65-nm CMOS process. As can be seen from Fig. 2.3a, this switch is 
formed from the five lowermost metal interconnect layers and intermediary via layers. The 
dielectric material surrounding the beam was selectively removed using a fluorine-based 
plasma etch process to allow its physical movement. Fig. 2.3a shows the BEOL NV-NEM 
switch as fabricated, in a neutral (non-contacting) state. After applying a voltage pulse 
between the Prog0 electrode and beam, the beam is actuated into physical contact with 
the D0 electrode, as shown in Fig. 2.3b.  
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Figure 2.3: Scanning Electron Microscope images of fabricated vertically oriented NV-NEM 
switch: (a) cross-sectional view along cutline C-C’ and (b) plan view after being 

programmed into state 0. Adapted from [2.17] 
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2.2 NEM Switch Design Optimization 
In this chapter, Coventor MEMS+ finite-element method simulation software [2.19] 

is used to study the behavior of NV-NEM switches and explore design trade-oZs. Previous 
works [2.17],[2.18],[2.20] have shown good agreement between NV-NEM physical models, 
MEMS+ simulations, and experimental results. Fig. 2.4 shows a simulated three-metal-
layer (3ML) NV-NEM structure labeled to indicate the critical geometrical design 
parameters, the contact length and the actuator length. For a given contact metal layer 
thickness (defined by the process technology), the contact length determines the contact 
area and hence the contact adhesive force (Fadh) and on-state resistance. Fadh must be 
greater than the mechanical spring restoring force (Fspring) of the deformed beam in the 
contacting state, in order for the switch to be non-volatile; at the same time, Fadh should not 
be much higher than needed to achieve non-volatility, to avoid an unnecessarily large 
programming voltage to switch states. (Felec + Fspring must be larger than Fadh to pull the beam 
out of contact.) 

 

For given actuation metal layer thicknesses (defined by the process technology), the 
actuator length determines the eZective actuation electrode area. Longer actuator length 
provides for greater actuation area, which is desirable for reducing the actuation (i.e., 
programming) voltage. However, this comes at the trade-oZ of larger switch footprint, 
which can either increase the manufacturing cost or limit the size (number of rows and 
columns) of a NV-NEM array. 5-nm CMOS technology node process parameters were 
assumed, as shown in Table I. 
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Figure 2.4: Simulated three-layer NV-NEM switch structure. The stacked program 
electrodes are assumed to be electrically connected (cf. Fig. 2.3(a)). 

 

Table 2.1: 5-nm node BEOL metal layer specifications 

Parameter Specification 

Minimum metal pitch 30 nm 

Minimum metal width 15 nm 

Minimum via width 10 nm 

Metal thickness (height) 40 nm 

Via thickness (height) 35 nm 

Metallic material and Young’s Modulus 
Copper 

128 GPa 
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Five-metal-layer (5ML) and four-metal-layer (4ML) NV-NEM switch designs were 
investigated and found to be unviable for a 5-nm process technology. This is because the 
mechanical stiZness of the movable beam decreases with its length, making it more 
susceptible to CPI; at the same time, lower beam stiZness results in lower Fspring so that 
larger Felec (i.e., larger VProg) is needed to switch state – which increases the likelihood of CPI. 
In short, CPI was found to occur for a smaller programming voltage or pulse width than the 
minimum programming voltage and pulse width required to switch states, for the 5ML and 
4ML NV-NEM switch designs. Fig. 2.5 shows how a 5ML NV-NEM switch is catastrophically 
pulled in to its Prog 1 electrode. Therefore, the remainder of this chapter focuses on the 
design and programming of 3ML NV-NEM switches. 

 

 

Figure 2.5: Simulated 4ML BEOL NV-NEM switch showing catastrophic pull-in after a 
voltage pulse was applied to the Prog1 electrode to switch from State 0 to State 1. 

 

Contact Length Optimization 
The contact length is minimized within the constraint of ensuring non-volatile 

operation (Fadh > Fspring), to provide for the lowest possible programming voltage and/or pulse 
width. For 3ML switches, the minimum required contact length was found to be 19 nm, 
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assuming a contact adhesive pressure of 130kN/cm2 [2.18]. This contact length was 
assumed for the remainder of this study. 

E2ect of Actuator length 
The stiZness of the beam electrode is largely determined by its via portions, i.e., the 

beam’s stiZness is not significantly dependent on the length of its actuation portions. Fig. 
2.6 shows how the minimum programming voltage needed to switch states decreases with 
increasing actuator length. It should be noted that the NV-NEM switch programming 
voltage range is within that which is typical for input/output (I/O) CMOS circuitry; also, it is 
notable that the footprint of a NV-NEM bit-cell (replicated across a two-dimensional array 
of bit-cells arranged into rows and columns, as described below) is significantly smaller 
than that of a conventional static memory (SRAM) bit-cell which comprises six transistors 
within a layout area > 125F2, where F is the minimum half-pitch. Below we consider in more 
detail NV-NEM switch designs with actuation electrode lengths of 90 nm, 140 nm, 190 nm 
and 240 nm, which all can be programmed with sub-2.5 V voltage pulses. 

 

Figure 2.6: Minimum programming voltage and bit-cell layout area vs. actuator length, for a 
3ML NV-NEM switch. 

 

Programming Voltage Pulse Optimization 
For a given programming voltage, there is a minimum programming voltage pulse 

width required to successfully change the state of the NV-NEM switch, and there is a 
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maximum programming voltage pulse width required to avoid the undesirable 
phenomenon of CPI. Fig. 2.7 plots curves for minimum and maximum pulse widths as 
functions of programming voltage, for 3ML NV-NEM switch designs of diZerent actuation 
electrode lengths. 

 

 

 

Figure 2.7: Minimum programming pulse width as a function of the programming voltage, 
for 3ML NV-NEM switches. 

 

As expected, the programming pulse width decreases with increasing programming 
voltage; each of the 3ML NV-NEM switch designs can be operated with sub-20 ns 
programming pulse width. Interestingly, the operating voltage window shrinks with 
increasing actuator length, suggesting a maximum practical limit of 190 nm.  

 

Programming Energy 
Emerging NV memory devices have been proposed for IoT applications because 

they require far less energy to program than traditional floating-gate flash memory devices 
[2.21],[2.22]. Therefore, it is of interest to benchmark NV-NEM switches against other NV 
memory devices with regard to programming energy. Fig. 2.8 plots the minimum energy 
required to program 3ML NV-NEM switches vs. programming pulse width.  
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Figure 2.8: Minimum energy required to program 3ML NV-NEM switches, as a function of 
the programming pulse width. 

  

It can be seen from Fig. 2.8 that NV-NEM switches are projected to have an intrinsic 
programming energy of less than 5 aJ, which is approximately two orders of magnitude 
lower than for RRAM and STT-RAM devices, and eight orders of magnitude lower than for 
NOR Flash devices, as shown in Table II. The extremely low write energy of a NV-NEM 
switch is a result of the fact that no direct current flows during the programming process; 
the program electrodes only need to be capacitively charged by displacement current, and 
the data (D0 and D1) electrodes can be either electrically floating or biased at ground 
potential (same as the beam potential) during the programming operation to ensure zero 
direct current flow. With a Ruthenium interconnect barrier material as the contact 
electrode material, the programming endurance of NV-NEM switches is expected to 
be >1015 cycles [2.23], assuming the degradation of the contacting surface is the ultimate 
limiter for NV-NEM switch endurance, rather than plastic deformation of the switch. 

The read time for a NV-NEM switch corresponds to the amount of time required to 
charge or discharge a data-line and in practice likely would be limited by the resistance of 
the beam-to-data electrode contact. The eZective cell capacitance was found in 
simulation to be ~10aF. Conservatively assuming a contact resistance value of 250 kΩ 
(corresponding to the minimum contact area of ~0.00076 µm2) [2.20] and a data-line length 
of 100 µm for 1024 switches (bringing the total capacitance to ~25 fF), the NV-NEM bit-cell 
read time for a LUT architecture [2.17] is less than 10 ns, which compares very favorably 
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against that of other emerging NV memory (NVM) devices. The minimum read voltage is 
limited by the array sense amplification circuitry. Assuming a read voltage of 100mV, a read 
energy of 250aJ per bit is possible. 

 

Table 2.2: Benchmarking Emerging NVM Devices [2.21],[2.22] 

Memory type NOR 
Flash 

PCRAM RRAM STT-
MRAM 

NEMory 
(this work) 

Write Time  1000 ns 20-100 ns  <10 ns  <20 ns  10-40 ns 

Read Time  10 ns 20-50 ns  <10 ns  <20 ns  <10 ns 

Write Energy 
(per bit) 

1nJ >10 pJ  ~fJ   ~pJ  15-35 aJ 

Read Energy 
(per bit)  

~pJ <<0.1 nJ  ~ fJ  ~pJ  ~250 aJ 

Lifetime  ~105 ~109  >1012  ~1015 >1015 

 

The energy-delay product (EDP) is a metric that gauges the trade-oZ between 
performance and energy eZiciency, and is most often used to benchmark digital logic 
technologies. It is worthwhile to note here that the EDP for each of the 3ML NV-NEM switch 
designs studied herein is less 10-24 J×s, which compares well against CMOS technology 
at >10-22 J×s [2.24]. 
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2.3 NV-NEM Switch Array Programming Scheme 
If each Prog0 electrode and Prog1 electrode of a NV-NEM switch bit-cell in a two-

dimensional array of M rows and N columns were to be individually addressed, the number 
of program signal lines required would be 2×M×N. In [2.17] we introduced a novel crossbar 
array architecture that reduces the number of program signal (address) lines to M+N, 
together with a novel half-select programming scheme for setting the state of an individual 
bit-cell without disturbing the state of other bit-cells along the same row or along the same 
column, building upon prior works [2.6],[2.25],[2.26]. As illustrated in Fig. 2.9, the Prog0 
electrodes for all bit-cells located in the same column are connected together as a single 
address line that runs continuously across the array, while the Prog1 electrodes for all bit-
cells located in the same row are connected (through vias) to the same row address line 
that runs across the array and is formed in a higher metal layer. From a layout perspective, 
there must be suZicient spacing between each row address line and its adjacent beam 
electrodes, to allow the aforementioned release etch to remove the dielectric material 
surrounding the beam electrodes. (In other words, the row address lines should not overlap 
any beam electrodes, by some margin.) The data-lines run in the direction of the columns, 
on the same metal layer as the contact electrodes. The bit-lines, located on the M0 layer, 
run perpendicular to the data-lines, and anchor the switches. For maximum array density, 
the bit-cells are laid out in pairs sharing Prog1 electrodes. 

 

Figure 2.9: Layout view a 2×2 array of NV-NEM switch bit-cells. 
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As shown in Fig. 2.1, when an NV-NEM switch is being programmed into State 0, the 
Prog1 electrode is held at ground potential (same as the beam potential) so that there is no 
counteracting electrostatic force. The Prog1 electrode could be biased at a voltage greater 
than 0, however, to induce a counteracting electrostatic force that would prevent switching 
from State 1 to State 0. This “hold voltage” (Vhold) should not be too large so as to cause 
catastrophic pull-in of the beam to the Prog1 electrode; neither should it be large enough to 
cause switching from State 0 to State 1.  

To “write” the state of a bit-cell in an array, a programming voltage pulse is applied to 
the appropriate actuation electrode while the opposite actuation electrode is held at 
ground potential. To avoid disturbing the states of the bit-cells located in the same row 
(with the same Prog1 electrode potential as the bit-cell being programmed), all of their 
Prog0 electrodes should be biased at Vhold. Likewise, to avoid disturbing the states of the 
bit-cells located in the same column (with the same Prog0 electrode potential as the bit-
cell being programmed), all of their Prog1 electrodes should be biased at Vhold. 

In practice, each of the row and address lines for the NV-NEM bit-cell array should 
be biased at Vhold except when they are needed to address the bit-cell being programmed, 
as illustrated in Fig. 2.10: to program a bit-cell, the voltage on one of its address lines is 
increased from Vhold to Vprog while the voltage on its other address line is decreased from 
Vhold to ground potential. This programming scheme is analogous to the half-select 
programming scheme used for crossbar RRAM arrays [2.27]. Since no direct current flows 
during the programming operation (as explained above), there is no half-select leakage 
current for NV-NEM bit-cell arrays. Also, in principle, multiple bit-cells sharing an address 
line could be programmed simultaneously into the same state. 

  



 21 

 

 

Figure 2.10: Circuit schematics showing the voltage pulses applied to the row and column 
address lines to program bit-cell a) (0,0) to State “0” and b) (0,3) to State “1”. c) Layout view 

of the corresponding 3×4 array of NV-NEM bit-cells. 

 

If the programming voltage is increased to lower the programming delay, the hold 
voltage also must be increased to avoid write disturb issues, as shown in Fig. 2.11. The hold 
voltage is very sensitive to the programming voltage since the beam is drawn physically 
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closer to the programming electrode than the holding electrode during programming. 
Similarly as the minimum programming voltage, the minimum hold voltage decreases with 
increasing actuator length.  

 

 

Figure 2.11: Minimum hold voltage vs. programming voltage for 3ML NV-NEM switches. 
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2.4 NEM Switch Crossbar Array Applications 
The vertical orientation of the BEOL NEM switch makes it particularly well suited for 

dense, nonvolatile memory. A basic way to use the NEM switches for NEMory is to directly 
readout the state of the switches, by detecting if the drain electrode (data-line) is 
contacting the switch. For example, in order to read the state of the switches in column 0 
below, the data-line 0 voltage is pulsed, which is the metal layer corresponding to the drain 
electrodes of the NEM switches. Then, the bit-line voltages on the lowest metal layer are 
monitored. If the voltage rises, and is sustained (i.e., not just to capacitive displacement 
current), then bit encoded by the switch’s state is read as “1”. 

 

Figure 2.12: Basic NEMory readout. When data-line 0 is pulsed, bit-line 0 follows this pulse 
since switch (0,0) is contacting data-line 0. Bit-lines 1 and 2, however, does not follow the 

pulse, because switches (1,0) and (2,0) are not contacting data-line 0. 

 

But this use of NEM switches does not take advantage of their single-pole double 
throw structure. More complex architectures could be realized to take advantage of their 
full functionality. A reconfigurable look-up table (LUT) [2.17] can be implemented like 
below, where the input/output values of the truth table could be programmed into the state 
(i.e., programmed 0 or programmed 1) of the NEM switches in the array. 
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Figure 2.13: Reconfigurable NV-NEM based LUT [2.17]. 

 

Figure 2.13a depicts a schematic of a 2-bit input/1-bit output LUT, implemented using an 
array of NV-NEM switches and gated CMOS buZers (GCB). It features a cross-point array 
with the input section on the left and the output section on the right. The NV-NEM switches 
in a single column share contact electrodes D0 and D1, as well as Prog0 and Prog1 
electrodes, which program each switch to make contact with either the D0 or D1 
electrodes. For simplicity, the program electrodes are not shown. 

The array's number of rows matches the number of possible input combinations (2N 
address words). Each input combination and its corresponding truth table output (Fig. 
2.13b) is programmed by grounding one input bit line (IBL) or output bit line (OBL) at a time, 
then using the half-select programming scheme so that the programmed states of the 
switches reflect the truth table. Each IBL connects to the corresponding OBL via a gated 
CMOS buZer. The IBL for the selected address row remains low while the others are pulled 
high. For example, input "10" raises all input bit lines except IBL2, which corresponds to the 
address word 10, as shown in the voltage waveforms in Fig. 2.6. Before reading, all OBLs 
are pre-charged high. The read enable signal is set high to transfer the IBL states to OBLs; 
only one OBL is pulled low to discharge an output line and read the stored. A diode in series 
with each movable beam prevents reverse leakage paths in the cross-point array, which 
could cause readout errors by discharging bit lines through an input NV-NEM switch. 
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While the previous two NEM switch architectures rely on passing direct current 
through the contact electrode surfaces, an alternative approach is to use them as 
nonvolatile, programmable capacitors. 

One of the primary tasks for neural network-based inference systems is performing 
Multiply-Accumulate (MAC) operations, in which some pre-stored weights are multiplied 
with incoming data and summed to achieve an accumulated total. The most prominent 
compute-in-memory approach to achieve the MAC operation is with resistive crossbar 
arrays in which the current through many resistors is summed to achieve the sum of 
(Voltage ´ Conductance) from each resistor.  Rather than using resistive elements, it was 
recently proposed to implement the MAC operation by the summation of the displacement 
current in a capacitive crossbar array, which avoids certain downsides of resistive crossbar 
arrays such as static and sneak-path currents.  

 

Figure 2.14: Capacitive Crossbar array for multiply-accumulate calculation, adapted from 
[2.28]. The left hand schematic shows the two-phase calculation and readout operation, 

and the right hand side shows a mathematical description of the charge-based MAC 
operation. 

 

Most implementations of capacitive crossbar arrays use polycrystalline ferroelectric 
capacitors, which can achieve a programmable capacitance due to ferroelectric 
polarization switching which occurs near to the ferroelectrics’ coercive voltage. However, 
most ferroelectric based capacitors can only achieve an on/oZ ratio of ~2 or less which 
limits their functionality, accuracy, and scalability [2.29]. Also, ferroelectric based 
capacitors  for crossbar arrays have shown a reduction in capacitance over time due a 
gradual shift in the ferroelectric polarization state, which can limit the operating lifetime. 
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Figure 2.15: Programmable BEOL capacitor. For clarity, hafnia is only shown on the drain 
contacting surface, but would conformally coat all surfaces in an ALD-based fabrication 

process. This would have minimal eZect on the capacitive ON/OFF ratio. 

 

Since the NEM switch traverses the area between two metal lines when it switches, 
the gap distance between a drain electrode and the source changes significantly between 
the 0 and 1 states. To operate the NV-NEM switch as a programmable capacitor, the 
sidewalls should be coated with a high-K oxide, such as hafnia. EZectively, in the on state, 
the capacitance is dominated by the hafnia, and in the oZ state, the capacitance is 
dominated by the ~ 20 nm air gap between the switch and the electrode surface. For this 5 
nm node switch, an ON/OFF capacitance ratio on the order of 200 could be achieved for 2 
nm of hafnia coating, with limited drift in the capacitance over time. 
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2.5 Summary 
Optimally designed NV-NEM switches implemented with three BEOL layers in a 5 

nm CMOS technology can be programmed with CMOS-compatible voltages and are 
expected to be more compact than SRAM cells and much more energy eZicient (with sub-5 
aJ write energy) than any other type of non-volatile memory device. A crossbar array 
architecture provides for high bit-cell density, and a half-select programming scheme 
eZectively eliminates the need for access transistors without causing write disturb issues. 
The crossbar array architecture additionally lends itself to the implementation of compact 
compute-in-memory architectures suitable for the implementation of machine learning 
systems. 
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Chapter 3: A Pathway to Giant Negative 
Differential Resistance in Nanoscale 
Ferroelectric Field-Effect Transistors 

 

Semiconductor devices that exhibit a negative diZerential resistance (NDR) 
characteristic have long been sought after due to their promise of enabling more compact 
and/or more eZicient integrated circuits compared to implementations using only 
complementary metal-oxide-semiconductor (CMOS) field-eZect transistors (FETs). A 
significant challenge for the development of high-performance NDR devices is the need for 
them to be compatible with established integrated circuit (IC) manufacturing processes. 
Ferroelectric FETs (FeFETs) based on CMOS-compatible, hafnia-based ferroelectric gate 
stack materials have been investigated broadly in the past decade for potential uses in 
nonvolatile memory, steeply switching logic devices, and neuromorphic computing. This 
chapter presents a novel FET design that can achieve giant NDR, with a peak-to-valley 
current ratio (PVCR) exceeding 106 via drain-induced polarization switching. 
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3.1 Negative DiGerential Resistance Devices 
As the pace of CMOS IC technology advancement has slowed, particularly for static 

memory (SRAM) area scaling in recent technology generations [3.1], the need has grown for 
new devices that can be easily integrated into a CMOS IC manufacturing process to enable 
more compact memory bit-cells and digital logic circuits than pure CMOS implementations. 
NDR devices, which are characterized by an operating region in which current decreases 
with increasing applied voltage (Fig. 3.1) [3.2], previously have been proposed to implement 
a wide array of digital logic and memory circuits in a more compact fashion than CMOS 
approaches (discussed further in the next chapter).  

 

Figure 3.1: Tunnel Diode IV Characteristic. A region of negative diZerential resistance exists 
between a “Peak” voltage and a “Valley” voltage. 

 

Electronic devices with a negative diZerential resistance region of operation have been 
reported since 1918 with the development of the Dynatron vacuum tube [3.3], originally 
intended to amplify signals for radio applications. Later in 1958, Leo Esaki serendipitously 
discovered a NDR IV characteristic in a heavily doped PN junction, and later a NDR 
characteristic in a resonant tunneling heterostructure [3.4]. In 1960, Goto developed circuits 
which made use of NDR diodes,  and IBM continued development of these for ultra-high 
speed logic applications, though they were never successfully integrated into a very-large-
scale-integration (VLSI) compatible process flow. 
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Later in the 1990s, RTDs were investigated for >10GHz VLSI systems, but proved 
challenging to integrate with CMOS transistors and they did not achieve high enough PVCR 
(> 105)  for low standby power operation, and thus were inadequate for VLSI applications. 

A novel concept for achieving NDR in the output characteristic of a MOSFET was proposed 
in 2000 [3.5] in which charge-carrier trapping and de-trapping dynamically modulate the 
transistor threshold voltage with changes in the applied drain voltage. However, this concept 
was also never successfully experimentally demonstrated to achieve very high PVCR. 

The generic tunnel diode current-vs.-voltage (IV) characteristic [3.2] is compared with an 
NDR transistor characteristic in Fig. 3.2; note that the tunnel diode’s IV characteristic (in blue) 
has an “N” shape, i.e., as the voltage increases, the current reaches a peak before entering 
the NDR region of operation, and it eventually increases again at higher voltage values. In 
contrast, the ID-VDS characteristic of an NDR transistor with fixed applied gate voltage (also 
illustrated in Fig. 3.2 in red) has a “L” shape,  with current monotonically decreasing beyond 
the peak voltage [3.5], [3.6]. NDR transistors are generally based on a dynamically variable 
threshold voltage. Since the drain current of a transistor varies exponentially with threshold 
voltage in the subthreshold operating regime, if the threshold voltage could dynamically 
increase with increasing drain-to-source voltage (VDS), the drain current could exponentially 
decrease. This is the basis for the high PVCR, “L” IV characteristic of NDR transistors. 
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Figure 3.2: Generic IV characteristics of a tunneling diode (blue) and NDR transistor (red) 
on a linear scale. 
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3.2 Ferroelectric FETs 

Ferroelectrics 
Ferroelectric materials are materials which exhibit a spontaneous net dipole moment 

(polarization), in contrast to dielectric materials which are only polarized in response to an 
applied electric field. As Fig. 3.3 indicates, the charge-voltage relationship of a ferroelectric 
has a bistable region in which the material’s polarization dictates the built-up charge in 
response to an applied voltage. 

 

 
Figure 3.3: Charge vs. Voltage relationship for a) dielectric film and b) ferroelectric film. 

 

The crystal lattice structure of ferroelectrics has a broken space inversion symmetry which 
allows for a spontaneous polarization; in their equilibrium state, some ionic charge is 
perturbed from the axis of symmetry, and this leads to a net dipole moment even in the 
absence of applied electric field. Fig. 3.4 below shows the free-energy diagrams for a 
dielectric (DE) and (FE) film under no external bias. For the DE, a minimum at zero charge 
exists, whereas for the FE two minima exist at +/-PR charge. 
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Figure 3.4: A generic Energy vs Charge diagram for a DE and FE film. The DE has a minimum 
energy for 0 charge buildup, whereas the FE has two local minima. 

 

With an applied bias, the free energy curve shifts so that once the coercive field is reached, 
only one minimum exists near either +PR or -PR, and the FE switches polarization states, as 
illustrated below (Fig. 3.5). 



 34 

 

Figure 3.5: Application of an electric field to the ferroelectric shifts the energy vs charge 
curve (shown in blue, with the operating point indicated in orange) so that when the 
coercive field is reached, a single energy minimum exists and the FE switches polarization 
states. 

 

Previously, materials such as strontium bismuth tantalite (SBT) and lead zirconium 
titanate (PZT) had been investigated for semiconductor memory applications. These exhibit 
ferroelectric properties due to the bistable states of its atoms about the symmetric crystal 
structure; a generalized schematic illustrates this for a perovskite structure in Fig. 3.6. 
However, perovskite-based ferroelectrics begin losing their ferroelectricity dramatically as 
their thickness is scaled below ~100 nm, which makes them diZicult to integrate into most 
semiconductor process technologies. 
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Figure 3.6: Cartoon illustration of ferroelectricity in a perovskite structure, BaTiO3, adapted 
from [3.7]. The oZ-center equilibrium positions of Ti below the material’s Curie 
temperature leads to a spontaneous polarization charge. 

 

In 2011 [3.8], it was first publicly reported that HfO2 can exhibit ferroelectricity in its 
crystalline orthorhombic phase. Orthorhombic HfO2 (O-HfO2) was found to be ferroelectric 
due to the oZ-center equilibrium position(s) of its oxygen ions. As shown below in Fig. 3.7, 
O-HfO2 has alternating layers of oxygen ions which are polar (i.e., have two equilibrium oZ-
center positions) and nonpolar (i.e., fixed position). Movement of the oxygen ions along the 
polar layer between their two stable states results in polarization charge switching. 

 

 

Figure 3.7: Atomistic model of the negative and positive polarized states in orthorhombic 
hafnia, adapted from [3.9]. The two stable positions of the oxygen ions about the hafnium 
ions lead to a spontaneous polarization.  

 

Since HfO2 is already used in advanced CMOS process technology, this ignited a renewed 
interest in ferroelectrics and their semiconductor applications, with an exponentially 
increasing number of published works since the first publicized report (Fig. 3.8). It was found 
that doping HfO2 could make the orthorhombic phase thermodynamically favorable upon 
crystallization. The most popular and manufacturable approach is using a hafnia-zirconia 

P P+ +
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alloy, Hf0.5Zr0.5O2 (referred to herein as “HZO”). Furthermore, HZO was shown to retain its 
ferroelectricity to nanometer thicknesses due to preferential textured crystal growth at thin 
thicknesses [3.10]. Ferroelectricity at the nanometer limit has motivated the investigation of 
ferroelectric based  tunnel junctions, capacitors, and transistors for a variety of applications.  

 

 

Figure 3.8: The discovery of ferroelectricity in hafnia-based films re-ignited interest in 
ferroelectrics research, with an exponentially growing body of work since 2011. Adapted 
from [3.11]. 

 

The FeFET 
A ferroelectric field eZect transistor (FeFET) is a MOSFET which includes a 

ferroelectric insulator in the gate. Like a classical MOSFET, the polarization charge of the 
ferroelectric shifts the threshold voltage of the MOSFET by screening the gate charge. An 
electric field is used to physically shift the ionic polarization charge within the gate stack 
such that the threshold voltage is electrically programmable. Fig. 3.9 below shows a generic 
FeFET structure and energy band diagrams for the programmed and erased states. In the 
“programmed” state, the FE’s polarization is positive, and an inversion layer is at the 
reference gate voltage; this is the low VT state. In the “erased” state, the FE’s polarization is 
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negative, and the channel is depleted (or even in accumulation) at the reference voltage; this 
is the high  VT state. 

 

 

 

Figure 3.9a): An FeFET in the programmed (positive polarization) and erased (negative 
polarization) states. b) The energy band diagrams corresponding to these programmed and 
erased states. Adapted from [3.12], [3.13]. 

 

Wide-area FeFETs have diZerent switching dynamics than nanoscale FeFETs. When 
a FE film is made up of many domains, each with slightly diZerent resistance to switching, 
the net switching characteristic is quite gradual, like that shown in Fig. 3.10a.  The switching 
of an individual domain is known to result in a sharp transition. This box-like characteristic is 
known as a “hysteron”, shown in Fig. 3.10b. Variations in individual domains’ coercive 
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voltage may be either due to the grain it is a part of (orientation, stress, etc.), or localized 
electrostatics about the individual domains. When a film has only a few domains, its 
polarization switching characteristic might exhibit a stepped form. Furthermore, this gradual 
vs. abrupt switching characteristic is also observed in FeFETs (Fig. 3.11), depending on the 
number of domains in its FE. 

 

 

Figure 3.10: A multi-domain ferroelectric (a) switches polarization states gradually as the 
applied electric field is varied, while a multi-domain switches polarization states abruptly 
as the electric field is varied. 

 

 

Figure 3.11: Comparing the pulsed-erase operation for a micron-scale area, many domain 
FeFET (a) with a nanoscale-area, few-domain FeFET (b). The VT increases gradually as the 
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pulse voltage increases for the many domain FeFET, vs abruptly for the few-domain FeFET. 
Adapted from [3.14]. 

 

Since the FE polarization is modulated using the applied electric field, an FeFET can 
be configured for both gate-dependent and drain-dependent behavior. Since the gate and 
drain are at opposite ends of the ferroelectric, a positive gate voltage tends to polarize the FE 
in the positive direction, while a positive drain voltage tends to polarize the FE in the negative 
direction [3.15]. This drain voltage-induced negative polarization causes a positive VT shift.  

Mild NDR has been observed in simulated [3.16], [3.17] and measured [3.18], [3.19] 
output characteristics of Negative Capacitance FETs and FeFETs. Both gradual NDR (Fig. 
3.12a) and abrupt (Fig. 3.12b) NDR have been observed. This has been attributed to drain-
induced partial polarization switching of the ferroelectric layer, and is also described as 
“Reverse DIBL” stemming from Transient Negative Capacitance (TNC) [3.18]. Note that in 
both highlight cases, the “reverse” sweep (VDS swept from VDD to 0 V) does not show any NDR 
behavior, and the device does not return to a “high current” state. A “reset” pulse is required 
to re-polarize the ferroelectric to the positive direction, so this NDR behavior is not dynamic. 
While this behavior degrades transistor on-state current and hence is not desirable for 
conventional CMOS digital logic circuits, it could be leveraged for implementation of NDR-
based memory and logic circuits. If the drain-induced VT shift could be enhanced across the 
entirety of the channel, it could be harnessed to achieve a giant NDR characteristic. 
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Figure 3.12: Previous reports of NDR in FeFETs include a) "gradual"  NDR behavior and b) 
"abrupt" NDR behavior. In b) the current is low, due to subthreshold operation (VGS < VT). 
Adapted from [3.18], [3.20]. 
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3.3 The NDR FeFET Device 
Our proposed NDR FeFET design, schematically illustrated and detailed in Fig. 

3.13a, uses polarization reversal induced by the applied drain voltage to dynamically 
modulate the transistor threshold voltage. In this work, 2D device simulations in Sentaurus 
TCAD software [3.21] were used to investigate the design of a fully depleted silicon-on-
insulator (FDSOI) NDR transistor. Drift-diZusion, thin-layer mobility, velocity saturation, 
and band-to-band tunneling models were used to model carrier transport. Strain-
enhanced mobility and ballistic transport were not considered. The third-order Ginzburg-
Landau-Khalatnikov (G-L-K) model of polarization (below) was used to model the behavior 
of the HZO ferroelectric (FE) layer in the gate-insulator stack. Due to the scaled lateral 
dimensions (< 15 nm), the electric polarization within the HZO layer switches with a sharp, 
single-domain behavior (Fig. 3.13b) rather than a gradual multi-domain behavior. 

 

-Γ ∂Py

∂t
 = αPy + βPy

3	- g∇2Py - Ey  

(Ginzburg-Landau-Khalatnikov Model for FE Polarization) 
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Figure 3.13a): Proposed NDR FeFET structure simulated in this chapter. The FDSOI device 
features air-gap gate-sidewall spacers and an asymmetric doping profile. The source/drain 
junctions are indicated by the dotted lines. b) Polarization vs. Electric Field characteristic of 
the baseline HZO layer used in this work using the Landau-Ginzburg model in Sentaurus 
Device. 

 

Fig. 3.14 plots simulated quasi-DC (10 ms sweep time) ID-vs.-VDS characteristics for 
a depletion-mode NDR FeFET, for three values of applied gate-to-source voltage (VGS). Note 
that the native threshold voltage in the positive polarization state (VT0 ≈ -0.35 V) and positive 
polarization switching voltage (-15 mV) of this device is designed to be negative (via gate 
work function tuning) so that it is in the on state for VGS = 0 V, which enables the device to 
function as a 2-terminal NDR diode when the gate and source electrodes are tied together. 
When the drain-to-source voltage (VDS) is small, the FE is polarized positively. As VDS is 
increased to the peak-current voltage (VPEAK) and beyond, the electric field across the FE 
layer at the drain end is reduced to such an extent that the FE layer switches to the negative 
polarization state, eZecting an increase in transistor threshold voltage (VT) and thereby an 
exponential decrease in transistor current. The greater the shift of charge within the FE 
layer, the greater the change in VT and the lower the valley current [3.22]. As VDS is reduced 
back towards 0 V, eventually the average electric field across the FE layer becomes 
suZiciently positive to switch back the FE polarization state, lowering VT so that an 
inversion layer is once again formed in the channel region. Due to the hysteretic 
polarization switching behavior of the FE layer, the device exhibits hysteretic NDR behavior, 
but no reset operation is required. Fig. 3.14a shows that as VGS is increased, PVCR is 
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dramatically reduced and the NDR region shifts to higher drain voltages, eventually 
resulting in no NDR behavior is for large VGS. In other words, this device can switch between 
NDR and non-NDR operating modes by modulating the gate voltage. Fig. 3.15 compares the 
conduction band energy level for a low drain bias and a high drain bias. Remarkably, the 
source-side energy barrier for electron injection in the channel is massively raised at high 
drain bias, due to the ferroelectric switching to the negative polarization state! 

 

 

 

Figure 3.14: Simulated ID-VDS curves for a depletion-mode NDR FeFET for various values of 
applied gate voltage. The NDR region shifts to higher drain voltage ranges with increasing 
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VGS, so that no NDR behavior is seen for large VGS. b) Logarithmic scale ID-VDS curve for the 
depletion-mode NDR FeFET for VGS = 0 V. Most of the NDR occurs in 1 or more discrete 
steps (c.f. Fig. 3.12b) as the FE polarization abruptly switches. 

 

 

Figure 3.15: Conduction band edge profile of the NDR FeFET for low drain bias (red) and 
high drain bias (blue, VDD = 0.6 V). The barrier to conduction is raised from ~0.15 eV to ~0.58 
eV. 

 

Fig. 3.16 plots simulated quasi-DC ID-vs.-VGS characteristics for the depletion-mode 
NDR FeFET, for two values of VDS. A range of gate voltages exists (from -0.05 V to 0.15 V) for 
which the drain current is lower for the higher value of VDS than for the lower value of VDS, 
indicative of NDR behavior. Unlike most FeFETs reported in the literature, nanoscale NDR 
FeFET has an abrupt switching characteristic with low voltage hysteresis. The steep, 
hysteretic turn-on/turn-oZ switching behavior is typically reported for multi-domain 
devices as TNC [3.23], although it is seen herein for a single-domain FE layer. It also should 
be noted that the hysteresis voltage is smaller than that for the FE layer alone (i.e., 2 ´ EC ´ 
TFE) due to the “voltage snapback” eZect wherein the voltage dropped across the FE layer 
reduces (or reverses polarity) when polarization switching occurs; this can be optimized to 
further reduce the hysteresis voltage.  
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Figure 3.16: Simulated ID-VGS curves for a depletion-mode NDR FeFET for low VDS (50 mV) 
and high VDS (0.6 V). There exists a gate-voltage range in which the current is lower for high 
VDS. 

 

It should be noted that FeFETs used for nonvolatile memory are evaluated by their 
“Memory Window”, which describes the threshold voltage shift between their 
“programmed” (positive polarization) and “erased” (negative polarization) state. For these 
multi-domain FeFETs with large coercive voltage gate stacks, the shift in threshold voltage 
is evaluated via a constant current method. It is typical to compare the VGS at which 1 
µA/µm drain current is obtained for the positive polarization and negative polarization 
states to evaluate the Memory Window. This type of FeFET’s memory window is typically 
approximated as the shift in flat band voltage (when the net polarization of a multi-domain 
FeFET is equal to 0), 2 ´ EC ´ TFE [3.24]. For FeFETs with large coercive voltage, the point at 
which the drain current equals 1µA/µm does not correspond to the complete switching of 
the FE film. Fig. 3.17 illustrates that as the coercive voltage (and corresponding hysteresis) 
becomes even lower, the voltage diZerence between the high-VT and low-VT states for this 
constant current point becomes even lower even though the switched polarization charge 
is not reduced. This definition of memory window diverges from the VT shift that the NDR 
FeFET experiences; therefore, a diZerent metric must be used. 
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Figure 3.17: As coercive voltage of the FE is reduced from a) to d) (keeping PR the same), the 
constant-current MW reduces by 60%, even though the ΔVT is the same between all cases. 
The MW is equal to ΔVT for a) and b) since chosen the constant-current value does not 
intersect the voltage at which polarization switching occurs. 

 

Firstly, for the NDR FeFET device, the hysteresis and ΔVT are not defined by 2 ´ EC ´ 
TFE since the FE dynamically switches during device operation. Instead, the hysteresis is 
reduced, due to the voltage snapback that occurs, to less than 2 ´ EC ´ TFE, approximately: 

𝑉!"#$ = 2 × 𝐸% × 𝑇&' −
2𝑃(

𝐶&' + 𝐶)*
 

Additionally, trapped electron charge tends to increase the hysteresis window since 
electrons are available for when an inversion layer is present; the negative polarization 
switching tends to occur at a lower voltage while the positive polarization switching voltage 
is unchanged.  

The dynamic threshold voltage shift ΔVT due to polarization switching can be 
approximated by the following equation [3.25]: 
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ΔV+ =
2P,
C-.

 

Furthermore, the theoretical maximum PVCR can then be estimated by:  

PVCR/01 =
ΔV+ − V23
SS405

 

…though this does not account for the impact of gate-induced drain leakage current. VOV is 
the gate overdrive voltage, and SSsat is the subthreshold slope at high VDS. The abrupt 
polarization switching characteristic defining the hysteresis window sets a minimum 
overdrive voltage (as VGS must be kept above the positive polarization switching gate 
voltage). Although a higher overdrive voltage eZects a higher peak current, it can increase 
the peak voltage and limit the PVCR. 

The NDR FeFET operating speed will be limited by the time required to switch FE 
layer polarization state. Studies have experimentally measured polarization switching time 
< 200 ps and indicate that sub-10 ps may be possible [3.26]. Chatterjee et al. 
experimentally measured the relaxation time of a thin HZO film and determined the 
inversion charge density of a MOSFET could be screened within 270 fs during FE switching, 
and the entire ferroelectric polarization could switch within 5 ps [3.27]. Further 
experimental work is needed to confirm that fast polarization switching can be achieved 
with electric field strength close to the FE layer’s coercive field (EC), for low voltage and 
high-speed operation. 
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3.4 NDR FeFET Design Considerations 
For low-power operation, an NDR FeFET should have small VPEAK, high PVCR, and 

small hysteresis voltage such that it returns to the low-VT state when VDS returns to 0 V. This 
requires a FE layer with low coercive voltage, adequate remanent polarization (PR), and a 
high degree of drain voltage control over the polarization state of the FE layer. To achieve a 
low coercive voltage, a thin FE layer (< 10 nm thick) with low EC (≤ 1 MV/cm) should be used. 
HZO and other fluorite-based ferroelectrics can maintain ferroelectricity for thicknesses 
below 2 nm [3.10], and EC may be reduced below 1 MV/cm by the addition of atomically 
larger dopants such as La, Y, or Gd [3.28], or by seed-layer techniques [3.29]. In this work, 5 
nm-thick and 6 nm-thick HZO films were considered, assuming modest values for PR (9 
µC/cm2) and EC (1 MV/cm), as a baseline. Currently, demonstrations of gate stacks with 
both a sharp switching  characteristic and low voltage hysteresis in the literature are 
limited.  

An alternative to a classical ferroelectric film is to use an anti-ferroelectric film, in 
which the polarization vs voltage hysteresis loop breaks into two half-loops: 

 

Figure 3.18: Charge-vs-Voltage characteristic for an antiferroelectric. The hysteresis 
window of the half loops individually is generally less than the hysteresis window of a 
ferroelectric made in the same material system. 
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This “half-loop” switches approximately half the amount of charge as its 
ferroelectric equivalent (reducing ΔVT and PVCR), but also approximately half the voltage 
hysteresis. An anti-ferroelectric tetragonal-phase HZO or ZrO2 film may be employed to 
achieve this behavior [3.30], [3.31]. In general, these anti-ferroelectrics also intrinsically 
exhibit up higher cycling endurance than their ferroelectric counterparts, which may be due 
to their reduced atomic distortion during polarization switching. 

Key to achieving large PVCR in the NDR FeFET is polarization switching in the FE 
layer across the entire length of the channel. In other words, it is essential to maintain a 
single polarization domain in steady state (i.e., for VDS = 0 or VDS = VDD) rather than multiple 
domains. In addition to engineering the careful growth of a high quality, single-grain FE 
layer, classical device engineering techniques can promote single-domain behavior. Fig. 
3.19 plots PVCR as a function of the NDR FeFET gate length (Lg), keeping the other 
transistor design parameter values fixed. It can be seen that PVCR increases dramatically 
when Lg is reduced below a critical length. The polarization contour plots show that for Lg < 
13 nm there exists a single polarization domain within the FE layer, whereas for Lg ≥ 13 nm 
there are multiple domains. As evident in the contour plots, in this work the polarization is 
allowed to vary continuously within the FE layer due to the implementation of the G-L-K 
model in Sentaurus Device; DFT calculations suggest that polarization is likely more 
discrete with a small domain-wall transition region (a few lattice cells wide) [3.32]. 

 

 

 

Figure 3.19: PVCR as a function of NDR FeFET gate length (TFE = 6 nm, TIL= 4 Å), showing a 
dramatic increase when the device transitions from multi-domain to single-domain FE. 
Inset: FE polarization profile calculated using the G-L-K model. 
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To ensure a high degree of drain voltage control, capacitive coupling between the FE 
layer and the source should be reduced by oZsetting the source junction from the gate 
edge and using low-permittivity (low-k) gate-sidewall spacers. Accordingly, all NDR FeFET 
designs studied in this work have an asymmetric underlap/overlap source/drain doping 
profile (cf. Fig. 3.13a). Fig. 3.20 plots PVCR as a function of Lg for diZerent values of gate-
sidewall spacer relative permittivity. The use of low-k or air-gap spacers enables giant NDR 
at longer Lg, widening the design window. Alternatively,  spacer thickness could be 
increased to reduce the capacitive coupling between the FE layer and the source. However, 
the increase in footprint area required makes this approach impractical: for the device with 
a 5 nm thick FE layer, to achieve a 1 nm (8%) increase in maximum gate length, the air-gap 
spacer thickness had to be increased by 3.5 nm (26%), for a total 7 nm increase in device 
length. 

 

 

Figure 3.20: PVCR as a function of NDR FeFET gate length (TFE = 5 nm  TIL= 1 Å) for various 
gate-sidewall spacer materials: silicon nitride (k = 7.5), low-k (k = 4) and airgap (k = 1).   

 

Underscoring these device optimizations, the ferroelectric layer used in the gate 
stack must comprise a single grain to prevent domain-wall formation at the grain boundary 
(or boundaries). This may be achieved during the manufacturing process by choosing 
conditions which promote the formation of large orthorhombic (or tetragonal, for anti-
ferroelectric-based devices) grains which can form over the entire channel area of a 
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minimum-sized NDR FeFET device (< 15 x 15 nm2 for the studied FDSOI geometry) [3.10], 
[3.33], [3.34]. More recently, enhanced burn-in procedures such as a “thermal rewake-up” 
process [3.35] have been shown to obtain HZO grain sizes to at least 40 x 20 nm2. 
Furthermore, the ferroelectric’s domain density must also be reduced suZiciently to enable 
single-domain operation. In the G-L-K model, the polarization gradient energy term g 
describes how readily domain walls form to divide the FE into multiple domains. DFT 
calculations have suggested that applying compressive strain to the ferroelectric film along 
the “Continuous Polar Layer” direction (which is preferably aligned to the channel 
direction) can increase the size of the domains formed in the film by increasing the 
polarization gradient factor g [3.36]. Device simulations indicate that an unstrained 
(baseline g = 1.5 x 10-11 m3 V/C) 5 nm HZO film with the FE properties studied in this work 
requires a metallurgical gate length below 12 nm to achieve single-domain operation and 
high PVCR. Consequently, a film under 1% compressive strain (g = 1 x 10-11 m3 V/C) requires 
Lg below 9 nm, and 1% tensile strained film (g = 2 x 10-11 m3 V/C) would require Lg below 16 
nm to achieve high PVCR. Controlling the film orientation and polarization gradient factor 
may require new material growth innovations to seed preferential orientation growth, since 
the crystallization of HZO on an SiO2 interfacial layer is typically a random nucleation-
growth process. On the other hand, recent experimental reports suggest that the size of 
“elementary” nucleation-growth regions (setting the upper limit of domain-expansion) can 
be quite large; for example, in a 10 nm polycrystalline HZO film this elementary region was 
found to be on the order of 40 nm in diameter [3.37], which may allow for the use of gate 
lengths much greater than predicted by the G-L-K model here. 

VT-shift based NDR operation makes the PVCR sensitive to gate stack parameters. 
The SiO2 interfacial layer (IL) between the FE and silicon channel region introduces a 
capacitive divider between the FE and IL for the switched polarization charge, dampening 
its eZect on the channel potential. Oxygen scavenging can be used to reduce the IL 
thickness, and has been shown to reduce the coercive voltage of a FeFET gate stack and to 
enhance the ferroelectricity of thin HZO layers [3.38]. Fig. 3.21 plots the achievable PVCR 
for VDD < 1 V as a function of IL thickness, showing that PVCR generally increases to 106 as 
the IL is scaled down. The PVCR for all cases reaches a limit somewhat above 106 due to 
gate-induced drain leakage (GIDL) current. A thinner FE layer increases the capacitance CFE 
resulting in a smaller VT shift, which generally reduces PVCR. However, Fig. 3.21 indicates 
that optimizing the gate stack to achieve greater switched polarization charge can retain a 
large VT shift, therefore achieving high PVCR. 
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Figure 3.21: EZects of interfacial layer (IL) thickness scaling and enhancing ferroelectricity 
(PR=13 µC/cm2/EC = 1.4 MV/cm) on PVCR for 11 nm gate length. 
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3.5 Impact of Trapped Charges 
The eZects of trapped charge are modeled herein using empirical parameters 

reported in [3.18], [3.32]. Tunneling between traps and the channel region was modeled 
using the Wentzel–Kramers–Brillouin model in Sentaurus Device. For dynamic electron 
charge traps (2.6 x 1020/cm3 in the FE and IL), it was found that the ID-VGS hysteresis (Fig. 
3.22a) increases as the traps become more energetically aligned with the silicon 
conduction band edge, resulting in undesirably larger VPEAK (Fig. 3.22b). If the traps are 
distributed with a mean less than 0.7 eV above the Si midgap, a supply voltage > 1 V must 
be used to ensure proper NDR FeFET circuit operation. 

 

 

a) 
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Figure 3.22: ID-VGS hysteresis increases due to dynamic electron trapping, as the electron 
trap energy level becomes aligned with the conduction band edge in the silicon channel 
region. The trap distribution bandwidth is 0.22 eV. b) Peak voltage increases due to dynamic 
electron trapping, as the electron trap energy level becomes aligned with the conduction 
band edge in the silicon channel region.  

 

In addition to dynamic electron trapping, electrons may accumulate at the FE/IL 
interface after many FE switching cycles [3.32]. Fig. 3.23a shows how this buildup of 
negative charge (known as the imprint eZect) reduces the gate voltage at which 
polarization switching occurs and introduces a pinched ID-VGS characteristic 
for >2´1012/cm2 accumulated electron density. With increasing accumulation of electrons 
at the FE/IL interface, the peak (and FE switching) voltage becomes larger and PVCR is 
degraded (Fig. 3.23b), which will limit device endurance. Techniques to increase NDR 
FeFET cycling endurance beyond 1012 cycles (required for SRAM Last-Level-Cache write 
endurance) towards 1016 cycles based on IL optimization are needed to meet operating 
lifetime requirements and minimize the amount of trapped charge [3.39], [3.40]. FeFETs 
based on oxide semiconductors with no explicit IL have been shown to have superior 
endurance due to the substantial reduction in charge-trapping [3.23] and may be suitable 
for high-density, 3D-integrated NDR-based SRAM. 

  

 

b) 
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Figure 3.23: A high density of accumulated electrons at the FE/IL interface shifts the ID-VGS 
characteristic to the left and can introduce a double-loop characteristic. (VDS = 50 mV) . b) 
Fixed electron charge at the FE/IL interface above 1012/cm2 can cause a rapid reduction in 
the PVCR by increasing the VDS at which the ferroelectric layer becomes completely 
negatively polarized. 

 

a) 

b) 
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3.6 Summary 
This study has investigated a new direction for nanoscale FeFET devices: an NDR 

mode of operation. A CMOS-compatible NDR FeFET was proposed and shown via TCAD 
simulations to be capable of achieving PVCR > 106 at low VDD (< 1 V). Optimization of device 
design parameters and continued ferroelectric technology advancements are essential to 
fully realize the promise of FE-based NDR devices for more compact/eZicient ICs. The 
table below compares the NDR FeFET with other proposed CMOS-compatible NDR devices 
having a peak voltage below 0.5 V. Compared to these ([3.6], [3.41], [3.42]), the NDR FeFET 
has an extremely high peak current density, PVCR, and is the most straightforward to 
integrate in advanced CMOS process technology. 

 

Table 3.1: Benchmarking against proposed NDR devices 

 

 

 

PVCRPeak 
voltagePeak currentDescriptionReference/

organization

2950.15 V0.8 ´ 10-6 MA/cm2SiGe gated diodeJ. Plummer/ IEDM2005 [3.41] 
(Stanford)

430.16 V10-3 MA/cm2GaAs tunnel diodeA. Lochtefeld/ IEDM2008 [3.42]
(RIT/Notre Dame/AmberWave)

6.9 x 105 0.4 V3.8 MA/cm2

(23 µA/µm)
Cross-coupled gated 
heterojunction diode

J. Appenzeller/T-ED 2022 [3.6] 
(Purdue/Notre Dame)

3 x 106 0.3 V130 MA/cm2

(0.5 mA/um)
Nanoscale FeFETThis work (UCB)
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Chapter 4: Simulation-Based Study of 
Compact SRAM Bit-Cells Implemented 
using NDR FeFETs 

 

Increased static-random-access memory (SRAM) storage capacity is necessary to 
achieve significant improvements in computational performance to meet today’s artificial 
intelligence and machine learning demands. For many years, NDR-based SRAM bit-cell 
architectures have held the promise of greatly increasing the density and energy eZiciency 
of embedded SRAM, but to date, a satisfactory NDR device technology has not been 
demonstrated which can fulfill the performance requirements.  The NDR FeFET device 
concept described in the previous chapter could fill this need, with its CMOS-compatible 
manufacturing process and high PVCR greater than 106. This chapter describes NDR FeFET 
based SRAM bit-cells and benchmarks these with other emerging memory technologies. 
Unlike previously proposed NDR devices, the NDR FeFET’s hysteretic output characteristic 
can be leveraged to enable low supply voltages (< 0.5 V) and nonvolatile operation. Static 
power consumption is projected through TCAD simulation to be > 10x less than state-of-
the-art FinFET-based SRAM, with operating speeds suitable for L1 cache application (100 
ps).  
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4.1 Data Abundance and the Demands of AI 
In the late 2010s, the rise of “Big Data” led to the amount of information being stored 

and processed skyrocketing, much faster than embedded memory capabilities could keep 
up. However, the early 2020s shifted this focus towards another rapidly growing field:  
Artificial Intelligence (AI), and particularly Generative AI. Generative AI is, to date, the most 
successful approach towards emulating humans’ behavior and has quickly found 
applications among a variety of fields. One of the key enablers of generative AI is the use of 
an exponentially growing number of model parameters which are calculated during model 
training and used to process data inputs during general operation (inference). Fig. 4.1 
below shows a clear inflection point around 2020 when “Large Language Models”, such as 
ChatGPT, were identified as a promising approach to emulate human communication. The 
most advanced models currently have over 1 trillion parameters. 

 

 

Figure 4.1: The number of parameters required for training AI models has increased 
exponentially over time, and hit a steep inflection point with the introduction of GPT models 
in the past few years. Most of the models with > 10 billion parameters are Language 
models. Adapted from [4.1]. 

 

Loading and processing this exponentially increasing number of parameters puts a 
significant strain on current state-of-the-art processors’ resources. Limited on-chip SRAM 
capacity contributes a memory bottleneck, and can reduce the system’s peak 
performance. To mitigate this issue, the amount of die area devoted to SRAM has steadily 
grown for recent chip designs.  Companies such as Advanced Micro Devices have even 
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begun stacking discrete SRAM dies (“chiplets”) in a configuration they call “V-Cache” in 
order to increase the amount of available cache memory and reduce the number of data 
transfer operations with oZ-chip high density memory devices. The diagram below (Fig. 4.2) 
is a logic layout analysis from TechInsights, a competitive analysis firm, which shows that 
for 7 nm and 5 nm node flagship chips, the amount of die area dedicated to static memory 
is about 30%, on average. It is expected that specialized AI chips will require an even 
greater portion of the chip dedicated to SRAM cache memory. 

 

 

Figure 4.2: TechInsights survey of 7 nm and 5 nm node logic chip layouts indicate memory 
layout area accounts for, on average, ~30% of total area. Adapted from [4.2]. 

 

However, the pace of SRAM area scaling with each new generation of IC 
manufacturing technology has slowed dramatically in recent years, due to increasing 
sensitivity of transistor performance to process-induced variations with miniaturization. 
This presents a growing challenge for continued improvements in computing performance, 
energy-eZiciency, and cost. The compilation of TSMC’s SRAM “High Density” bit-cell area 
from 2015-2024 in Fig. 4.3 shows that SRAM bit-cell area has yet to significantly scale 
below 0.02 µm2, staying flat since 2020. 
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Figure 4.3: TSMC HD SRAM trend, from [4.3]. Between 2020-2024, the high density SRAM 
bit-cell area footprint trend has stayed roughly flat. 
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4.2 3T NDR FeFET SRAM Bitcell 
Negative diZerential resistance (NDR) devices previously have been proposed for 

more compact implementation of SRAM bit-cells [4.4], [4.5]. The most common 
architecture, first proposed by Goto [4.6] consists of two tunneling diodes (TDs) and a pass 
transistor. For a variety of NDR devices, including most TDs, the current first increases with 
increasing applied voltage, reaching a peak value, then decreases with increasing applied 
voltage, exhibiting negative diZerential resistance and reaching a minimum (“valley”) value. 
A key figure of merit for NDR devices is the ratio of the peak current to the valley current 
(PVCR). The higher the value of the PVCR, the more useful the NDR device is for variety of 
circuit applications by either achieving a higher speed or lower static power dissipation. 
Fig. 4.4 shows the basic NDR-based SRAM cell in which one NDR device (blue) serves to 
keep the storage node VSN pulled down to VSS and the other (red) serves to keep the storage 
node pulled up to VDD. 

 

Figure 4.4a): 2NDR-1T NDR SRAM bit-cell and b) load-line diagram for the bit-cell, with the 
access transistor turned oZ. 

 

The PVCR of TDs is generally not suZiciently large to make them practical for low-
power compact SRAM application, because in order for the TDs in a Goto bit-cell to have 
suZicient current drive, the valley current is too large, resulting in large static power 
dissipation. Even if TDs could achieve PVCR large enough to implement low-power SRAM 
[4.5], [4.4.7], they would require specialized fabrication process sequences to integrate 
them monolithically with CMOS transistors used to other blocks of circuitry in a 
microprocessor; the increased complexity of an integrated TD-CMOS manufacturing 
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process would result in higher cost, oZsetting the area reduction benefit of TD-based SRAM 
bit-cells. The NDR FeFET device proposed in chapter 3 relies on an optimized FeFET 
structure to achieve high PVCR NDR behavior, and can be readily integrated into a standard 
CMOS IC process flow.  

NDR FeFET based SRAM is based on two depletion-mode NDR FeFET devices and a 
standard NMOS access transistor, schematically represented in Fig. 4.5. Using depletion-
mode NDR-FeFETs with a native VT0 » - 0.35 V and positive polarization switching voltage < 0 
V (- 0.15 V) allows them to be used in a conventional TD-based memory bitcell in which the 
only external lines required are VDD, VSS, VBL, and VWL. Synopsys Sentaurus Device Mixed-
Mode simulations are used to elucidate NDR FeFET memory cell behavior; the baseline 
ultra-thin-body FDSOI device studied in Chapter 3 (see chapter 3, Fig. 3.13) is used for this 
study. The pull-up (PU) and pull-down (PD) device are minimum-sized, with W/L = 11 nm/11 
nm. 

 

 

Figure 4.5: 3T NDR FeFET-based memory bit-cell. 

 

The access transistor is an NMOSFET with the design parameters shown in Fig. 4.6. 
Alternatively, an enhancement-mode NDR FeFET could be used for this purpose, which 
might further increase the bitcell density by eliminating any required additional spacing 
between NDR FeFETs and NMOSFETs. 
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Figure 4.6: NMOS Access Transistor (a) structure and (b) transfer characteristic. 

 

The annotated load-line below illustrates the two stable states of the NDR latch 
near 0 V and VDD, for a VDD of 0.7 V. The PU (red) and PD (blue) devices, while identical in 
structure, have slightly asymmetrical IV characteristics. Since they share the same N+ 
body well which is held at 0 V, the PU device is reverse body biased when the storage node 
is greater than 0 V, which slightly reduces its peak current. The peak voltage in the forward 
sweep direction is annotated as VPEAK, PD (PU), whereas the peak voltage in the reverse sweep 
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is annotated as VPEAK,REV,PD (PU). The FE polarization abruptly switches at the sharp jumps in 
current, indicated with the upward (positive switch) and downward (negative switch) 
arrows. As discussed in the previous chapter, the NDR FeFET devices have a high current 
path when the voltage is swept from 0 V towards VDD, and a low current path when the 
voltage is swept from VDD towards 0 V. 

 

 

Figure 4.7: Load-line for a 2 NDR FeFET-based latch. A VDD of 0.7 V is used for clarity. 

 

For an NDR based latch to achieve bistability (i.e., one device operating in the valley 
region, the other in the peak region), VDD must be greater than approximately 2 ´ VPEAK [4.8].  
For this discussion in section 4.2, VDD = 0.7 V is used for illustrative purposes, but for the 
rest of the chapter, VDD = 0.6 V is considered in order to reduce the valley current and static 
power dissipation. Additionally, it will be shown that, after cell initialization, the VDD for NDR 
FeFET based bitcells can be lowered even further to reduce power dissipation, due to the 
NDR FeFET’s hysteretic characteristic. 

Chiefly diZerent than the NDR SRAM load-line of Fig. 4.4b, the valley currents are 
not visible on the linear scale; this is a “L” IV characteristic, characteristic of NDR 
transistors [4.9] and gated tunnel diodes [4.5]. Unique to the NDR FeFET, the IV 
characteristics are hysteretic; the peak voltage (and current) is significantly larger for the 
forward-sweep (VDS 0 V à VDD) than the return-sweep (VDS from VDD à 0 V). To analyze NDR 
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FeFET latch operation, it is necessary to consider whether the devices’ VDS voltages are 
being swept in the forward or reverse directions. 

When the cell is first initialized (powered-on), the voltage supply rail is swept up to 
VDD. In this case, the VDS of both devices is increasing from zero, so both devices traverse 
the high current path, illustrated in Fig. 4.8. 

 

Figure 4.8: EZective Load-line during cell Power-up. 

 

When ‘0’ is latched, the eZective loadline appears as below (Fig. 4.9). The PD device 
drops VDS = 0 V, and PU device drops VDS = VDD. In other words, the PD device is in its high-
current, positive polarization (peak) state, while the PU device is in its low-current, negative 
polarization (valley) state. So, during a read option, the PD device can pull down the bitline 
voltage with a high current up to its peak voltage (0.28 V) instead of its lower current reverse 
peak voltage (0.08 V), maintaining a large read static noise margin. 
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Figure 4.9: Load-line for the 2 NDR FeFET-based latch when the storage node is near 0 V. 

 

The opposite is true when ‘1’ is latched at the storage node (Fig. 4.10). In this case, 
the PU device is in the high current state. So, even though the NDR FeFET’s hysteretic IV 
characteristic has a low-peak current return path, this hysteresis does not degrade the 
read noise margin for either the PD or PU devices. 
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Figure 4.10: Load-line for the 2 NDR FeFET-based latch when the storage node is near VDD. 
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4.3 NDR FeFET SRAM Bitcell Operation 
In this section, standard NDR SRAM operations are described. 

 

Dynamic Characteristics of the NDR FeFET 
Unlike the previous chapter, transient simulations are now performed on short 

timescales rather than quasi-DC timescales to benchmark the operating speed of the NDR 
FeFET SRAM cell. To model the dynamic response of the NDR FeFET, the viscosity factor 
experimentally measured by Chatterjee et al. [4.10] was used. Fig. 4.11 plots the transient 
ID-VDS characteristic of the NDR FeFET for various sweep times. The sweep time was varied 
6 decades from 100 ns to 1 ps. In all cases, the voltage was held at VDD for 1 ns. 

 

Figure 4.11: NDR FeFET ID-VDS characteristics as sweep speed is increased from 100 ns to 1 
ps. The sweep direction is indicated with the grey arrowheads. 

 

Below 10 ns sweep time, the IV characteristic becomes “smeared” in both the 
forward and reverse sweep directions due to the finite polarization switching time of HZO. 
Below 10 ps sweep time, the dynamic NDR behavior almost completely disappears. 
However, in all cases, the currents reduced to the same valley state current after 1 ns hold 
time (not shown). In the reverse sweep direction, only capacitive displacement current is 
visible below approximately 1 ns; however, the FE switches back to the positive polarization 
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state when VDS is held at 0 V for 1 ns. Since the NDR FeFET does dynamically exhibit a giant 
NDR characteristic on the 100 ps timescale, it is reasonable to expect that an NDR FeFET 
SRAM cell will be competitive with the write speed requirements of state-of-the-art SRAM. 

 

SRAM Initialization 
An NDR based SRAM bitcell can initialize to the ‘0’ or ‘1’ state, depending on which 

device has a higher peak current, since a series NDR device pair is what’s referred to as a 
MOnostable-BIstable transition Logic Element (MOBILE) [4.11]. When the supply rail of an 
NDR device pair begins increasing from 0 V (VSN < VPEAK), both devices are in the low 
resistance state (Fig. 4.12, leftmost panels). Once the supply rail reaches approximately 2 
´ VPEAK the device with the lower peak current limits the current flow, then switches into the 
NDR region, so the opposite device pulls the storage node towards its rail (Fig. 4.12, middle 
panels). Above this voltage,  once the positive and negative diZerential regions of the NDR 
devices intersect (Fig. 4.12, rightmost panels), the NDR pair is fundamentally bistable. 

 

Figure 4.12: Load-Line illustration of NDR-based latch initialization with tunnel diodes. In 
case (a), the PD device has a larger peak current, so the cell latches to '0'. In (b), the PU 
device has a larger peak current, so the cell latches to '1'. Adapted from [4.8]. 

 

For the minimum sized NDR FeFET SRAM bitcell, the PU device has slightly lower 
peak current due to its reverse body bias (Fig. 4.8). Therefore, the cell initializes to the ‘0’ 
state and quickly settles to its standby state, illustrated in Fig. 4.13: 
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Figure 4.13: NDR FeFET SRAM initialization. 

 

SRAM Write Operation 
To write the bitcell, the bitline is biased at either VDD or 0 V, and the word-line is 

pulsed to a positive voltage VWRITE. The write ‘0’ operation load-lines of a generic NDR 
MOSFET-based latch are graphically shown below in Fig. 4.14. The dot indicates that the 
value of the storage node is near VDD; ‘1’ is latched. In order to write a zero to the cell, the 
cell’s bistability must be momentarily broken such that the only a stable state at VSN = 0 V. 
During a ‘0’  write, the bitline is held to 0 V, and word-line to VWRITE. Now, the cell eZectively 
has 1 NDR FeFET pulling up the storage node, but 1 NDR FeFET + 1 NMOSFET pulling down 
the storage node in parallel. Together, the load-line is transformed to have the 
characteristic of Fig. 4.14b, and the storage node discharges through the PD device and 
access FET to 0 V. 

 

a) VDD

c) IPD

b) VSN
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Figure 4.14: Graphic demonstrating the write '0' operation for NDR-based SRAM. 

 

The NMOS access transistor passes a ‘0’ easily, but it is more diZicult to pass ‘1’. The 
write ‘1’ operation is graphically represented in Fig. 4.15.  As the storage node charges up 
from 0 towards VDD, the gate-to-source voltage of the access transistor will drop from VWL to 
VWL-VSN, reducing its current drive strength, so it becomes more diZicult to pull-up the 
storage node as the storage node voltage rises.  
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Figure 4.15: Graphic illustrating the write '1' operation for NDR-based SRAM. The valley 
currents of the NDR devices are exaggerated to display the operating point. 

 

In the case of Fig. 4.15b, the write operation would not be successful since the peak 
current of the PD NDR FeFET is not exceeded. Since the NDR FeFET has a large peak 
current (> 400 µA/µm, similar to the ON-state current of the NMOS access transistor), the 
access transistor’s area and/or gate overdrive must be increased to provide enough current 
to pull the storage node past the pull down device’s peak voltage. Even if the drive current is 
increased such that only the stable state at VSN = VDD exists (Fig. 4.15c), it must be able to 
charge the storage node to that point quickly (< 100 ps).  So, in general, the gate overdrive 
voltage of the access transistor must be somewhat greater than the VDD voltage used for the 
NDR pair latch, as the overdrive will decrease towards 0 V as the storage node charges up. 
Here, the word-line voltage bias was increased to 1 V to achieve the suZicient VOV required 
to overcome the peak current of the PD NDR FeFET.  

In the following sections, transient waveforms are shown to describe SRAM 
operations. A transient diagram showing a write ‘1’ operation, followed by a write ‘0’ 
operation, is shown in Fig. 4.16. It is clearly seen that the write ‘0’ and write ‘1’ operations 
are asymmetrical; the write ‘1’ operation requires 10s of picoseconds to increase the 
storage voltage to VDD while the write ‘0’ operation seems to happen instantaneously (< 5 
ps).  
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Figure 4.16: Write ‘1’ and Write ‘0’ operations for the NDR FeFET SRAM cell, for twrite = 100 
ps. 

 

The following compares the switching time for diZerent levels of word-line bias. At 
lower word-line voltages, the switching time is limited by the electrical circuit (i.e., time to 
overcome the PD NDR FeFET’s peak current  and pull the storage node up to VDD). Fig. 4.17a 
shows that as the word-line voltage is increased, the storage node voltage switching  time 
seems to saturate near around 10 ps to reach 90% of VDD. In contrast, Fig. 4.17b plots the 
net polarization of the FE layer in the PD NDR FeFET. The polarization switches significantly 
slower than the storage node potential (which is strongly driven by the access NMOSFET), 
saturating at around 35 ps to depolarize the FE layer (net polarization = 0), and about 60 ps 
to completely switch the FE polarization state.  This polarization switching time similarly 
also applies to the write ‘0’ operation; although the storage node voltage is pulled down to 0 
V rapidly, it will still take around 35 picoseconds to switch the ferroelectric layer to 
depolarize the FE layer 0. 

a) VWL

c) VSN

b) VBL
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Figure 4.17a): Storage Node switching vs word-line voltage (b) FE Polarization Switching vs 
word-line Voltage. 

 

For VWL < 1 V, the write operation fails, as the peak current of the PD device is not 
overcome (as illustrated in Fig. 4.15b). The storage node potential can only rise to ~0.25 V, 
which is still in the high-current state of the PD device, just below the peak voltage. Key to 
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note is that this is, in fact, a stable operating point of the device for VWL = 0.9 V, VBL = 0.6 V, 
and will not change to another stable state unless a large perturbation pulls the storage 
node to a voltage greater than the negative polarization switching voltage of the PD device. 
This will be taken advantage of for the read operation. 

 

 

Figure 4.18: Failed write operation for VWL = 0.9 V. 

 

Based on the polarization speed in Fig. 4.17b, it should be possible to reduce the 
SRAM write ‘1’ time (approx. the time taken to depolarize the FE layer) for VWL = 1 V. A 60 ps 
write pulse width is illustrated in Fig. 4.19. Once the word-line voltage is reduced to 0 V, the 
storage node voltage is significantly disturbed, since the FE polarization of the NDR FeFETs 
is not fully switched; in other words, the NDR FeFETs are actively switching between the  
high and low current states. For this 60 ps write time, it takes approximately 50 more ps to 
strongly latch to ‘1’, which is similar to the total switching time seen in Fig 17b. 

 

a) VWL = 0.9 V

c) VSN

b) VBL
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Figure 4.19: Write ‘1’ and Write ‘0’ operations for the NDR FeFET SRAM cell, for twrite = 60 ps. 

 

Below 60 ps, the write operation fails (Fig. 4.20), as the FE polarization of the PU and PD 
devices cannot switch quickly enough to maintain a high enough storage node voltage 
required to complete polarization switching and successfully write the cell. However, the 
cell is not left in an indeterminate state, and fully recovers to the ‘0’ state. 

 

a) VWL

c) VSN

b) VBL
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Figure 4.20: Failed write ‘1’ operation for the NDR FeFET SRAM cell, for twrite = 55 ps. 

 

SRAM Read Operation 
To read the bitcell, the bitline is floated at VDD, and the word-line is pulsed with a voltage 

VREAD. If the storage node is latched to ‘0’, the PD NDR FeFET will pull the bitline down 
towards 0 V. In this way, the PD device can be optimized for fast read operations separately 
from the PU device. During the read operation, due to capacitive charge sharing between 
the bitline and storage node, VSN will rise towards VDD while the bitline is pulled down 
towards 0 V. Once the bitline voltage reaches a value which can be read out by the bitline 
sense amplifier (50 mV diZerence [4.12] ), the read operation is completed. For the read 
operation, the ferroelectric does not need to switch polarization, which decouples the 
intrinsic time required for read and write operations; no write-after-read operation is 
required. This also implies that the endurance of an NDR FeFET based memory cell will not 
be limited by the number of read cycles. Instead of polarization switching speed, the read 
time is instead limited by the peak current of the NDR FeFET. 

a) VWL

c) VSN

b) VBL
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A minimum sized NDR FeFET SRAM cell has a very small cell capacitance. If the bitline 
capacitance is high, the NDR FeFET cell might be disturbed if the storage node voltage is 
pulled above the negative polarization switching voltage of the PD NDR FeFET. As 
previously discussed, for lower word-line voltages (< 1 V, in this case), the cell remains 
stable in the ‘0’ state due to the PD device’s large peak current. Therefore, a VREAD = 0.9 V 
can be used for the read operation, which guarantees no read disturb condition from 
capacitive charge sharing. Alternatively, the PD NDR FeFET could be sized larger to more 
eZectively pull down the bitline voltage, or bitline capacitance (array size) may be reduced, 
to prevent read disturb. Figure 4.21 plots a read ‘0’ operation for a bitline capacitance of 
10.24 fF [4.12] and VREAD = 0.9 V. As before, VSN rises to and is maintained at ~0.25 V, and the 
bitline is pulled down to 550 mV in 101 ps. 
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Figure 4.21: SRAM read ‘0’ operation For VWL = 0.9 V. 
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4.4 Low Vmin of NDR FeFET based bit-cell 
Reducing the minimum operating voltage “Vmin” is of paramount importance in 

modern SRAM for reduced the power consumption. While the NDR FeFET SRAM must be 
initialized to a supply voltage of approximately 2 ´ VPEAK, due to the hysteretic NDR FeFET IV 
characteristic, the cell operating voltage can then be reduced to significantly below 2 ´ 
VPEAK. In the reverse sweep direction (VDS: VDD à 0 V), the peak voltage of an NDR FeFET is 
reduced to a value generally < 100 mV. Since, after cell initialization, one device in the NDR 
pair is always in the valley state (and will be swept in the reverse direction to change 
states), the bistability requirement of VDD > 2 ´ VPEAK becomes VDD > VPEAK + VPEAK, REV. This is 
slightly increased to accommodate the sharp polarization switching NDR characteristic, 
which happens at a slightly larger voltage than VPEAK, for the PU device. Fig. 4.22 below 
shows the load-lines for a VDD of 440 mV. Since the peaks are non-overlapping in both the 
latched ‘0’ and latched ‘1’ state, this supply voltage supports bistability. Additionally, the 
large static noise margin is maintained  (does not reduce with VDD) for both the ‘0’ and ‘1’ 
states, even at the lower VDD. This reduced VDD mode of operation may be preferrable to the 
nominal voltage used in this work due to reduced GIDL current at low VDS, and is left for 
more detailed future investigation. 
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Figure 4.22 : Load-line for 440 mV operation of the NDR FeFET latch in the (a) ‘0’ state (b) ‘1’ 
state. 

 

During retention, in order to prevent cell disturbance, the PD device cannot drive 
enough current to pull the storage node from VDD to 0 V (or vice-versa). For conventional 
symmetric NDR devices, this means the supply voltage must be maintained above 
approximately 2 ´ VPEAK. Due to the eZective lower VPEAK,REV and IPEAK,REV as discussed, the 
supply voltage for an NDR FeFET can be reduced near to 2 ´ VPEAK, REV before the latch’s 
bistability is broken. This enables a large supply-static noise margin. In fact, due to the 
asymmetry of the IV characteristic (gradual in the positive diZerential resistance state, 
abrupt in the negative diZerential resistance state), VDD can be reduced to even less than 2 
´ VPEAK, REV, as demonstrated in Fig. 4.23. Fig. 4.23 below is a load-line plot demonstrating a 
low standby VDD retention for an NDR latch in the ‘1’ state. A similar operation could be 
done for an NDR latch in the ‘0’ state, with a similar lower-limit, since the PU and PD 
devices have similar VPEAK, REV. Since the storage-node static noise margin is bound to VDD-
VPEAK, REV, this technique trades-oZ cell static noise margin and static power dissipation as 
VDD is reduced. 
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Figure 4.23: Load-Line plot for an NDR pair in the retention standby state. 

 

Fig. 4.24 displays a transient plot of a standby and restore operation of the latched ‘1’ state. 
Since this cell already initializes to the 0 state, demonstration of the standby operation for 
the ‘0’ state is omitted here. 
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Figure 4.24: Transient waveforms for a standby/restore operation, for VDD, standby = 125 mV. 

 

If the voltage is reduced to less than ~105 mV, the PD device begins to turn on (c.f. Fig. 
4.23), so the leakage current is greatly increased. Fig. 4.25 plots transient waveforms for 
VDD, standby = 90 mV. 

a) VDD

c) IPD

b) VSN
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Figure 4.25: Transient waveforms for a standby/restore operation, for VDD, standby = 90 mV. 

This increases the standby power dissipation by several orders of magnitude, although the 
state is still preserved. If the supply voltage is reduced even further, to 85 mV, the PD device 
fully turns on, and the state is lost: The cell re-initializes to the ‘0’ state. 

a) VDD

c) IPD

b) VSN
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Figure 4.26: Transient waveforms for a standby/restore operation, for VDD, standby = 85 mV. 

 

 

  

a) VDD

c) IPD

b) VSN
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4.5 NDR FeFET Nonvolatile SRAM Operation 
Emerging memory technologies based on ferroelectrics [4.13], spintronics [4.14], 

resistive switching , and other material systems have been explored to with the goal of 
being a compelling option  for either embedded nonvolatile memory or Last-Level-Cache 
memory. In addition to the volatile memory operation explored thus far in this chapter, the 
hysteresis window of an NDR FeFET can be leveraged to preserve the polarization state of 
one or both of the NDR FeFETs in a SRAM cell. By operating the NDR FeFET in a nonvolatile 
mode, a save-and-restore scheme can be used to retain the latched storage node value 
upon power down. Fig. 4.27 shows a schematic for an NDR FeFET SRAM which can operate 
in a nonvolatile mode. Depending on the saved polarization state of the PD NDR FeFET 
(indicated to be nonvolatile in the schematic), the cell initializes to either the ‘1’ state or the 
‘0’ state. 

 

 

Figure 4.27: Schematic of a nonvolatile NDR SRAM cell. 

 

By increasing the gate work function of the PD NDR FeFET, the hysteresis window 
could be centered about 0 gate-to-source voltage (Fig. 4.28),  so that it operates in a 
nonvolatile enhancement-mode. A gate bias signal is used to control PD device during the 
save and restore operations. The sizing of devices in this cell is slightly larger than the 
minimum-sized NDR FeFET cell previously considered, in order to ensure polarization 
retention during the save and restore operations. 

VDD

VSN

VSS

VBIAS

VBITLINE

VWORDLINEPull-Up
WF = 4.13 eV

W/L = 
11 nm/11 nm

Pull-Down
WF = 4.23 eV

W/L = 
16 nm/11 nm

Pass-Gate
W/L =

36 nm/ 25 nm



 87 

 

Figure 4.28: ID-VGS characteristic of a nonvolatile NDR FeFET. 

 

During active operation, the gate voltage of the PD NDR FeFET is kept at a constant 
bias just above the positive polarization switching voltage, in this case, 100 mV. The 
shutdown operation is visually described in Fig. 4.29. To “save” the state of the cell, the 
gate bias is first lowered to 0 V (Fig. 4.29a), which is within the hysteresis window of the PD 
NDR FeFET. The storage node voltage is retained, since one NDR FeFET remains in the 
positive polarization state and strongly pulls the node towards its rail. Next, VDD is reduced 
to 0 V (Fig. 4.29b). If VSN = 0 V, then the voltage will be slightly raised when the PU device 
turns on at low VDS; as long as the margin between VGS = 0 V and  negative polarization 
switching gate voltage is great enough, the PD NDR FeFET will be able to retain its 
polarization state. Now, the cell is powered down, and the PD NDR FeFET has retained its 
polarization state. 
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Figure 4.29: Illustrating the Nonvolatile NDR FeFET “save” operation on the ID-VGS transfer 
characteristics low (red) and high (blue) VDS. In (a), the VGS bias is reduced to 0 V for the PD 
device, to be within the hysteresis window for low VDS. In (b) VDD is reduced to 0 V, which 
reduces VDS to 0 V. The low and high current states are preserved because the FE 
polarization does not switch. 
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To power up (“restore”) the cell, the opposite procedure is applied, visually 
described in Fig. 4.30. First, the supply rail is increased to VDD (Fig. 4.30a). If the PD NDR 
FeFET is in the positive polarization state, then the PD device will be a similar conductivity 
to the PU device and keep the storage node pulled down towards 0 V; if it is in the negative 
polarization state, the PD NDR FeFET will be highly resistive, and PU NDR FeFET will pull the 
storage node strongly up to VDD; the negative polarization state will be retained. To restore 
the device state for active operation, the gate bias signal is then returned to 100 mV (Fig. 
4.30b). 
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Figure 4.30: Illustrating the Nonvolatile NDR FeFET “restore” operation on the ID-VGS transfer 
characteristics low (red) and high (blue) VDS. In (a), VDD is increased to the nominal 
operating voltage. If the latched state was ‘0’, the PD device’s high current state is retained, 
whereas if the latched state was ‘1’, the low current state is retained. In (b) the PD device’s 
VGS bias is increased to the nominal voltage, out of the hysteresis window of either VDS bias. 
This enables successful read/write operations.  

 

The NDR FeFET cell can restore itself in this way since the NDR pair is a MOBILE 
[4.11]. When the PD NDR FeFET is restored in its positive polarization state, it has a high 
peak current, as shown in Fig. 4.31a. When it is restored in its negative polarization state, it 
has very low peak current (on the order of the valley current), as shown in Fig. 4.31b. 
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Figure 4.31: Load-line diagrams for a nonvolatile NDR FeFET cell (VBIAS= 0 V) restored in the 
(a) positive polarization state and (b) negative polarization state. 

 

Fig. 4.32 on the following page shows a timing diagram for the save and restore 
operation, for a saved ‘1’ and saved ‘0’. By using the prescribed scheme, the pulldown 
device never switches polarization, and the state is retained. This may be used to achieve 
zero standby power similar to other emerging memory devices. In fact, this scheme could 
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substantially relax the typical requirement of high PVCR for NDR-based memory cells to 
less than 10 if the SRAM cell is powered-down in standby, as the array would only draw 
valley current when a read or write operation is performed. 
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Figure 4.32: Transient waveforms for an NV NDR FeFET SRAM Save and Restore operation. 
Panels (c) and (d) show the VSN and net ferroelectric polarization for the nonvolatile PD NDR 
FeFET. The orange break-line on the time-axis indicates the passage of 1 ms in the 
powered-down state. 
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4.6 Summary and Benchmarking 
              This chapter has presented a compact 3T SRAM bit-cell based on NDR FeFETs. 
When compared with the conventional CMOS-based 6T SRAM design, NDR FeFET based 
SRAM oZers reduced device count and up to an order of magnitude lower standby power 
consumption, at compatible speeds. Table I summarizes the NDR FeFET SRAM 
performance characteristics. Note that unlike the symmetrical behavior of 6T CMOS SRAM, 
standby power is increased for the ‘1’ state due to leakage through the access transistor. 

 

Table 4.1: NDR FeFET SRAM Performance Benchmarking 

 3T NDR SRAM 6T FinFET SRAM [4.12] 
Nominal VDD 600 mV 650 mV 
Nominal Standby Power (‘1’) 6.18 pW 26 pW 
Nominal Standby Power (‘0’) 2.52 pW 26 pW 
Nominal Read Speed 101 ps 38.4 ps (access time) 
Nominal Write Speed  60 ps (Vwrite = 1 V) 8.5 ps (access time) 
Standby Static Noise Margin 345 mV 140 mV (read SNM) 
Active Vmin 440 mV 490 mV (read)/  

730 mV (write) 
Active Vmin power (‘1’) 2.1 pW 26 pW 
Active Vmin power (‘0’) 1.29 pW 26 pW 
Retention Vmin 125 mV 490 mV (read) 
Retention Power (‘1’) 1.41 pW 26 pW 
Retention Power (‘0’) 1.09 pW 26 pW 

 

There are many similar embedded memory approaches currently under 
investigation, such as FE capacitors for high-density DRAM [4.15], FeFETs for nonvolatile 
[4.16], [4.17] memory, and high PVCR tunnel diodes [4.18]. NDR FeFET-based circuits, due 
to their versatility, provide a rich new set of options for IC designers to consider. Compared 
with ultimately-scaled FE memories, it does not suZer the same read/write disturb issues 
as the FE-based architectures [4.19], [4.20], though these can provide for higher density. It 
also does not require additional process complexity such as the integration of a BEOL 
capacitor [4.15]. However, like most FE-based devices, continuous advancements must be 
made to increase the write-endurance, which is limited by FE wear-out and trapped charge 
[4.21]. The first boundary to break is 1012 write cycles to meet the requirements for SRAM 
Last-Level-Cache [4.22], and towards 1016 for low level cache and general logic 
applications.  
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The NDR FeFET is qualitatively compared to other emerging memory technologies below. 

 

Table 4.2: Comparison of novel FE and NDR memory technologies 

 6T CMOS  FE eDRAM  X-Coupled TD  NDR FeFET 
Speed ✓ X ~ ✓ 
Area X ✓ ✓ ✓ 

Power ~ ✓ ✓ ✓ 
Process 

Complexity 
✓ X X ✓ 

Functionality ~ ✓ ~ ✓ 
Endurance ✓ ~ ✓ ~ 
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Chapter 5: Conclusions 
 

This dissertation has examined various new approaches to enhancing the Power, 
Performance, Area, and Cost eZiciency (PPAC) of integrated circuit technology by exploring 
novel functionalities of familiar integrated circuit components. The intense computation 
and data-handling requirements of AI workloads can be met by the improvements in PPAC 
unlocked by the compact device technologies proposed in this work. 

 

Figure 5.1: Integrating the technologies described in this dissertation can increase the 
achievable PPAC of advanced IC platforms to meet or exceed the demands of AI. 
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5.1 Contributions of This Work 
Both the NEMS and NDR FeFET device approaches described in this thesis have 

their own unique advantages (and disadvantages) compared to contemporary and 
emerging technologies, and will require thoughtful Design Technology Co-Optimization 
when integrating them into systems. 

In chapter 2, BEOL NV-NEMS were investigated. It was projected that optimally 
designed NV-NEM switches implemented with three BEOL layers in a 5 nm CMOS 
technology can be programmed with CMOS-compatible voltages and are expected to be 
more compact than SRAM bit-cells and more energy eZicient other contemporary non-
volatile memory schemes. The diZerential half-select programming scheme proposed 
eZectively eliminates the need for access transistors without causing write disturb issues. 
With the compact crossbar array architecture and programming scheme, BEOL NV-NEM 
switches can not only implement traditional embedded nonvolatile memory, but can also 
be used for compute-in-memory architectures suitable for machine learning systems. 

In chapter 3, a novel transistor-based NDR device was proposed and optimized. The 
NDR FeFET is highly compatible with state-of-the-art CMOS process technologies and was 
shown via TCAD simulations that it could achieve higher peak current (> 400 µA/µm) and 
PVCR (> 106) than any other proposed semiconductor-based NDR device. 

In chapter 4, compact NDR FeFET-based memory bit-cells were investigated. NDR 
FeFET bit-cells display rich new behaviors unseen in previous NDR-based memory bit-cells 
due to the hysteretic NDR output characteristic and giant PVCR; namely, 

• Minimum operating voltage below 2 ´ VPEAK 
• Minimum retention voltage far below 2 ´ VPEAK 
• Standby power dissipation far below that of state of the art CMOS SRAM 
• Nonvolatile operation 
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5.2 Opportunities for Future Investigation 

BEOL NV NEM Switches 
In the course of this work, careful simulation work was pursued to benchmark the 

vertically oriented BEOL NEMS. However, experimental demonstration of the diZerential 
half-select scheme, which allows the NEMS to be programmed in a compact fashion 
similar to other crossbar-type memory, has yet to be completed. Additionally, the ultimate 
limits to BEOL NEMS reprogramming endurance should be experimentally studied; 
currently, it is unclear if the device will first fail from material fatigue in the bulk of the 
beam, or due to contact surface degradation. This will have implications for switch design 
optimization in future nodes in which hard metals like Ruthenium and Cobalt are being 
considered. New applications of BEOL NEMS beyond traditional nonvolatile memory, such 
as compute-in-memory schemes, should continue to be investigated (elaborated further in 
the final section of this chapter). Additionally, backside power delivery schemes- in which 
the backside of the silicon wafer is removed and built up to have wide metal lines for power 
delivery- have changed guidelines for the BEOL scaling roadmap. For Intel’s 4 nm node (Fig. 
5.2), the introduction of the backside power delivery (“PowerVia”) scheme came with a 
simultaneous increase in Metal 0 pitch from 30 nm to 36 nm [5.1]; this increase in metal 
pitch increases the minimum programming voltage of BEOL NEMS by approximately 30%. 

 

 

Figure 5.2: Cross-Sectional TEM of Intel 4 Backside Power Delivery scheme. Adapted from 
[5.1]. 
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NDR FeFET 
TCAD work done thus far has given valuable insight into the capabilities and key 

enabling process modules for the NDR FeFET. Further TCAD work should be performed to 
benchmark the NDR FeFET performance for 3D MOSFET structures, such as FinFET and 
Gate-All-Around-FET (GAA-FET). 

Firstly, these structures, due to their geometry, have an eZective channel width 
significantly longer than their channel length. Therefore, along the channel width, the 
ferroelectric may break up into multiple domains, which risks increasing the drain voltage 
required to switch the entire ferroelectric into the negative polarization state to achieve 
high PVCR. This should not be as significant as the FE breaking up into multiple domains 
along the channel length, since these positively polarized FE domains will maintain strong 
capacitive and low resistance coupling to the drain. On the other hand, the enhanced 
transverse electric field at the edges of these structure may act as seed sites to switch the 
FE to the negative polarization at a lower drain voltage. Furthermore, modern GAA-FET 
architectures have strict requirements on gate stack thickness to stack 3+ nanosheets and 
minimize gate fringing field capacitance. This imparts a maximum insulator thickness (FE + 
IL) of about 2.5 nm, which may limit the achievable PVCR as per Fig. 3.7. With an 
optimized, high-remanent-polarization gate stack and enhanced subthreshold slope 
present in the GAA-FET architecture, it is feasible that the GAA-FET could achieve a PVCR 
of at least 105 to enable VLSI applications. 

The first step to experimentally demonstrate the NDR FeFET (and motivate further 
investigation) will be to develop a manufacturing process flow compatible with the facilities 
available in the Berkeley Marvell Nanofabrication lab. There are several key manufacturing 
module challenges which must be addressed: 

• Manufacturing of an ultra-short-channel, small width transistor (< 12 x 40 nm2) 
• Preparation of an ultra-thin-body SOI substrate (Tsi ~ 5 nm) 
• Integrating low K spacers (or air-gaps) to the nanoscale FET, with the underlapped 

source/overlapped drain doping profiles. 
• Manufacturing of a low-coercive voltage FE gate stack (Metal/FE/IL/Silicon) 

integrated into a (preferably, replacement metal gate) transistor flow1 
• Low WF metal gate (< 4.15 eV) to enable diode-connected operation of a depletion 

mode device. 

 
1 With limited experimental demonstration of low coercive voltage, sharply switching FeFET gate stacks, this 
remains one of the largest scientific challenges to be resolved for the NDR FeFET. 
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If any one of these modules is not within specification, then the device will either display 
mild NDR behavior (PVCR < 10), or require large voltages (> 1 V) to achieve NDR behavior. 
Prof. Salahuddin’s group has already developed a manufacturing process for short-
channel, ultra-thin-body SOI NCFETs [5.2]; however, the device width would need to be 
reduced substantially below 40 nm [5.3] in order to prevent multiple domains from forming 
along the width of the device. 

Future work must also seriously consider whether to attempt NDR FeFET realization 
with alternative channel materials, such as an amorphous oxide semiconductor. 
Amorphous metal oxide semiconductors, such as Indium Tungsten Oxide (IWO), do not 
have a native oxide layer, which can help enable a low voltage operation, high PVCR, and 
high endurance NDR FeFET device [5.4]. For these alternative channel materials, methods 
of reducing the source-to-FE capacitive coupling will have to be investigated, since the 
junctionless FETs developed for them cannot have a tunable source-doping profile. New 
characterization capabilities will have to be added to the Device Characterization Lab. 
Namely, the ability to measure the polarization charge displacement current from 
nanoscale-area films will have to be developed. This will enable the analysis of nanoscale 
ferroelectric films to determine coercive voltage, remanent polarization, and qualitative 
domain count. Since the absolute magnitude of the displacement current will be very 
small, a measurement setup with a low noise transimpedance amplifier will likely have to 
be developed. 

In addition to working out these key module challenges, variability will have to be 
addressed, in order to demonstrate basic circuits using the NDR FeFET. The most 
important parameters which must be controlled for a proof-of-concept demonstration are 
voltage hysteresis and peak voltage value. If the hysteresis is too large, then the NDR 
behavior will not be dynamic (i.e., require a reset operation), and if VPEAK is too large, then 
the NDR behavior will only occur for very high voltages. Even if the PVCR is low, device 
operation can still be demonstrated. 

Pertinent tor NDR FeFET operation are variations in: 

• FE, Oxide IL, and channel thickness 
• Spacer Thickness and dielectric properties 
• Source/drain profiles and under/overlap with the gate edge 
• Defects and other charge traps in the gate stack 

The ferroelectric brings its own serious variability concerns. Ferroelectric remanent 
polarization, coercive field, and domain density are dependent on (to varying degrees): 

• Crystal orientation 
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• Crystal phase 
• Oxygen vacancy concentration 
• Presence of grain boundaries/grain size 
• Presence of pinned domains or dead layers 

Various sources in the literature have reported  improving these parameters to various 
degrees. One of the core issues with Ferroelectric HZO is that its crystallization is a random 
nucleation-growth process. Due to this there is little consensus on how to best control the 
orientation of the regions that form during the crystallization process. Since the 
polarization gradient factor (domain wall energy) is thought to depend on the orientation of 
the FE film, which will significantly aZect the domain density, this is a key point of concern 
which must be resolved with future FE work. 

 

NDR FeFET Circuits 
Future investigation should be pursued to ensure that the NDR FeFET based SRAM 

cell can be written with a word-line voltage under 1 V, to ensure lifetime operating reliability. 
This may be achieved by increasing the intrinsic drive strength (drain current) of the pass 
gate “access” NMOSFET, while keeping the oZ-state current low; alternatively, the peak 
current of the minimum-sized pull-down NDR FeFET could be intentionally reduced so that 
the access NMOSFET could more-easily drive the storage node up to VDD. Similarly, 
techniques to increase the write speed of an NDR FeFET towards the theoretical 
polarization switching speed limit of < 10 ps should be investigated in order to achieve a 
similar read/write access time as CMOS SRAM [5.5]. Additionally, investigation of NDR 
FeFET circuit operation, for VDD near to the “active” Vmin, should be pursued, to verify the 
ultimate energy eZiciency limits of an NDR FeFET technology platform. In addition, the 
NDR FeFET should be investigated for use in other types of NDR-device based digital logic, 
to implement more compact, energy eZicient systems than contemporary CMOS [5.6]. 
While NDR FeFETs are intrinsically slower than standard MOSFETs due to the ferroelectric 
polarization switching time, circuit-level optimizations may amortize the polarization 
switching time and help make NDR FeFET-based logic a compelling approach for energy-
eZicient computing. The nonvolatile operation capability of the NDR FeFET, which opens 
the possibility of zero standby leakage NDR SRAM, should be further explored, as it may 
enable the use of high peak-current, low PVCR NDR FeFET devices for NDR SRAM. Finally, a 
compact model of the NDR FeFET should be developed, for the investigation of NDR FeFET-
based VLSI systems. 
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              The additional functionality provided by NDR FeFETs, with their reconfigurable 
behavior, nonvolatility, and low Vmin show that they not only can be drop-in replacement for 
6T CMOS SRAM, but may oZer circuit designers new flexibilities to address the age of 
generative AI. Although this chapter has focused on the memory applications of NDR FeFET 
devices, NDR devices have been previously proposed to implement a plethora of compact 
integrated circuits. Table I compares the number of components required for common 
logic circuits. Since the gate voltage of the NDR FeFET can be varied to switch the NDR 
FeFET from a NDR to non-NDR mode, this may lower the component count even further for 
certain circuit architectures.  

 

Table 5.1: Device Count for Hybrid NDR+CMOS Circuits [5.7] 

 

  

              Moreover, due to the sharp switching characteristic of the ferroelectric (similar to 
“Negative Capacitance” transistors [5.8]), and beneficial hysteresis characteristic, NDR 
FeFET devices are not bound by the Boltzmann limit for conventional CMOS transistors. 
Therefore, NDR FeFET based circuits may be an appealing approach to move past the 
Boltzmann limit and reduce supply voltages below 0.4 V to continue enhancing the energy 
eZiciency of CMOS-based electronics [5.9], if a scaled low-hysteresis voltage gate stack 
could be developed with low peak voltage NDR FeFETs. 
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5.3 Breaking the Memory Wall with Novel Devices 
An alarming phenomenon faced in advanced computing systems is the so-called 

“Memory Wall”. Even if the energy eZiciency of individual compute operations is 
continually enhanced with computer architecture approaches, it takes a significant 
amount of energy and time to load the data itself into the CPU from external high-density 
memory and store it again oZ chip [5.10]. For example, in a modern technology node, a 32-
bit add operation only takes ~20 fJ and 150 ps to complete. However, fetching the two 32-
bit words from the cache memory takes 1.9pJ and 400ps, and fetching the words from oZ 
chip main memory takes an astounding 1.3nJ of energy! As a result, specialized domain-
specific accelerators seldom achieve an energy eZiciency better than 100fJ/operation, 
regardless of their peak power and performance [5.11].  

 

 

Figure 5.3: Peak Performance vs Peak Power consumption for various AI accelerators. 
While specialized architectures may massively achieve a high computing performance, 
they may only do so with a high power consumption. Adapted from [5.11]. 

 

Therefore, while familiar SRAM and crossbar technology architectures might reduce 
the area, standby power, or cost of IC technology, these alone  will not substantially reduce 
the computational eZiciency of CMOS-based systems when taking into account the energy 
required to transfer data to and from the main memory. To address this issue, “beyond-von 
Neumann” architectures, particularly “Compute In Memory” approaches [5.12] in which 
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the data is both operated on and stored physically on-chip, must continue to be 
aggressively pursued. In the course of this work, Compute In Memory circuits for BEOL 
NEM crossbar arrays were demonstrated (look-up table [5.13]) and proposed (capacitive 
Multiply-Accumulate crossbar array [5.14]). NDR devices have previously been proposed 
as a compact way to implement Cellular Neural Networks [5.15], [5.16], a type of neural 
network which is well-suited for image processing; however, new methods of using NDR 
devices for in-memory computation or neuromorphic computing should be pursued, to 
maintain their technological importance as new computing paradigms are explored [5.17]. 
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