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Abstract

Wideband mm-Wave and sub-THz Chip-to-Package Interfaces in Low Cost Organic
Substrates

by

Rami Raif Mehdi Hijab

Masters of Science, Plan II in Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Ali M. Niknejad, Chair

The transition from transceiver, on integrated-circuit (IC), to antenna, on package or printed
circuit board (PCB), is critical for future broadband communication systems that plan to
operate in the mm-Wave or sub-THz frequency bands. To date, reported chip-to-package
transitions either have high loss, typically 3− 4 dB, or require high cost packages to support
low loss materials or very fine bump pitches. This work analyzes the impact of transitions on
a high frequency, wide bandwidth communication system. The theory, analysis and design of
a chip-to-package transition in a commerical CMOS and organic substrate technology is pre-
sented. The developed theory and design principles are validated through the measurement
of another chip-to-package transition, demonstrating ≤ 1 dB loss over a large bandwidth.
Despite using large dimensions typical of low cost packaging or PCB solutions, the proposed
and demonstrated transitions offer competitive performance.
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Chapter 1

Introduction

1.1 Motivation

The demand for faster wireless data rates has continued to grow at an increasing rate, with
the number of connected devices exceeding 18 billion—far surpassing the human population.
Beyond personal connectivity and entertainment, wireless communication is now indispens-
able for applications such as transportation, healthcare, infrastructure, and others yet to be
imagined [1].

To meet these escalating demands, more spectrum and bandwidth are required. However,
the Federal Communications Commission (FCC) spectrum below 10GHz is overcrowded. Re-
search efforts are thus directed toward relatively underutilized millimeter-wave (mm-Wave)
bands from 30GHz-300GHz1 [47, 7, 8]. The latest 5G cellular standard introduced mm-
Wave bands from 28GHz to 60GHz, which are now undergoing widespread deployment, and
a new standard for the sub-terahertz (sub-THz) bands has been released in 802.15.3d by the
IEEE [35]. In addition to communications, sensing applications such as radar also benefit
from the finer spatial resolution enabled by operation in the mm-Wave bands.

While promising, operation at these frequencies poses significant challenges. Integrated
circuit (IC) technologies exhibit reduced performance due to limited device speeds or an
inability to integrate with digital logic. Additionally, free-space path losses increase dramat-
ically at higher frequencies due to reduced wavelengths.

To address these issues, transceivers need integration into massive arrays, but this presents
challenges in integration design. The focus of this work is a key component required for the
integration of many transceiver ICs on a single package, the signal transition from chip to
package, shown in Fig. 1.1

1Sub-terahertz (sub-THz) is another commonly used term that generally refers to 100GHz-300GHz, the
upper portion of the mm-Wave band, which this work focuses on.
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Figure 1.1: A flip-chip CMOS chip-to-package transition on a low-cost organic substrate
interposer for mm-Wave communication systems.

1.2 Technology Choices

1.2.1 IC Technology

The IC technology used for a transceiver at sub-THz frequencies should be able to provide
the performance requirements while allowing ease of integration with digital logic, and most
importantly being compatible with high-volume manufacturing in terms of yield. For the
latter two points, CMOS has clear advantages as the technology of choice for very high-
volume computer processors. Furthermore, advanced nodes, such as 28 nm Bulk CMOS or
even scaled FinFET nodes have been able to reach fmax values exceeding 400GHz [25, 27].
fmax is a figure of merit for the speed of transistors that will be used to compare technologies,
as it represents the frequency beyond which the active device can no longer provide power
gain2. A chart of the fmax and fT , or frequency of maximum current gain, is shown in
Fig. 1.2.

While CMOS has clear advantages over other technologies in terms of cost (in volume)
and yield, it has limited output power due to the low breakdown voltages and modest
speed. III-V technologies such as indium phosphide (InP) or gallium nitride (GaN) offer
superior output power as compared to CMOS [9]. Nevertheless, implementations in CMOS
are preferred for large-scale systems targeted in this work.

2The theoretical basis for this merit originates from Mason’s invariant unilateral gain and details can be
found in [18].
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Figure 1.2: A survey of transistor speeds by technology reproduced from [27]. fT is the
frequency at which the current gain becomes unity and fmax is the frequency at which the
power gain becomes unity. In a CMOS technology dominated by the intrinsic parasitics
fmax ≈ fT

2

√
5gmro, where gmro is the intrinsic gain [32].

1.2.2 Antenna Integration

Regardless of technology, arrays of transceivers are required to compensate for additional
path losses at mm-Wave frequencies. This poses an integration challenge for massive arrays
of transceivers and antennas. The traditional approach is to include the antenna on PCB,
but at these frequencies the losses in connecting to PCB are too high. As the antenna
size becomes comparable to, or smaller than, the size of the IC, one possible solution is to
integrate the antenna on-chip, shown in Fig. 1.3a. This mitigates some of the integration
challenges, but substrate surface waves and ohmic losses of on-chip antennas lead to low
radiation efficiency, which limits their performance [33, 21, 34]. Furthermore, the antenna
area occupies a significant portion of the chip area. Since most antenna arrays have an
element spacing of λ/2, the available transceiver area can become a limiting factor.

Instead, the antenna can be integrated on an intermediate package between the IC and
PCB, as shown in Fig. 1.3b. Antennas on the package have higher gain and radiation
efficiency since the substrate is not as lossy as a doped substrate on chip and the metals
are generally thicker. Furthermore, the large integration needs of massive arrays can be met
since the losses in transitioning to the package are much lower than that of going directly to
the PCB [27].
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Figure 1.3: Two of many possible schemes for antenna integration in the sub-THz bands:
(a) antenna-on-chip with flip-chip interconnect and a PCB reflector for backside radiation
and (b) an integrated package between the chip and PCB for lower loss connection to a high
efficiency antenna. More possible integration schemes are discussed in [27].

1.2.3 Packaging Interconnect

Even outside of the wireless communications domain, high performance packaging is be-
coming critical. For example, a move to multi-chip systems-on-a-package has led to the
development of the Universal Chiplet Interconnect Express (UCIe) chip-to-chip communica-
tions standard. This standard facilitates inter-chip communication when chips co-exist on
a single package, and there are two supported packages, standard and advanced supporting
bump pitches of 100µm-130µm and 25µm-55µm respectively [11].

Bond wires are a traditional approach that involves using thin wires (typically gold, cop-
per, or aluminum) to connect the chip pads to the substrate or package. While this method
is low-cost and provides flexibility in design, its high parasitic inductance and resistance
limit performance at high frequencies [48].

An alternative is flip-chip interconnects, where the die is flipped upside-down and solder
bumps are used to directly connect it to the substrate. This approach significantly reduces
parasitics and improves thermal dissipation [20]. Despite being more expensive and requiring
a more complex assembly process, flip-chip interconnects have become a standard for high-
volume manufacturing.

Instead of solder bumps, copper pillars can be used in flip-chip interconnects, where
cylindrical copper structures capped with solder provide interconnections between the die
and substrate. These pillars offer improved electrical and thermal performance and support
higher current-carrying capacity compared to solder bumps at a further increased fabrication
complexity and cost [16]. Microbumps are an even more advanced technology, and enable
fine pitches, such as those used by the advanced package in UCIe. By utilizing extremely
small solder bumps, sub-50 µm interconnections can be made, however they have yet to find
high volume usage due to stringent manufacturing requirements and unproven reliability
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[28]3.

1.2.4 Package Technology

While low-temperature co-fired ceramic (LTCC), laminate, or even silicon-based package
technologies can offer lower loss or higher integration density, this comes at added cost and
thermal/mechanical considerations due to thermal expansion mismatch between materials.
Meanwhile, organic substrates provide multilayered packages that utilize similar manufac-
turing techniques as traditional PCB processes, while still providing sufficient pitch for use
with ICs and lower loss than direct connection to the PCB. This makes them an attractive
alternative to other packaging options [50].

1.3 Link Budget

The motivation for bandwidth comes primarily from Shannon’s capacity theorem. It states
that the maximum rate of information transmission through an additive white Gaussian noise
channel (AWGN) with signal-to-noise ratio given, SNR, is given by C = B log2(1 + SNR)
[40]. B is the bandwidth limit of the channel and log2(1 + SNR) is a spectral efficiency,
relating how many bits can be transmitted per unit hertz. While data rates can rapidly
increase with bandwidth—linearly as opposed to logarithmically with SNR—the sensitivity
to SNR degradation also increases rapidly. This sensitivity increases in MIMO arrays.

The SNR for a MIMO system with Nant antennas can be written as

SNR =
PtGtN

2
ant

4πd2
λ2GrN

2
ant

4π

1

kBTBFNant

(1.1)

where the first term represents the transmitted power density a distance d away from the
source that transmits Pt power per element with an antenna gain of Gt; the second term
represents the effective area of the receiver at wavelength λ with antenna gain Gr; and the
third term is the input-referred thermal noise floor of the receiver that has noise factor F
and the input noise power Pn = kBTB. The signal on the transmitter and receiver side are
both assumed to coherently combine from each element, whereas the noise is uncorrelated
and its variance adds, leading to a total SNR boost from the array of N3

ant.
4

In a system with antennas on package, the impact of signal transition losses can be
estimated by modifying Eq. (1.1) to explicitly consider ILtrans, the insertion loss between
the transceiver IC and antennas, which is assumed to occur equally on the transmitter and

3In many ways the fabrication capabilities of the packaging world is playing catch-up to the advanced
lithographic capabilities of the IC world. Nevertheless, systems-on-package are driving rapid development,
and it is reasonable to expect technologies like microbumps to be reliably available in the near future.

4There are some subtleties to this analysis of the relation of SNR to Nant, but this result is sufficient for
the purpose of this analysis. See [14] for more details.
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receiver. The SNR becomes

SNR =
PtGtN

2
ant

4πd2ILtrans

λ2GrN
2
ant

4πILtrans

1

kBTBFNant

∝ 1

IL2
trans

. (1.2)

Suppose a base station has an Nant-antenna phased array with Npol polarizations op-
erating at a bandwidth B with Nbeams beams, where one beam is equivalent to one user.
Assuming the beams are independent and have equal channel gains, then for SNR ≫ 1 the
aggregate capacity is

Ctot ≈ NbeamsNpolB log2

(
SNR

Nbeams

)
(1.3a)

∝ NbeamsNpolB log2 (1/IL
2
trans). (1.3b)

The sensitivity to changes in transition losses can then be calculated to be

Strans ≈ −2 log2(10)

10
NbeamsNpolB bits/s/dB. (1.4)

Figure 1.4: The impact of chip-to-package transition losses on link capacity for a potential
future wideband wireless link. Here f0 = 140GHz, B = 20GHz, Nant = 16, Nbeams = 8,
Npol = 2, Pt = 4dBm after back-off, Gr = Gt = 5dB, d = 5m, and F = 10 dB.

As an example, consider a MIMO beamforming system with Nbeams = 8 beams and
Npol = 2 polarizations. At a bandwidth of B = 20GHz, tera-bit per second maximum
capacity can be achieved, shown in Fig. 1.4. At a carrier frequency of 140GHz this system
is under 15% fractional bandwidth, showing the promise of such a system. However, the
resulting sensitivity to packaging loss is approximately 212Gbits/s/dB. This high sensitivity
highlights the importance of minimizing losses between active devices and the antenna in
high bandwidth systems, where fractions of a dB of loss have a large impact on system
performance.



CHAPTER 1. INTRODUCTION 7

1.4 Organization of this Thesis

This research has focused on the analysis, design and measurements of signal transitions
from integrated circuit to package. In Chapter 2 key concepts in electromagnetics and
transmission line circuit theory will be reviewed and particular emphasis will be placed
on circuit abstractions and their utility for design. In Chapter 3 the working principles
of several key interconnect types will be discussed and analyzed in detail. The design of a
signal transition using low cost, high volume technologies is presented in Chapter 4, achieving
record performance in terms of insertion loss and bandwidth. This theory is validated with
the measurement of a transition design in Chapter 5, demonstrating that the principles and
design methodologies developed are well formed. Chapter 6 concludes the work and provides
areas for future development.
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Chapter 2

Theoretical Background

Chip and package interfaces are passive electromagnetic structures and can be effectively
described using Maxwell’s equations. While the coupled, linear, vector differential equations
are insightful, their complexity makes them impractical for hand analysis and almost impos-
sible for designing intricate geometries. In practice, advanced modern computer 2.5D and
3D EM simulators, such as Cadence EMX and Ansoft HFSS, are used to model the physics.
Nevertheless, a grounding in the field description of structures is required to optimize their
design.

To provide design insight, key concepts of both field-based wave equations and circuit-
based transmission line wave equations are reviewed and related. The intuition behind
discontinuities and the modeling of energy storage in electric and magnetic fields is discussed.
Other unique properties of transmission lines and waveguides are discussed. This serves
as a basis for connecting physical geometries in EM simulators to designer-friendly circuit
models. Derivations are avoided in favor of relating field and circuit equations, and providing
intuition. See [22, 10, 36, 32] for further details.

2.1 Electromagnetics and the Relation Between Field

and Circuit Transmission Lines

2.1.1 Electromagnetic Foundations

Maxwell’s equations approximate electromagnetic classical phenomena well [22], and can be
written in the time harmonic case in point, vector differential form as Eq. (2.1). At the field
intensities and frequencies of interest, the materials used in integrated circuit and package
technologies are linear and isotropic. Therefore, the magnetic flux density and electric flux
density are related to the magnetic field and electric field by the linear, scalar constitutive
relations, B = µH and D = ϵE, respectively, where µ is the magnetic permeability and
ϵ is the electric permittivity. In vacuum ϵ = ϵ0 = 8.85 pF/m and µ = µ0 = 1.26 µH/m.
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When losses need to be considered, ϵ can be made complex as ϵ′ − jϵ′′, and the same for
µ = µ′ − jµ′′. Conductive losses can be included through Ohm’s law, J = σE.

∇ ·B = 0 (2.1a)

∇ ·D = ρ (2.1b)

∇× E+ jωB = 0 (2.1c)

∇×H− jωD = J (2.1d)

As written, it is clear that ρ, the charge volumetric density, and J, the current density,
are the sources of the electric and magnetic fields. Furthermore, taking the divergence of
Eq. (2.1d) and substituting Eq. (2.1b)1 (in time domain) results in Eq. (2.2), the continuity
equation. This equation states the conservation of electric charge, and therefore the charge
density is the ultimate source of the fields.

J +
∂ρ

∂t
= 0 (2.2)

The fundamental nature of the electric and magnetic field can be understood further by
examining them in the context of special relativity. Historically, Maxwell’s equations led
to Einstein’s development and discovery of special relativity as a way to explain the speed
of light2. If the charge density and current density are replaced with a 4-vector, and the
electric and magnetic field are written in a 2-tensor, then all four of Maxwell’s equations can
be written compactly as one equation. The benefit is that the equations transform naturally
according to Lorentz transformations as a single vector or tensor, which implies that the
electric and magnetic field are really the same quantity, and vary depending on the frame of
reference – the same goes for charge and current density [22].

2.1.2 Modal Wave Equations

Generally when solving problems we are interested in the solution of Maxwell’s equations in a
region absent of free charge (e.g. vacuum or a dielectric), and we use conductors as boundary
conditions for the solution. Furthermore, we are primarily interested in wave propagation,
since this is how signals will be translated from one location to another. Then the problem
can be further simplified by solving in the plane normal to the direction of propagation. This

1Assuming D has continuous second derivatives for exchange of divergence and partial derivative with
respect to time.

2“The precise formulation of the time-space laws was the work of Maxwell. Imagine his feelings when
the differential equations he had formulated proved to him that electromagnetic fields spread in the form of
polarized waves, and at the speed of light! To few men in the world has such an experience been vouchsafed
... it took physicists some decades to grasp the full significance of Maxwell’s discovery, so bold was the leap
that his genius forced upon the conceptions of his fellow workers.” Einstein (Science, May 24, 1940)
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Figure 2.1: Some example of common transmission lines. (a) The coaxial line made of
an inner signal conductor and outer ground conductor. (b) The microstrip transmission
line made of a signal line and a ground plane that sandwich a dielectric material. (c) The
coplanar waveguide that has a signal line in the center, and two ground lines on the outer
conductors. (d) The rectangular waveguide which is a single conductor with dielectric or air
inside. These examples support TEM, quasi-TEM, and TE/TM mode propagations.

is the case of guided waves, abstracted as transmission lines, and cross-sections of example
geometries are shown in Fig. 2.1. If the conductors surrounding the volume are perfect
electric conductors, then the fields do not penetrate the conductors and this is the only
solution needed. However, even if the conductors are lossy, a low-loss approximation can be
used to determine the resulting perturbation to the solution [22, 10]. Therefore, the solution
of the equations in a source-free region is of primary interest. These equations are shown in
Eq. (2.3)

∇2E+ k2E = 0 (2.3a)

∇2H+ k2H = 0 (2.3b)

where k = ω
√
µϵ is the propagation constant.

Eq. (2.3a) represents a vector wave equation. The simplest solution is a plane wave,
written as

Ex = E+e−jkz + E−ejkz (2.4a)

Hy =
1

η

(
E+e−jkz − E−ejkz

)
(2.4b)

where η =
√

µ/ϵ is the intrinsic impedance of the medium. The first exponential rep-
resents a +z-traveling wave because, when multiplied by ejωt the exponent is j(ωt − kz),
which has a positive phase velocity3 of dz/dt = ω/k = 1/

√
µϵ. The second exponent is a

−z-traveling wave.
3Phase velocity is termed as such because it is the velocity of a fixed point (phase) along the wave.
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TEM TE TM
Axial Field Components Ez = Hz = 0 Ez = 0, Hz ̸= 0 Hz = 0, Ez ̸= 0

Propagation Constant, β k = ω
√
µϵ

√
k2 − k2

c

√
k2 − k2

c

Wave Impedance, Zw = Ex

Hy
= −Ey

Hx
ZTEM = ωµ

β
= η ZTE = ωµ

β
= k

β
η ZTM = β

ωϵ
= β

k
η

Table 2.1: A summary of the key properties of TEM, TE, and TM wave propagation.

The general solution of Eq. (2.3) is more complicated,

E(x, y, z) = (e(x, y) + ẑez(x, y))e
−jβz + (e(x, y)− ẑez(x, y))e

jβz (2.5a)

H(x, y, z) = (h(x, y) + ẑhz(x, y))e
−jβz − (h(x, y)− ẑhz(x, y))e

jβz (2.5b)

where e(x, y) and h(x, y) represent the transverse field in the x-y plane, and ez(x, y) and
hz(x, y) are the field in the direction of propagation. The minus signs in Eq. (2.5) account
for the physical reversal of the reflected wave for the terms carrying ejβz, where β is the
propagation constant.

The solutions in Eq. (2.5) can be further categorized based on the axial field components,
Ez and Hz, as transverse electromagnetic (TEM), transverse electric (TE) and transverse
magnetic (TM) waves. The wave properties are summarized in Table 2.1. For TEM waves,
since Ez = Hz = 04, the solution to Eq. (2.3) simplifies to solving Laplace’s equation in the
transverse plane, ∇tΦ = 05. Therefore, the field components behave like static fields, and
can be described by an inductance and capacitance per unit length. TE and TM modes
are primarily characterized by the nonlinear relationship between the propagation constant
and frequency, given by β =

√
k2 − k2

c . kc is the cutoff wave number (directly related
to a cutoff frequency), and describes the frequency below which the propagation constant
becomes imaginary, and the wave exponentially decays. If a TE and TM wave have the
same cutoff frequency, then ZTEZTM = η2, since the impedance varies inversely with the
propagation constant for the two modes.

2.1.3 Transmission Line Model

Inspired by the description of an inductance and capacitance per unit length for TEM waves,
an infinite L-C ladder, shown in Fig. 2.2, can be used as a circuit model for wave propagation.
The voltage and current on the line as a function of position is given by

4Only lossless conductors can support TEM waves since the addition of loss leads to fields that penetrate
the conductor, and the boundary conditions lead to an axial component. However, this effect is typically
negligible and can be mostly ignored.

5Since Laplace’s equation admits only unique solutions, a TEM mode requires more than two conductors.
Otherwise, Φ = 0 everywhere would be the solution, so the fields would be zero everywhere [32].
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Figure 2.2: The circuit model for a transmission line.

v(z) = V +e−jβz + V −ejβz (2.6a)

i(z) =
1

Z0

(V +e−jβz − V −ejβz) (2.6b)

where jβ =
√

(jωL′)(jωC ′) = jω
√
L′C ′ and Z0 =

√
(jωL′)/(jωC ′) =

√
L′/C ′. These

equations are very similar to the plane wave solution for the fields in Eq. (2.4), where the
inductance and capacitance per unit length of the volume is given µ and ϵ, respectively.

If the transmission line is terminated with an impedance ZL, then at z = 0 the reflection
coefficient is given by

ρL =
V −

V +
=

ZL − Z0

ZL + Z0

(2.7)

and the voltage and current on the line can be written as

v(z) = V +e−jβz(1 + ρLe
j2βz) (2.8)

= V +e−jβz(1 + ρL(z)) (2.9)

i(z) = V +e−jβz(1− ρLe
j2βz) (2.10)

where the reflection coefficient has been defined as a function of distance. The input
impedance a distance l away from the load can be written as

Zin(−l) = Z0
1 + ρLe

−j2βl

1− ρLe−j2βl
(2.11a)

= Z0
ZL + jZ0 tan(βl)

Z0 + jZL tan(βl)
. (2.11b)

Since the wave v(z) consists of both a forward traveling wave and a backward traveling
reflected wave, standing waves may form. The ratio of the peak of the standing wave
to the the minimum of the standing wave is given when 2βz results in constructive and
destructive interference, respectively, leading to a voltage standing wave ratio of Vmax/Vmin =
(1 + ρL)/(1− ρL). The current standing wave ratio is the same, but the maximum occurs a
quarter wavelength away from the voltage maximum.
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2.1.4 Relation Between Field and Circuit Models

From the similarity of Eq. (2.4) and Eq. (2.6) it is clear a relation can be made between field
wave propagation and the circuit wave propagation. This is easy when considering TEM
waves, since the circuit model should simply follow the solutions of Laplace’s equation for
the inductance and capacitance (and resistance and conductance) per unit length. If the
voltage and current on the line are V and I, respectively, the relationships are given by

L′ =
µ

|I|2

∫
S

H ·H∗dS (2.12)

C ′ =
ϵ

|V |2

∫
S

E · E∗dS. (2.13)

However, for TE and TM waves, voltages and currents are not well defined. Furthermore,
the notion of impedance for the waves has multiple different meanings. The key definitions
of impedance are [36]

• η =
√
µ/ϵ: the intrinsic impedance of a medium that does not depend on the geometry,

and is the wave impedance for plane waves.

• Zw = Et/Ht: the wave impedance that is characteristic to a particular TEM, TE or
TM wave and may depend on the geometry and frequency.

• Z0 = V +/I+: the characteristic impedance of a circuit wave, as the ratio of the voltage
to the current. For TEM waves, the voltage and current are uniquely defined on the
line, so the characteristic impedance is unique, but this is not the case for TE and TM
waves.

For TE and TM waves, the ambiguity of the relationship between voltage and current
requires a modal relation to the circuits. While, this is arbitrary, the following considerations
are useful [36]:

• Each mode has a distinct definition of voltage and current, and the values are chosen
to be proportional to the transverse electric and magnetic fields, respectively.

• The voltage and current are defined so that the product gives the power flow of the
waveguide mode.

• The ratio of the voltage and current should give the characteristic impedance, which
is usually chosen to be the wave impedance.
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2.1.4.1 Energy and Power

The conservation of energy can be stated in terms of the electric and magnetic fields, and
used to make general statements about impedances. The time-average energy stored in the
electric and magnetic fields is given by6

We =
1

2
Re

∫
V

E ·D∗dV (2.14)

Wm =
1

2
Re

∫
V

H ·B∗dV (2.15)

respectively. Furthermore, the power flow through a closed surface, S, is given by the
integration of the complex Poynting vector, E×H∗

P =
1

2
Re

∮
S

E×H∗ · dS. (2.16)

With these results and Maxwell’s equations, the Poynting theorem for conservation of
energy can be written as

∇ · E×H∗ = −jωB ·H∗ + jωD∗ · E− E · J∗ (2.17a)

1

2
Re

∮
S

E×H∗ · (−dS) =
ω

2

∫
V

(µ′′H ·H∗ + ϵ′′E · E∗)dV +
1

2

∫
V

σE · E∗dV (2.17b)

1

2
Im

∮
S

E×H∗ · (−dS) = 2ω

∫
V

(
µ′H ·H∗

4
− ϵ′

E · E∗

4

)
dV (2.17c)

where dielectric loss, magnetic loss, and conductive loss have been considered. The real
part represents the power loss through each source of loss, due to polarization damping forces
in the first term and conduction current in the second term. The imaginary part represents
the reactive energy stored in the volume.

A comparison with circuit theory can be made by considering a series RLC circuit. The
complex power is given by (1/2)|I|2(R + jωL − j/(ωC)), and the time-average power loss,
energy stored in the magnetic field, and energy stored in the electric field are given by

Pl =
1

2
R|I|2 (2.18)

Wm =
1

4
L|I|2 (2.19)

We =
|I|2

4ω2C
(2.20)

6There are some subtleties with regard to dispersion in the losses of ϵ and µ that are discussed in [10].
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respectively. Therefore, the complex power in the circuit is given by

1

2
Z|I|2 = Pl + 2jω(Wm −We) (2.21)

and the impedance can be written as

Z =
Pl + 2jω(Wm −We)

1
2
|I|2

. (2.22)

This shows that the real part of any impedance represents power loss, while the imaginary
part represents energy stored [22, 10].

2.1.4.2 Perturbative Loss and Dispersion in Transmission Lines

For both field and circuit solutions, loss can be included by modifying the propagation
constant jβ to take the form γ = α+ jβ, where α is an attenuation coefficient. For the field
solutions, the attenuation coefficient can be estimated from the solution of the lossless fields
as follows. The lossless field solution for a TEM wave is given by

E = −∇tΦe
−jkz (2.23)

H = Ywẑ × E. (2.24)

with Yw = 1/Zw, the wave impedance. With loss present, the power propagated along
the line decreases according to e−2αz, and the rate of this decrease must be equal to the
power loss, so

−∂P

∂z
= Pl = 2αP0e

−2αz = 2αP (2.25)

and the power loss at any point, z is proportional to the total power at z. In the dielectric,
the Maxwell-Ampere law can be written as

∇×H = J+ jωD = jωϵ′E+ (σ + ωϵ′′)E (2.26)

and the loss tangent is given by tan(δ) = (σ + ωϵ′′)/ωϵ′. The power loss is given by

Pl =
1

2
Re

∫
S

J · E∗dS =
σ + ωϵ′′

2

∫
S

E · E∗dS (2.27)

where the combined conductive and dielectric loss current is substituted. The total power
is given by

P =
1

2
Re

∫
S

E×H∗ · ẑdS =
Yw

2
Re

∫
S

E · E∗dS (2.28)
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where Eq. (2.24) is substituted to simplify the result. Combining this with Eq. (2.25)
the attenuation coefficient due to dielectric losses is found to be

α =
Pl

2P
=

σ + ωϵ′′

2Yw

≈ ωϵ′′

2Yw

(2.29)

and it is assumed that the dielectric is non-conductive. In the conductors, the surface
current is given by

Zm =
1 + j

σδs
(2.30)

δs =
2

ωµσ
(2.31)

E = ZmJs (2.32)

which defines the effective surface impedance for a skin depth of δs in a good conductor.
Following a similar approach to the dielectric losses, the conductive attenuation coefficient
can be calculated

Pl =
1

2
Re

∫
S

J · E∗dS (2.33)

=
Rm

2
Re

∫
S

Js · Js
∗dS (2.34)

=
Rm

2
Re

∫
S

(n̂×H) · (n̂×H∗)dS (2.35)

=
Rm

2
Re

∫
S

H ·H∗dS (2.36)

P =
1

2
Re

∫
S

E×H∗ · ẑdS (2.37)

=
Zw

2
Re

∫
S

(−ẑ × E∗ ×H∗ · ẑdS (2.38)

=
Zw

2
Re

∫
S

H ·H∗dS (2.39)

α =
Pl

2P
=

Rm

2Zw

=
1

2Zwσδs
(2.40)

where the boundary condition for the surface current on the conductor has been used to
relate J and H. Combining the dielectric and conductive attenuation coefficients, the total
attenuation coefficient is

α ≈
√

ωµ

2σ

1

2Zw

+
ωϵ′′

2Yw

(2.41)
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For the circuit transmission line model, if a series loss, R, and a shunt loss, G, are added,
then the propagation constant and characteristic impedance become

γ =
√

(R + jωL)(G+ jωC) (2.42a)

Z0 =

√
R + jωL

G+ jωC
. (2.42b)

After appropriate Taylor expansion under the assumption of low loss, the attenuation
coefficient is

α ≈ R

2Z0

+
G

2Y0

(2.43)

This is an equivalent equation to Eq. (2.41), where R =
√

ωµ/2σ and G = ωϵ′′. More
importantly, it shows that for conductors the losses are proportional to the square root
of the frequency, while for dielectrics the directly proportional to frequency. Furthermore,
this illustrates that if conductor losses dominate, the attenuation coefficient is inversely
proportional to characteristic impedance.

2.1.5 Causality of Dielectric Losses

Since the fields E and D are real, ϵ must also be real. Therefore ϵ(ω) = ϵ(−ω)∗ from the
properties of the Fourier transform. It can further be shown that causality demands that
ϵ(ω) is analytic in the upper half ω plane. Therefore the Kramers-Kronig relations can be
used to relate the real and imaginary parts of ϵ(ω)

Re(ϵ(ω)) = 1 +
1

π
P
∫

Im(ϵ(ω′))

ω′ − ω
dω′ (2.44)

Im(ϵ(ω)) = − 1

π
P
∫

Re(ϵ(ω′)− 1)

ω′ − ω
dω′ (2.45)

where P denotes the Cauchy principal value. Therefore the loss and the permittivity are
coupled together. An identical analysis applies to magnetic permeability and losses.

2.1.6 Discontinuities

At discontinuities in transmission, lines energy is stored that can be modeled with a capacitor,
inductor, or resonant structure in cascade, where the equivalent model depends on whether
the energy storing mechanism predominantly stores electric, magnetic, or a combination of
electric and magnetic energies. From a fields perspective, consider two transmission lines of
different geometries connected together. In the first transmission line a mode is excited that



CHAPTER 2. THEORETICAL BACKGROUND 18

Figure 2.3: An illustration of the excitation of many modes at a geometry discontinuity in
transmission lines. The other modes are excited in order to meet the boundary conditions
at the interface, and in this illustration are evanescent (below cutoff) and do not propagate
into the second waveguide.

propagates towards the second, which has a different set of fundamental orthogonal mode
solutions. When the excited wave arrives at the discontinuity, an infinite linear combination
of the modes of the second line are excited to satisfy the boundary conditions at the interface.
A crude illustration is given in Fig. 2.3. Some of these modes may be evanescent (below
cutoff) and store energy in the electric or magnetic field. Therefore discontinuities can be
modeled as a discrete lumped circuit connecting two transmission lines together.

2.2 Properties and Special Cases of Field and Circuit

Waves

There are several special cases and properties of the equations presented so far. A few
interesting cases are shown here.

2.2.1 Distortionless Line

If the transmission line in Fig. 2.2 is modified to have series resistance, R, and shunt con-
ductance, G, then the characteristic impedance and propagation constant are modified as
Eq. (2.42). In general both γ and Z0 will depend on frequency and introduce distortion due
to dispersion. However if the elements are modified to have the property that L/R = C/G,
then the equations can be simplified
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Z0 =

√
R(1 + jωL/R)

G(1 + jωC/G)
(2.46)

=

√
R

G
=

√
L

C
(2.47)

γ =
√
RG(1 + jωL/R) (2.48)

=
√
RG+ jωL

√
G

R
(2.49)

=
√
RG+ jω

√
LC (2.50)

so that both γ and Z0 no longer depend on frequency.

2.2.2 Inductance of a Short Transmission Line

Typically, a short transmission line between a feed and its load is thought of as adding
inductance. Furthermore, for estimating this inductance, a typical rule of thumb is based
on the input impedance of a short-circuit stub. The input impedance of any transmission
line is given in Eq. (2.11). When ZL = 0 the input impedance is simply jZ0 tan(βl). For a
lossless 50Ω line that has a 5◦ electrical length, this corresponds to j4.37Ω, or equivalently
140 pH at 5GHz and 3 pH at 200GHz. Why should this be related to the inductance seen
when the transmission line is in series, since the equation models the circuit as a stub? Also,
can this series stub ever be capacitive7?

To consider this case in more detail, the transmission line input impedance equation can
be expanded to a power series in terms of βl ≪ 1 in Eq. (2.54)

f(x) =
a+ jb tan(x)

b+ ja tan(x)
(2.51)

f(0) =
a

b
(2.52)

f ′(0) = 1− a2

b2
(2.53)

Zin(γl) ≈ ZL + jZ0βl

(
1− Z2

L

Z2
0

)
(2.54)

As the length goes to zero, the equation correctly predicts that the input impedance is
given by the load impedance. If ZL ≪ Z0, then this equation is approximated further by
ZL+ jZ0βl, which indicates that the inductance is equal to Z0βl/ω = Z0l/c, proportional to

7The difference between capacitive and inductive is whether the transmission line stores more electric or
magnetic reactive energy, respectively.
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the characteristic impedance and length. These results are already predicted by the short-
circuit stub. However, now we can determine when the line is inductive or capacitive. If
ZL < Z0 the the line primarily stores inductive energy, since the imaginary component of
the input impedance will be greater than zero, whereas when ZL > Z0 the line will instead
store capacitive energy, having a negative imaginary component. When ZL = Z0 the line is
matched and no reactive energy is stored.

2.2.3 Input Impedance of a Waveguide Below Cutoff Frequency

Consider a TE and TM waveguide with cutoff wave number kc. The wave impedance is
given by ZTE = kη/β and ZTM = βη/k, while the propagation constant for both is β =√
k2 − k2

c . Below the cutoff, k < kc, so β = j
√
|k2 − k2

c |. Using the reflection coefficient

form of Eq. (2.11), the exponent −j2βl = 2l
√

|k2 − k2
c |, which is increasing with l. For

very large l, meaning the location the input impedance is evaluated at is very far from the
load termination, the exponential dominates the factor of 1 and the input impedance can be
simplified

Zin = Z0
1 + ρLe

2l
√

k2−k2c

1− ρLe
2l
√

k2−k2c
≈ Z0

ρLe
2l
√

k2−k2c

−ρLe−j2βl
= −Z0. (2.55)

Figure 2.4: The magnitude of the wave impedance for TE and TM modes below and above
cutoff.

Therefore, the input impedance below cutoff is the negative of the wave impedance. For
TE and TM waves this is given by
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ZTE =
k

β
η =


−j√

k2c/k
2−1

k2 < k2
c

1√
1−k2c/k

2
k2 > k2

c

(2.56)

ZTM =
β

k
η =

{
j
√

k2
c/k

2 − 1 k2 < k2
c√

1− k2
c/k

2 k2 > k2
c

(2.57)

and after taking the negative, the result is that TE modes are inductive below cutoff,
while TM modes are capacitive below cutoff. The magnitude of the wave impedance is
plotted in Fig. 2.4. At cutoff the impedance is an open circuit for TE modes and a short
circuit for TM modes, signifying parallel and series resonances, respectively.
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Chapter 3

Analysis of Chip-to-Package
Interconnects

The standard chip-to-package interface is a coplanar ground-signal-ground (GSG) transition.
However these transitions become very lossy above 100GHz. To address the challenges in
chip-to-package interface design the loss mechanisms in the traditional GSG transition are
analyzed and possible alternatives are discussed. Much of this chapter follows from the work
presented in [4, 3].

3.1 Limitations of GSG-type Transitions

The GSG transition structure is shown in Fig. 3.1a. In this structure, a grounded coplanar
waveguide (GCPW) on the chip transitions to a microstrip line on the PCB or interposer
through three flip-chip bumps. Due to the fanout required for bump pitch limitations, the
return current travels a longer path than the signal current in this transition, which can
be modeled with transmission lines. The cross section and transmission line model of the
structure are shown in Fig. 3.1b and Fig. 3.1c, respectively. In this model, the bumps that
carry current in the vertical direction are intentional transmission lines, shown in red, while
the horizontal paths that the return currents must follow on the PCB and chip are parasitic
transmission lines, shown in green.

Using this model, the input current into the intended transmission line must equal the
input current into the parasitic line. Therefore the currents at either ends of the parasitic
transmission line must be the same,

Iin =
V2f − V2r

Z2

=
V2fe

−jθ2 − V2re
jθ2

Z2

= Iout (3.1)

where Vxf and Vxr are the voltage of the propagating waves in the forward and reverse
directions respectively, Zx is the characteristic impedance, τx is the time delay, and θx is the
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Figure 3.1: Conventional microstrip GSG transition (a) structure, (b) cross section, (c)
schematic model and (d) simulated Poynting vector at 400GHz.

electrical length of each transmission line. To satisfy this equation,

ejθ2 = −V2f

V2r

. (3.2)

From this, the standing wave ratio on the second transmission line does not depend on the
load impedance. Moreover, at the frequency where θ2 = π,

Iin =
V2f − V2r

Z2

(3.3)

=
V2f + V2fe

−jθ2

Z2

= 0 (3.4)

which suggest that at the frequency

fnotch =
1

2τ2
(3.5)

or an odd integer multiple of that, a notch in the transmission characteristic is expected. In
other words, the timing mismatch between current and reverse current results in deep notches
in the transition. The other transmission line may also exhibit similar notch behavior;
however, for most practical transitions τ1 < τ2. This deep notch is easily seen when the
length of the horizontal line is much greater than that of the vertical line, which is usually
the case when small bumps are used on low manufacturing resolution PCBs.

The derivation above shows a parallel resonance in the circuit due to this propagation
delay mismatch. However, since the circuit in Fig. 3.1c has no loss, it is reasonable to assume
this resonance can be tuned out with ideal reactive components. In practice, however, this
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strong resonance couples energy to lossy modes, which cannot be recovered by simple reactive
tuning. Physically there are two dominant modes. First, since the parasitic transmission line
is a 2-D parallel-plate transmission line, the signal can escape by coupling to the parallel-plate
propagation mode at the metal-dielectric-metal stack in the transition region, as shown by
Poynting vector simulations with Ansys HFSS in Fig. 3.1d. Second, a parasitic loop antenna
is excited at the transition, as shown in Fig. 3.1b. This loop antenna is in resonance when
the circumferential length of the loop is equal to the wavelength, assuming a short circuit
on the chip. In terms of delays in the transmission line model

frad =
1

2 (τ1 + τ2)
. (3.6)

Figure 3.2: GSG simulation showing (a) notches in Gmax for different pitches and (b) the
loop antenna radiation model for the notch frequency.

The incoming signal near the radiation frequency is dissipated by coupling with parasitic
surface wave modes and parallel plate modes, which can be seen by considering Gmax, the
two-port maximum available power gain, in Fig. 3.2a. It can be observed that as the bump
pitch increases, the first notch moves closer to the origin. Here, a bump pitch of 150µm
is considered, which is the minimum bump pitch offered by the technology used. In the
simulation structure, the total distance between two footprints (H in Fig. 3.1b) is 125µm.
With a dielectric constant of 3.1 for the underfill material, Eq. (3.6) estimates the first notch
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to be

fnotch ≈ 1

2

3×108 m/s√
3.1

125 µm+ Pitch
(3.7)

where Pitch is shown in Fig. 3.1b. As evident by Fig. 3.2b, the radiation frequency of the
loop antenna model agrees well with the simulated notch frequency.

Figure 3.3: Comparison between metal and dielectric materials losses and radiation losses
in a back-shielded microstrip to chip transition.

At higher frequencies, and lower wavelengths, these radiation losses become more critical
when compared to metal and dielectric material losses. As an example, Fig. 3.3 demonstrates
that even in a back-shielded microstrip-to-chip transition, radiation losses dominate beyond
140GHz. Therefore alternative chip-to-package transition structures need to be considered.

3.2 Alternative Transition Structures

Since GSG transitions are not suitable for high frequencies, alternative structures are needed,
as presented in Fig. 3.4. Additional ground bumps are added to the structure in Fig. 3.4a.
This can partially reflect surface waves, however the reflected wave will still reach the chip
boundary and be dissipated either by radiation or excitation of surface waves, shown in
Fig. 3.4b. To combat this effect, two sets of ground bumps with positive and negative offsets
in a rectangular shape can be used to make the transition shown in Fig. 3.4c. This is a
much better approach in the lower frequency range because it can effectively reject forward
and backward surface waves. However, as the distance between two ground bumps or the
frequency increases, higher leakage is expected, as shown in Fig. 3.4d. Moreover, as the
length of the PCB microstrip line increases over the chip region, this structure suffers from
a higher degree of de-tuning and coupling with the silicon substrate.
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Figure 3.4: Possible modified transition structures: (a) half-shield, (c) rectangular shield,
(e) full shield, (g) reverse microstrip, and (i) stripline. The Poynting vector for each corre-
sponding transition at 400GHz is shown in (b), (d), (f), (h), and (j).
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The previous two structures indicate that the least leakage is expected when a full bump
cage is formed with minimal spacing. To achieve this, the ground bumps are placed in a
hexagonal pattern surrounding the signal, shown in Fig. 3.4e. The simulation results shown in
Fig. 3.5 indicate that this structure achieves the best performance in terms of transition loss
and notch frequency. Unfortunately, depending on the capabilities of the PCB manufacturer,
this design may be impractical since the microstrip signal must be squeezed out of two ground
bumps and their associated pads.

If the previous structure with a full shield is not feasible, a reverse microstrip could be
used, as in Fig. 3.4g. In this structure, the ground plane is implemented on the second
metal layer, while the signal resides on the third metal layer, and the stack-up is shown in
Fig. 5.2d. This shields the signal line from coupling with other chip signals or the substrate.
Furthermore the transition can be placed in the middle of the chip without interruption of
other signals. While this transition structure minimizes leakage at the chip interface, signal
losses occur at the inner via. Additionally, at higher frequencies the reverse microstrip can
become a radiating element, as shown in Fig. 3.4h. This necessitates a large keep-out region
above the signal line to reduce the parasitic coupling, making it less attractive.

To solve the problem with the previous structures, the microstrip line can be replaced
by a stripline, as shown in Fig. 3.4i. The advantage of the stripline is that the signal is
completely shielded from the external environment, mitigating the impact of variations in
the shape of the underfill or the expansion of the silicon. The Poynting vector shown in
Fig. 3.4j shows that the fields are contained by this structure.

The performance of the structures discussed is summarized in Fig. 3.5. While the mi-
crostrip with a full shield performs the best, the stripline design provides a practical signal
escape and has superior performance among practical options.

Figure 3.5: Gmax of the transition structures presented in Fig. 3.4 from 0− 400GHz.
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3.3 Limitations of the Stripline Structure

Figure 3.6: The (a) actual and (b) simplified cross section of a stripline substrate-integrated
waveguide, as well as the (c) first TEM and (d) second TE propagation modes. The TE
mode has a cutoff frequency of 300GHz

The stripline design of Fig. 3.4i is the most promising solution for high frequencies. There-
fore, it is desirable to explore this structure and investigate its possible limitations. The cross
section of the stripline is shown in Fig. 3.6a. The first propagation mode of this structure
in Fig. 3.6c is the intended TEM mode, which has no cut-off frequency. However, as the
frequency increases, the metal cage around the line forms an effective waveguide, commonly
called a substrate-integrated waveguide. Note that the discrete nature of microvias allows
only TE propagation modes in the waveguide [13, 54]. The effective width of the waveguide
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can be approximated by [6]

Weff ≈ W − D2

0.95P
(3.8)

where W is the center-to-center spacing of the microvias on two sides, D is the diameter
of the vias, and P is the spacing of the vias on the same side. The first TE mode of this
effective waveguide is shown in Fig. 3.6d, with a cut-off frequency of 300GHz. While an ideal
straight stripline will perform smoothly in a simulation platform, any other structure may
exhibit unpredictable performance above cut-off if the exact length of the transmission lines
is not known at the design stage. Therefore, it should be ensured that the cut-off frequency
of the TE mode is well above the highest frequency range of interest.

Considering Fig. 3.5, since lossy resonant modes result in notches in Gmax, an eigenmode
solver of Ansys HFSS was used to study these loss mechanisms. The structure was modified
to remove the access transmission lines. Among the numerous resonant modes, one of the
modes corresponds to the cavity where the signal goes down through microvias in the shielded
cage, which couples to the TE mode of the parasitic stripline waveguide. Depending on the
reflection phase of the coupled wave, the resonant frequency of the loaded structure changes
slightly. The actual reflection phase is unknown because this parasitic mode is not necessarily
terminated with an actual load. Therefore, the waveguide is short-circuited at the end of
the stripline, and several different lengths of the stripline are simulated.

The electric fields are shown in Fig. 3.7a,b. Note that the phase constant of the TE mode
approaches zero near the cut-off frequency of the waveguide. Once the resonant frequency of
the cavity is shifted down towards the cut-off frequency of the waveguide, the phase shift of
the reflected wave becomes independent of the length, and therefore the notch in Gmax will
not cross the TE cut-off frequency, as shown in Fig. 3.7c. While other waveguide modes may
be excited, they will occur above 300GHz, and therefore have no effect on the performance
of the transition below 200GHz.

Below 300GHz, or below the TE mode cut-off, the transition can be modeled with two
capacitors and a series transmission line. This represents the pad capacitance, the effective
delay, and the characteristic impedance of the microvias from the stripline opening to the
chip, as shown in Fig. 3.8.



CHAPTER 3. ANALYSIS OF CHIP-TO-PACKAGE INTERCONNECTS 30

Figure 3.7: The results of eigenmode analysis of the stripline structure. The electric field
magnitude for a (a) short line and (b) long line are shown. The resulting notch frequency
of the stripline transition with varying stripline length is shown in (c). The variation below
the TE mode cutoff frequency due to line length is negligible.

Figure 3.8: The (a) side view of the stripline transition and the (b) corresponding circuit
model.
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Chapter 4

Design of a 200 GHz Chip-to-Package
Interconnect

In this chapter the design of a chip-to-package transition operating at 200GHz is presented.
The design procedure follows directly from the theory in Chapter 2 and the analysis in
Chapter 3.

4.1 Technology and Stackup

Figure 4.1: The material stackup used for the flip-chip-to-package transition.

For the transition, the chip is designed in a commercial 16 nm FinFET CMOS technology,
and the package is made from an organic substrate material. Copper pillars are provided
by the manufacturer for the interconnect. A diagram of the electrical stackup is shown in
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Fig. 4.1. Material dispersion properties, such as dielectric permittivity and loss tangent are
provided by the manufacturer from 0.1GHz to 80GHz. In HFSS this data is entered to form
a causal, frequency-dependent dispersion model. The package metals are made from copper,
and have been simulated with a 5 µm surface roughness nodule radius. This is implemented in
HFSS with the Groiss surface roughness model as a finite conductivity impedance boundary
condition.

4.2 Package Stripline Performance

Figure 4.2: The modes of the on-package stripline transmission line. The electric field
distribution is shown for (a) mode 1, the TEM mode, (b) mode 2, at TE mode, and (c)
mode 3 a TE mode. (d) The real part of the characteristic impedance and (e) the imaginary
part of the propagation constant.

Since the targeted frequency is 200GHz, the transition is implemented using a stripline
caged transition, as presented in Chapter 3. First, a 50Ω stripline on the package is designed.
The signal conductor resides on metal 2, and has a width of 19µm, and the spacing from the
conductor on the same layer is 30.12 µm. Stichting vias are placed to ensure a well-connected
ground with a pitch of 112 µm.
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Figure 4.3: The performance of the TEM mode 1 of the designed stripline, including loss. (a)
The real and imaginary part of the characteristic impedance and (b) the real and imaginary
part of the propagation constant.

In order to ensure that the limitations of the second, TE mode do not occur, the first three
modes of the stripline are analyzed. The electric field patterns are shown in Fig. 4.2a,b,c,
where it can be seen that the first mode is a TEM mode, while the second and third are
TE, which can be determined from comparing the characteristic impedance with the general
result in Fig. 2.4. The characteristic impedance and propagation constant are shown in
Fig. 4.2d and Fig. 4.2e, respectively. The second mode has a cut-off frequency of 361GHz,
well above the intended design frequency range.

The performance, including loss, of the first mode is shown in Fig. 4.3. This mode has a
characteristic impedance of 48Ω and an attenuation constant of 0.62 dB/mm. A stripline of
1.12mm length is simulated, and the S-parameters are shown in Fig. 4.4.

4.3 Bump Transition and Impedance Matching

The bump locations are quantized by the manufacturer, so the design of the hexagonal shield
pattern is limited. The geometry and dimensions of the bump pattern are shown in Fig. 4.5.
The performance prior to implementing on-chip matching is shown in Fig. 4.6. As predicted
in Chapter 3, a notch in Gmax corresponds to the cutoff frequency of the TE mode of the
stripline, at 361GHz. Despite this, the transition shows potential for broadband operation
with very low loss.

Matching at 200GHz is performed with a series low impedance transmission line, as
shown in Fig. 4.7. The low impedance line naturally transforms the impedance back to
50Ω by rotating around a VSWR circle centered at the line characteristic impedance. It is
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Figure 4.4: The S-parameters for a 1.12mm stripline on the package.

Figure 4.5: The geometry of the hexagonal shield transition, including key dimensions.

worth noting that in many practical cases the input impedance of the transition on-chip is
very close to the desired impedance for matching to an on-chip amplifier, such as a PA. In
this case further losses can be avoided by engineering the transition to present the optimum
impedance to the amplifier. Nevertheless, a match to 50Ω on-chip is implemented with a
28Ω series transmission line that is electrically 32◦ at 200GHz.

The low impedance line is implemented on chip as a grounded coplanar waveguide
(GCPW). The signal conductor is 12 µm wide, with a horizontal gap of 3µm. The elec-
tric field distribution of the GCPW is shown in Fig. 4.8a and the characteristic impedance
and propagation constant are shown in Fig. 4.8b and Fig. 4.8c, respectively. The attenuation
constant of the line is 1.6 dB/mm.
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Figure 4.6: The performance of the transition prior to implementing the on-chip matching
network. Γx indicates the reflection coefficient (Sxx) seen from x.

Figure 4.7: The on-chip input impedance (a) before and (b) after matching with a series low
impedance line.
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Figure 4.8: The (a) electric field pattern of the GCPW on-chip transmission line used for
matching and its (b) characteristic impedance and (c) propagation constant.

4.4 Simulation Results

The final geometry is shown in Fig. 4.9a, and the performance is shown in Fig. 4.9b. Matching
is implemented as an approximately 28Ω line with an electrical length of 32◦ at 200GHz.
The transition has an insertion loss of 0.4 dB with a 3 dB bandwidth from DC to 339GHz.
The notch in Gmax corresponds with the cutoff frequency of the TE mode of the stripline,
as discussed in Section 3.3. The performance is summarized in Table 4.1.

4.5 Field Distribution and Substrate Shielding

The electric field distribution of the designed transition is shown in Fig. 4.10. The mode
conversion from a TEM stripline mode on package to a GCPW mode on chip is clear from
the E-field pattern. In the process significant energy is stored in the electric field at the
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Figure 4.9: The (a) geometry of the transition from 16 nm FinFET CMOS technology to an
organic substrate interposer and the (b) corresponding transition performance designed for
200GHz. Γx indicates the reflection coefficient (Sxx) seen from x.

interfaces. This is dominant on the chip side of the transition primarily because the length
scales are much smaller, so a given voltage drop results in a higher electric field intensity.

The performance shown in Fig. 4.6 and the reflection coefficient in Fig. 4.7a suggest that
the broadband nature of the transition is primarily limited by parasitic capacitance in the
transition, as modeled in Fig. 3.8b. This is primarily due to the capacitance to the chip’s
ground plane. It is therefore tempting to introduce cuts in the ground plane on-chip to
reduce the coupling to the substrate.

The Poynting vector with and without the addition of ground plane cuts is shown in
Fig. 4.11a and Fig. 4.11b, respectively. From the Poynting vectors it is clear that the
addition of ground plane cuts leads to a significant coupling to the silicon substrate. This

Package Technology Organic substrate

Chip Technology 16 nm FinFET CMOS

Interconnect Copper Pillar

Bump Height(µm) 66

Bump Diameter (µm) 62

Bump Pitch (µm) 156

Center Frequency (GHz) 200

Insertion Loss (dB) 0.4

3 dB Bandwidth (GHz) 339

Matching 10 dB Bandwidth (GHz) 90

Table 4.1: A performance summary of the designed transition, shown in Fig. 4.9.
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Figure 4.10: A cross-section view of the magnitude of the electric field of the transition.

energy coupling can excite surface waves along the substrate surface, as well as rectangular
cavity modes that depend strongly on the size of the substrate. Since the silicon substrate
is very lossy, the excitation leads to a significant degradation in Gmax, shown in Fig. 4.11c.
Therefore the ground plane remains solid to effectively shield the coupling to the substrate,
at the cost of matching bandwidth from DC.

4.6 Robustness with Respect to Cross-talk

Another advantage to the stripline transition is that the ground shield provides strong isola-
tion of the signals. In an array application it would be desirable to have as small a footprint
per transition as possible, since the transition already requires seven bumps. This footprint
can be reduced by sharing an adjacent ground bump, but this may come at the cost of
transition-to-transition coupling.

This effect is studied in Fig. 4.12. Four transitions are aligned in a row, while sharing a
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Figure 4.11: The Poynting vector (a) without and (b) with substrate shield on-chip shows
that coupling of energy into the Silicon substrate is very high without shielding. This directly
translates to losses, shown in the plot of Gmax for the two cases in (c).

Figure 4.12: (a) The geometry used to test the cross-talk, with four transitions abutted next
to each other and sharing a ground bump. (b) The resulting cross-talk between transitions,
showing better than −60 dB rejection.
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single ground bump between them, shown in Fig. 4.12a. The full 8-port S-parameters are
simulated in HFSS, and the results in Fig. 4.12b show that cross-talk is limited to −60 dB
up to 300GHz.

4.7 Loss Mechanisms

Figure 4.13: (a) A breakdown of the contributions to losses at 200GHz, where radiation
losses are included, but negligible, while reflection losses are not included, corresponding to
Gmax. (b) The key loss contributions across frequency.

While the transition performance is very good, it is still valuable to understand the
dominant sources of loss. A summary of the key contributors is shown in Fig. 4.13a at
200GHz. The summary includes radiation losses, which are negligibly small due to the
effective shielding in the stripline structure, unlike the transition described in Fig. 3.3. How-
ever the breakdown does not include reflection losses at either port. Therefore, the summary
corresponds to the case of Gmax, where it is assumed that reflections can be matched ideally
at a given frequency. It is separately found that the value of Gmax calculated from these
losses matches the value of Gmax calculated directly from S-parameters.

The chip metals contribute the highest loss to the system. This is primarily due to the
high resistance of small feature sizes on chip. Furthermore, the low impedance transmission
line is particularly lossy since resistive, conductor losses dominate dielectric losses and the
attenuation coefficient is inversely proportional to the characteristic impedance in Eq. (2.42)
and Eq. (2.43). The next highest loss contributor is the dielectric material on the package,
indicating the importance of including dielectric losses in simulations. Since this loss varies
with frequency, it will contribute to dispersion. Fig. 4.13b shows the loss contributions versus
frequency.
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While the low impedance transmission line matching is compact and simple, the break-
down of loss suggests that if it is a limiting factor in a transition design other matching
topologies should be considered.
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Chapter 5

Calibration and Measurements of a
140 GHz Chip-to-Package Interconnect

Theory and simulations have been presented in the preceding chapters. In this chapter, the
measurements of a chip-to-package transition are presented. The calibration procedure and
error mechanisms are discussed, and steps for more accurate measurements are described.
Despite the error sources in the measurements, a good correlation with simulations is estab-
lished.

5.1 A 140 GHz Chip-to-Package Transition

Figure 5.1: The (a) geometry of the transition from 28 nm Bulk CMOS technology to an
organic substrate interposer, including integrated symmetrical transmission line matching,
and the (b) corresponding transition performance designed for 140GHz. Γx indicates the
reflection coefficient (Sxx) seen from x.
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At the time of writing, the design presented in Chapter 4 has not been fabricated for
measurements. In [3, 4], the design of a chip-to-package transition was implemented in a
28 nm Bulk CMOS technology and an organic substrate interposer. The design is similar
to what was presented in Chapter 4. To utilize the full silicon area, a matching network is
implemented within the ground cage. It consists of two symmetrical transmission lines shown
in Fig. 5.1a, whose characteristic impedance and length are calculated to obtain a matched
impedance at 140GHz. Integrating the matching network within the hexagonal ground cage
saves area, but at the cost of bandwidth. The performance is shown in Fig. 5.1b, and the
transition achieves 1.03 dB loss with a 85GHz 3 dB bandwidth.

5.2 Measurement Setup

Figure 5.2: The (a) 28 nm Bulk CMOS die photo, (b) corresponding assembled organic
substrate package, as well as (c) the layout of metal three, where the stripline signal traces
reside. Reflect denotes either a short or open, following TRL naming conventions. The
relevant part of the stackup is shown in (d). BEOL stands for ”back end of the line.”

Measurements were carried out on a test structure consisting of back-to-back transitions
of the design in Fig. 5.1. A fabricated die photo is shown in Fig. 5.2a. Five test structures
include a 1.21mm line (that takes three 90◦ bends); a 0.94mm through line; and six reflecting
structures of various types are arranged in a row to form the remaining three test structures.
The top four of the reflect structures are short circuits at the end of the transmission line,
while the lowest left reflect is an open circuit and the lowest right is a reversed short circuit.
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The assembled organic substrate package is shown in Fig. 5.2b. The package transmission
lines are striplines which reside underneath the top metal, so the layout is also included in
Fig. 5.2c. The five on-chip test structures in Fig. 5.2a are routed with roughly 9.5mm
meandering lines that fan out to enable on-package probing. This was done primarily to
enable compatibility with other test chips in another project. In addition to the fan-out lines
from the chip, the package contains custom stripline through-reflect-line (TRL) calibration
standards that can be used to remove the effect of the on-package pads. Finally, two long
meandering lines of 10.17mm and 18.72mm are included to aid the calibration further.

Figure 5.3: The (a) chip-to-package transition measurement setup and (b) the schematic
diagram of the setup. The initial calibration plane from on-package TRL is shown, as well
as the reference plane after de-embedding the package feed lines.

The measurement setup is shown in Fig. 5.3. S-parameters of the various test structures
are measured using a Keysight N5222B PNA, which measures up to 26.5GHz. Measurement
of the D-band from 110GHz to 170GHz is enabled with the combination of the Keysight
Millimeter Test Set N5292A and two VDi WR6.5 N5262BW06 Extenders. The WR61 waveg-
uide output of the extender is connected to a WR6 S-bend and GGB WR6 Picoprobe for
landing on the package.

1WR6 is the rectangular waveguide standard that corresponds to the D-band. “WR” stands for “waveg-
uide, rectangular” and the numerical value represents the inner width of the waveguide in hundredths of an
inch. WR6 corresponds to an inner width of 0.06 in, or 1.52mm, so the cutoff frequency for a half-wavelength
mode is 3× 108 m/s/2× 1.52mm = 98.7GHz.
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The desired device under test (DUT) is a single chip-to-package transition, however it is
not possible to setup calibration planes at the input and output of a single transition with
the described setup, since the chip is flipped and inaccessible. Therefore, a combination of
calibration and de-embedding is used.

5.3 Types of Calibration and Algorithms

For a given test setup and frequency, the choice of calibration procedure can significantly
impact the accuracy of the measured data. In the measurement setup shown in Fig. 5.3,
a complicated set of calibrations must be performed, in addition to further de-embedding.
The entire equipment setup, up to and including the probe tips must be calibrated properly,
which can be done with manufactured calibration standards. During wafer/package probing,
calibration can be sensitive to the repeatability of landing the probe tips with the same
positioning and over-travel [41]. The package pad landing must also be calibrated, but this
must be done with the custom calibration standards on the package, since the pad is a
custom structure. This calibration must be designed carefully to minimize measurement
inaccuracies.

There are several types of calibration procedures that can be used to accurately measure
S-parameters on a vector network analyzer (VNA). Some common types include short-open-
load-through (SOLT), through-reflect-line (TRL), and line-reflect-reflect-match (LRRM), to
name a few [37]. SOLT calibration is very accurate when the calibration standards are
known. However, as the frequency increases, creating a well characterized short or open
standard becomes very difficult. This can be corrected for if a manufactured standard is
used, but is difficult to characterize when developing a custom calibration standard.

TRL calibration is one of the most popular calibration standards because it directly
measures the traveling waves fundamental to transmission lines [53]. The calibration algo-
rithm takes advantage of the field inversion of quarter-wavelength lines to create a set of
independent solutions for the error terms in the model. Since the line is quarter-wavelength
at only one frequency, the bandwidth is limited. In practice a rule of thumb is the usable
bandwidth is the frequency range where the electrical length of the quarter-wavelength line
remains between 20◦ and 160◦2. Unlike the SOLT standard, TRL does not have a defined
load. After calibration the S-parameters will be referenced to the characteristic impedance
of the line, so this value should be known.

One modification to the TRL procedure is to include a defined load resistance so that the
characteristic impedance of the line does not need to be known. This is done in LRRM. Some
calibration algorithms can also account for parasitics in the load resistance. Another mod-
ification is to add multiple lines to increase the bandwidth beyond the quarter-wavelength
limit. A different line can be used for different measurement bands. However, the accuracy
can be further improved with the NIST multiline TRL algorithm [12]. Instead of using a

2This rule of thumb comes from the need to invert sin(θ) in the calibration equations. In reality, the
usable range is continuous and set by the numerical error that can be tolerated.
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fixed through standard as a phase reference, the NIST multiline algorithm, for each fre-
quency, picks the line that gives the lowest phase difference between it and all other lines to
use as the common reference line. By reducing the phase differences the numerical accuracy
is improved.

5.4 Calibration Procedure and Measurement Results

Different calibration configurations were tried and compared to give the best result and
numerical accuracy. After an initial calibration, the short and open reflect standards on the
custom package are shown in Fig. 5.4. While the short is a good approximation of a short
(S11 ≈ −1), the open has substantial capacitance (S11 ≈ −1j). When the open standard was
used in the calibration algorithm, the results were not numerically stable, so it was omitted.

Figure 5.4: The measured S11 of the short and open standard on the custom package in the
D-band. The short is close to S11 = −1, but the open is closer to S11 = −1j. This indicates
a substantial parasitic capacitance, so the open is not used in the calibration.

Since TRL calibration relies on transmission line wave equations, the lines used for cal-
ibration must be straight. This is because the assumption used in solving for transmission
lines is that a constant cross-section is maintained across the whole line. Any bend in the
lines corrupts this fundamental assumption and the calibration is no longer possible. For
this reason, the 18.72mm and 10.17mm lines cannot be used in the calibration.

In each calibration two steps are performed: 1) an initial calibration with the PNA and 2)
an offline calibration with scikit-rf [2] to further move the reference plane. A comparison is
made between performing initial calibration to the WR6 waveguide with a WR6 calibration
kit, the probe tips with a manufactured calibration substrate, and direct calibration with
the custom package TRL. Each case is followed by the offline calibration. Directly using the
custom TRL package provides the best numerical stability and continuity across frequency.
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After TRL calibration is performed with the calibration on the package, the reference
plane is at the feeding point for the 9.5mm lines, as shown in Fig. 5.3b. The resulting
S-parameters are referenced to the characteristic impedance of the measured striplines, since
there is no well-defined load present on the package. Therefore the propagation constant of
the lines can easily be extracted from S21 = e−γl of the long 18.72mm and 10.17mm lines
on the package. The average propagation constant of the two lines is shown in Fig. 5.5. The
measured transmission lines have slightly more loss than simulated.

Figure 5.5: The measured propagation constant γ = α+ jβ, where (a) β is in deg/mm and
(b) α is in dB/mm.

With the package transmission line properties determined, 9.5mm of line is de-embedded
from the on-chip back-to-back transition structure. This can be done using the mea-
sured propagation constant since the S-parameters are referenced to the line characteristic
impedance. The de-embedded S-parameters are shown in Fig. 5.6, where Fig. 5.6a shows the
results of the straight 0.94mm line on the chip, and Fig. 5.6b shows the results of the 1.2mm
line on the chip. The results correspond well with simulations, which model surface rough-
ness with the Huray parameters of a 0.25 µm nodule radius and a surface area ratio of 4 [19].
The deviation in reflection coefficient corresponds to λ/2 every 9GHz, which for ϵr = 3.1
corresponds to the line length de-embedded from the package measurements. Therefore,
the errors in reflection coefficient are primarily attributed to the errors in the de-embedding
procedure. The total loss of the back-to-back through structure is 5.5 dB, which includes the
0.94mm line on-chip. This compares well with the simulated value of 5.2 dB.

Since the 1.21mm on-chip transmission line contains bends and the feed networks are
not identical for each on-chip structure, calibration to the on-chip reference planes is not
possible. However, the approximate loss of the on-chip transmission line can be estimated by
taking the difference between the losses of the 1.21mm structure and the 0.94mm structure.
After normalizing by the line lengths, the on-chip transmission line loss is found to be
approximately 2.7 dB/mm. Using this loss, the estimated loss of a single transition is found
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Figure 5.6: The measurement results of the back-to-back transition with a 1.2mm on-chip
transmission line between transitions.

Figure 5.7: (a) The estimated on-chip transmission line loss. (b) The estimated loss of a
single chip-to-package transition. These results are only valid within the bandwidth, as the
calculation does not consider the impact of reflection losses.
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to be 1.04 dB, again very close to simulations. These results are shown in Fig. 5.7, where
the analysis is only valid in the bandwidth so that reflection losses do not contribute.

A summary of the measured performance is given in Table 5.1, and measurements match
with simulations well.

Package Technology ABF GL102

Chip Technology 28 nm Bulk CMOS

Interconnect Solder Bump

Bump Height(µm) 75

Bump Diameter (µm) 80

Bump Pitch (µm) 150

Center Frequency (GHz) 140

Insertion Loss (dB) 1.04

3 dB Bandwidth (GHz) 85

Matching 10 dB Bandwidth (GHz) 43

Table 5.1: A performance summary of the measured transition, shown in Fig. 5.1.
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Chapter 6

Conclusion

6.1 Conclusions

A comparison of the presented work with published literature is shown in Table 6.1. Both the
designed transition in Chapter 4 and the measured transition presented Chapter 5 demon-
strate the best performance among low-cost technologies in terms of insertion loss and band-
width.

6.2 Future Work

Although the measurement results match well with the simulations, the accuracy of the
measurements could be improved. The biggest source of error in the measurements is the
de-embedding procedure. A new package could be designed for the sole purpose of measuring
these transitions so that the feed lines are negligible length and identical. With the addition
of a load resistor on the package, the characteristic impedance of the on-package transmission
lines could be determined. Finally, the chip footprint could be adjusted to enable quarter-
wavelength difference between the two on-chip lines without any bends. In this case the two-
port S-parameters for the transition could be accurately determined through two calibration
steps.

Another area for investigation is the design of these transitions to optimally provide
impedance matching for the amplifiers on-chip. As discussed in Chapter 4, prior to matching
the transition, the impedance it presents to the chip is in a typical region desired for matching
an amplifier. Developing a concrete set of design knobs that can be used for integrated
matching would save area on-chip and potentially also reduce losses.

Finally, other transition types can be investigated. The design of differential structures
on-chip is highly valuable for common-mode rejection of interference. Therefore the study of
differential transitions, or transitions that can naturally integrate a balun, would similarly
reduce on-chip area and losses. Furthermore, as 3D IC integration develops, the design of
transitions in a 3D-integrated system is worth exploring.
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This
Work

This
Work
(Simula-
tion)

[15] [38] [26] [43]

Package
Technology

ABF
GL102

Organic
substrate

LTCC
GL771

RO4350 IPD Car-
rier

Thin-Film
Benzocy-
clobutene
on Silicon

Chip
Technology

28 nm
Bulk
CMOS

16 nm
FinFET
CMOS

22 nm SOI
CMOS

55 nm SiGe
HBT

90 nm
CMOS

InP HBT

Interconnect Solder
Bump

Copper
Pillar

Copper
Pillar

Copper
Pillar

Gold
Bump

-

Bump
Height(µm)

75 66 30 - 65 2

Bump
Diameter
(µm)

80 62 50 - 65 10

Bump
Pitch (µm)

150 156 175 - 170 -

Center
Frequency
(GHz)

140 200 135 130 163 DC-500

Insertion
Loss (dB)

1.0 0.4 1.1 3.0 2.8 0.9

3 dB
Bandwidth
(GHz)

85 339 180∗ - 170† 500

Matching
10 dB
Bandwidth
(GHz)

43 90 N/A - 200 500

Table 6.1: Chip-to-Package Transition Comparison Table.
∗ 2 dB bandwidth; † Estimated from graph; − Not provided
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