Automating Contract-based Design for Cyber-Physical
Systems

Sheng-Jung Yu

..
1

hl--

& i

A .I. II i W | % l: ..II. : -l
i, .“ij1lullll' ! h
i (e, St u

e
!

Electrical Engineering and Computer Sciences
University of California, Berkeley

18

Technical Report No. UCB/EECS-2025-84
http://www?2.eecs.berkeley.edu/Pubs/TechRpts/2025/EECS-2025-84.html

May 16, 2025




Copyright © 2025, by the author(s).
All rights reserved.

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to

republish, to post on servers or to redistribute to lists, requires prior specific
permission.



Automating Contract-based Design for Cyber-Physical Systems

By

Sheng-Jung Yu

A dissertation submitted in partial satisfaction of the
requirements for the degree of
Doctor of Philosophy
in
Engineering - Electrical Engineering and Computer Sciences
in the
Graduate Division
of the

University of California, Berkeley

Committee in charge:
Professor Alberto Sangiovanni-Vincentelli, Chair

Professor Sanjit Seshia
Associate Professor Anil Aswani

Spring 2025



Automating Contract-based Design for Cyber-Physical Systems

Copyright 2025
by
Sheng-Jung Yu



Abstract
Automating Contract-based Design for Cyber-Physical Systems
by
Sheng-Jung Yu
Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences
University of California, Berkeley

Professor Alberto Sangiovanni-Vincentelli, Chair

Cyber-physical systems (CPS), which integrate computational and physical processes, present
challenges in modeling, specification, and integration due to their heterogeneous nature and
complex interactions. Contract-based design aims to address these challenges by using formal
specifications to support hierarchical decomposition and system-level reasoning through con-
tract manipulations. Combining this methodology with design automation, which leverages
computational power to streamline design tasks, offers a promising approach to addressing
the CPS design challenges.

This dissertation focuses on automating the contract-based design process to facilitate its
application in cyber-physical system design. We identify the key design automation needs
for contract-based design as specification, verification, simulation, and synthesis. Specifica-
tion enables the expression of requirements and implementations as contracts while assisting
in their manipulation. Verification detects potential errors in the decomposition process,
ensuring a correct-by-construction design. Simulation provides insight into formal specifi-
cations by generating behaviors allowed by their semantics, helping designers confirm that
contracts align with design intent and component characteristics. Synthesis automates the
decomposition process and optimizes the design.

We address these needs by bridging key gaps in contract-based design automation. For spec-
ification, a new contract formalism, constraint-behavior contracts, is introduced to represent
physical components using implicit equations, enabling precise expression of requirements.
Verification techniques based on receptiveness and strong replaceability, a newly proposed
contract relation, are developed to detect decomposition errors, including in feedback sys-
tems, ensuring correct-by-construction designs. We also propose a simulation framework
that generates behaviors allowed by contract semantics and efficiently produces a small yet
insightful set of examples to aid in validating contracts and localizing potential specification
errors. A component selection algorithm combining black-box optimization with contract-
based system reasoning is proposed to incorporate behaviors into the decomposition process



and enable contract-based synthesis that addresses optimization objectives involving behav-
iors.

We integrate these contributions into ContractDA, the first tool for contract-based design
to offer comprehensive design automation support, including specification, verification, sim-
ulation, and synthesis. ContractDA incorporates the proposed functionalities along with
existing contract manipulations, offering an interface that enables designers and researchers
to effectively apply contract-based design.
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Chapter 1

Introduction

This introductory chapter presents the motivation for this dissertation. We first discuss the
design challenges of cyber-physical systems, followed by an introduction to contract-based
design methodology as a promising approach to addressing these challenges. The chapter
then highlights the role of design automation in facilitating design processes and leveraging
computational techniques. Finally, an overview of the key contributions and the organization
is provided.

1.1 Cyber-Physical System Challenges

Cyber-Physical Systems (CPS) consist of computational and physical components whose be-
havior depends on their interaction. Cyber components involve logical operations and com-
munication mechanisms, including software, networks, and algorithms. Physical components
encompass tangible elements with shapes, mass, and physical presence that can be observed
directly, such as camera lenses, motors, batteries, or pedals. These physical components
connect the system with the physical world by sensing information and actuating responses
to influence the environment to achieve specific goals. Cyber and physical components are
integrated as a CPS that interacts continuously with the environment [99]. Examples of CPS
include autonomous vehicles, aircraft systems, power generation and delivery, robotics, and
medical devices. The advancement of CPS has led to its ubiquity, significantly enhancing
efficiency and comfort in daily life. Consequently, streamlining the CPS design process is
essential for driving further advancements, paving the way for an even more efficient and
comfortable world [157].

CPS are built on the foundation of components from various separately developed do-
mains, including control algorithms, processor architecture, modern memory technology,
sensors and actuators, and complex networks for communication. The heterogeneous nature
and complex interactions between these components result in a prolonged and error-prone
design process that leads to prohibitively high costs. For example, a commercial jet typically
requires five to ten years of development, from design and testing to production, before it is
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available on the market, while an automotive model may take three to four years to be rolled
out. The overwhelming costs associated with the lengthy development process discourage
industry involvement and impede progress in these domains. Furthermore, design faults or
supply availability issues can incur additional costs and have a significant impact on the re-
liability of the system. For example, delays in the development of the Boeing 787 resulted in
an estimated $3.3 billion toll, in addition to its wider impact on the industry. Similarly, Toy-
ota’s infamous recall of approximately 9 million vehicles due to sticky accelerators highlights
the consequences of design faults.

Overall, the CPS design process faces three main challenges caused by heterogeneity
and complexity: Modeling Challenge, Specification Challenge, and Integration Challenge.
Modeling involves creating a framework that allows for the evaluation and prediction of
the systems without relying entirely on experiments conducted after the components are
manufactured, thus reducing design costs and time. Specifications define the requirements
for the design. They can be expressed informally, such as “The car should decrease its
speed when it is foggy,” or formally, as in “The adder satisfies y = a + b,” where y is the
output value and a and b represent the input values. Finally, integration involves connecting
the manufactured components to work collaboratively and concurrently, resulting in the
implementation of the design.

The remainder of this section details the challenges in the cyber-physical system design
process, which call for novel methodologies and tools to address them.

1.1.1 Modeling Challenge

As introduced, modeling techniques are essential for reducing design costs and time by mini-
mizing reliance on trial and error with manufactured components. Model-based design [167),
156|, 118], which advocates for the systematic use of models, has become a well-accepted
practice in the design process. CPS modeling focuses on how such a framework can be
established to accommodate heterogeneous components. Two main challenges in CPS mod-
eling are 1. flexibility to balance fidelity with complexity and 2. integrating multiple system
concerns.

Balancing model fidelity and complexity is crucial to ensure both the correctness and
efficiency of the design process. Model fidelity refers to the degree to which a model rep-
resents reality, while model complexity impacts the efficiency of evaluation and prediction.
A low-fidelity model that overlooks essential aspects of a component can lead to inaccurate
predictions, potentially causing the design to fail to meet the requirements once the com-
ponents are manufactured. For example, if network and computation delays are ignored in
an autonomous vehicle model, the resulting vehicle may struggle to avoid accidents due to
slow responses to environmental changes. On the other hand, an overly complex model can
reduce the efficiency of evaluation and prediction, leading to a prolonged design process.
Additionally, the balance between fidelity and complexity may need to shift throughout the
design process, as certain details can be omitted initially and reintroduced later for improved
efficiency. This necessitates flexibility in modeling to accommodate varying levels of fidelity
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and complexity at different stages of the design process. Thus, a significant challenge is
enabling this flexibility and finding optimal balance points for models that meet the needs
of each stage of the design process.

Furthermore, because CPS contains both cyber and physical components, models for
these components must be able to capture interactions between them. Traditionally, com-
putation is modeled using logic to represent functionality with sequential and discrete se-
mantics. In contrast, physical components often require continuous and concurrent models,
such as algebraic differential equations. The differences in these modeling approaches for
heterogeneous components present a significant challenge when integrating multiple system
concerns in CPS design.

1.1.2 Specification Challenge

Specification, as the starting point for a design, has a profound impact on the design process.
The specification challenge involves creating formal specifications and their management.

A vague or ambiguous specification can lead to misunderstandings and misinterpretation
of requirements, creating difficulties in analysis and verification and ultimately resulting in
a design that fails to align with the original intent. For this reason, formal specifications—
based on mathematical techniques with well-defined syntax and semantics—are preferable,
as they clearly distinguish acceptable implementations from unacceptable ones. However,
formal specifications are often lacking in common design practice, with many requirements
still expressed in natural language. For example, the following excerpt is from the Universal
Chiplet Interconnect Express (UCle) specification [159, 170]:

“ Active State transitions: RDI SM must be in Active before Adapter LSM can begin
negotiation to transition to Active. Adapter LSM must be in Active before vLSMs can begin
negotiations to transition to Active. ”

The requirements use natural language expressions such as "begin negotiation" and "tran-
sition to", which are vague in context. These vague expressions increase the burden of
interpretation and pose a risk of misinterpretation in the design process. Formulating re-
quirements into formal specifications is a non-trivial task, requiring both finding suitable
mathematical techniques that are sufficiently expressive for the design goal and correctly ex-
pressing design intent in the chosen techniques. As a result, formulating formal specifications
remains a challenge in complex and heterogeneous CPS design.

Furthermore, specifications are shared across various stakeholders, including companies,
departments, teams, and designers, throughout the design process, making efficient and
accurate requirement management essential to avoid errors. Currently, specifications are
divided into chapters, aspects, and viewpoints, with each team focusing on sections relevant
to their responsibilities. However, since specification elements are often interdependent, a
design choice made by one team may affect others or even cause compatibility issues. The
lack of effective requirement management in handling formal specifications thus presents a
significant challenge in CPS, particularly in integrating fragmented specifications.
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1.1.3 Integration Challenge

The CPS integration challenge lies in ensuring connections compatibility and predicting the
outcome of the integration.

Integration brings together all the developed and manufactured components into the final
implementation. During this process, all components must function together correctly and
produce the desired results. However, issues such as unconnected ports or mismatched ports
of the same type may go undetected by design tools, leading to integration errors. Therefore,
ensuring compatibility during integration is a critical challenge in CPS design.

Additionally, predicting the outcome before integration occurs presents a significant chal-
lenge. Since physically integrating components can be costly and time-consuming, it is crucial
to use models that allow us to predict the results of design choices. However, this prediction
is difficult due to the heterogeneous nature of the underlying models, as discussed in the
modeling challenge. This combined challenge highlights the need to develop methods for
evaluating and predicting design impacts through model-based integration before physically
integrating the components.

1.2 Design Automation

Design automation, a field of engineering that leverages computational power to accelerate
and optimize the design process, is a promising approach to streamline the design process
and tackle the CPS design challenges. It focuses on two main objectives: 1. Accelerating
design steps, particularly those that would take human designers a long time, and 2. Op-
timizing design quality by efficiently exploring the design space using theoretical insights
and developed algorithms. These objectives are typically achieved by identifying automa-
tion needs in the design process, formulating corresponding problems, developing theories
and algorithms to solve them, and integrating the solutions into software tools to support
design. Design automation is also commonly referred to as computer-aided design (CAD),
highlighting the role of computers in automating the design process. Various design fields
have already incorporated design automation to streamline their design processes, including
mechanical engineering [141} 9], printed circuit board (PCB) design |27], and very-large-scale
integration (VLSI) circuit design [172]. Recently, emerging technologies such as microfluidic
chips [70], quantum computing [163], and silicon photonics |26] are also driving the demand
for new design automation solutions.

Design automation problems are broadly categorized into specification, simulation, verifi-
cation, and synthesis, which collaboratively enhance design efficiency and quality by working
together and influencing each other. Specification defines the solution space and design goals
by translating domain knowledge—such as key concerns and material characteristics—into
mathematical expressions for computational analysis. Simulation predicts design outcomes,
aiding in evaluating design quality and identifying potential faults before manufacturing and
integration. Verification ensures correctness by comparing an implementation, whether in-
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termediate or final, against the specification to detect errors in the design process. Synthesis
explores the design space and applies optimization techniques to generate implementations
that meet design goals.

We illustrate these concepts using electronic design automation (EDA) for VLSI circuit
design as an example, which is one of the most successful applications of design automa-
tion. Electronic design automation emerged in the early 1970s and rapidly developed in the
following decades to address the complexity of integrated circuit designs, which involved ever-
increasing numbers of transistors and advancing semiconductor technologies [150]. Today,
EDA has become an indispensable part of the integrated circuit design process. Design com-
panies purchase licenses from EDA tool companies and develop their in-house automation
tools to meet the need for efficient delivery of new products.

In EDA, specifications are captured from targeted algorithms, functionalities, and the
required properties that the circuit is intended to perform. These are usually described in
C programming language, hardware description languages (HDLs), and SystemVerilog As-
sertions. Verilog or SystemVerilog at the register-transfer level (RTL) are common HDLs
supporting behavioral specifications, considering the data flow between registers, the com-
ponents used for storing data.

After design specifications are captured, simulation, verification, and synthesis are iter-
atively performed to generate the design of integrated circuits—the layout masks used to
fabricate the chips—from the specification. For example, RTL simulation and verification
are performed to ensure that the specified functionality meets the design requirements and
satisfies the desired properties. The C programming language is translated into HDLs using
high-level synthesis techniques. The RTL description in HDLs is then further synthesized
into a gate-level netlist, where the design is represented by the interconnections of logic
gates that implement Boolean functions using available standard cells provided by the man-
ufacturing foundry. Gate-level simulation and verification are employed to ensure that the
synthesized netlists are error-free and likely to meet design goals, including functionality,
timing, power, area, and cost.

Afterwards, physical design synthesizes the gate-level netlist into a mask layout while
considering all physical aspects of the circuit. The process consists of multiple stages:
partitioning, floorplanning, power planning, placement, clock-tree synthesis, and routing,
each progressively adding details to the layout to complete the design. For example, place-
ment determines the locations of standard cells in the layout, while routing establishes the
interconnections between the cells. Signoff tools perform comprehensive simulations and
optimizations, ensuring that timing and power requirements are met. Finally, physical ver-
ification, including design rule checking (DRC) and layout versus schematic (LVS) checks,
ensures that the final layout matches the gate-level netlist and is free of serious manufac-
turing issues. Each step in EDA relies on intricate theories, algorithms, and software tools
to facilitate VLSI circuit design, demonstrating the potential of engineering in streamlining
the design process.

EDA has been highly successful in enabling efficient and scalable design processes for
VLSI circuit design. However, in the domain of CPS, a unified design methodology is still
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lacking, with each domain often handling design independently, making holistic automation
support for the entire design cycle challenging 149, 158|. Inspired by the success of EDA,
this dissertation takes a holistic approach to CPS design automation, using contract-based
design as the framework to structure and formlize the design process. The next section
introduces contract-based design and its role in addressing the CPS design challenges.

1.3 CPS Design Methedology

Design methodology is a systematic approach developed based on prior experience, the-
ory, and available tools to address design challenges. It aims to overcome recurring issues
through a structured series of steps that guide the design process. In response to CPS
design challenges, various CPS design methodologies have been proposed or adapted from
other domains, including the waterfall model, incremental model, V-model, spiral model,
and agile model. Each methodology offers distinct advantages and drawbacks. For instance,
the waterfall model guides the design process into a sequential, dependent workflow. While
it is simple and easy to manage, it struggles to accommodate changing requirements and
often delays the delivery of a working solution. In contrast, the spiral and agile models,
originating from software engineering, emphasize shorter cycles for early product evaluation.
Although effective for iterative feedback, they can lead to higher costs in CPS design due to
the expense and time required for physical prototyping compared to software development.

Some industries, such as automotive, have adopted the V-model, as shown in Figure[1.1}
The methodology consists of a top-down approach that decomposes the problem into man-
ageable parts, followed by a bottom-up integration, verification, and validation phase [17].
The process begins with defining the design concept and system requirements, including
functional aspects that specify the system’s intended behaviors and non-functional prop-
erties such as power, cost, and delay constraints. These requirements are translated into
a high-level architecture reflecting the system’s requirements. The architecture is further
decomposed into subsystems manageable for development, such as electrical, mechanical,
microelectronic, software, and network components. Once individual components are de-
veloped and tested, the integration phase begins, where components are assembled into a
complete system. Finally, the system undergoes verification and validation to ensure that it
meets the original design concept.

However, this oversimplified methodology fails to effectively address the CPS design
challenges. First, the waterfall-like approach struggles with scalability. As the design scale
increases, this method requires a lengthy turnaround time since issues can only be identified
and addressed after integration, resulting in wasted development time and increased costs.
Second, design space is often inadequately explored. The transition from requirements to
architecture and subsystems is typically guided by heuristics and prior experience, which
can lead to suboptimal designs due to the limited exploration of the design space. Given the
increasing scale and complexity of CPS, novel design methodologies are essential to meet the
growing demands of future technologies.
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Figure 1.1: The V-model design methodology.

Platform-Based Design (PBD) [87, was introduced to address the limitations of the
V-model design process. A platform defines a set of architectures that can be constructed
using a library of components, following specific composition rules. Platforms establish
abstraction layers, where each layer hides unnecessary details while summarizing key imple-
mentation information. The PBD design process consists of both bottom-up and top-down
approaches, forming a "meet-in-the-middle" methodology that balances design flexibility
and implementation constraints. In the bottom-up process, a platform is built by creating
a library of components and modeling their associated performance abstractions. In the
top-down process, requirements are mapped onto the components available on the platform.
As a result, the two processes meet in the middle, where the requirements is mapped to
the platform and characterizations of potential implementations. Once a design is finalized
within a platform, the process moves to a lower platform level, which introduces more im-
plementations details. By structuring the design process in this way, the platform reduces
complexity, facilitating integration and verification of the implementation. For example, in
digital circuit design, logic gates form a platform A Boolean function can be mapped to a set
of logic gates with logical connections, without considering lower-level circuit details such as
transistors or wiring. Once this mapping is completed, the process moves to the next plat-
form level, which typically consists of standard cells provided by the foundry, incorporating
transistor-level details into the implementation.
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1.3.1 A Preview on Contract-based Design Methodology

Contract-based design emerges as a promising approach to addressing CPS design challenges.
This methodology advocates using contracts to enable formal methods and compositional
design throughout the design process. Contracts are a class of formal specifications typically
defined by the environments in which the system operates and the properties it must sat-
isfy under those environments. They provide a means to express system requirements and
establish well-defined constraints to guide the design process.

The contract-based design methodology adopts compositional design, a divide-and-conquer
approach that repeatedly decomposes system contracts into subsystem contracts, addressing
the limitations of the V-model while preserving its advantages. As illustrated in Figure [1.2]
consider a scenario where contracts are defined for the top-level system (Cs) and its de-
composition into several subsystems (C;, Co, and C3). These contracts ensure that any
valid implementation of the subsystems can be integrated as a valid implementation of the
top-level system. This approach reduces a complex and heterogeneous design problem into
manageable, single-domain design problems, similar to the advantage of the V-model. The
design process can then proceed hierarchically, from the top-level system down to individual
components. Moreover, the use of formal specifications enables formal methods to analyze
the relationships between contracts, allowing early integration tests and verification to detect
design mistakes, thus addressing the V-model’s scalability issue. Design correctness can be
ensured through two key aspects:

1. Correctness in decomposition: Ensuring that decomposed contracts satisfy higher-
level contracts, assuming subsequent decomposition and development are error-free.

2. Correctness of development: Verifying that implementation results conform to
their corresponding contracts.

By verifying contracts before component development, decomposition errors can be identified
early, preventing unnecessary costs and delays. Since this verification process combines con-
tracts as if developers were integrating actual components, it is often referred to as an early
integration test, as it provides insight into integration results before component development
begins. Additionally, formal specifications rely on precise mathematical formulations, which
define well-structured design spaces and evaluation metrics. This enables comprehensive de-
sign space exploration beyond heuristics or prior experience, ensuring that optimal solutions
are considered.

Contract-based design can serve as a rigorous approach to applying the platform-based
design concept. In the bottom-up process, components in a platform are characterized by
their contracts. In the top-down process, high-level system contracts are decomposed into
subsystem contracts that align with the available component contracts in the platform. Each
subsystem contract corresponds to a component in the library, completing the mapping of
requirements to the available components. As a result, contract-based design retains the
benefits of platform-based design while addressing the limitations of the V-model.
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Figure 1.2: The core concept in contract-based design methodology.

The methodology shows promise in addressing the aforementioned CPS modeling, speci-
fication, and integration challenges. First, formal specifications require systems and compo-
nents to be modeled using formal languages, providing a structured approach to balancing
fidelity with complexity while integrating multiple system concerns. The notions of refine-
ment and abstraction [7, |10, [11] provide flexibility in balancing fidelity and complexity.
Refinement and abstraction are relative concepts: if a specification C, is a refinement of
another specification C,, then specification C, is an abstraction of C,.. Conceptually, C, is a
refinement of C, if C, can safely replace C, in the design process without without violating any
of the requirements from C,. Typically, C, imposes additional restrictions on top of C,, such
as operating in a broader set of environments or exhibiting a more constrained set of behav-
iors under those environments. Refinement and abstraction thus involve adding or removing
information in the formal specification, resulting in different levels of abstraction. A more
abstract contract reduces complexity but sacrifices fidelity, while a more refined contract
increases precision at the cost of greater complexity. This ability to shift across abstraction
levels provides a structured approach to balancing fidelity and complexity. Furthermore,
various operations have been proposed to reason about interactions between systems and
various design concerns based on their specifications. For example, composition and merg-
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ing are two crucial operators in contract-based design. The composition of specifications
produces a new specification that is guaranteed to be satisfied by any system created by
integrating subsystems developed under the composed specification. Merging specifications
creates a new specification for a system, where each of the merged specifications represents
a different viewpoint, such as timing, power, and functionality. These operations enable
the precise capture of interactions between and within components by leveraging established
reasoning methods.

Secondly, the use of formal specifications inherently calls for solutions to formulate pre-
cise specifications and facilitates the management of requirements. Once all components,
requirements, and intermediate subsystems are expressed as formal specifications, the risk
of vague and ambiguous design requirements is mitigated, enabling rigorous verification and
validation. The use of contracts throughout the design process also supports specification
management. By expressing relationships between requirements such as refinement, ab-
straction, composition, and merging, the connections between different requirements can be
easily reviewed and verified. This approach makes the process less error-prone and more
transparent for all stakeholders.

Furthermore, integration challenges can be addressed through early integration tests.
Compatibility issues during integration can be mitigated by detecting them during the de-
composition process, and the use of formal specifications streamlines the examination of
compatibility. The outcomes of integration can also be predicted before physical integration
occurs, as these specifications can be virtually integrated and evaluated through operations,
without waiting for the development or manufacturing of components. This enables faster
validation and evaluation of the design, reducing both design costs and time spent on sub-
optimal or incorrect designs that fail to meet the requirements.

1.4 Dissertation Overview

Given the potential of contract-based design and design automation, this dissertation focuses
on design automation techniques, including theories, automation methodologies, algorithms,
and tool development, to streamline contract-based design methodology for CPS.

First, the key design automation tasks for contract-based design are identified as specifi-
cation, verification, simulation, and synthesis. The dissertation then proposes techniques to
bridge existing gaps and achieve these tasks:

e Specification: A new contract formalism for physical components is introduced, en-
abling the use of implicit functions and their integration with existing formalisms,
making contract-based design more applicable to CPS.

e Verification: Theories and algorithms are developed to ensure that decomposed con-
tracts enable independent development without introducing integration issues.
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e Simulation: A novel methodology and algorithms are proposed to help ensure that
formulated contracts align with design intent and component characteristics.

e Synthesis: A contract synthesis algorithm is devised to decompose contracts into a
set of library contracts when system behavior must be considered in design objectives.

Finally, an automation tool is developed to integrate these tasks, providing a comprehensive
design automation platform for contract-based CPS design.

1.5 Main Contributions

This section summarizes the dissertation’s main contributions, categorized in theory, method-
ology, algorithms, and tool development.

1.5.1 Theory

Contract theory forms the foundation of contract-based design methodology and is essential
for developing algorithms for design automation. This dissertation bridges two major the-
oretical gaps to ensure the methodology can be applied to cyber-physical systems without
introducing design faults: formalism for physical systems and conditions for correct contract
decomposition.

1.5.1.1 Contract Formalism for Physical Systems

This dissertation proposes constraint-behavior contracts, a new contract formalism that ex-
presses physical components through implicit functions, preserving their physical meaning
without specifying port directions. Implicit functions and the absence of port directions
are common in the modeling of physical systems [176]. However, existing contract frame-
works, such as assume-guarantee contracts and interface I/O automata, require contracts
to be expressed with explicit functions reflecting designated port directions, making it dif-
ficult to represent physical component specifications. Specifically, Chapter 4| introduces the
formalism and derives its properties and operations. The formalism helps designers avoid
faults in formulating contracts, as it aligns with their intuitive understanding of components.
Additionally, constraint-behavior contracts can be easily converted into assume-guarantee
contracts without loss of information. Ultimately, this discovery leads to a methodology for
combining physical and cyber components using different contract formalisms.

1.5.1.2 Conditions for Correct Contract Decomposition

This dissertation also addresses a theoretical gap in defining correct contract decomposition.
Previous work on contracts suggests using refinement as the criterion for contract decom-
position. However, this dissertation demonstrates that a set-based definition of contracts
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allows vacuous systems—systems lacking any behavior—to be developed under contracts us-
ing refinement as the decomposition criterion. This issue arises particularly when contracts
are refined independently without immediate integration testing, leading to difficulties in
leveraging the benefits of compositional design to reduce complexity. Chapter [5| formalizes
this issue as the vacuous implementation problem and introduces constraints on top of refine-
ment to ensure correct contract decomposition. The constraints include the concept of Strong
Replaceability and graph-based properties derived from the relationships between the decom-
posed contracts. Strong replaceability requires that refined contracts preserve receptiveness
with respect to all target environments, while the graph properties establish conditions to
ensure strong replaceability for any independent refinement in feedback composition. These
theories resolve the issue in assume-guarantee contract decomposition, ensuring the benefits
of compositional design in contract-based design.

1.5.2 Methodology

In addition to theoretical contributions, this dissertation advances the contract-based design
methodology by promoting the integration of physical components into the design process,
proposing simulation methodology to verify if contracts align with design intent, and iden-
tifying the requirements for contract-based design automation tools.

1.5.2.1 Methodology for Combining Physical Components and Cyber
Components

Building on the theory of constraint-behavior contracts, Chapter {4] develops a methodology
for integrating physical devices with cyber components. In this approach, designers can select
contract formalisms for specifications based on factors such as reusability, ease of expression,
and the nature of the components. As abstraction levels change, designers can convert the
specifications into the formalism best suited to the needs at each level leveraging the ease
of conversion between assume-guarantee contracts and constraint-behavior contracts. This
methodology is demonstrated through a UAV propulsion system design problem, showcasing
its effectiveness in verifying that the design satisfies the system specifications.

1.5.2.2 Simulation for Verifying Contracts

While formal methods can provide correctness guarantees for contract-based design, the
specification formulation—created by human designers to reflect their design intent—poses
risks to the correctness of the design. Any mistakes in the formulation cannot be detected
without comparing its semantics to the design intent, as the specification serves as the gold
standard throughout the rest of the design process. To ensure that the design intent is
accurately translated into contracts, Chapter [6] proposes using simulation to verify whether
the formulated contract aligns with the design intent. By examining the behaviors gener-
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ated through simulation, designers can confirm that the contract accurately represents the
intended design objectives.

1.5.2.3 Methodology for Contract-based Design Tools

Chapter [3|identifies the need for design automation tools in contract-based design to facilitate
the application of design automation techniques in the design process. Through comparisons
and analysis of existing tools, the requirements for such automation tools are summarized
as support for comprehensive contract manipulations, various design automation tasks, and
extensibility to accommodate new formalisms, modeling techniques, and solvers.

1.5.3 Algorithm

Algorithms are the cornerstone of design automation, enabling design tasks to be completed
efficiently and effectively. This dissertation advances contract-based design automation by
contributing new algorithms including component selection using behaviors, verification of
correct decomposition, and simulation for evaluation and debugging.

1.5.3.1 Component Selection using Behaviors

This dissertation introduces the first contract-based component selection algorithm capable
of handling constraints and optimizing objectives that involve system behaviors. Component
selection is a critical contract synthesis problem, where contracts are decomposed into a set
of library components that satisfy specifications while optimizing design objectives.

Existing contract selection algorithms address a simplified problem where objectives can
be evaluated independently for each selected component. For example, if cost is the objective,
these approaches assume that the total cost can be obtained by summing the individual
costs of subsystems. However, design problems often involve subsystem interactions, such
as system behaviors that cannot be determined independently. Chapter [7] introduces an
algorithm that integrates contract-based system reasoning with black-box optimization to
select components while accounting for their interactions to optimize the objective function.
This approach expands the capability of contract synthesis to handle more complex design
objectives.

1.5.3.2 Verification of Correct Decomposition

As discussed in Section [I.5.1.2] vacuous implementation issues may arise if refinement is
used as the sole criterion for verifying correct decomposition. To prevent these issues, au-
tomated verification algorithms are essential for checking whether the conditions after the
theories for correct contract decomposition are developed, ensuring valid decomposition.
Chapter [5| introduces graph-inspired algorithms that verify decomposition correctness, pre-
venting contract decomposition that can lead to vacuous implementation from being used
for independent development. These algorithms are abstractly designed to accommodate
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any set-based specification with a compatible theorem solver, while their implementability
is demonstrated for finite sets and first-order logic contracts.

1.5.3.3 Simulation for Contract-based Design

As discussed in Section simulation is proposed to verify whether formulated con-
tracts align with design intent. Chapter [6] introduces an algorithm for contract simulation,
capable of generating behaviors specified by the contracts under environmental constraints.
Additionally, the algorithm can automatically produce constraints to help designers examine
the correctness of operators used in the formal specification with a small set of simulated
behaviors.

1.5.4 Tools

In Chapter [§ we present ContractDA, an automation tool developed for contract-based
design. The tool supports comprehensive contract manipulations and design automation
tasks while providing abstractions to accommodate new formalisms, modeling techniques,
and solvers.

1.6 Organization

This chapter has outlined the motivation for automating contract-based design to address
CPS design challenges.

The remainder of this dissertation is organized as follows: Chapter [2] presents the back-
ground materials, including system modeling, specification formalisms, contracts, contract-
based design, assume-guarantee contracts, and the development history of contract-based
design. System modeling and specification formalisms provide the languages for express-
ing requirements and describing implementation capabilities. Contracts are introduced as
an abstract class of formal specifications, followed by a discussion on the advantages of
contract-based design. Assume-guarantee contracts, one of the most commonly used con-
tract formalisms, are then presented along with their properties, operations, and relations
as a concrete instantiation of contracts. Finally, the development history of contract-based
design is reviewed to provide context for its evolution.

Chapter [3| discusses design automation opportunities for contract-based design and re-
views existing work. Crucial automation tasks for contract-based design are identified, along
with their corresponding design automation problem categories. For each task, the prob-
lem formulation and existing work are examined to further highlight research opportunities.
Additionally, existing contract-based design automation tools are reviewed, leading to the
argument that a new tool is necessary to provide a comprehensive solution for these automa-
tion tasks.
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Chapters {4] through |7] address gaps in theory, methodology, and algorithms for the iden-
tified automation tasks. Chapter 4] introduces constraint-behavior contracts, a new con-
tract formalism for physical components, accommodating models using implicit functions.
Theoretical foundations, including properties, operations, and relations, are developed to
demonstrate that the formalism is a concrete instantiation of contracts and to highlight its
advantages. Additionally, a methodology for integrating different formalisms and convert-
ing them based on needs in abstraction levels is presented, demonstrated through a UAV
propulsion system design verification problem. This work is based on joint research with
Inigo Incer and Alberto Sangiovanni-Vincentelli [181].

Chapter [5] defines correct contract decomposition and verification techniques to ensure
that a given decomposition does not introduce issues after independent development. The
problem of vacuous implementation is first examined, highlighting the need for correct con-
tract decomposition and the insufficiency of refinement in preventing the issue. Conditions,
including receptiveness and graph properties derived from the relationships between the de-
composed contracts, are then identified to satisfy these requirements. Verification algorithms
are developed to check these conditions and detect incorrect contract decompositions. This
chapter is based on joint work with Inigo Incer and Alberto Sangiovanni-Vincentelli [182].

Chapter [0] proposes algorithms for simulation and a methodology for applying simula-
tion to check if the formulated contracts align with the design intent. The methodology
ensures that contract-based design does not use incorrect specifications as design goals. An
algorithm is introduced to produce behaviors allowed by the contracts under environmental
constraints, assisting designers in examining the formulated contracts. Additionally, an au-
tomated constraint generation algorithm is proposed to help designers verify if the design
intent is met by a small set of behaviors, without the need to specify the environmental
constraints. This chapter is based on joint work with Alberto Sangiovanni-Vincentelli.

Chapter [7] proposes a synthesis algorithm for component selection using system behav-
iors. The need for incorporating system behaviors into the component selection problem
is first identified to account for interactions between systems. A contract-based system
reasoning framework is designed to produce initial solutions, verify synthesis results, and
evaluate design objectives. An algorithm based on a black-box optimization flow using
Bayesian optimization is introduced to optimize component selection, demonstrated through
a UAV propulsion system design problem. This chapter is based on joint work with Alberto
Sangiovanni-Vincentelli.

Chapter [§| presents ContractDA, a contract-based design automation tool that integrates
the developed automation tasks. The functionality provided by the tool, including compre-
hensive contract manipulations and design automation tasks, is introduced. The design of
the tool, including its interface and architecture for abstracting contract-based design, as well
as its extensibility to accommodate different models, formalisms, and solvers, is presented
to highlight the contributions of the tool.

Finally, Chapter [J] concludes the dissertation and discusses future directions for design
automation in contract-based design for CPS.



16

Chapter 2

Preliminaries

This chapter provides the background concepts for this dissertation. First, the formalisms for
modeling system behaviors and specifications are introduced to establish the languages for
expressing requirements and describing implementation capabilities. Next, the definition of
contracts is presented, followed by a discussion on the advantages of using them in contract-
based design. Then, assume-guarantee contracts, one of the most commonly used contract
formalisms, are introduced along with their properties, operations, and relations as a concrete
instantiation of contracts. Finally, the historical development of contracts is reviewed to
provide context for their evolution.

2.1 Formalisms for System Modeling and Specification

Modeling provides a mathematical framework for explaining observed physical quantities and
describing behaviors, which result from interactions between a component and its environ-
ment. It enables predictions for complex systems and establishes a rigorous basis for analysis
and guidance in the design process. For example, system models allow simulation under var-
ious operating conditions to evaluate system performance. Models can also guide the design
process by first specifying desired behaviors and then mapping them to implementations, as
demonstrated in the top-down process of platform-based design methodology. For instance,
combinational logic and finite-state machines are commonly used to model the behaviors
of digital circuits. In the digital circuit design process, the desired system behavior is first
described using these models and then mapped to logical gates composed of transistors that
implement the specified behavior.

Due to the complexity of physical systems, models are often abstracted to reduce com-
plexity, making computation more efficient while maintaining sufficient accuracy to predict
behaviors. For example, Boolean values can represent high and low voltage levels, even
though actual voltages may not precisely match the ideal levels, especially during transi-
tions. When the non-ideal values and the transitions before reaching a stable voltage level
are ignored, the system can be modeled using Boolean values, enabling the use of Boolean
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algebra to facilitate computation, prediction, and design optimization.

Various modeling techniques have been proposed to support system analysis and design.
Examples include finite-state machines, actor models |66], communicating sequential pro-
cesses (CSP) [68], and Kahn process networks [84]. The tagged signal model |98| provides a
unified framework that integrates these models, offering a systematic approach to describe
system behaviors. This section briefly introduces the tagged signal model and defines the
modeling framework used in this dissertation, with simplifications made for clarity in the
examples throughout.

In contrast to models, which describe what a system will do, formal specifications focus
on what the system should do as a requirement. While differing in purpose, both center
on system behavior, and thus specifications are defined using the framework created by
models. Specifically, specifications define the acceptable behaviors of interfaces between
systems and their environment as requirements. An implementation of a specification is a
model that produces only the acceptable behaviors, thus satisfying its requirements. Internal
system behaviors are ignored, as they are implementation details that do not affect the
interaction between systems and their environments. Consequently, formal specifications
require the modeling of system interface behaviors. The requirements are described through
these models, enabling the creation and verification of implementations based on them.

The following introduces formal definitions for both modeling and formal specification as
considered in this dissertation.

2.1.1 Ports

Ports serve as the interfaces through which systems interact with their environment, carry-
ing physical quantities or other conceptual values used for modeling and describing system
requirements.

Definition 2.1. A port p is a variable associated with a port type V,, which represents the
set of possible values for the port.

A port acts as a variable, allowing values to be assigned that represent physical or con-
ceptual quantities. The port type defines the range and type of these values.

Since a system may contain many ports, we define the system ports as the collection of
all its ports.

Definition 2.2. The system ports are denoted as a set P.
The following examples illustrate the concept of ports.

Example 2.1. The logical AND gate in Figure (a) contains three ports: a, b, and c.
The port types associated with these ports are the sets of Boolean values, denoted as B.
Therefore, V, = V, = V. = B. The system ports of the logical AND gate are denoted by

PANDgate = {a7 b7 C}'
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Figure 2.1: Examples of systems to be modeled: (a) a logical AND gate and (b) a resistor.

Example 2.2. The resistor in Figure [2.1)(b) contains two ports: V and I. The port types
associated with these two ports are the sets of real values, denoted by R. Therefore, Vi, =
Vi =R. The system ports of the resistor are denoted by Presistor = {V, 1}

Note that a port is not necessarily a physical connector through which a system can
be connected to other systems. In the case of the resistor, although its physical shape
contains two connectors, the physical quantities of voltage and current are defined through
the relationship between the two connectors. Voltage is the electric potential difference
between the two connectors, while current is the rate of electrons passing through the system.

2.1.2 Behaviors

As introduced, behaviors are the focus of modeling. The behaviors defined on the system
ports enable the understanding of the relationships between port values.

Modeling formalisms can influence the concrete definition of behaviors. In the tagged
signal model, a behavior is referred to as a process—a set of events (¢,v) containing a
tag t and a value v. Thus, a behavior (process) for a port p with its port type V, is a set
{(t,v) | t € T,v € V,}, where T is the set of available tags. Tags represent the notion of time
when T is a totally ordered set. For instance, when the tag set is R, the system is modeled in
continuous time, and when the tag set is N (the set of natural numbers), it is modeled as a
discrete-event system. In such cases, tags are referred to as time stamps. Alternatively, tags
may be defined over a partially ordered set, in which case they do not correspond directly
to a notion of time. Interested readers can refer to Lee and Sangiovanni-Vincentelli [98] for
more details on tags and their semantics in modeling. The tagged signal model is a general
framework that unifies various models of computation. To facilitate understanding, these
preliminaries focus on the case T = N, a subset of the general model.

Example 2.3. A process {(t = 0,v = True), (t = 3,v = False), (t = 6,v = False)} represents
a behavior of the port a in Figure (a), wllustrating discrete changes in value.
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Example 2.4. A process {(t,v) | v =2t} represents a behavior of port V in Figure[2.1(b),
illustrating continuous updates of the voltage values according to the function f(t) = 2t.

When behaviors are modeled as discrete events, with value changes occurring only at
specific times, they can be represented simply as a sequence of values, since the timing can
be inferred from context. In this dissertation, behaviors represented without time stamps
are modeled as discrete events, with the order of values reflecting the sequence of system
events.

Example 2.5. For the logical AND gate behavior in Example if discrete events occur
at time stamps 0, 3, and 6, the behavior is represented as (True, False, False).

These examples also illustrate that modeling formalisms determine the concrete form of
behavior definitions.

Furthermore, a behavior can be described either statically or dynamically, depending on
the system’s characteristics. Dynamic behaviors, as illustrated in the previous examples,
capture information about value changes, ordered either by sequence or by time stamps. In
contrast, when a system’s port relations are independent of previous values, value changes
need not be considered, as the current value alone is sufficient to characterize the behavior.
In such cases, the time stamps can be omitted, and the behavior is represented by a single
value instead of a sequence.

Example 2.6. In Figure[2.1] since the systems’ behaviors do not depend on previous values,
they can be represented statically. For the logical AND gate’s port a, the behavior can be
either (a = False) or (a = True). For the resistor’s port V', the behavior can be any element
of the set {V | V € R}.

Regardless of the modeling formalism, the behaviors of a single port can be represented
as elements of a set.

Definition 2.3. Let B, denote the universe of behaviors that a port can exhibit, as determined
by its port type. A behavior is an element of B,.

After introducing port behaviors and the variety of modeling formalisms at the port
level, we now extend the discussion to system behaviors. The behavior of a system is the
combination of the behaviors of its ports, which collectively define the universe of possible
system behaviors.

Definition 2.4. The universe of system behaviors is defined as the Cartesian product of the
universes of the port behaviors, i.e., Bp =[] .p Bp, and a system behavior is an element of

Bp.

peEP

Example 2.7. Using the notion of static behaviors, the universe of behaviors for the logical
AND gate in Figure (a) is B3, where each tuple corresponds to the values of ports a, b, and
c. Examples of system behaviors include (a = false,b = true,c = false) and (a = true,b =
true, ¢ = true).



CHAPTER 2. PRELIMINARIES 20

Example 2.8. Similarly, using the notion of static behaviors, the universe of behaviors for
the resistor in Figure (b) is R%, where each tuple corresponds to the values of ports V and
I. Ezamples of system behaviors include (V =4,1 =1) and (V =8,1 =2).

2.1.3 Properties

Behaviors can be used to define a requirement, called a property, as a collection of behaviors
of interest. If a system produces only behaviors contained in the property, it satisfies the
property; otherwise, the system is said to violate the property.

Definition 2.5. A property P is a subset of the system behavior universe, i.e., P C Bp.

In the formal specification community, properties are often expressed compactly using
logic, simplifying their description and enabling efficient computation. We now introduce
property representations using first-order logic, linear temporal logic, and relational inter-
faces. For a more comprehensive introduction, including formal definitions and examples of
first-order and temporal logic, interested readers can refer to Chapter 1 of Rosen [147] and
Chapter 13.2 of Lee and Seshia [99].

2.1.3.1 First-order Logic

First-order logic uses quantified variables over non-logical objects, such as predicates and
functions. A predicate is an expression that evaluates to either true or false, depending on
the values of the variables. A function is an expression that maps variable values to another
value. For example, the predicate Q(a,b) can be defined to check whether the values of a
and b are equal, while the function f(I) can be defined as f(I) =4« I.

The syntax of first-order logic is defined by terms and formulas. A term is either a
variable or a function applied to other terms. A formula, on the other hand, is recursively
defined as one of the following:

1. A predicate, such as Q(a,b)

2. Equality between terms, such as V' = I. Note that equality is not typically a built-in
relation in first-order logic, but it can be represented using a predicate like Q(a, b).

3. Negation of a formula: —¢.
4. Logical binary operations on formulas, such as ¢; A ¢ and ¢; V ¢s.

5. Quantifiers applied to a formula: if ¢ is a formula and x is a variable, then Vz ¢(x)
and Jx ¢(z) are also formulas.

The semantics of first-order logic denote the set of all variable assignments that make a
formula evaluate to true.
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Example 2.9. First-order logic can be used to describe a property. Consider the property
P=c< (aNb), where a,b,c € B. The property consists of all triples (a, b, c) such that c <
(aAb) evaluates to true. Formally, it can be expressed as the set {(a,b,c) € B® | ¢ < (a A b)}.
Specifically, the set includes the tuples {(a = false,b = false,c = false),(a = false,b =
true,c = false), (a = true,b = false,c = false), (a = true,b = true,c = true)}.

Another example of using first-order logic to describe system behavior is the synchronous
relational interface |169]. A stateless synchronous relational interface is defined as a triple
(X,Y, ¢), where X is the set of input variables, Y is the set of output variables, with X and
Y disjoint, and ¢ is a first-order logic formula over the variables in X U Y, specifying the
valid behaviors of the interface.

Example 2.10. Consider a synchronous relational interface where the input set X is {I},
the output set Y is {V'}, and the first-order logic formula ¢ is defined as (V = 4I). This
defines a property where the output voltage V must be four times the value of the input
current 1.

Therefore, in the remainder of the dissertation, when the context surrounding the vari-
ables is clear, the first-order logic formula ¢ will be used to denote the set of port values
that evaluate ¢ to true, without explicitly writing the corresponding set comprehension.
Additionally, True will represent the universe of behaviors, Bp, and False will represent the
empty set, (.

Since first-order logic can describe sets over port variables, it is well-suited for express-
ing static behaviors, where only port values are considered and time or value changes are
irrelevant.

2.1.3.2 Linear Temporal Logics (LTL)

However, when systems require temporal information, first-order logic may become less com-
pact, as it necessitates introducing separate variables for each time stamp.

Linear Temporal Logic (LTL)[137] enables formal reasoning about temporal behaviors
in discrete-event systems, such as those described in Example 2.5 These behaviors are
expressed as sequences of port values, known as traces. A trace is a sequence

((107(]17(]27 ce )

, where each ¢; contains the values for all ports.

LTL is defined on top of propositional logic. Unlike first-order logic, propositional logic
does not include functions, predicates, values other than Boolean values, or quantifiers. It
can be seen as a special case of first-order logic, with first-order logic building upon the
foundation established by propositional logic. Extensions, such as first-order temporal logic,
have been proposed, but they tend to suffer from high computational complexity.

In LTL, each propositional logic variable is an LTL formula. The Boolean operations
between LTL formulas also form an LTL formula. A trace satisfies an LTL proposition p if



CHAPTER 2. PRELIMINARIES 22

p is true for ¢y. In addition, LTL utilizes several temporal operators, which operate on any
LTL formula ¢ and result in another LTL formula:

e G¢: Read as “globally ¢”. A trace satisfies G¢ if every suffix of the trace satisfies ¢.
A suffix of a trace is the sequence starting from some element ¢; in ¢ and including all
subsequent elements. For example, the traces (¢1, 2, ¢s, .. .) and (gs, g3, . . .) are suffixes
of the trace (qo, q1, ¢2, g3, - - -). Formally, a trace satisfies G¢ if and only if for all 7 > 0,
the suffix (g;, ¢j41, . ..) satisfies ¢.

e F¢: Read as “eventually ¢”. A trace satisfies F¢ if some suffix of the trace satisfies
¢. Formally, a trace satisfies F¢ if and only if for some j > 0, the suffix (g;, ¢j11,- . .)
satisfies ¢.

e X¢: Read as “next state ¢”. A trace satisfies X¢ if and only if the next state, ¢,
satisfies ¢, where ¢; is the state that immediately follows the initial state ¢y in the

trace (q07 q1,42,43, - . )

e »1U¢py: Read as “¢p until ¢”. A trace satisfies ¢;U¢y if some suffix of the trace
satisfies ¢, and all other suffixes that start before it satisfy ¢;. Formally, a trace
satisfies ¢ U¢y if and only if for some j > 0, the suffix (¢;, gj11,...) satisfies ¢, and
for all 4, 0 < i < j, the suffix (¢;, ¢i+1, . . .) satisfies ¢;.

Similar to first-order logic, the semantics of LTL denote the set of traces that satisfy the
LTL formula.

Example 2.11. Consider the logical AND gate in Figure (a) as an example. The trace
((a = false,b = false,c = false),(a = false,b = true,c = false), (a = true,b = true,c =
true)) satisfies the LTL formula F(c) because, starting from j = 2, the suffiz ((a = true,b =
true, c = true)) satisfies ¢ = true.

However, the trace does not satisfy the LTL formula G(c) because the suffiz ((a =
false,b = false,c = false), (a = false,b = true,c = false), (a = true,b = true,c = true))
does not have c as true in its first element.

Since the logical AND relationship between the ports always holds, all possible behaviors
or traces of the logical AND gate can be represented by G(c < a A'b).

2.1.4 Components

So far, we have discussed the universe of behaviors for the ports and systems, as well as the
properties that define the system’s requirements. We now turn to the characterization of
systems by describing their interactions with the environment, referred to as components,
which impose restrictions on the universe of behaviors. The restriction defines the behaviors
the system can exhibit within the universe of behaviors. This enables us to reason and
operate on the model by considering the interaction in terms of these behaviors.
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Definition 2.6. A component, denoted by M, is defined as a set of behaviors M C Bp.

From the definition, there is no distinction between a property and a component in terms
of their structure, as both are defined by sets. The difference lies in their usage. A component
refers to the behaviors a system can exhibit, while a property denotes the requirements that
a system must satisfy. Therefore, we can apply the introduced property expression, such as
relational interfaces and LTL, to components, as long as the property fully captures all of
their behaviors.

We use the example in Figure[2.1]to illustrate the concepts of a component and a property:

Example 2.12. The logical AND gate in Figure (a) is a component with the following
static behaviors:

ManDgate = (¢ & (a AD)).

The expression in first-order logic is equivalent to {(a,b,c) € B* | c < (a Ab)}, where the
context for (a,b,c) € B® is clear.

The resistor in Figure (b), with resistance r = 4, is a component exhibiting the fol-
lowing static behaviors based on Ohm’s law:

Mresistor = (V = 41)

Behavior projection provides alternative views of behaviors or components by either
ignoring certain ports or incorporating additional ones. Let e € Bp represent a behavior,
and let p € P be a port. We use ¢, to denote the behavior restricted to port p.

Now, consider two port sets, P and P’, and let Bpr C Bp: represent a set of behaviors
defined on P’. The projection of the set of behaviors Bp: onto ports P is defined as:

7T73(B73/) = {6 € Bp

Je' € Bp (Vpe PNP,e,=¢€,) A
(Vpe P\P, ¢, €B,) '

The projection excludes ports not in the new view, ensures consistency of values on common
ports, and extends the result by incorporating the universe of behaviors for the new ports.

Example 2.13. This example demonstrates the projection of behaviors onto three distinct
port sets derived from the system in Example|2.12,

1. Projection onto P; = {a,b,c,d} is as follows:
7 (Manpgate) = {(a,b,c,d) € B* | c & (aAD)}.

The new view introduces an additional port d of type B, while preserving the existing
ports. Since port d is not related to the component, it can be seamlessly incorporated
by expanding the set’s domain.
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2. Projection onto Py = {b, c} is as follows:
Tpy(ManDgate) = {(b,¢) € B* | =cV b} .

The new view excludes port a from the component’s behavior. We obtain this result by
first enumerating all behaviors in Manpgate: {(a = false,b = false,c = false), (a =
false,b = true,c = false), (a = true,b = false,c = false), (a = true,b = true,c =
true)}. Ezcluding the values for a, we get:

{(b= false,c = false), (b= true,c = false), (b = true,c = true)}.
These behaviors are then represented by the first-order logic formula —c V b.
3. Projection onto Ps = {b, c,d} is as follows:
7P, (MaNDgate) = { (b, ¢,d) € B } —cVb}.

The new wview wntroduces an additional port d while excluding port a. This result is
obtained by extending the projection from Py to include the new port d, which is inde-
pendent of the component’s behavior.

In systems, components are connected and interact with each other through ports, where
connected ports must exhibit the same values. The collection of connected components forms
a new component, referred to as the composition of the original components:

Definition 2.7. Given components My with ports Py and My with ports Po, where Piy =
Py U Py, the composition of My and M,, denoted M || May, is defined as:

My || My = 7T7312<M1) N 7T7312(M2)'

The intersection is understood as the simultaneous enforcement of the restrictions im-
posed by the components. The projection ensures that the two components share the same
universe of behaviors, making the set intersection meaningful.

Example 2.14. Figure[2.3 depicts two logical AND gates, g1 and g2, and their composition.
To obtain the component expression for the composition, the ports are first defined as Py =
a,b,c, Py =c,d, e, and P13 = a,b,c,d,e. The components can then be written as:

My, = {(a,b,c) €B® | c & (aAD)},

Mg, ={(c,d,e) eB® | e = (cAd)}.

To ensure that both components share the same universe of behaviors, they are projected onto

Plz N

T, (Mg,) = {(a,b,c,d, e) € B® ‘ ce (and)},
TPy (M) = {(a,b,c,d,e) €B® | e = (cAd)}.
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Type of a,b,c,d,e: B

—_ 1T
-

e g—

(a) (b)

Figure 2.2: Examples of component composition: (a) two systems with their port definitions
and (b) the composition result of the two systems.

Consequently, the intersection is applied to derive the composed component:
My, || Mg, = {(a,b,c,d,e) €B° | (c=anb)A(escAd)}.

A component satisfies a property when all behaviors it can exhibit are contained within
the set of behaviors specified by the property:

Definition 2.8. Let M be a component and P a property. M satisfies P, denoted M = P,
if M is a subset of P, i.e., M C P.

Example 2.15. The component Manpgate in Example (a) satisfies the property P =
(¢ = b). This can be verified by enumerating all elements in the set Manpgate and observing
that they are all elements of P. Therefore, Manpgate Satisfies the property P.

2.1.4.1 Tools for System Reasoning: Model Checking and SMT

Since properties and components may be defined using different formalisms, techniques
known as model checking have been developed to verify whether a property is satisfied by a
component within these formalisms. For example, model-checking can be used to verify if a
finite-state machine satisfies a property specified in temporal logic. Note that a component
can also be used as a property to check if component M; always produces behaviors available
from M, or equivalently, if M; C M.

Given the compact encoding of sets, a question arises: how can the relationship between
sets be reasoned efficiently? For first-order logic and LTL, set operations can be performed
through binary operations: A binary AND on two formulas represents the intersection of
the sets, a binary OR on two formulas creates the union of the sets, and negation represents
the complement of a set. However, it is also necessary to query elements within a set, check
whether a set is empty, and verify the subset relationship between sets. These reasoning
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tasks require an additional technique beyond binary operations: satisfiability modulo theories
(SMT) solving.

An SMT problem asks whether a formula, with background theories that interpret certain
predicates and function symbols [12], can be evaluated to true (satisfied) for some assignment
to the variables and functions. The following is an example of an SMT formula in the
nonlinear arithmetic background theory:

rxr<yA-(y<z+1),

where x and y are variables interpreted as real numbers, 1 is the multiplicative identity, and
the symbols *, +, < represent the usual operations on the set of real numbers R. An SMT
problem is said to be satisfiable if there exists an assignment to the variables that satisfies
the formula. For example, the formula above is satisfiable, as the assignment x = 1 and
y = 3 satisfies it.

Reasoning about sets can be converted into SMT problems. Querying a behavior from
the set represented by a formula ¢ involves solving the SMT problem for ¢ and obtaining the
corresponding assignment. A set is empty if the SMT problem for ¢ is unsatisfiable, meaning
no assignment can make the formula evaluate to true. To check whether a behavior set A,
represented by ¢4, is a subset of a behavior set B, represented by ¢g, the formula ¢4 A —¢p
is checked for satisfiability. If ¢4 A —¢p is satisfiable, the satisfying assignment provides a
counterexample where a behavior in A is not in B. Conversely, if it is unsatisfiable, no such
counterexample exists, proving that A C B.

While the SMT problem is undecidable for most background theories, it has been shown to
be applicable in numerous real-world scenarios, including formal verification, synthesis, and
scheduling. Various tools for SMT solving have been developed, such as Z3 [48], CVC4 [13],
and MathSAT [36]. In addition, model checkers such as Spin [69], TLA+ 93], nuXmv [28],
and UCLID5 [157] offer support for property verification, with the latter two integrating
SMT solving to allow more expressive descriptions of properties and systems.

2.2 Contracts

This section introduces contracts, the contract-based design methodology, and the assume-
guarantee contract, one of the most widely used contract formalisms due to its compact
encoding and ease of use.

2.2.1 The Meta-theory of Contracts

A contract is a formal specification for a system, defined as a pair of component sets C =
(€,7). The environment set £ includes components that can act as the system’s environment
to ensure normal operation, while the implementation set Z consists of components capable
of realizing the specification. A contract is considered consistent if Z is non-empty, meaning
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it has at least one implementation, and compatible if £ is non-empty, indicating the existence
of at least one environment.

The above definition is abstract and forms the foundation of the meta-theory of con-
tracts |17]. It encompasses various concrete formalisms, such as assume-guarantee con-
tracts [20], rely-guarantee reasoning [83|, and interface theories |6]. Examples of contracts
will be presented in the discussion of assume-guarantee contracts, which is introduced later
in this chapter. For a detailed discussion of the meta-theory of contracts, see the mono-
graph by Benveniste et al. [17]; for algebraic properties based on this theory, refer to Inigo’s
work [77].

As mentioned earlier, decomposing formal specifications can significantly facilitate the
design process. To support this, the notions of refinement and composition are introduced
for contracts.

Refinement and Abstraction Refinement and abstraction describe relationships be-
tween contracts that determine whether one contract can safely replace another without
violating its requirements.

Definition 2.9. Let C = (£,Z) and C' = (£',Z") be two contracts. The contract C' is a
refinement of C, or equivalently, C is an abstraction of C', denoted as C = C" or C' X C, if
and only if the following conditions hold:

Intuitively, the refined contract C’ can serve as a new specification for developing the
system originally specified by C, as it can operate in all environments within £, and its
implementations are necessarily included in Z.

Refinement induces a partial ordering over contracts. Contract theories also require the
existence of a shared refinement between any two contracts C; and Cs:

Definition 2.10. The shared refinement, or greatest lower bound (GLB), of two contracts
Cy and Cs is a contract, denoted by C; N Co, satisfying Cy A Cy = Cy and Cy A Cy = Co, where
the operator N is referred to as the conjunction operator.

The shared refinement can be intuitively understood as generating a single contract
that captures the requirements of both contracts, with each contract specifying different
conditions for the same component.

Composition Composition, the inverse of decomposition, generates the overall contract
of a system from the contracts of its subsystems, assuming the connections between these
subsystems have already been encoded in the formalism.
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Definition 2.11. The composition of two contracts C; = (€1,Z;1) and Co = (E3,Zs), denoted
as Cy || Cq, is defined as the minimum contract (with respect to refinement) Ceomp = C1 ||
Co = (Ecomps Leomp), such that for every My € Iy, My € Iy, and E € Epomp, the following
conditions hold:

Ml H M2 S Icompa
E || M €&,
E || M; € &.

Composition can be intuitively understood as defining the system’s requirements based
on those of the subsystems. Any system implementation must be the composition of the
subsystems’ implementations, while the system environments must be those that, when
interacting with any subsystem implementation, can create a valid environment for the
other subsystem. This ensures that the system environment satisfies the requirements of
both subsystems. Using the composition notion, the contracts C; and C, decompose the
contract C, if Cy || C2 < Cs.

The composition introduces an important property: independent refinement.

Property 2.1. Given contracts Cy, Cy, C, Ch, if C; = Cy and Ci = Cy, then:
111G 2Cu ]l Co.

This property shows that contracts C; and Cs can be refined independently while preserv-
ing the overall refinement relationship of their composition. Consequently, the independent
development of subsystems satisfying C{ and C} can be integrated to form the implementation
of Cy || C2. This supports the top-down design process shown in Figure , where contracts
are first decomposed, and then the implementations for the decomposed subsystems are
developed to satisfy the overall requirement.

Refinement, abstraction, and composition involve reasoning about contracts by manipu-
lating their corresponding sets. Together, these are referred to as contract manipulations.

2.2.2 Contract-based Design Methodology

This part revisits the contract-based design methodology [151] introduced in Chapter [1.3.1],
building on the previously defined concepts and properties of contracts.

Contract-based design adopts a divide-and-conquer approach to address the limitations
of the V-model while preserving its advantages. In a typical contract-based design process,
all design requirements and elements are represented as contracts, which formally define
the requirements and characterize the behavior and expected environment of each element.
This methodology leverages refinement to ensure that design requirements are met, and uses
composition and decomposition to progressively break down the design problem and guide
the development process.
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Later chapters provide more details on refinement and how design goals are satisfied. For
now, the focus is on decomposing contracts to refine the original specifications.

The adoption of contract-based design can follow a bottom-up, top-down, or hybrid
approach, with the hybrid approach demonstrating a meet-in-the-middle strategy, as in
platform-based design [87]. From a bottom-up perspective, contracts can be used for ver-
ification at the integration stage of the V-shaped design process. In this approach, the
development results are characterized as contracts and verified against the design require-
ments. Verification is performed through refinement, which involves checking whether the
contract representing a subsystem’s development result is a refinement of its corresponding
subsystem contract, and whether the composition of subsystem contracts refines the system-
level requirements. Although primarily used for verification, this approach also supports
synthesis, enabling a correct-by-construction approach. Specifically, contracts can guide the
selection of existing design elements that refine the given contracts, allowing these elements
to be integrated as subsystems.

In addition to the bottom-up apporach, contract-based design can incorporate a top-down
approach. In this approach, the system’s top-level contracts are decomposed into subsystem
contracts, as illustrated in Figure The composition of the decomposed contracts must
refine the top-level system contracts to ensure the design requirements are satisfied. The
independent refinement property enables each decomposed contract to be developed inde-
pendently. By breaking the design problem into smaller and more manageable independent
subsystem design problems, the overall design complexity can be reduced.

In the meet-in-the-middle style as in platform-based design, the bottom-up approach
forms a platform by abstracting and composing contracts that characterize the available
design elements. The abstraction is defined by the notion of vertical contracts [120], which
specify how to transition between levels of abstraction within the platform and expose un-
derlying details as the design process progresses downward. Through this approach, the
top-down approach converges with the bottom-up approach at the platform, enabling the
decomposition of contracts based on evaluations and estimations within the platform. This
iterative process continues until the design is mapped to contracts that represent the under-
lying design elements.

In addition to supporting different design approaches, contract-based design facilitates
requirement management and complexity reduction by enabling the separate specification of
different design aspects through viewpoints |20} [132]. For example, the conjunction operator
can combine various conditions specified for the same design, resulting in a shared refinement
that integrates these conditions into a single contract.

With its various design approaches, the contract-based design methodology offers several
benefits, including early integration testing, independent development, design space defini-
tion for optimization, and facilitation of component reuse. The following sections discuss
these advantages in detail.
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2.2.2.1 Early Integration Testing

Integration testing verifies whether the integration of subsystem implementations satisfies
the design requirements. Early integration testing shifts some of these checks to earlier
stages, enabling verification before the design is physically implemented. Since contracts
define the formal requirements of a system, they can be used throughout the design process
to verify correctness at each stage, thereby enable early integration testing. The composi-
tion of subsystem contracts represents the expected integration result, assuming subsequent
development proceeds correctly. Refinement can then be used to check whether this result
satisfies the top-level contract. If the refinement holds, it guarantees that the integration
of all possible implementations will meet the top-level specification. This capability is valu-
able in all contract-based design approaches. In the bottom-up approach, it helps determine
whether selected subsystem designs collectively satisfy system-level requirements. In the
top-down approach, early integration testing is implicitly performed during contract decom-
position, since the refinement relation must hold between the composition of the decomposed
contracts and the original contract.

Additionally, because contracts are defined in terms of environment and implementation
behaviors, they support the prediction and analysis of system behavior before physical in-
tegration. By capturing these behaviors, contracts enable early performance estimation and
assessment, which is especially important for optimization.

Early integration testing is crucial in applications where the cost of design faults is
high and the consequences are severe, such as in space missions and aircraft design. In
these cases, a single error can lead to significant revenue loss, extended development cycles,
or even casualties. Since contracts enable integration testing before the actual system is
implemented, they help identify specification errors and estimate design performance early
in the process. This allows designers to address issues sooner, saving both time and money
while reducing the risk of failures in the final implementation. Once manufacturing begins,
subsystem implementations only need to satisfy their corresponding contracts, with the
correctness of the entire integration ensured through early integration testing and contract
theory.

2.2.2.2 Independent Design

The independent refinement property in Property allows each subsystem contract to
be independently refined and developed, without violating the refinement relation of the
composition result. The decomposed subsystem contracts can thus be assigned to separate
design teams. The refinement relation does not need to be verified again as long as each
design team guarantees that their development refines their assigned contracts.

We refer to this benefit of contract-based design as the independent design paradigm.
Independent design is especially valuable in supporting the role of original equipment man-
ufacturers (OEMs), also known as suppliers, who produce parts for integration into systems
designed by other companies. Companies can delegate subsystem design tasks to OEMs by
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providing contracts. Each OEM can independently develop its part according to the assigned
contract, without access to system-level specifications or coordination with other suppliers.
This paradigm enables early detection of design faults at the specification stage, reducing the
risk of costly and time-consuming redesigns. It also helps protect high-level design concepts
from being disclosed to suppliers, who may belong to different organizations.

Independent design reduces problem size by eliminating dependencies between subsystem
design problems. It also enables parallel development without waiting for other design teams.
Additionally, it clarifies responsibilities in the OEM supply chain and requirement manage-
ment. OEMs are only responsible for delivering parts that satisfy the assigned contracts,
while the responsibility for integration lies with the company that derived these contracts.

2.2.2.3 Defining Design Space for Optimization

Another benefit of contract-based design is its clear, formal definition of the design space for
optimization. Rather than relying on vague specifications—which depend on designer heuris-
tics and prior experience to interpret, often leading to limited design space exploration—
contracts explicitly define the available implementations and expected environments, result-
ing in a well-defined design space for thorough exploration.

The implementations specified by contracts define the available choices for satisfying the
contract, thus forming the design space for a design problem. The environment in a contract
specifies the conditions under which the system is expected to operate normally. In other
words, it identifies conditions outside of normal operation. The system’s behavior under
these conditions does not affect requirement satisfaction and can therefore be leveraged
as flexibility in performance-related design decisions. For example, in digital circuit logic
optimization, the “don’t care” terms can be used when certain input values are known to never
occur. In such cases, the logic function’s output under these inputs can be assigned based
on their impact on circuit size, as they do not affect the satisfaction of design requirements.
Similarly, by specifying the environment in contracts, designers can identify conditions that
do not affect requirement satisfaction. The corresponding behaviors under those conditions
can then be determined based on other design considerations, such as cost, timing, and
power.

2.2.2.4 Component Reuse

Contract-based design also facilitates component reuse, allowing existing development re-
sults from other designs to be applied without starting from scratch. These results can be
organized into a component library, with each entry characterized by its contract. During
the design process, if an existing result is found to satisfy a subsystem contract, it can be
reused directly, enabling efficient integration and reducing redundant work.

Component reuse reduces both design time and cost, helping to meet time-to-market
constraints and lower overall development expenses. When a suitable component is found in
the library, it can be directly adopted, avoiding the need to repeat the entire design process
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and enabling faster product development. Moreover, if a component is broadly applicable
across multiple designs, mass production can further reduce manufacturing costs.

While full optimization should ultimately be applied to a mature design to maximize
performance and minimize long-term costs, time-to-market constraints and the need to re-
duce initial expenses are also critical considerations. A similar concept can be seen in the
common industry practice of using field-programmable gate arrays (FPGA) or existing intel-
lectual properties (IP) for prototyping, followed by the development of in-house application-
specific integrated circuits (ASIC). Identifying and leveraging existing working solutions can
significantly reduce early development effort and accelerate product launch in competitive
markets.

2.3 Assume-Guarantee Contracts

Building on the concept of contracts and contract-based design, this section introduces
assume-guarantee contracts [20], a contract formalism used throughout this dissertation.
Assume-guarantee contracts are widely adopted due to their compact representation and
ease of use.

Definition 2.12. An assume-guarantee contract, denoted by C*, consists of a pair of be-
havior sets (A,G), where A represents the assumption set and G represents the guarantee
set. Both A and G are subsets of the universe of system behaviors Bp.

The assumption and guarantee sets are defined by the behaviors over the system ports
P. The assumption set describes the property of the targeted environments in which the
system is expected to operate normally. In the context of the meta-theory of contracts,
the environment set of an assume-guarantee contract consists of all components that satisfy
the property A: € = {E C Bp | E |= A}. Therefore, the environment set of an assume-
guarantee contract is £ = 2, where 24 denotes the power set (i.e., the set of all subsets) of
A.

The guarantee set defines the property that the design must satisfy when operating
within the targeted environment. Accordingly, an implementation must satisfy the property
for every environment in the environment set: Z={M C Bp |VE € E, M | E EG}. As a
result, the implementation set can be expressed as Z = 26Y4 where A denotes the comple-
ment of A in the universe Bp, i.e., A = Bp \ A. In this way, assume-guarantee contracts are
instantiated as contracts.

Note that G U A represents the set of behaviors that are acceptable for the system to
produce. When the system operates outside its targeted environments, its behavior is un-
constrained, and any behavior is considered acceptable. As a result, the acceptable behavior
set of a contract C% = (A, G) is GU A, and an implementation must be a subset of this set.
Formally, the implementation set can be written as: Z = {M C Bp ‘ MCGU Z}, which

explains why Z = 2694,
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Typeof x,y,z: R

x 4|> y y4|>z
(@) (b)

Figure 2.3: Examples of systems to be expressed as contracts, showing ports, port types,
and the corresponding system diagram.

Assume-guarantee contracts can be directly related to contracts in the meta-theory
through the concept of saturation, based on the definitions of acceptable behaviors and
implementation sets:

Definition 2.13. An assume-guarantee contract C*9 = (A, G) is said to be saturated if it
satisfies G = G U A.

A saturated contract ensures that the guarantee set includes all acceptable behaviors.
Any assume-guarantee contract can be saturated using the saturation operator:

satas(A4,G) = (A,GU A).

Saturation makes both the environment and implementation sets explicit: the power set of
the assumption defines the environment set, and that of the guarantee defines the implemen-
tation set. The semantics of the specification remains unchanged, as saturation preserves
the set of environments and implementations.

Example 2.16. An assume-guarantee contract C* = (A, G) = (x > 0,y = 2x) characterizes
an amplifier with input port x and output porty, as shown in Figure (a). The assumption
specifies that the input must be greater than or equal to O for the amplifier to function,
defining the environment as any component that satisfies x > 0. The guarantee ensures that,
when the amplifier operates within these environments, the output is double the input value.

The contract can be saturated by replacing G = (y = 2z) with GUA = (y = 2z)V (v < 0),
resulting in Cygy = saty(A,G) = (z >0, (y = 2z) V (z < 0)).

In addition to characterizing a system, a contract can serve as a design requirement, with
the guarantee offering flexibility in the implementation:

Example 2.17. An assume-guarantee contract C* = (A,G) = (z > 0,(y > 1.92) A (y <
2.1z)) can serve as a formal specification for the amplifier shown in Figure [2.9(a). The
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key difference is that the guarantee now specifies a range, meaning an implementation must
produce an output that falls within this range for all environments satisfying x > 0. This
range introduces flexibility, as any output within the specified bounds satisfies the contract.

Similarly, the contract can be saturated by replacing G = (y > 1.92) A (y < 2.1z) with
GUA=((y>192) A (y <2.12)) V (z < 0), resulting in Cody, = sat,,(A,G) = (x >0, ((y >
1.92) A (y < 2.12)) V (z < 0)).

In the following sections, we introduce manipulations of assume-guarantee contracts,
including their properties, operations, and relations used for contract reasoning.

2.3.1 Contract Properties

In the previous part, saturation was introduced as a property of assume-guarantee contracts,
indicating whether a contract is saturated or unsaturated. In this part, we introduce several
additional properties derived from the definition of assume-guarantee contracts.

2.3.1.1 Obligation

The acceptable behavior set GUA includes behaviors that will never occur under the targeted
environments, due to the inclusion of A. To describe the behaviors exhibited when the system
operates within the targeted environments, the notion of obligation |20] is introduced:

Definition 2.14. The obligation of a contract C* = (A, Q) is the behavior set ANG.

The obligation represents the set of acceptable behaviors under the targeted environ-
ments. If the obligation of a contract is empty, the contract is said to be vacuous, indicating
that no implementation can exhibit any valid behavior, even when operating in any targeted
environment. An implementation that cannot exhibit any valid behaviors under a targeted
environment is referred to as a vacuous implementation.

Example 2.18. The obligation of the contract C* = (A,G) = (x > 0,y = 2x) in Exam-
ple is (x > 0) A (y = 2x), which includes all pairs (z,y) such that x is greater than or
equal to 0 and y equals twice x.

2.3.1.2 Consistency
This property directly follows from the meta-theory [17]:

Definition 2.15. A contract is considered consistent if its implementation set is not an
empty set, i.e., GU A # ().

Example 2.19. The contract in Ezample is consistent, as GUA = (y = 2z) V (z < 0)
is non-empty. On the other hand, the contract C* = (Bp, D) is inconsistent.
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2.3.1.3 Compatibility
Similar to consistency, this property follows from the meta-theory [17]:

Definition 2.16. A contract is considered compatible if its environment set is not an empty
set, i.e., A # 0.

Example 2.20. The contract in Fxample |2.16| is compatible, as its environment set x > 0
is non-empty. On the other hand, the contract C* = (0, y = 2x) is incompatible.

From the definition, it follows that if an assume-guarantee contract is compatible and
its assumption is not the universal behavior set, then the contract must be consistent. A
contract is inconsistent only when the assumption equals the universal behavior set and the
guarantee is empty, meaning the design does not exhibit any behaviors.

2.3.2 Relations between Assume-guarantee Contracts

This part introduces important relations between assume-guarantee contracts, including the
refinement relation and two others: conformance and strong dominance.

2.3.2.1 Refinement

Using the implementation and environment sets of assume-guarantee contracts, the refine-
ment relation can be defined as follows:

Definition 2.17. Given two assume-guarantee contracts Cy = (A1, G1) and C3? = (Ay, Gy),
C1? = C39 holds when the following conditions are satisfied:

Al g A27
(G1UA) D (GyU Ay).

The first condition requires that the assumption set of the refined contract be more
relaxed (i.e., larger in the subset relation) than that of the abstract contract, indicating its
ability to operate in at least all environments specified by the abstract contract. The second
condition requires that the implementation set of the refined contract be more stringent than
that of the abstract contract, ensuring that any implementation of the refined contract is
also a valid implementation of the abstract contract.

Example 2.21. Consider the following contracts for the system shown in Figure (a):

Y =(A,G)=(r>0,(y > 1.92) A (y < 2.1z)),
Cy' =(AG)= (x> -1,y =2x).

To verify that CY9 = C39, first observe that Ay = (x > 0) C (x > —1) = Ay, showing that
the environment of the refined contract is contained within the environment of the abstract
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contract. Next, for the implementation, G1 = ((y > 1.92) A (y < 2.1x)) D (y = 2z) = Gs.
Therefore, Gy U A, D Gy U Ay, confirming that C{9 = C5? holds.

Intuitively, if an implementation satisfies the requirements of Cy, it works for any input
x > —1, which includes environments where x > 0. Additionally, the property y = 2x always
satisfies ((y > 1.92) A (y < 2.1z)), ensuring that the requirement specified by Co is never
violated.

2.3.2.2 Conformance

Conformance means that the obligation of one contract is contained within the obligation of
another contract [20]:

Definition 2.18. Given two assume-guarantee contracts Ci? = (A1, G1) and C3? = (Az, Go),
C3? conforms to C1? if the following condition holds:

AgﬂGgQAlﬂGl.

2.3.2.3 Strong Dominance

Strong dominance combines the concepts of refinement and conformance to define a more
restrictive relation between contracts |20]:

Definition 2.19. Given two assume-guarantee contracts Cy* = (A1, G1) and C3% = (Az, Ga),
Cy? strongly dominates C19 if C39 conforms to C1Y and C{? = C3Y.

2.3.3 Operations of Assume-guarantee Contracts

In the meta-theory, composition generates the overall contract of a system from the con-
tracts of its subsystems, enabling reasoning about the system’s requirements based on its
subsystems Conjunction, in a similar fashion but with a different meaning, produces a con-
tract that refines multiple contracts to identify the overall requirement based on different
scenarios. These operations are essential for reasoning about system requirements during
the design process. This part introduces the operations of assume-guarantee contracts to fa-
cilitate reasoning about system requirements. Table [2.1| summarizes these operations. Note
that these operations are defined over saturated contracts, as saturated contracts exhibit
favorable algebraic properties [77].

2.3.3.1 Composition and Quotient

Definition 2.20. The composition of two saturated contracts C{Y = (A1, Gy) and C3° =
(Ag, G3), denoted by CY9 || C39, is computed as

Cl? || G537 = (A1 N Ay) U (G N Ga), G1 N Gy).
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Operation Name | Notation Computation

Composition CYCY | (ALNA)U(GING,),GiNGy)
Quotient CH/Cs | (A1 N Ga, (A NG U (A NGy))

Conjunction C{? NGy (A1 U Ay, G1 N Gy)
Implication CY —=C | (A;NA)U(GINGy),GaUGH)
Merging Cl-CY | (AN Ay (GiNGy) U (AN A))
Separation CH9=CY | (ALNGo)U (AN GL), Ay N Gy)

Disjunction Cl7 v Cy? (A1 N Az, G1 U Gs)
Coimplication | C19 A C3? | (A2 U Ay, (GaNGy) U (A N Ay))

Table 2.1: The summary of contract operations.

Type of x,y,z: R Type of a,b,c: R
a

(a) (b)

Figure 2.4: Examples of system composition: (a) cascade composition without feedback
loops, and (b) feedback composition.

The composition of contracts represents the overall system specification, integrating the
specifications of all subsystems. It enables reasoning at the system level, rather than focusing
solely on individual subsystems. The inclusion of (G; N G2) in the assumption set reflects
that a subsystem’s assumption can be satisfied by the guarantees of the other subsystem,
rather than relying entirely on the external environment.

Example 2.22. Considering the following contracts for systems in Figure[2.§(a) and[2.5(b):

CY? =(A1,G1) = (x> 0,y = 2x),
Cy? = (Ay,Go) = (y > 2,2 = 2y).

The contract for their composition, as illustrated in Figure can be computed by first
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saturating the individual contracts:

Cfg = (Al,Gl) = (l‘ > 0, (y = 2I) \ (l‘ < 0)),

Cy? = (A2,Ga) = (y 2 2,(2=2y) V (y < 2)).

Then, applying the composition operation yields:

C(1129 :Cilg I ng = (A2, Gr2),
Ap=((z20)A(y=2)V(y#20 Az =20)V (2 #2y Ay > 2)),
Go=((y=2xVvVr<0)A(z=2yVy<2)).

The composition result may appear complex but can be analyzed by considering different
cases based on the system input x.

o Case 1 (x>1):
When the input is x > 1, any values of y and z satisfy the assumption. If y > 2, the

assumption is clearly satisfied. If y < 2, then (y # 2x) A (z > 0) must hold, since
y # 2x is guaranteed by x > 1 and y < 2.

This highlights the importance of including (G1 N Gs) in the assumption, as it ensures
that any values of y and z satisfy the assumption, allowing these values to be determined
by the subsystems without relying on the environment. The condition x > 1 ensures
that the assumption Ay is satisfied, which in turn gquarantees G1 = (y = 2x) and results
iny > 2, thus satisfying the assumption A,.

As the assumption is satisfied, the guarantee must be enforced. Given x > 1, we have

y = 2x, which implies y > 2, and consequently, z = 2y = 4x.

e Case 2 (0 < x < 1): When y > 2, the assumption is satisfied. However, there are
no corresponding behaviors, as y = 2z V x < 0 evaluates to false, reflecting that the
subsystem for C{Y cannot operate under such conditions.

When y < 2 ANy = 2x, the assumption is violated.

When y < 2 ANy # 2x, the assumption is satisfied. However, similar to the case of
y > 2, there are no corresponding behaviors.

As a result, the system is not expected to operate normally under 0 < z < 1.

e Case 3 (v < 0): In this case, the contract does not exhibit any behaviors, as (z #
2y Ny > 2) contradicts (z = 2y V y < 2). Therefore, the system is not expected to
operate normally under such input.

Therefore, the result of the composition can be summarized as follows:
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e When the input satisfies x > 1, all subsystem assumptions are satisfied, and their
gquarantees are enforced.

e For other input values, there is either a violation of assumptions or no behaviors allowed
by the contracts, indicating a failure in part of the system.

A contract can also be composed in a feedback loop, where the port connections create
a cycle.

Example 2.23. (Feedback Composition) As shown in Figure[2.J(b), assume that the upper
system is specified by C1?, and the lower system is specified by C3?, defined as follows:

Cfg = (Al, G1> = (CL > 0, b= 5(CL — C)),
Cy? = (Ay, Go) = (true,c = 0.1b).

The composition result is computed as:

Cis =C17 || 57 = (A12, Gra),
Ajp=(a>0V (b#5(a—c)ANa>0)Vc#0.1b),
Gia=((b=5(a—c)Va<0)A(c=0.1b)).

5

501 and a > 0, representing the closed-

The obligation of the contracts requires that b =
loop gain of the feedback amplifier.

Note that in contract composition, we use a nondeterministic semantics for the feedback
behavior, as opposed to a constructive fized-point semantics [160, 52/, which seeks a fized
point that is guaranteed to be reached from unknown values in the system. This approach
simplifies the operation, but it comes with the tradeoff that the stability and reachability of
these fixed points are not gquaranteed. As a result, it leads to an over-approximation of all

possible behaviors in the system.

The operation remains the same, regardless of whether the composition involves feed-
back, making it easier to reason about system compositions without needing to consider the
topology of the connections.

The quotient in Table is the inverse operation of composition, also known as the
adjoint operator for composition. Given a system contract C;5 and a subsystem contract
C1?, it can find the requirement for the missing subsystem by computing Ci5 /C1?.

2.3.3.2 Conjunction and Implication

Conjunction combines the specifications of a system in different scenarios. For assume-
guarantee contracts, it is defined as follows:

Definition 2.21. The conjunction of two saturated contracts C{° = (A1,G1) and C3° =
(Ag, G3), denoted by C19 A C5?, is computed as:

(A1 U Ay, G1 N G).
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The operation combines contracts from different scenarios, similar to the concept of the
conditional expressions (“if”) in programming languages. The assumption of each contract
corresponds to the condition of the conditional expressions, while the guarantee defines the
outcome of the corresponding branch. Note that there is no inherent order among the
conditions. When an environment satisfies both A; and A,, both guarantees are ensured
simultaneously.

Example 2.24. Consider the system in Figure[2.5 Assume we have the following contracts
that specify the system in different scenarios:

C? =(A1,G1) = (0 <z <5,y =2x),
Cy? = (Ay,Go) = (x > 5,y = 4x).

Their conjunction is computed as:

C1d = CY¥ NCy? = (A1a, Gha),
G=GNG=(y=2xV(@>5Ve<0)A(y=4Vzr<5H)).

The contract assumptions are combined using their union, since the system is expected to
operate as long as at least one condition is satisfied. The guarantees act as selectors, enforcing
the corresponding guarantee from C{? or C3? based on which assumption holds. For example,
when x > 5, the system must satisfy y = 4x to fulfill the guarantee.

Implication is the inverse operation of conjunction. Given an overall contract Cy3 and a
contract C;¥ representing the specification in a scenario, the operation C{Y — C{§ computes
the contract that captures the remaining scenario.

2.3.3.3 Merging and Separation

Merging is introduced to capture multiple viewpoints of a system, such as functionality,
power, and timing, within a single specification. It produces a unified contract that en-
capsulates all these aspects. The key distinction between merging and conjunction is that
merging requires that all assumptions and guarantees be satisfied simultaneously for the
design to function correctly, whereas conjunction allows different guarantees to apply under
different scenarios.

Definition 2.22. The merging of two saturated contracts C1Y = (A1, G1) and C3? = (Az, Go),
denoted by C1? - C3?, is computed as:

(A, N As, (Gy N Gy) U (A, N Ay)).
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Type of T, V,x,y: R

Figure 2.5: An example system used to illustrate contract merging.

Example 2.25. Consider the system in Figure specified by the following contracts,
representing different viewpoints:

C1 = (A1,G1) = (T >0,z <2),

C;g = (AQ,GQ) = (7 S Vv S 10,y = 5)
Contract C{? specifies that the temperature T must be at least O for the component to function
properly, and it can generate a value such that x < 2. Contract C3Y requires the operating

voltage to be between 7 and 10, and the system outputs a constant value of y = 5.
The merging of the two viewpoint contracts is computed as:

Cis = C17 - Cy? = (A, Gra),
Go=((z<2VT<0)A(y=>5VvV>10VV<T)VT<0)V(V>10VV <T).
Observing the resulting contract, the assumption requires both viewpoint assumptions to be
satisfied, and the guarantees enforce the guarantees from both viewpoints. The expression

(A1NA) = (T <0)V(V>10VV <7) is included for saturation purposes and does not
impose any additional obligation.

Separation is the inverse operation of merging. Given an overall contract Ciy and a
viewpoint contract C1?, the operation C7§ +C7? derives the contract for the missing viewpoint.

2.3.3.4 Disjunction and Coimplication

Disjunction is defined as an operation for computing the shared abstraction of multiple
contracts:

Definition 2.23. The disjunction of two saturated contracts C1? = (A1,Gq) and C39 =
(Ag, Gy), denoted by C19 V C5?, is computed as:

(A1 N Az, G5 U Gy).
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Disjunction abstracts a family of products characterized by contracts and generates a
specification for the entire product family [77].

Coimplication is the inverse operation of disjunction. Given a contract C§ representing
a product family and an existing contract ;" within it, the operation C{¥ 4 Ci§ derives the
contract for a product that is part of the family but not covered by Cj?.

2.4 Contracts Background

This section introduces the evolution of contract theory and its adoption as a design method-
ology for cyber-physical systems (CPS).

Origins: A Software Engineering Perspective In 1992, Meyer [109] introduced the
term contract in software engineering, drawing an analogy to business contracts between
a function’s caller and its implementation, within the context of the Eiffel programming
language [110, |111]. The concept builds on the notion of preconditions and postconditions,
originating from the Hoare logic [49, 56, (67|, to define the requirements of a program method.
In this methodology, preconditions and postconditions separate the responsibilities of the
function caller and its implementation. The caller must ensure that the preconditions are
satisfied before invoking the function, while the function’s implementation must guarantee
that the postconditions hold upon completion. These principles extend to object-oriented
programming, where subclass redefinitions must not strengthen preconditions or weaken
postconditions to maintain compatibility with the parent class.

Specifications for Concurrent Systems Parallel to the development of contracts in
software engineering, researchers were exploring how to specify and verify concurrent sys-
tems, where each component can execute independently without waiting for others.
Inspired by Hoare logic, rely-guarantee reasoning 83| extends the concept by introduc-
ing rely and guarantee conditions for concurrent programs. Rely conditions describe the
assumptions a program makes about changes to the global state by other processes, while
guarantee conditions specify the changes the program is allowed to make to the global state.
Another approach uses temporal logic [137] to express specifications for concurrent sys-
tems. Pnueli [136] introduced assume-guarantee reasoning, extending preconditions and
postconditions of Hoare logic into the temporal domain [138], building on Lamport’s obser-
vations [92|. Abadi, Lamport, and Wolper et al. |1, [2, 3] formalized system specifications
for transition systems as pairs of assumptions and guarantees, and proposed composition
and decomposition principles for reasoning about open systems. Assume-guarantee rea-
soning has since become a widely used technique for hierarchically decomposing a system
into verifiable subsystems, allowing system-wide properties to be proven using subsystem-
level specifications and inference rules. This separation of assumptions and guarantees also
supports modular model checking [38, 62|, helping to mitigate scalability challenges in mono-
lithic verification, as shown by Cobleigh et al. [39]. Building on this foundation, Dill |50]
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introduced asynchronous trace structures, distinguishing success and failure traces and intro-
ducing the notion of refinement, which corresponds to conformance rather than the notion
of refinement defined in the preliminaries. Wolf [177] extended this trace-based framework
to synchronous systems. Negulescu [117] later proposed process spaces, defined as pairs of
sets over executions, which closely resemble assume-guarantee contracts. This framework
laid the groundwork for modern contract-based design theories and has been applied across
domains such as electrical networks, control systems, and dynamic systems.

In parallel, another significant line of work focuses on [/0 automata [101], a model
of computation for asynchronous distributed networks. I/O automata describe behaviors
using states and actions (inputs, outputs, and internal), along with a transition relation,
different from the trace-based approaches. They are input-enabled, meaning that for every
input action and state, a corresponding transition must exist. To support environment
assumptions, De Alfaro and Henzinger 6] proposed interface automata, which eliminate
the input-enabled requirement. This allows certain input-state combinations to represent
behaviors that the environment is assumed not to exhibit. In their follow-up work [46], they
further distinguished between components, which accept all environments, and interfaces,
which constrain the environment. This distinction led to extensive work on interface theories,
which extend interface automata to various domains, including timed interfaces [47], resource
interfaces [29], permissive interfaces [65], modal I/O automata [95], interfaces for component
reuse [51], timed-automata [45], and modal interfaces [143, |144]. Larsen et al. |94] separated
implicit assumptions in interface automata, introducing interface input/output automata,
which comprise two I/O automata: one capturing assumptions and the other specifying
guarantees.

The development of these specification frameworks led to model-driven engineering |85,
97, [154]. In this methodology, a design specification is an integral part of the system ar-
chitecture, and comprises typed ports, parameters, and attributes. Specifications are typi-
cally expressed as constraints on components, often using the Object Constraint Language
(OCL)[174], which defines the context for each statement and specifies properties that must
hold within that context.

Adoption in CPS Design Researchers in cyber-physical system design adopted these
concepts from software engineering and concurrent system specifications, focusing on speci-
fications for reactive system interfaces. Reactive systems, as defined by Harel and Pnueli [64],
continuously react to inputs from their environment. Techniques for formal specification in
this context often rely on the trace semantics of system behaviors.

Damm et al. |42] introduced the concept of the rich component in CPS engineering.
A rich component integrates both functional and non-functional aspects in the context of
model-based design. This idea laid the foundation for the application of formal methods to
CPS design, leading to the development of contract-based design for CPS. Building on this
work, Benveniste et al. [20] proposed the concept of heterogeneous rich components, offering
the first formal definition of assume-guarantee contracts. In this context, they use the term
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promise instead of guarantee.

Since the introduction of assume-guarantee contracts, contracts have gained significant
attention from CPS researchers for their potential to enhance design methodologies. Specif-
ically, Sangiovanni-Vincentelli et al. [149, [151] advocate for using contract-based design to
manage system design complexity, including virtual integration for early fault detection
within the V-model of model-based design. This approach is combined with platform-based
design [87], where the design process progresses through multiple abstraction layers that
separate functionality from architecture [122]. Nuzzo [119] envisions that design automation
and contract-based design can address CPS design challenges, mirroring the success of EDA
in VLSI design.

Development of Theories The commonality among these specification approaches lies
in their use of a paired structure to describe assumptions about the environment and the
responsibilities of the system. This principle has inspired extensive research in contract
theory, a field concerned with the properties of specifications and and the enhancement
of their expressiveness across diverse applications. Research in this area has focused on
formalizing refinement, comparing specification frameworks, and developing operators to
support system-level reasoning.

Back and von Wright et al. |10] introduced contracts in the refinement calculus [11], where
refinement ensures the preservation of all total correctness properties. In this framework,
processes are described using guarded commands that operate on shared variables. Contracts
in this setting consist of assertions (higher-order state predicates) and state transformers.
Unlike assume-guarantee contracts, however, this formulation does not explicitly distinguish
between assumptions and guarantees, as the roles of state predicates and state transformers
are not clearly defined. In contrast, Alur et al. [7] proposed a formal notion of refinement
based on alternating simulation, which adopts a game perspective of multi-agent systems
modeled as alternating transition systems. Here, the environment is viewed adversarially,
requiring a component to satisfy its specification regardless of how the environment behaves.
Doyen et al. |51] further contributed to this area by introducing the concept of shared
refinement within interface theory.

As the variety of specification representations expanded, research began to focus on com-
paring these specifications, revealing that contract theories and interface theories could be
integrated into a unified framework. Bauer et al. [15] demonstrated that any specification
theory (the formalisms for properties) can form contract theory, regardless of the formalism
of those properties. This includes examples such as the assume-guarantee contract derived
from a pair of properties and modal contracts from a pair of modal specifications. Nuzzo et
al. [123] compared interface and contract theories, proposing a transformation from inter-
faces to LTL assume-guarantee contracts that preserves the refinement relation, using a new
assumption-projection operator to maintain the semantics of interface composition. Build-
ing on these comparisons, Benveniste et al. [17] developed a meta-theory of contracts that
encompasses contracts, interface theory, and rely-guarantee contracts, based on a series of
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research reports |16} |18 [19].

In addition to integrating these specification representations, new operators for system
reasoning have been proposed to facilitate the design process. These include quotient |81,
146|, merging, and separation [132]. Inigo [77| further summarized these operators and
formulated their algebraic properties within contract theory.

Extension for Expressiveness In addition to theoretical advancements that improve
system reasoning, various extensions of contracts have been proposed to address diverse sys-
tem modeling needs. Goessler and Raclet [60], as well as Quinton and Graf |142|, defined
modal contracts, which use modal specifications to label transitions as must or may, indicat-
ing whether a transition is required or optional to satisfy the specification. Inigo et al. |7§]
introduced hyper-contracts, which express specifications over hyper-properties rather than
trace properties. Oh et al. [130] developed optimizing assume-guarantee contracts, which
incorporate optimization criteria to support cooperative behavior during component com-
position. Nuzzo et al. [127| presented stochastic assume-guarantee contracts, which consider
the probability of satisfying properties in contracts. Bartocci et al. [14] proposed information
flow contracts which capture system-level information flow requirements in contract form.
Sievers et al. |161] introduced flexible contracts, which address unknown or unpredictable
conditions at design time by employing hidden Markov models to monitor system resiliency
at runtime.

Applications of Contracts in CPS Contract-based design has been applied across var-
ious CPS domains, including hybrid systems |21} 22, [116|, autonomous system testing [61,
space system design exploration [148|, production line propotyping [164], analog circuit de-
sign [126], smart buildings [102], virtual integration of controllers [43], aircraft electric power
systems |121], and control protocols [125].

2.5 Conclusion

This chapter introduced the foundational concepts essential to understanding contract-based
design, It covered system modeling, formal definitions of contracts, and assume-guarantee
contracts, laying the foundation for applying formal specifications in the design process.
The historical overview positiond these ideas within the broader evolution of contract-based
design, from software engineering to CPS. With these foundations established, the following
chapters will present the theory, algorithms, and tools that enable design automation for
contract-based design.
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Chapter 3

Design Automation Opportunities for
Contract-based Design

While assume-guarantee contracts are compact and can be constructed from any set of be-
haviors, they are difficult for human designers to interpret and manipulate manually due
to the need for saturation and the complexity of their operation results. For instance, the
composition steps and result in Example are intricate, requiring careful examination
to ensure they accurately capture the composition of the subsystem contracts. This com-
plexity highlights the importance of design automation in easing the designers’ burden and
supporting the contract-based design process.

To this end, this chapter explores opportunities for automating the contract-based design
methodology. First, an overview of key design automation tasks and their current research
status is provided, highlighting their potential to alleviate designers’ burdens, prevent design
faults, and facilitate the design process. Then, the existing algorithms and tools correspond-
ing to these design automation tasks are reviewed, followed by a summary of promising
research directions for further advancements.

3.1 Challenges of Applying Contract-based Design

Contract-based design and assume-guarantee contracts, as introduced in the previous chap-
ter, , are promising in addressing CPS design challenges by decomposing complex design
problems and using contract manipulation for system reasoning. To apply the design method-
ology and ensure correctness throughout the design process, the following critical questions
must be addressed:

Q1. Contract Formulation: How can contracts be effectively specified for all components
within the system?

Q2. Design Consistency: How can the correctness of contracts be ensured, both in terms
of their semantics and alignment with the design intent?
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Q3. Decomposition Validity: What defines a desirable decomposition such that the
implementations of subsystem contracts guarantee that their integrated result meets
the design goal, and how can this be verified?

Q4. Decomposition Strategy: How can a contract be decomposed, and how can an
optimal contract decomposition be achieved that leads to optimal implementations
with respect to the given design objectives?

Properly addressing these questions is crucial to ensure the effective application of the
methodology to optimize designs without introducing potential design faults. Addition-
ally, efficiency is essential to prevent the methodology’s benefits from being undermined
by overheads it introduces, particularly those related to addressing decomposition validity
and decomposition strategy questions. Consequently, design automation, with its ability to
streamline the design process, is a promising framework for addressing these questions. The
remainder of this chapter focuses on design automation approaches that provide answers to
these questions.

Beyond the need to address these questions, designers also face several fundamental chal-
lenges in contract-based design arising from the complexity of contract manipulation, which
further underscore the importance of design automation tools to alleviate these burdens.
First, saturation, though essential in every contract operation, is not straightforward from
the perspective of system guarantees and may be overlooked, leading to incorrect results.
Automating this process would help avoid such mistakes and allow designers to focus on spec-
ifying key properties rather than performing routine tasks. Second, the similarity among set
operation formulas increases the risk of errors. Automation tools can help minimize design
faults by ensuring the correct application of these formulas. Lastly, the results of contract
operations are often difficult to interpret. Tools that simplify or abstract these results would
significantly enhance the design process.

Consequently, developing design automation tools and algorithms to address the above
questions and overcome fundamental challenges is crucial for enabling contract-based design
to tackle CPS design problems effectively and efficiently. The contributions of this chapter
are summarized as follows:

e The essential automation tasks for enabling contract-based design are identified and
categorized into specification, verification, simulation, and synthesis, each with a gen-
eralized problem formulation. These tasks are then detailed, highlighting their connec-
tions to contract theory, design methodologies, and the current research status.

e Contracts are treated as integral to the design process, with the top-level specification
serving as the ultimate design goal. As the design progresses, additional information
is incrementally incorporated, and automation ensures that the result of each step
adheres to the top-level specification.

e A review of existing contract-based design automation tools is provided, with a com-
parison of their functionalities with respect to the identified automation tasks.
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e Opportunities for developing new tools are identified to enhance the application of
contract-based design and foster research in contract theory.

3.2 Overview of Design Automation Opportunities

In the contract-based design process, each step aims to decomposed a given contract. This
decomposition narrows the design space and offers partial insight into potential implemen-
tation structures, serving as an initial step toward realizing the system.

Importantly, the distinction between specification and implementation is not absolute.
Abadi [3] argues that the two are not fundamentally different: “ Formally, a specification
15 a set of sequences of states, which represents the set of allowed behaviors of a system.
We do not distinguish between specifications and programs; a Pascal program and a temporal
logic specification are both specifications, although one is at a lower level than the other.”
This layered perspective appears in many application domains. In digital circuit design, for
instance, a finite-state machine (FSM) may be synthesized from a high-level specification and
thus serves as its implementation. However, the FSM can, in turn, serve as a specification
for a register-transfer level (RTL) design, determining the registers and the data transfers
between them. The RTL design then becomes the specification for a gate-level circuit, where
logic gates are composed to implement desired computations.

In design automation and platform-based design, the terms specification, simulation, ver-
ification, and synthesis are used to handle this layered design style. specifications define
higher-level goals, while implementations are lower-level realizations intended to fulfill those
goals. synthesis introduces additional details and constraints to transition from specifi-
cations to implementations at the next lower level. werification checks whether proposed
implementations satisfy the requirements of their specifications, and simulation extracts
behaviors exhibited by the current implementations. For instance, when transitioning from
RTL descriptions to gate-level netlists, the RTL descriptions act as the specifications and the
gate-level netlists serve as the implementations. Logic synthesis generates the netlists from
the RTL descriptions. Verification ensures that the netlists conform to the RTL descriptions,
while gate-level simulation reveals the behavior of the synthesized design.

Similarly, contract-based design aligns naturally with this layered approach. Contracts
can serve as specifications of requirements and as characterizations of implementations, mak-
ing every design artifact a contract—this is the essence of contract-based design. A higher-
level contract functions as the specification, while its decomposition constitutes the imple-
mentation. Both the specification and the implementation are expressed as contracts, rather
than as fundamentally distinct representations. Starting from the top-level contract, synthe-
sis produces its decomposition, verification detects potential issues and ensures correctness,
and simulation generates possible behaviors of the current implementation.

These design automation concepts enable the addressing of the critical questions in
contract-based design, provided that the corresponding algorithms and tools are developed
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to efficiently solve the associated problems. The following discussion presents the proposed
design automation approaches for answering these questions.

3.2.1 Contract Formulation

This question focuses on contract formalisms that can express all relevant aspects of the
system. The proposed solution relies on the concept of specification, which includes defining
suitable formalisms for different types of systems and developing automation tools to support
their application.

Specification is a key enabler of design automation, as it provides a well-defined problem
formulation that includes the design space, design objectives, and output formats required
for automation tasks. Formally representing the design problem is essential for enabling sub-
sequent automation. To this end, appropriate formalisms must allow designers to express
specifications as contracts and define the semantics of analytical operations. Contract opera-
tions support a compositional approach to specification, enabling designers to build complex
specifications by combining contracts instead of writing them from scratch by combining
contracts rather than writing entire specifications from scratch, thereby reducing the risk of
erTors.

For automation tools, it is essential to support reading, manipulating, and, most im-
portantly, integration of different contract formalisms. Such integration provides designers
with the flexibility to choose the most intuitive formalism for their domain, improving both
usability and expressiveness.

3.2.2 Design Consistency

Ensuring the correctness of contracts aligns with design automation tasks in wverification
and simulation. For verification, when a designer specifies a contract for existing design
elements, the task is to check whether the design satisfies the contract. For simulation, when
a contract is written to express a design intent, the task is to verify that the translation from
intent to formal specification does not introduce errors or misrepresentations. Therefore,
generating and analyzing behaviors from the contract serves as a safety check, ensuring that
the contract does not inadvertently include assumptions or guarantees that were not intended
by the designer.

3.2.3 Decomposition Validity

One of the most attractive advantages of contract-based design is independent design. A
desirable decomposition should ensure that integration results are correct, regardless of the
independent design outcomes. A correct integration result means the implementation will
function properly in the specified environments, and produce behaviors that satisfy the
guarantees.
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Contract refinement appears to offer a solution to this goal, as its transitive property
guarantees that any independent design result from refinement remains a refinement of the
original contract. However, refinement does not guarantee that the integration results will
produce behaviors, as demonstrated by the following example:

Example 3.1. Consider the following two contracts:

Cfg = (AlaGl) = ((L’ > an > 21’),
Cy? = (Ay,Go) = (x> =2,y >2x Nz <0).

Cy? refines Cy9 since Ay C Ay and (G, U Ay) D (Ga U Ay). Any implementation My of
Cy? must be a subset of its acceptable behaviors My C Gy U Ay, However, My N A} = (),
indicating that it produces no behaviors under the original environment Ay = x > 0. This
absence of behaviors suggests that the implementation fails to function properly in the required

environments.

In the above example, if contract C3? results from composing decomposed contracts, it
indicates that the system integrated from their implementations cannot operate together,
highlighting compatibility issues. To meet design goals and avoid such problems, it is es-
sential to ensure that all components can interact meaningfully and do not produce empty
behaviors. This gives rise to a verification problem, which calls for formal theorems to ad-
dress such issues and an automated process to carry out verification based on these theorems.
Chapter [5| is dedicated to resolving the challenge illustrated by this example.

3.2.4 Decomposition Strategy

Finding a valid decomposition is fundamentally a synthesis problem, as it involves introduc-
ing additional information about the decomposed contracts and their interconnections. The
decomposition must be derived based on the top-level specification and constrained by the
available design space.

Moreover, achieving an optimal decomposition requires not only satisfying correctness
requirements but also optimizing for specific design objectives. This requires defining evalu-
ation criteria to compare decomposition outcomes, such as functional performance, number
of subsystems, implementation cost, or other relevant design factors. Consequently, decom-
position synthesis is a particularly challenging problem, as it demands the full range of design
automation capabilities to identify and produce an optimal solution.

The following sections elaborate on these aspects of design automation and their corre-
sponding problem definitions.

3.3 Contract Specification

Contract specification focuses on developing formalisms for various systems and automation
tools that support their use, including manipulation and integration. Key opportunities
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include enabling support for physical components and providing comprehensive support for
contract manipulation.

3.3.1 Physical Component Specification

Two critical properties of physical components are the use of implicit functions and flexible
port directions. Implicit functions [176] are essential because they describe physical behavior
through equations that do not require explicit input-output relationships, which are often
not analytical solvable. Flexible port directions support component reuse. For example,
a resistor can operate in different roles depending on the scenario: it can take current as
input and produce a voltage drop, or, when placed across a battery, take voltage as input
and produce current. The governing implicit function is Ohm’s law, which relates the port
values without inferring the direction of data flow.

Therefore, specifying physical components in existing contract formalisms requires care-
ful examination of their ability to accommodate implicit functions and ensure correctness.
These formalisms, often rooted in programming language concepts, typically do not incorpo-
rate implicit functions for specification. The flexibility in port direction raises an interesting
question: Can the contract for a physical design element be defined without explicitly des-
ignating inputs and outputs? If so, a physical component could be compactly represented
by a single contract, reducing the need for complex expressions and allowing applicability
across various usage scenarios.

Many studies have applied contracts to physical systems. Benvenuti et al. |21}, [22] defined
assume-guarantee contracts for a closed-loop water tank control system, demonstrating that
contracts can be applied to hybrid systems and control. Although physical components are
involved, they are modeled as input/output systems. Composition is performed manually
and relies on various reduction techniques to analyze equivalent states. However, assump-
tions are not integrated into the composition process. They are presumed to be compatible by
default, overlooking cases where input variables must be constrained to satisfy the assump-
tions of other components. Nuzzo et al. |[121] later applied an assume-guarantee contract
framework to the design of aircraft electric power systems. They used a dynamic behavioral
model, F(U,Y, X, k) = 0, where U is the set of input variables, Y the output variables, and
X the internal (state) variables, to describe component behavior. Although this approach
promotes the use of implicit functions, it still relies on explicitly partitioned input and out-
put variable sets to define contracts. As discussed in Chapter [4] assume-guarantee contracts
may be unwieldy when applied to physical systems, as they implicitly enforce a notion of
port direction.

3.3.2 Comprehensive Supports for Contract Manipulations

Due to the complexity of CPS, it can be challenging for designers to derive a standalone
contract that accurately specifies an entire system. Instead, automation tools should sup-
port modular specification, allowing designers to express different scenarios, viewpoints, or
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subcomponents of the design. Comprehensive support for contract manipulation is therefore
essential to enable the dynamic creation and combining of contracts. This can be achieved
by implementing contract manipulations introduced in Chapter 2] To provide such support,
the importance of the automation tool is to handle the burden of saturation and address the
hard-to-interpret operation result.

Contract saturation is not intuitive when considering the guarantees it provides. As a
result, the need for saturation increases the risk of errors when manipulating contracts. For
example, consider a specification for a design that computes the sum of two positive numbers:
“Given two positive numbers, the result should be the sum of the inputs.” To convert this
description, the input ports are assigned as z and y, and the output port as z, resulting
in the contract (x > 0 Ay > 0,z = 4+ y). The property z > 0 Ay > 0 translates to:
“Given two positive numbers, and z = x 4+ y corresponds to "the result should be the sum of
the inputs.” Although this intuitive encoding correctly represents the requirement, it is not
saturated. Therefore, the contract must be saturated before performing contract operations.
This mandatory yet non-intuitive step complicates contract manipulation, highlighting the
need for tools and assistance to facilitate the saturation process.

Another important capability is the handling of hard-to-interpret operation results, which
arise from the nature of the operations and the need for saturation. To address this, Inigo et
al. [80] proposed algorithms to eliminate unnecessary ports, simplifying operation results to
make them more understandable. While effective, this approach may not be suitable for
all operations, as it involves theorem solving, which can be computationally expensive and
unnecessary in some cases. As an alternative, operations that do not require designer input
should be encapsulated and automatically handled by the tools. This approach requires tools
for contract management to ensure the correctness of these automated operations.

3.4 Contract Verification

Contract verification aims to detect faults that arise during the design process. These faults
may result from errors in contract specification, incorrect implementation, or bugs in automa-
tion tools. Verification can be categorized into the following tasks: Meaningless Contract
Detection, Refinement Verification, Decomposition Verification, Implementation Verification,
The following sections elaborate on each of these tasks.

3.4.1 Meaningless Contract Detection

This type of verification focuses on determining whether a contract is meaningful based on its
formalism. Verifying meaningfulness is crucial to avoid vacuous requirements and properties,
such as those identified by Armoni et al. [8] in the context of LTL. Examples of meaningless
contracts include those that are inconsistent or incompatible, as discussed in Chapter [2]
To detect such errors, one can examine whether the implementations or environments of a
contract result in empty sets. Cimatti et al. [34] introduced functionality to check for contract
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incompatibilities or inconsistencies. Non-empty contract obligations are also important,
as they define the behaviors a system is expected to exhibit in its target environments.
Contracts with empty obligations are therefore meaningless, as any implementation based on
them cannot exhibit any behavior, even when the systems are expected to function normally.

In addition to consistency and compatibility, some applications may require additional
constraints to meet domain-specific requirements. For example, in controller design, output
values should depend solely on input values and must not be controlled by the environment.
As aresult, the ports of a system can be categorized as uncontrollable or controllable, denoted
by (u,c), where u represents the uncontrollable ports and ¢ the controllable ones. This
distinction leads to the concepts of u-receptiveness and c-receptiveness |151]. A property is u-
receptive if it accepts any combination of port values set by the environment, indicating that
the system has no control over those ports. Consequently, the guarantee G for a controller
should be u-receptive. Similarly, the assumption A should be c-receptive to ensure that the
environment does not constrain ports controlled by the system.

The following summarizes the verification problem for meaningless contract detection:

Problem 3.1. Given any contract C = (A,G), check if the contract satisfy the following
properties:

o A+ (Compatibility),
e GUA#( (Consistentency),
e ANG # () (Non-trivial obligation),

e and other application-specific properties.

3.4.2 Refinement Verification

Refinement is a critical contract relation that ensures that any implementation based on a
modified contract does not violate the original requirements. Cimatti et al. [35] proposed a
property-based proof system for verifying whether a decomposition result refines the system
contract. Le et al. |96] introduced a general paradigm for checking decomposition conditions
using n + 1 formulas, yielding results similar to those of Cimatti et al. [35] when applied to
trace-based systems. These verification methods do not depend on closed-form operations
of assume-guarantee contracts. Instead, they are based on the definition of composition, as
introduced in Definition [2.11] and derive specific formulas to verify refinement. Antonio et
al. |76] proposed a library-based refinement checking algorithm that utilizes abstraction,
leveraging a library of pre-checked refinement relations to accelerate the verification process.
The contract refinement verification problem is formally stated as follows:

Problem 3.2. Given a system contract Cs = (As, Gs), and a set of n proposed subsystem
contracts C; = (A;, G;) fori =0,...,n, determine whether the refinement relation holds by
checking the following conditions:



CHAPTER 3. DESIGN AUTOMATION OPPORTUNITIES FOR CONTRACT-BASED
DESIGN 54

e A, C ﬂ?:o A; U ﬂ?:o Gi,
e G52 ﬂ?:o Gi.

3.4.3 Decomposition Verification

As demonstrated in Example [3.1] refinement alone does not guarantee the correctness of
contract decompositions. Establishing criteria to guarantee accurate decomposition and
developing methods to verify these criteria are essential for effective contract-based design.

Westman et al. |175] highlighted a potential issue in which a component might vac-
uously satisfy a contract by exhibiting empty behavior under any environment satisfying
A. To address this issue, they proposed conditions for both the supplier (who implements
the component) and the client (who defines the environment). However, their conditions
are stringent, requiring that the obligations be fully contained within the component, i.e.,
ANG C M. Such restrictions limit the supplier’s flexibility in selecting behaviors that
optimize performance, and thus may reduce the practical usability of contracts in real-world
applications.

Consequently, identifying appropriate criteria to avoid vacuous satisfaction and develop-
ing corresponding verification methods remain open challenges. Chapter [5| will address this
gap by formulating the problem and proposing solutions.

3.4.4 Implementation Verification

When an implementation of a contract, such as an actual component or its model, is pro-
posed, implementation verification checks whether it satisfies the requirements specified by
the contract. Specifically, this involves verifying that the component satisfies the property
A = G.

This task can be framed as a general property verification problem, depending on the
model used to describe the implementation. Consequently, any model-checking tool that
supports both the modeling language and the formalism of A = G can be used to verify
the property. For instance, tools such as nuXmv [28], UCLID5 [157], Spin [69], and TLA+[93]
support linear temporal logic properties. For first-order logic, commonly used tools include
Z3 48], CVC4 [13], and MathSAT [36].

The implementation verification problem can be formally stated as follows:

Problem 3.3. Given a contract C = (A, G) and a component M, check whether the compo-
nent satisfies the contract by verifying if the following condition holds:

MNACG.
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3.5 Contract Simulation

Ensuring the correctness of the translation from design intent to contracts is a critical chal-
lenge for enabling effective contract-based design. Simulation is an essential automation
task for verifying whether contracts accurately represent the designer’s intent in their formal
specification. The core concept of contract simulation is to generate acceptable behaviors
for a given contract. Producing such behaviors provides the following benefits:

e Contracts versus Design Intent Simulation provides the behaviors of contract en-
vironments, implementations, and the resulting behaviors of implementations under
specific environments. This capability helps designers identify deviations between the
specification and their design intent. A common design fault occurs when require-
ments are not correctly translated into the specification. In such cases, verification
alone cannot detect the issue, as it operates on an already incorrect specification. By
generating simulation results for the specification, designers can assess whether it ac-
curately represents the system’s requirements. This process helps avoid lengthy design
cycles caused by discovering specification errors late in the development process.

e Lightweight Verification Verification aims to ensure that the implementation satis-
fies the specification, requiring proof that all behaviors comply. However, this process
is often time-consuming due to its high computational complexity. In contrast, gen-
erating a small set of behaviors typically involves less effort and can more efficiently
uncover straightforward differences, which may help identify design errors. This ap-
proach has been employed in various contexts, such as in FRAIG [112], which performs
circuit optimization, with one step leveraging functionally equivalent subcircuits. In
this step, FRAIG uses simulation to distinguish logic gate outputs with differing func-
tions, reducing the number of SAT solver invocations. Another example is the Scenic
language [57], which uses a probabilistic language to generate scenarios for machine
learning specification testing.

For contracts, behaviors should be generated based on the allowed contract behaviors,
and whether these behaviors satisfy the contract requirements should be verified.

e Facilitating Design Correction In addition to its benefits for verification, simula-
tion results can provide valuable insights for correcting design errors. For example,
the designer can observe unexpected behaviors, identify ports that do not behave as
expected, and examine the subsystems responsible for those ports. In this way, sim-
ulation becomes an iterative process in which both tools and designers collaborate to
improve the design. Even after running full verification, designers can still conduct
simulations to address any failures identified during the verification process.

e Evaluation In addition to verification and correction, simulation enables the pre-
liminary evaluation of system performance, especially when performance depends on
specific system behaviors. One example highlighting the importance of evaluation is
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its common use in VLSI design, where simulation is used to determine whether a de-
sign can run at a faster clock speed by evaluating power consumption and assessing
delay impacts. Thus, evaluation can guide tools and designers in making decisions to
optimize the design.

Despite the potential benefits outlined above, no existing tools or research currently
support contract simulation. However, some model checking tools do offer simulation ca-
pabilities. For instance, nuXmv [28| supports the simulation of transition models using the
MathSMT solver. Such tools could provide a foundation for this research, as contract simu-
lation requires the generation of behaviors that satisfy the contracts. To reason about these
behaviors, set-level reasoning is needed to accommodate contracts from different modeling
languages and formalisms, along with solvers capable of reasoning about these languages
and formalisms to generate satisfying port values

Chapter [0] will address this gap by formulating the contract simulation problem and
proposing corresponding solutions.

3.6 Contract Synthesis

So far, none of the automation tasks mentioned above address the generation of decom-
positions to support the design process. Therefore, contract synthesis plays a crucial role
in contract-based design by mapping design requirements from an abstract layer to a more
refined one.

Generally, contract synthesis can be formally defined as follows:

Problem 3.4. Given a contract C and an objective function, denoted by f, over sets of
contracts, find a set of contracts {Cy,Ca,...,Cr} such that:

1. The set forms a decomposition of C.
2. The decomposition is optimal with respect to f.

In short, the synthesis problem aims to decompose a system contract into a set of sub-
system contracts that preserve implementation correctness and optimize a given objective
function within the design space. Due to the problem’s inherent complexity, additional con-
straints are often introduced to simplify the synthesis process. These constraints lead to
different variants of the problem, including Correcting Refinement, Contract Library Selec-
tion, and Implementation Synthesis.

3.6.1 Correcting Refinement

In this variant, a set of subsystem contracts C; = (4;,G;) for ¢ = 0,...,n is given, and
modifications are required to establish or preserve the refinement relationship with the system
contract. This type of problem can be further divided into two subproblems, depending on
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whether the given contracts already satisfy the refinement relation:refinement fixing and
refinement tightening.

Refinement fixing focuses on establishing the refinement relationship from any given set of
subsystem contracts. In this case, the composition of the subsystem contracts does not refine
the system contract. The objective is to modify or augment the set so that its composition
satisfies the refinement relation.

Two approaches have been proposed to address incorrect refinement. One approach lever-
ages the quotient operator to find a missing component specification C,11 = (Aps1, Gri1)
such that its composition with the provided subsystem contracts satisfies the refinement
relation with respect to the system contract. Inigo et al. [81] derived a closed-form formula
for the quotient of assume-guarantee contracts and later extended this into a theory for
quotients [146].

The other approach involves modifying the provided contracts. Le et al. [96] proposed
algorithms for correcting refinement by adjusting the given contracts. They introduced two
strategies: the aggressive strategy and the incremental strategy. The aggressive strategy
fixes refinement by enlarging the assumptions and shrinking the guarantees of each contract
according to the required behaviors, ensuring refinement. This strategy is particularly useful
in distributed contexts, as it does not require waiting for updates from other contracts.
The incremental strategy, in contrast, iteratively updates one contract until the refinement
relation is established. This approach minimizes unnecessary synthesis efforts and can reduce
the number of costly set complement operations.

Refinement tightening removes redundant subsystem contracts and abstract them while
preserving the refinement relationship. Given a system contract and a set of subsystem con-
tracts whose composition refines the system contract, this process eliminates redundancy and
enhances design flexibility by adjusting over-constrained assumptions and guarantees. This
is particularly useful when subsystem contracts are manually created by designers without
proper optimization, as fully optimizing the general synthesis problem is often computation-
ally infeasible.

Cimatti et al. [32, 33] proposed an algorithm for refinement tightening, which introduces
parameters into formulas through LTL operator properties. For instance, the formula (a < b)
can be weakened to (a > b), leading to a parametric formula (py = (a < b)) A (p2 =
(a > b)), where Boolean parameters p; and py control the degree of weakening or strength-
ening. The algorithm converts the problem into a multi-parameter validity synthesis task,
using model-checking tools to determine the parameter values. The approach automatically
removes redundant subsystem contracts and modifies them to optimize the refinement.

3.6.2 Contract Library Selection

Contract library selection exemplifies platform-based design within contract-based design.
In this approach, components at a refined level of abstraction are represented by contracts,
which serve as specifications for lower levels of abstraction based on their behaviors at the
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current level. Given a library of contracts L, the goal is to select a subset of contracts from
the library and generate port connections that satisfy the refinement relation.

Many researchers have worked on contract selection within a library. Some refer to
this problem as component selection, since contracts can be used to characterize compo-
nents. Peter et al. [133] introduced an SMT-based component synthesis approach that en-
codes component selection into SMT formulas to satisfy system properties. Mishra and
Jagannathan [113| proposed a bi-directional, specification-guided synthesis procedure with
conflict-driven learning for components specified using Hoare-style pre- and post-conditions.
Tannopollo et al. |[73] introduced a counterexample-guided inductive synthesis (CEGIS)-based
flow for composing and selecting contracts from a library of components specified using LTL
contracts. In their follow-up work |71} [72, 75|, they refined this flow by decomposing con-
tracts to reduce complexity. Dos Santos et al. [153] proposed CONDEnSe, which uses an
SAT-based generator (Computation Design Synthesis, CDS) to find connections between
components and a contract-based verifier to check the satisfaction of system specifications.
In their subsequent work [152], they combined the generator and verifier in a CEGIS-based
synthesis approach to select components that satisfy the goal. Oh et al. [129] presented a
parameter-based synthesis method that explores contract parameters using bi-level optimiza-
tion to minimize the cost function while ensuring robustness. Wang et al. [173| proposed
a hierarchical contract-based synthesis framework that selects contracts from a well-formed
library containing information on conditional refinement and composition relations between
contracts. Recently, Xiao et al. |[179] presented ContrArc, which explores CPS architecture
and selects implementations by formulating connection, flow, and timing requirements, using
mixed-integer linear programming with design space pruning through subgraph isomorphism.

Despite numerous contributions in this area, several limitations persist in the existing
methods. For example, the works by Peter et al. [133]|, Mishra and Jagannathan [113], Dos
Santos et al. [152, 153|, and Wang et al. [173] focus on generating selections without ad-
dressing optimization. While the approaches by Tannopollo et al. |73, [75], Oh et al. |129],
and Xiao et al. [179] address optimization, they restrict their objective functions to parame-
ters associated with the contracts. Whether these restrictions are practical for general CPS
problems remains an open question. Chapter [7] will explore the drawbacks of these methods
and propose a new approach for library selection.

3.6.3 Implementation Synthesis

Implementation synthesis produces actual components, such as programs, controllers, and
physical elements, that serve as implementations of contracts. Traditionally, engineers have
designed components based on domain expertise to satisfy specifications and then verified
whether the components meet the requirements. In design automation, formal synthesis
focuses on the automated conversion of formal specifications into components. Examples of
formal synthesis include program synthesis [107] and reactive synthesis |31, [139], depending
on the application domain. Reactive synthesis, in particular, is a major focus for the CPS
community [90, |91} 135, |145], as controllers are critical components of CPS. It can be modeled
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as a two-player game: the environment tries to violate the specification, while the controller
seeks to ensure its satisfaction. The synthesis is successful if a strategy can be found that
enables the controller to satisfy the specification, regardless of the environment’s actions.

For general LTL properties, the reactive synthesis problem has doubly exponential com-
plexity. However, the problem based on a subset of LTL known as generalized reactivity
(1) (GR(1)) has polynomial complexity in terms of the number of input and output vari-
ables |135], enabling efficient synthesis. Given a GR(1) specification, numerous solvers and
digital design synthesis tools can generate a finite-state automaton that represents the sys-
tem’s control strategy [24, 25, [82, |140} |[178].

For assume-guarantee contracts, the separation of assumptions and guarantees enables
a unique synthesis approach. Chatterjee and Henzinger 30| introduced assume-guarantee
synthesis, which involves the co-synthesis of two systems. This approach assumes that each
system focuses on meeting its specifications, resulting in a relationship that is neither fully
collaborative nor entirely competitive. Several synthesis techniques have been developed to
leverage assume-guarantee reactive synthesis and enhance the synthesis process |54} 59, |86,
103, 134} |165].

3.7 Tools for Contract-based Design Automation

Automation tools encapsulate algorithms for various tasks, integrating them into a unified
interface for ease of use. Given the opportunities for automation, tools for contract-based
design automation are crucial for supporting these tasks and providing a seamless interface
across different stages of the design process. A key factor in their effectiveness is extensive
support for various tasks, which eliminates the overhead of format conversion and interfacing
between tools. Consequently, developing theories, algorithms, and tools is critical to improv-
ing both the efficiency and correctness of the contract-based design process. This section
reviews existing contract-based design automation tools, compares their functionalities, and
identifies gaps where many opportunities remain unaddressed or lack integrated solutions.

3.7.1 Existing Tools

Early contract-based design tools primarily focused on system-level verification tasks, lack-
ing support for broader contract operations or additional functionalities. Cofer et al. [40]
developed AGREE (Assume Guarantee Reasoning Environment), the first contract-based
design tool, under DARPA’s META research program. AGREE supports AADL [53] and
SysML [131] modeling languages for formally specifying system designs. It supports verifica-
tion of linear-temporal logic properties using a circular compositional reasoning framework
that applies induction over time. Cimatti et al. [34] introduced OCRA, a tool for verifying
temporal contract refinements, leveraging their SMT-based proof obligations [35]. Built on
NuSMV3 as a temporal logic solver, OCRA uses the Othello System Specification (OSS) for-
mat to describe components’ interfaces (ports and parameters) and the desired refinement
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relations for their decomposition. The OSS format incorporates their custom Othello prop-
erty specification language for expressing hybrid trace behaviors in contract assumptions
and guarantees. Both AGREE and OCRA focus on verifying contract refinement relations
from a system-level perspective, ensuring that decomposed contracts satisfy the refinement
criteria. However, they do not utilize the contract operations proposed by Benveniste et
al. [20] and instead rely on a general concept of composition |17], possibly due to the rel-
atively immature state of contract theory research at the time, which led to independently
developed approaches for these functionalities.

With the maturation of contract theory and operations, the refinement problem has
been simplified to verifying two set relations, paving the way for tools that support syn-
thesis and contract operations. Iannopollo et al. [73]| developed PyCo and PyColite, tools
for constrained synthesis using contract libraries. PyColite, a Python package, interfaces
with SMT solvers and model checkers to support contract operations such as composition
and refinement. Building on PyColite, PyCo enables constrained synthesis by generating
connections and selecting components based on port constraints, system requirements, and
a formalism-independent objective function, ensuring that the synthesis results satisfy the
system requirements. Nuzzo et al. |124] developed CHASE, a contract-based requirements
engineering tool for cyber-physical systems. The tool features a front-end formal specifi-
cation language and a back-end reasoning tool. The front-end specification describes the
networks spanning different domains, connections of system components within the same
domain, and contracts that specify requirements for those connections. These specifications
can be automatically parsed from natural languages using English Slot Grammar [108|.
The back-end reasoning tool supports contract manipulations such as composition, conjunc-
tion, refinement, and implementation synthesis, utilizing the TuLiP toolbox [178|. Santos et
al. [153] developed CONDEnSe, a tool for contract-based synthesis that identifies compo-
nent connections and verifies the correctness of architectures through contract composition
and refinement. CONDEnSe takes input from a SysML-inspired domain-specific language
that describes components and the system goal, then explores feasible connections between
components. The selected connections define a candidate architecture configuration. The
tool encodes connection constraints using SAT and generates candidate configurations, each
of which is verified through contract refinement to ensure it satisfies the system goal. Mal-
lozi et al. [106] developed CROME, a contract-based specification tool designed for robotic
missions. CROME organizes mission goals into a library and refines mission specifications
using a contract-based goal graph (CGG), which represents how a mission can be achieved
through the composition and conjunction of contracts. The tool searches for a contract that
refines the leaf nodes of the CGG, and then map the entire mission specification using the
goal library. Each goal can then be synthesized independently through reactive synthesis.
Recently, Incer et al. [79] developed Pacti, a contract operation tool that supports auto-
matic port projection, enabling the elimination of irrelevant ports from operation results.
This capability enhances the interpretability of contract operation results, making them more
accessible to human designers. Although the tool currently supports only contracts specified
using polyhedral sets, it has been successfully applied in space missions [148|, demonstrating
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the practical value of removing unrelated ports to improve human comprehension.

3.7.2 Comparisons of Existing Tools

This section compares the capabilities of existing tools based on the automation oppor-
tunities introduced in this chapter. Since Implementation Verification and Implementation
Synthesis are application-dependent tasks involving implementations, they are excluded from
the comparison. Instead, the focus is on automation tasks where both inputs and outputs
are represented by contracts. Table compares the tools’ support for system automation
tasks, while Table [3.2] provides details on their support for contract manipulations.

\ \ | OCRA | CONDEnSe | PyCo [ AGREE | CHASE | CHROME | Pacti |

1/0O Systems 0O O 0O O 0O 0O 0O

Spec. Physical Systems X X X X X X X
Contract Manipulations See Table 3.2

Veri. Meaningless Contract Detection 0O X 0O X X X X

Refinement Verification O (0] O @) O O O

Decomposition Verification X X X X X X X

Sim. Contract Simulation X X X X X X X

Syn Correcting Refinement X X X X X X O

' Contract Library Selection X (0] O X X X X

Table 3.1: Comparison of automation task support across existing contract-based design
automation tools.

\ \ [ OCRA [ CONDEnSe | PyCo | AGREE | CHASE | CHROME | Pacti |

Consistency
Compatibility
Composition
Quotient
Conjunction
Implication
Merging
Separation
Disjunction
Coimplication
Refinement
Relations Conformance

Strong Dominance

Properties

>

Operations

> PR O P4 | | 4 <l ] | <] O] ©
> P4 O PRl | | oAl <l | 4| O 4| <
> | Of DR | < >4 | 4l | O] O O
> DA O PRl PR | Al <L ] | <] | <
> P4 O P4l 4| | oAl <l Of 4| Of w4 <
| 4 O 4| | 4| 4| < Of 4| O] O ©

A Of M| M| < O 4| X4 O] ©

Table 3.2: Comparison of contract manipulations support across existing contract-based
design automation tools.

Existing tools cover only a small subset of automation tasks. Most are limited to con-
tracts for I/O systems, supporting tasks such as refinement verification and contract library
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selection. These contracts rely on fixed port directions, lacking flexibility, which makes them
unsuitable for physical systems. Outside of these tasks, Pacti |79] is the only tool capable
of correcting refinement using the quotient operator. OCRA [34] and PyCo |73| can detect
consistency and compatibility. However, no tools currently support Physical Component
Specification with implicit functions and flexible port directions. Additionally, there is a
lack of support for functionalities such as Decomposition Verification and Contract Simula-
tion.

A similar lack of support exists for contract manipulations. Most tools focus exclusively
on contract composition, refinement, consistency, and compatibility. Some recent tools offer
limited additional operations: Pacti [80] supports quotient and merging, while CHASE [124]
and CROME [106] support conjunction. For Pacti, the focus on variable elimination, which
is crucial for composition and quotient operations where intermediate ports are removed,
explains the tool’s prioritization of supporting composition and quotient. As a result, no
tool currently offers a comprehensive set of contract manipulations despite the availability
of closed-form formulas in the literature |77, 81, [132].

3.7.3 Opportunities for Contract-based design Automation

In light of the insufficient functionalities in contract manipulations and automation tasks,
new theories, algorithms, and tools are necessary to bridge the gap and facilitate both
research and application in contract-based design. This section details these opportunities
for advancing contract-based design automation.

3.7.3.1 Theories

Contract theories have been extensively developed, offering a rich set of operations, relations,
and properties to support system reasoning. However, as discussed in the aforementioned
automation tasks, important gaps remain, particularly in areas such as physical system spec-
ification and decomposition verification. Addressing these gaps is essential for streamlining
the design process and ensuring the correctness of implementations.

First, because assume-guarantee contracts implicitly enforce fixed port directions, they
are unwieldy when applied to physical systems. To address this limitation, a new contract
formalism is needed to support ports with flexible directions. Omnce such a formalism is
established, corresponding theories for its manipulation, methods for comparing it with
assume-guarantee contracts, and conversion techniques will be necessary to designers to
work seamlessly across both formalisms.

For decomposition verification, it is necessary to investigate the conditions leading to
the scenario in Example 3.1} Based on these conditions, theories will need to be developed
to constrain refinement and avoid incorrect decomposition. These constraints will then be
integrated into the contract-based design methodology, alongside the refinement relation.
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3.7.3.2 Algorithms

Algorithms are essential for automating contract-based design tasks. While theoretical ad-
vances help close foundational gaps, practical implementation requires effective algorithms.
Currently, there are no algorithms that support contract simulation, and, as discussed in
Section [3.6] existing contract library selection methods suffer from various limitations. De-
veloping new algorithms to overcome these limitations could broaden the scope of synthesis
applications. Therefore, key opportunities lie in developing algorithms for physical compo-
nent specification, decomposition verification, simulation, and more general contract library
selection.

A crucial goal for these algorithms is general implementability and abstraction, rather
than being narrowly designed for specific applications. Since contract-based design is an
abstract concept, the algorithms must be expressed using set operations to ensure applica-
bility across different background theories. While specific algorithms may exist for certain
background theories, offering better efficiency, they may not be universally applicable. Such
specialized algorithms should be regarded as optimizations for particular contexts, rather
than the foundation of general contract-based design algorithms.

3.7.3.3 Tools

Finally, the developed algorithms should be integrated into tools with well-defined interfaces
to ensure ease of use for designers. These tools should support contract manipulation, enable
conversion between different formalisms, and facilitate the automation tasks discussed earlier
to improve efficiency and ensure correctness. Most importantly, they should encapsulate
contract operations to manage specifications effectively and prevent the display of hard-to-
interpret results that may confuse users. Such features are essential for building tools that
are both broadly applicable and accessible, especially for designers who are not experts in
contract-based design.

3.8 Conclusion

This chapter discussed the challenges of applying contract-based design and explored the
opportunities for automation tasks to address these challenges. The automation tasks are
categorized into specification, verification, simulation, and synthesis based on their charac-
teristics. A review of existing algorithms and tools reveals significant gaps in facilitating
contract-based design and ensuring correctness. As a result, new theories, algorithms, and
tools must be developed to address these gaps, presenting substantial research opportunities.
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Chapter 4

Specification: Contract Formalisms for
Physical Systems

This chapter introduces constraint-behavior contracts, a formalism designed for specifying
physical components with implicit functions and flexible port directions. The operations
and relations between constraint-behavior contracts are defined to facilitate system reason-
ing without port directions. The capability of constraint-behavior contracts to integrate
with assume-guarantee contracts gives the user the choice of a formalism to use at differ-
ent abstraction layers. A case study based on an Unmanned Aerial Vehicle design problem
shows that the proposed constraint-behavior contracts can facilitate system verification by
expressing physical components, reducing the number of contracts, and providing an intuitive
encoding of contracts.

4.1 Introduction

Cyber-Physical Systems (CPS) are an integration of both physical parts and cyber parts [99].
A physical part is one realized in matter, with shapes, and mass, and can be observed
directly in physical quantities in real life. In contrast, a cyber part is a logical operation
or communication mechanism such as software and algorithms. As the need for large-scale
CPS increases in applications such as autonomous vehicles, Industry 4.0, and smart grids,
the complex interaction between the heterogeneous parts in CPS causes the prolonged and
error-prone design process and thus result in prohibitively high costs.

Contract-based design (CBD) is a system development methodology that relies on contracts—
formal specifications that define the expected environments and implementations—to enable
correct-by-construction design, incorporate different design aspects, and reduce design com-
plexity [119, 149, |151}, |158]. The methodology leverages abstraction and refinement of the
specifications to address complex design challenges. Abstraction simplifies the specification
by relaxing non-critical details, making the design process more manageable. Refinement,
on the other hand, reintroduces constraints for the previously relaxed aspects, bringing the
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specification closer to implementation. These two processes can be performed hierarchically
without violating the original top-level specification: subsystems that refine a system can be
further refined individually, guaranteeing satisfaction of the system specification. The design
of each subsystem thus becomes an independent design problem, allowing the designers to
focus on smaller tasks and reuse previous designs when the same one arises. As a result, the
methodology facilitates efficient design exploration at various levels of detail while keeping
the problem size manageable. Furthermore, different design aspects (viewpoints) can be
defined separately and then easily combined through contract operations |20} [132|, further
reducing the complexity introduced by heterogeneous design aspects.

With the potential to address challenges in CPS design, the formalism of contracts and
contract-based design for CPS has attracted significant research interest [43, (121} |126] 164].
Among many formalisms, assume-guarantee contracts stand out as particularly promising
candidates due to their compactness and ease of use. An assume-guarantee contract is
a pair of assumption and guarantee sets C = (A, G) [20]. Its semantics state that when
the environment behavior satisfies the assumption set A, the specified component produces
behaviors within the guarantee set G. The acceptable behaviors allowed by the contracts
are, therefore, G U A, and the behaviors under the environments £ are EN (G UA). Various
operations of assume-guarantee contracts have been proposed to reason about the system
when composing components, incorporating viewpoints, and considering different operating
conditions |20, 77, 81} |132].

To leverage contract-based design in the CPS design process, every component involved
must be associated with a contract, including both cyber and physical components. The
cyber components, such as networks and control algorithms, monitor the system state and
control the physical components accordingly. Physical components, like sensors and actu-
ators, interact with the environment and create feedback loops with cyber components to
perform specific actions. Therefore, the ability to express specifications for these diverse
components and their interactions in contracts is crucial for fully realizing the benefits of
contract-based design.

Physical components are typically modeled through implicit equations [176], while cyber
components are commonly defined by an explicit input-output relationship that establishes a
data flow. As shown in Figure [4.1] electronic and mechanical systems are usually described
by a system of implicit equations with more than thousands of variables. Examples of
popular modeling tools include Simulink |168|, which utilizes a signal-flow-based model that
requires an explicit relationship between input and output, and Modelica [58|, which uses
equation-based models that do not need an explicit relation. Converting an implicit equation
into an explicit one requires either solving the equations in closed-form solutions or using
a numerical algorithm when a closed-form solution does not exist. Figure illustrates an
example where the explicit relationship between the output voltage and the input voltage
necessitates solving a differential equation. As a result, the ability to express the properties
of a physical system using implicit equations is crucial to avoid the complexities of equation
solving. Therefore, an ideal contract formalism for physical components should provide
desired semantics and accommodate implicit relationships between the variables.
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Figure 4.1: Two examples of systems that use many implicit equations for modeling: (a) a
Modelica example model of a spring mass system [58|, and (b) a SPICE model of a parasitic
extracted D Flip-Flop from the ASAP7 Design Kit [37].

Although the theory of assume-guarantee contracts does not restrict expressions to input-
output relationships and can accommodate implicit equations, the intuitive ways of speci-
fying physical components in assume-guarantee contracts can lead to undesired semantics
when the environment does not control all variables included in the assumption. As a result,
the environment must control all variables in the assumption, which implicitly defines the
ports corresponding to the assumption variables as the input ports of the component. We
refer to this phenomenon as the implicit port directions issue in assume-guarantee contracts.
Figure [4.3] illustrates the implicit port directions issue for a resistor—a component that al-
lows for different port directions. The resistor, as shown in Figure (a), can take voltage
as input and current as output, and it can also take current as input and provide current as
output. Therefore, the port directions of the resistor depend on the environment, indicating
that its port directions are not inherently defined. One may formulate the assume-guarantee
contracts for the resistor as the three formulations shown in Figure (b). In the example,
the environment F; does not control the current I, while the assumptions in formulations
C; and Cy contain the variable I. Consequently, these contracts allow behaviors such as
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Figure 4.2: An example showing that even when the port directions of individual components
are known, the composed system is expressed in terms of implicit equations and requires
solving equations to convert it to an explicit expression.

(V,I) = (2,10) because the component is unconstrained when the current values violate the
assumptions. However, the resistor should only produce the behavior (V,I) = (2,1) when
the voltage is 2V, indicating the semantics of the contracts are incorrect in the environments.
Similarly, contracts C; and Cs fail to represent desired behaviors when the environment Fj
does not control the voltage V. As a result, all the example contracts can only be applied to
environments that match their implicit port directions and fail to provide desired semantics
in various environments that control different ports.

The failure to provide desired semantics in various environments leads to several disad-
vantages, including increased complexity in formulation, reduced compactness of expressions,
and limited applicability. First, implicit equations must be converted to explicit equations
that reflect the input ports for assumptions, requiring additional effort and can result in a
formulation that loses its physical meaning. For example, the assumptions in the formu-
lations C, and C3 in Figure cannot be easily observed as a power constraint. Second,
the size of the contract library and the complexity of using contracts increase, as a contract
cannot be reused for environments with different inputs. Designers must create multiple
contracts with various combinations of port directions and select the one that matches the
inputs from the environments. Finally, contracts cannot be utilized when the port directions
cannot be defined, as this prevents the selection of appropriate contracts without knowledge
of the environment.

This chapter addresses these issues by proposing a new compact contract formalism
called constraint-behavior contracts. To the best of our knowledge, this is the first approach
that explicitly considers contract formulations for physical components governed by implicit
equations. The formalism has the following properties:

e Constraint-behavior contracts are invariant to port directions, which allows the con-
tract library to be compactly created without solving implicit equations and enumer-
ating combinations of port directions.
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Figure 4.3: Implicit port directions in assume-guarantee contracts: (a) a resistor with maxi-
mum power constraint as a motivating example component and (b) three assume-guarantee
contract formulations for the resistor. The contract expresses the behaviors (V, I) correctly
only when the actual input ports match the ports for defining the assumption.

e The physical meaning of system requirements is preserved by the implicit equations in
constraint-behavior contracts. Preserving physical meaning in contracts allows design-
ers to formulate contracts and discover potential design faults more easily.

e Constraint-behavior contracts can be integrated with assume-guarantee contracts in
the contract-based design process. The approach is exemplified by a demonstration
based on an Unmanned Aerial Vehicle (UAV) system design verification problem.
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The remainder of this chapter is organized as follows. Section presents the Constraint-
behavior contracts. In Section , we discuss the properties of the proposed contracts un-
der certain axioms that enable meaningful and consistent operations with assume-guarantee
contracts. In Section [4.4] we further propose a special operation to combine multiple phys-
ical models that represent different operating conditions. Section compares constraint-
behavior contracts with assume-guarantee contracts. Next, in Section we introduce the
verification methodology for using constraint-behavior contracts with assume-guarantee con-
tracts. We demonstrate the application of constraint-behavior contracts in a UAV propulsion
system design verification in Section [4.7] Section concludes this chapter.

4.2 Constraint-Behavior Contracts

This section first discusses why assume-guarantee contracts implicitly impose port directions.
Then we introduce constraint-behavior contracts to address the difficulties that implicit port
directions present to physical components. Operations and relations for constraint-behavior
contracts are also introduced.

4.2.1 Port Sensitivity and Implicit Port Directions

In our discussion of Figure in Section we observed that assume-guarantee contracts
may implicitly require port directions, which makes expressing behaviors in implicit equa-
tions challenging. We analyze the cause of implicit port directions in assume-guarantee
contracts and then present the requirements for a contract formalism that does not imply
port directions.

First, we introduce the notion of port sensitivity.

Definition 4.1. A set of behaviors A is said to be insensitive to a port if the behavior of the
port does not affect A. If it does then A is sensitive to the port.

If a port is not used in the expression of the behavior set, the behavior set is insensitive
to the port. For example, considering a system containing two resistors with resistances R;
and R, respectively, the behavior set defined by Ohm’s law Vi = I Ry is sensitive to the
voltage V; and current I;. On the other hand, the behavior set defined by Ohm’s law of the
other resistor Vo = I, R, is insensitive to the voltage V; and current [y, as any values of V}
and I; do not affect whether a system behavior is contained by the behavior set.

When an environment controls all the ports that the assumption set is sensitive to, the
satisfaction of the assumption is determined by the behavior set of the environment on these
ports. Let E denote the behavior set of the environment. If the environment satisfies the
assumption, the resulting behavior must fall within the intersection of the behavior of the
environment and the guarantees, denoted as E N (G, since an assume-guarantee contract
requires the system to ensure the specified guarantee when the assumption is satisfied. On
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the other hand, if the environment violates the assumption, denoted as F ¢ A, the system
is not required to provide any guarantees.

However, when some ports that the assumption set is sensitive to are not controlled
by the environment, the satisfaction of the assumption depends on the behavior of the
uncontrolled ports, which can be any behavior in the universe of the port behavior. Therefore,
the specified component is allowed to produce any behavior, since the assumptions can be
violated by the behaviors of the uncontrolled ports. The contract thus fails to represent the
components for our purpose because it always contains behaviors that the component should
not produce under the environment. As a result, assume-guarantee contracts implicitly
require the component to define all ports that the assumption set is sensitive to as input
ports.

In the example shown in Figure [4.3] the environment E; does not control the current
I; hence, the assumptions in formulations C; and Cy are sensitive to I. Consequently, these
contracts allow behaviors such as (V,I) = (2, 10) because they do not specify the component
when the current values violate the assumptions. However, the resistor should only produce
the behavior (V, 1) = (2,1) when the voltage is 2 V.

Thus, it is necessary to define a contract formalism that allows us to specify components
regardless of which ports are controlled by their environment. The requirements of such
formalism are as follows:

1. The responsibilities of the components, i.e. the required behaviors, should be consid-
ered before checking the satisfaction of the working condition. This aspect is the main
difference between specifications using implicit equations and explicit equations. By
considering the responsibility of the components first, we obtain the possible behavior
for the ports not controlled by the environment, instead of allowing arbitrary behaviors
that may violate the specified conditions.

2. The contracts should have a compact encoding and be easy to use, similar to assume-
guarantee contracts. As the specification is the initial design stage, designers need
to write, interpret, and examine the specifications. Ease of use and compactness will
enable designers to express their intentions clearly and identify potential faults effec-
tively.

3. The new contract formalism should seamlessly integrate into the design flow with
contracts having port directions, such as assume-guarantee contracts. Depending on
the application’s requirements, the designer can define port directions for the subsystem
created by physical components. For example, in a propulsion system, the control
values can be treated as inputs, while the generated thrust can be treated as its output.
Integration of these specifications allows moving between different abstraction layers.
The overall system can be specified based on the port directions that reflect its usage,
even if the components do not have port directions.
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4.2.2 Constraint-behavior Contracts

Based on the requirements above, we propose constraint-behavior contracts as a formalism
for specifying physical components.

We use constraints and intrinsic behaviors to describe physical components. The be-
haviors are the responsibility of the component, typically expressed in physical quantities.
Constraints define the conditions under which the behaviors apply. For example, the resistor
of Figure imposes the behaviors V' = I R, but it operates under the constraints VI < P.

As long as the system behavior following the intrinsic behaviors satisfies the constraints,
the component functions as specified, producing the behavior according to its intrinsic behav-
iors. If the system behavior following the intrinsic behaviors does not satisfy the constraints,
the component fails, and the resulting behavior becomes unspecified, except for the value
controlled directly by the environment.

We define constraint-behavior contracts and their semantics as follows:

Definition 4.2. Let P be the system ports, C be a set of behaviors called constraints, and

B be a set of behaviors called intrinsic behaviors. A constraint-behavior contract is a pair of

constraints and intrinsic behaviors denoted as C®® = (C, B), where C C Bp and B C Bp.
The behaviors of a constraint-behavior contract under an environment E C Bp are

ite(lCc ENBCC,ENB,E),
where ite() is the IF-THEN-ELSE (ITE) operator.

The semantics of constraint-behavior contracts differs from that of assume-guarantee
contracts. Observe that the responsibility of the constraint-behavior contracts is applied
first to verify that the specified behaviors satisfy the constraints, which define the working
condition of the components. This fulfills our first requirement for the contract formalism
for physical components.

The following example shows a constraint-behavior contract for specifying the resistor in

Figure (a):

Example 4.1. We can write the constraint-behavior contract for the resistor as C® =
(Cy, B,):

C,: IV <8and B, :V =21

We can wverify that its semantics align with our intuition of a resistor. When the en-
vironment provides V' = 2, we apply the intrinsic behaviors to the environment’s behaviors
and observe that the constraints are satisfied: E N B, = (V,I1)=(2,1), which is a proper
subset of C. = (IV < 8). Thus, the behaviors of the constraint-behavior contract under this
environment are E N B, = (V,I) = (2,1). Similarly, when the environment provides I =1,
we apply the intrinsic behaviors to the environment’s behaviors and find that the constraints
are satisfied: ENB, = (V,1) = (2,1), which is a proper subset of C,. = (IV < 8). Therefore,
the resulting behavior is EN B, = {(V,I) = (2,1)}.



CHAPTER 4. SPECIFICATION: CONTRACT FORMALISMS FOR PHYSICAL
SYSTEMS 72

This example also shows that constraint-behavior contracts can be applied to environ-
ments with different controlled ports.

Although the definition precisely specifies the behaviors of physical components in a
compact form, the use of the ITE operator and the exclusion of the empty set limit its
applicability. To illustrate this, we first derive the refinement relation for the constraint-
behavior contracts:

Definition 4.3. Given two constraint-behavior contracts C* = (Cy, By) and C = (Cy, By),
CS is a refinement of CS, denoted as C$° = CS°, if they satisfy the following relation:

CluglgCQUE,ngBl (anBQQCl:BlﬁCl.

Proof. First, for all environments such that C; exhibits its intrinsic behaviors, Co must also
exhibit its intrinsic behavior. Given that ) ¢ E N B; C Cy, we derive E C C; U B; and
E N B; # (. For the contract Cy to exhibit its intrinsic behavior, we require £ N By C
(Cy U By N By). Thus we obtain (C; U By) C (Cy U By).

Then, for these environments, the resulting behaviors of contracts C, must be a subset of
those of contracts Cy, requiring £ N By C E'N By. Using the environment conditions above,
we derive EN By C (C1 U By) N By = C; N By U By N By. To establish the subset relation
Ci N By U B, N By C EN By, we must have By N By = ) since it cannot be a subset of Bj.
Therefore, we obtain By C Bj.

Finally, we need to ensure that these environments, when intersecting with the intrinsic
behaviors of Cy, do not lead to an empty set. Given that £ C C;UB; and ENB; # 0, we infer
that £ must contain an element of ByNC;. Now, consider the case when £ = BiNB,NC;. In
this situation, EN By = (), violating the environment’s requirements. Therefore, B; N B,NC}
should not be a valid environment for C;, meaning B, NBsNC, =0, and thus B, 2 ByNCY.
Combining it with the relation By C By, we conclude that BoNC; = ByNC;. This constraint
ensures that F contains an element of By N (', guaranteeing that £ N By is a non-empty
set. O

The result requires that the intrinsic behaviors B; and B, be identical under the con-
ditions specified by C}, which restricts the flexibility to refine specifications. This strict
relationship limits the ability to refine specifications by reducing the flexibility in behaviors.
For example, a specification might allow resistors with resistance R between 1 and 3, and a
resistor with R = 2 should satisfy this specification through refinement relation. However,
the current refinement relation fails to capture this flexibility because the constraint-behavior
contract considers any environment satisfying ) C ENB C C. If an adversarial environment
only permits R = 3, it forces the resistance to be 3, causing a resistor with R = 2 to fail in
that environment.

To address this issue and extend the applicability of constraint-behavior contracts, we
focus on the desired environment while ignoring adversarial ones. We assume that the en-
vironment of interest never leads to unconstrained behaviors (the "else" part of the ITE
operator in constraint-behavior contracts) for any contracts. This assumption allows us to
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relax constraint checking during contract operations. Consequently, we define the environ-
ments as those that satisfy the following two environment axioms:

1. The environment never results in an empty set when the intrinsic behavior is applied
ENB#0.

2. The environment never violates the constraints when the intrinsic behavior is applied
ENnBCC.

For any environments of interest, we must verify that they satisfy the axioms to ensure
that the contracts possess the desired semantics. If either axiom is violated, the component
may exhibit universal behavior since the constraints would no longer hold. The first axiom
addresses the limitation imposed by the empty set requirement, while the second axiom
allows us to eliminate the ITE operator, facilitating easier manipulation of the contracts.
We will demonstrate its usefulness in the following sections. In the remainder of this chapter,
we will assume the above two environment axioms unless explicitly stated otherwise.

4.3 Constraint-Behavior Contracts with Environment
Axioms

In this section, we discuss the properties, operations, and relations of constraint-behavior
contracts under the two axioms.
First, we can express constraint-behavior contracts as assume-guarantee contracts:

Proposition 4.1. A constraint-behavior contract C® = (C, B) possesses the same semantics
as the assume-guarantee contract C* = (C'U B, B).

The equivalence of semantics can be shown by using the contract definitions introduced
in The environment set £ of a constraint-behavior contract consists of any com-
ponents that satisfy the constraints when applied to the intrinsic behaviors. Therefore,
E={E| ENBCC} =25 The implementation set Z of constraint-behavior contracts
should satisfy the Z = {M | VE € £, M N E C B}, which simplifies to Z = 2. Since an
assume-guarantee contract C% = (A, G) has an environment set £ = 24 and implementa-
tions Z = 2¢Y4, we can match the expressions from both semantics to obtain A = C U B
and G = B. Note that the two axioms are essential for the derivation to hold, as they
remove the need to check for an empty set and disregard unconstrained behaviors resulting
from violating constraint checks. Although the assumption A of the corresponding assume-
guarantee contract is written as C' U B, the environment must still satisfy axioms 1 and
2 to maintain consistent semantics. For example, environments like £ = B or £ = B
should not be applied, as they violate the axioms and lead to unconstrained behavior in
the constraint-behavior contract. In the case of E = B, the constraint-behavior contract
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allows unconstrained behavior, whereas the assume-guarantee contract disallows any behav-
iors. Similarly, for £ = B, the constraint-behavior contract permits all resulting behaviors,
while the assume-guarantee contract restricts behaviors to the set B.

The following example shows the corresponding assume-guarantee for the resistor in

Figure [4.3] (a):

Example 4.2. The assume-guarantee contract for the constraint-behavior contract C®, ac-
cording to Proposition isCM = (IV <8V V #£2[,V =2I).

We observe that all behaviors of V- = 2 satisfy the assumption, as (V,1) = (2,1) satisfies
1V < 8, and all other behaviors with I # 1 satisfy V' # 21. Therefore, the guarantee is
always enforced, and it eliminates all the behaviors satisfying V' # 2I. The only remaining
behavior is (V, 1) = (2,1). A similar derivation can be obtained with the environment I = 1.

The example also highlights the counter-intuitive nature of encoding assume-guarantee
contracts for physical components. In the derived assume-guarantee contract, all behaviors
that violate the guarantee are initially accepted based on the assumption but later eliminated
by the guarantee. The mixture of constraints and intrinsic behaviors complicates under-
standing the specification’s intention, while the numerous illegal and subsequently discarded
behaviors further complicate behavior derivation. Therefore, using constraint-behavior con-
tracts allows designers to write specifications in an intuitive way by preserving the physical
meaning of the components without considering the intermediate illegal behaviors.

4.3.1 Operations and Relations

As introduced in Section [2.2] the contract operations and relation can facilitate system
reasoning at the specification level. To this end, we discuss the contract operation for
constraint-behavior contracts.

4.3.1.1 Composition

First, we define the composition of constraint-behavior contracts as follows:

Definition 4.4. The composition of two constraint-behavior contracts C{* = (Cy, By), C5* =
(Ca, By), denoted by C || CSP, is a constraint-behavior contract C$5 = (Cla, Bya), where

Clg = Cl n C2 and BlZ = Bl N BQ.

The intuition of the composition operation is that the constraints of both contracts should
be satisfied at the same time, and the intrinsic behaviors of both components are in force
simultaneously.

We can show that the composition operation for constraint-behavior contracts aligns
with the composition of assume-guarantee contracts. Considering the corresponding assume-
guarantee contracts C{Y = (A;,G1) = (C; U By, By) and C5? = (Ay,Gy) = (Cy U By, By),
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we can use assume-guarantee contract composition to show that the composition result is
equivalent to the one obtained following Definition [4.4}

e = ¢ | ¢
= (A1 NA) UG UGy, G NGy)
= (((C1UB)) N (CoU By))U B, U By, By N By)
= ((C;NCy) U (By N By), By N By)
= (C12 U Bia, Bya),

which is the corresponding assume-guarantee contract of the composed constraint-behavior
contract C$5.

The following example illustrates the composition of two resistor specifications when the
resistors are in parallel:

Example 4.3. Consider the two contracts C = (Cp1, Bp1) and C® = (Chra, Bya) for two
resistors, where Cpy : [V < 8, B,y : 'V = 2L, Cp : LV < 16, and B,y : 'V = 41,.
The composition is C55 = (Criz, Bri2), where Criz is (I1V < 8) A (ILV < 16) and By is
(V =20L) A (V =41,).

When the environment provides the voltage V- = 4, the resulting behavior is (V, Iy, I) =
(4,2,1).

4.3.1.2 Refinement

We define the refinement relation of constraint-behavior contracts:

Definition 4.5. Given two constraint-behavior contracts C* = (C1, By) and CS® = (Ca, Bs),
CS is a refinement of CS, denoted as C$* = CSP, if they satisfy the following relation:

Cl UEQCQUE anng gBl

Similar to composition, we can show that the notion of refinement for constraint-behavior
contracts aligns with assume-guarantee contract refinement. Consider their corresponding
assume-guarantee contracts C7Y = (A;,G1) = (C; U By, By) and Cy? = (A,,Gy) = (Cy U
By, By) and suppose they satisfy the refinement relation C1Y = C5?. Using assume-guarantee
contract refinement as in Section the refinement relation requires that the following
conditions hold:

CiUBy=A; CAy=CyUBy, By =GyC Gy =By

which is the same condition as the condition for constraint-behavior contract refinement.
Here we show an example of the contract refinement based on Example 4.3
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Example 4.4. We want to check if the composition result in Example[].3 is a refinement of
the system contract Cs5 = (Cys, Bys) = (I + )V <12,V = 3(I; + I)).

First, we check if the intrinsic behaviors satisfy the condition B,15 C B,3. By denoting
any element in B.io as (V, 11, 1) = (V, %V, iV), the element must also be an element in B,
stnce V = %(%V + }IV). Therefore, we get By1a C B,3. This deriwation is equivalent to the
derivation of the equivalent resistance for parallel resistors: 13~ = ri~+ry" 1, where ry = %,
ry =2, and r9 = 4 are the resistances of the resistors.

Then we check if the constraints satisfy the relation in Definition[{.5. We first get Cyq12U
Ba = (LV <ALV < 16)V(V #20)V(V # 41,). An element in Cpz = (I + 1)V < 12
s an element of Cr1o if V # 21, or' V' # 415. Therefore, we only need to check if all elements
satisfying V- = 2I; and V' = 415 in C,3 are elements of (LV < 8) A (I,V < 16). Using the
relation between voltages and currents, we know the ratio between IV and I,V is always 2.
Therefore, from (I; + I5)V < 12, the mazimum value of IV is 8, and the mazimum value
of I,V is 4, which satisfies (I,V < 8) A (ILV < 16), and thus Cy3 C Cpia U By,

Then, as B,12 C B,3, we get B3 C B1s and B3 C Cp1o U B1s. Combining the results,
we get Cr.g3 U B3 C Cy15 U B1a, which means the refinement relation holds.

The refinement relation in the example shows that the composed resistor has the same
equivalent resistance but a larger range of working regions than the system specification. As
a result, the implementation based on the refinement result never fails if the environment
always satisfies the specification of B3. In this example, we can intuitively understand the
intrinsic behaviors using the parallel resistance, but not for the constraint, i.e., the maximum
power. If the system 73 requires a higher maximum power than 12, the refinement does not
hold, as the maximum power constraint of r; could be violated.

4.3.1.3 Merging

Following the definition of the assume-guarantee contract, we can define the merging of
constraint-behavior contracts:

Definition 4.6. The merging of two constraint-behavior contracts C* = (Cy, By), C® =
(Ca, By), denoted by C - CSP, is a constraint-behavior contract CS5 = (Cia, Ba), where

012 = (Cl U E) N (CQ U E) and
By =B NByU (B, NC)) U (ByNCy),
which are derived from directly applying the corresponding assume-guarantee contracts
in the assume-guarantee contract merging operator.
4.3.1.4 Conjunction

Although the above operations are elegantly defined through the close connection with
assume-guarantee contracts, there is a pitfall with the conjunction operator due to the envi-
ronment axioms. Ideally, we would expect the conjunction operator to combine component
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models under different operating conditions, each corresponding to a set of intrinsic behav-
iors.

Definition 4.7. (Owverly-constrained Conjunction) The conjunction of the assume-guarantee
contracts corresponding to the two constraint-behavior contracts C{* = (Cy, By), C$® = (Cy, Ba),
denoted by C$* A CS, results in a constraint-behavior contract C = (Cha, Bia), where

012 == (Cl U E) M (CQ U Fg) and
BlZ - Bl N BQ.

However, the conjunction using the corresponding assume-guarantee contract falls short
of this goal, as it produces a more restricted contract where both intrinsic behaviors must
exhibit simultaneously (B; N By), rather than allowing the intrinsic behaviors to vary based
on different conditions.

The issue arises because incorporating different conditions for a component requires cor-
rect semantics: the component should remain unconstrained when the environment is out-
side the conditions specified by the contracts. This aspect is missing in the corresponding
assume-guarantee contracts, as the environment axioms are violated. As a result, the direct
application of assume-guarantee contract operations leads to an overly constrained contract,
which does not align with our intended behavior for conjunction. The resulting intrinsic
behavior, B; N By, matches our intention only when Cy N C} is satisfied, as this is the sole
condition where the axioms hold.

Therefore, the conjunction operator for constraint-behavior contracts, when applied un-
der the environment axioms, becomes ineffective for system design reasoning.

4.4 Specifying Component by Combining Multiple
Models

In the previous section, we observed that the conjunction operators, when used with the en-
vironment axioms, fail to incorporate different models of conditions. This limitation stems
from the inherent structure of constraint-behavior contracts, where conditions are not ex-
plicitly represented. Instead, constraints are verified after behaviors are applied, rather than
being contingent on specific conditions.

A designer may still want to break down complex component models into separate con-
tracts for ease of management. In this section, we propose a new operator to capture this
idea within constraint-behavior contracts.

Here we present the operator, Model Extension, parametrized by a set B,,.

Definition 4.8. The modeling extension of two constraint-behavior contracts C{® = (Cy, By),
C = (Cy, By) by the extension behavior B, denoted by extension(C{,CS*, Be,), is a
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constraint-behavior contract C55 = (C1a, Bi2), where

012 == (Cl UCQ) and
By =(CiNCoNB)U(CINC,NBy)U(C1NCyN BN By) U (C;NCyN Bey).

There are several important considerations when defining this operator:

1. This operator is not well-defined unless information about intrinsic behavior outside
all conditions is provided. Constraint-behavior contracts rely on intrinsic behaviors for
checking constraints, which are crucial for maintaining the correct semantics. How-
ever, when combining multiple models, the resulting intrinsic behaviors outside their
respective conditions depend on information not included in the contracts. Arbitrarily
defining these behaviors can still meet the goal but with different semantics. To address
this, we introduce an additional set, the extension behaviors B,,, to represent intrinsic
behaviors outside all conditions. The designer must provide this set if the conditions
do not cover the universe of behavior to ensure the semantics align with the physical
rules of the component.

2. To satisty the environment axioms, the environment only needs to meet the one for
the resulting contract: ) # EN B C C; Uy, as the operator has absorbed the axioms
required for satisfying the operand contracts. This ensures that the resulting behaviors
are consistent with the intended semantics.

The intrinsic behaviors can be understood as selecting the appropriate behavior based
on which constraints are satisfied. The resulting intrinsic behaviors are divided into four
regions, depending on whether C; and C5 are satisfied after applying their corresponding
intrinsic behaviors in the operand contracts. If C] is satisfied after applying B; while C5 is
violated after applying B, the model represented by contract C; is activated, and vice versa
when () is satisfied after applying By and C is violated after applying B;. When both
constraints are satisfied after applying B; N By, both models are activated. The extension
behavior B,, explicitly defines what intrinsic behaviors should be applied outside the regions
of Cy and C,."

A special case is when C; U Cy = B and C; N Cy = (. In this case, the operator is
well-defined without the extension behaviors, and a model is uniquely selected based on the
environment condition.

Here we demonstrate the use of the model extension operator:

Example 4.5. Diodes are common elements in circuit design, used to control the current
direction and stabilize the voltage. A simplified model, widely used in circuit analysis, con-
siders two operating conditions for a diode. First, the diode is in the 'On’ state when the
voltage across it is at least Vp, the threshold voltage that activates the diode. In this state, the
voltage remains fixed at Vp, allowing any positive current to flow through. Second, the diode
1s 1n the ’Off ’ state when the voltage across it is below Vp, at which point no current flows
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Figure 4.4: Example of model extension on a simplified diode. (a) the illustration of the
contract for “Off” condition. (b) the illustration of the contract for “On” condition. (c) the
resulting contract after model extension.

through the diode.” According to the model, we can derive two constraint-behavior contracts,
each corresponding to one state condition:

Ce - (V>=Vp,V=VpAI>=0), and
Chy (V< Vp,I=0),

where C2 describes the conditions when the diode is “On”, while ngaf specifies the behaviors
when the diode is “Off”.

We can apply the model extension operator to combine the two models. As C1 U Cy = B,
the operations can be performed without extension behaviors:

Canae = extension(Con, Copp, ) = (True, (V >=Vp AV =Vp AT >=0)V(V < Vp AT =0)).

iode on)

Figure visualizes the resulting contracts from the example diode models. The model
extension operator ensures that the correct model is selected based on the relevant conditions.
With this operator, designers can define separate models for different conditions, allowing
for compact and intuitive representations of each model. Additionally, it simplifies model
management by delegating the combination of models to contract operations rather than
relying on manual effort.

4.5 Constraint-Behavior Contracts and
Assume-Guarantee contracts

Constraint-behavior contracts and assume-guarantee contracts have different semantics and
usage while they share some similarities in their forms and operations. As introduced in
Proposition 4.1}, every constraint-behavior contract has an equivalent assume-guarantee con-
tract. Furthermore, the refinement relation and the composition operation of constraint-
behavior contracts can be derived from assume-guarantee contracts, though having a slightly
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different form. This section discusses the similarities and differences between constraint-
behavior contracts and assume-guarantee contracts.

4.5.1 Semantic and Practical Usage

Both constraint-behavior contracts and assume-guarantee contracts are defined as a pair of
behavior sets 257 x 257, However, the two contracts have to be understood and used differ-
ently in practical applications for the same behavior sets. In assume-guarantee contracts, the
assumption directly specifies the environment behaviors where the component is expected to
function, and the guarantee states the component’s responsibility in those environments. The
assumption checks the working conditions independently of the contract’s guarantee. On the
other hand, constraint-behavior contracts describe the relationship between ports through
intrinsic behaviors, with constraints indicating the conditions under which the established
relationship no longer holds. In this case, both the intrinsic behaviors and constraints are in-
volved to derive the uncontrolled part behavior and check the satisfaction of the component’s
working conditions.

The semantics define different orders for applying the behavior sets, which results in
different practical usage. As shown in Section [£.2.1] the implicit port directions from the in-
terpretations of the assume-guarantee contracts make it hard and counter-intuitive to specify
physical components.

We refer to these two interpretations of the behavior sets as the assume-guarantee contract
semantics and the constraint-behavior contract semantics.

Besides the order for applying the behavior sets, the two contract formalisms also differ
in how they treat environment behaviors.

For assume-guarantee contracts, given an environment’s behaviors F, the resulting be-
haviors are:

EN(GUA) = (E,UE,)N(GUA)
=(E;N(GUA)U(E;,N(GUA))

= J{etnGu4

eckE

This definition allows the environment to be decomposed into its subsets and even elements.
Each subset of E/ independently contributes to the resulting behaviors, which are combined
through a set union operation. If one subset of environment behaviors (E;) violates the
assumptions while another subset Fy satisfies the assumptions, the system still guarantees
E> N G under F,, as if it were operating in a valid environment. Let’s say F; are those
behaviors causing the violation while another assumption, F, N (G U A) = F, N G, which
still produces behaviors as if the system is working under the targeted environment.

In contrast, constraint-behavior contracts evaluate the entire environment’s behaviors
collectively, and any violation of the constraints would lead to a total failure for any environ-
ment behaviors. For example, in the contract from Example[d.1] if the environment behaviors
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are V = 4, the resulting behavior is (V, I) = (4,2), as the constraint is satisfied. However, if
the environment behaviors are V' =4V V = 5, the constraint is violated F N B € C, and
the resulting behaviors are the entire E. As a result, behaviors like (V,I) = (4,5), which
are contributed by V' = 4 instead of the cause of the violation V' = 5, are included. This
difference highlights a key distinction between the two formalisms: while assume-guarantee
contracts isolate violations to specific elements of the environment, constraint-behavior con-
tracts treat any violation by one element as a failure to produce correct behaviors for all
elements in the environment.

4.5.2 Equivalent Saturated Form

According to the refinement relation, we can define the saturation of a constraint-behavior
contract to reason about the partial order between the contracts:

Definition 4.9. The saturation of a constraint-behavior contract, denoted by the operator
satp(), is defined as B
sat,(C, B) = (C'U B, B).

The saturation results in a maximal contract, based on partial order defined by refine-
ment, which represents the same specification.

A saturated constraint-behavior contract denotes the same specification as the saturated
assume-guarantee contract of the same form, meaning that the interpretation results of the
two semantics are common for saturated contracts. We can denote a saturated constraint-
behavior contract as C® = (C,B) = (S5;,5;) and a saturated assume-guarantee contract
C% = (A, G) = (51,52), where S; and Sy are behavior sets.

In the following, we show their equivalence. First, we show that any pair of behavior sets
(S1,S2) being a saturated constraint-behavior contract is also a saturated assume-guarantee
contract under the assume-guarantee contract semantics, and vice versa:

Lemma 4.1. Given a pair of behavior sets (Sy,Sy) € 287 x 287 Sy, = S, U S) if and only
’lf Sl U SQ = Sl.

P’I"OOf. SQUS_1:SQ<:>S_1QSQ<:>S_2g81<:>51U§2251. ]

Therefore, any saturated constraint-behavior contract is also a saturated assume-guarantee
contract if we interpret its pair of behavior sets in the assume-guarantee contract semantics.

Then we show that the saturated contracts in the two semantics represent the same
specification using the mathematical meta-theory of contracts [17].

Proposition 4.2. Given a pair of behavior sets (S1,Ss) € 287 x 287 if Sy = S, U Sy, then
the pair expresses the same specification under the constraint-behavior contract semantics
and the assume-guarantee contract semantic, i.e., specifying the same sets of environments
and implementations.
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Proof. First, we show that the two semantics result in the same environment set: £ =
{(E€Bp | ENSCS}={E|ECSUS=25}=2=¢£v.

Then we show that the two semantics represent the same implementation set: Z¢ =
{ICBy |[VE€&E? INEC S5}
={ICBy|INS CS} = {I C By ‘ I1C S, US_1} = 2%US — 799 where the second
equality is obtained by E C S; since £® = 251, Therefore, the two semantics on the pair
of behavior sets express the same specification since they specify identical environment and
implementation sets. O

This property allows us to derive the formula for operations of constraint-behavior con-
tracts, like the derivation in Section [£.2.2] Furthermore, algorithms based on saturated
assume-guarantee contracts can be applied to saturated constraint-behavior contracts, al-
lowing integration of the two contract semantics.

4.5.3 Unsaturated Composition with Set Intersection

The previous parts detail the close relationship between assume-guarantee contracts and
constraint-behavior contracts. However, the constraint-behavior contracts have a property
that the assume-guarantee contracts do not have: the same composition formula for saturated
and unsaturated constraint-behavior contracts.

The composition in Definition [4.4], which involves only simple set intersections, does not
require the contracts to be saturated, and the resulting contract might also be unsaturated.
However, assume-guarantee contracts do not possess a similar property. The composition
formula introduced in Section cannot be applied to unsaturated assume-guarantee con-
tracts. Consider unsaturated contracts C19 = (A1, G1) and C3Y = (As, Ga), where Ay, Gi,
As, and G5 are unconstrained sets. We can obtain their composition as follows:

C? || €57 = satag(C1”) || satag(C5?)
= (A1, G1UA) || (A5,Go U Ay)
= (AN A)U(GINA)U(GyN Ay),
(GLUA) N (GyU Ay)).

Note that no further simplifications can be made since all sets are unconstrained. Observing
the obtained composition formula, the composition of unsaturated assume-guarantee con-
tracts still involves the saturation operation such as G;UA; and GosUA,. On the other hand,
constraint-behavior contracts have a common composition formula for saturated and unsat-
urated contracts. Considering two unsaturated contracts C* = (C4, By) and CS® = (Cy, Bs),
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where ', By, (5, and Bj are unconstrained sets, we can obtain their composition as follows:
Ci’ [l C5" = saten (C") || saten(C5")
= (C1U By, B)) || (C2U By, By)
= (((C;UB) N (C2 U By)) U B U By,
B1 N By)
= (G N Cy) U (Bi N By), Bi N By)

= Satcb(cfb b C§b>v

where we first saturate the constraint-behavior contracts to get their equivalent assume-
guarantee contacts and then perform the assume-guarantee contract composition.

As a result, constraint-behavior contracts can be composed simply by set intersection,
even though they are unsaturated. This property also demonstrates the ease of use of our
proposed constraint-behavior contracts. The composition is straightforward and intuitive for
designers to express their intentions and identify potential faults.

4.6 Verification using Constraint-behavior Contracts
and Assume-guarantee Contracts

By comparing constraint-behavior and assume-guarantee contracts, we have shown the possi-
bility of integrating contracts from different semantics into the contract-based design process.
Based on this, this section introduces a verification methodology that utilizes constraint-
behavior contracts and assume-guarantee contracts.

Depending on the application’s need, a system may be specified with clear port directions
while the underlying components can be expressed using implicit equations. In this case,
the designers may choose assume-guarantee contracts to specify the system while utilizing
constraint-behavior contracts for its components. Therefore, a verification methodology for
such an integration is necessary, as verification of these specifications requires the refinement
relation to be established under different contract formalisms.

With Proposition [£.2] we can derive the refinement relation and verify system specifi-
cation for this case. First, we show the conditions for contract refinement for an assume-
guarantee contract and a constraint-behavior contract as follows:

Definition 4.10. Given a constraint-behavior contract C® = (C, B) and an assume-guarantee
contract C¥ = (A, G). C? refines C¥, denoted as C® =< C¥, if the following condition is
satisfied:

ANBCCNAG.

The intuition behind the definition is to ensure that all intrinsic behaviors under the spec-
ified environments (A N B) result in behaviors satisfying the constraints of the components
and the system guarantees (C' N G).
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Figure 4.5: System diagram of a UAV propulsion system with four propellers.

We can use Proposition to show that the definition aligns with saturated contract re-
finement. First, we define the assume-guarantee contract Cy? = (C'U B, B), which expresses
the same specification as C®. According to assume-guarantee contract refinement, the con-
ditions for contract refinement are A C C U B and B C G U A. By rewriting A C C' U B,
we obtain the equivalent condition A N B C C. Similarly, rewriting B C G U A yields the
equivalent condition AN B C G. Combining these two results, we get AN B C C'NG, which
aligns with the defined refinement relation.

Here we sketch a verification process integrating constraint-behavior contracts and assume-
guarantee contracts using the contract refinement as follows: first, the designer specifies the
system requirement in assume-guarantee contracts. Then the designer gathers the compo-
nent specifications written in constraint-behavior contracts and assume-guarantee contracts.
After gathering all the contracts, the composed contract is computed by applying contract
composition to the component contracts. Finally, the designer can verify the system by
checking contract refinement following Definition [4.10]

4.7 Demonstration: UAV Electrical System Design

To demonstrate the effectiveness of constraint-behavior contracts in addressing design prob-
lems with physical components, we apply them to a UAV propulsion system verification
problem. The system specification includes two requirements: 1) the UAV must tolerate
the maximum voltage of the batteries, and 2) the UAV must be able to stay in the air for
a given time ¢ _req. The demonstration involves formulating constraint-behavior contracts
for the components and utilizing the verification process that combines constraint-behavior
contracts with assume-guarantee contracts.
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4.7.1 System Details

The UAV propulsion system is a heterogeneous system spanning the electrical, mechanical,
and control domains. Figure 4.5 shows the system overview. The components in the UAV
propulsion system with N propellers include a battery pack, N motors, N propellers, a
battery controller, and a battery control algorithm [171]. Each individual component of
the same type may have a different component model, which has the same ports while
the behaviors are different based on the parameter values of the component model. In the
following, we detail each component.

Battery. The battery provides electrical power to the propulsion system. A battery
has four ports: Chasts Lpatts Viart, and Wygs. Port Chyyy indicates the maximum capacity.
Ipas is the battery current. Vi, is the battery voltage. Wyey is the weight of the
battery.

Motor. The motor converts the electrical energy from batteries to mechanical energy.
The motor has five ports: Vi, I;, 7, wi, and Wiotori. The subscript ¢ denotes the
component in the system. Port V; is the voltage across the motor. I; is the current
passing through the motor. 7; is the torque of the motor. w; is the angular velocity of
the motor. Wi,ot0r,i is the weight of the motor.

Propellers. The propeller produces thrust, an upward force for the UAV to fly against
gravity. A propeller has five ports: 7, w;, T;, p, and Wp,,,;. Port 7; is the torque of
the propeller. w; is the angular velocity of the propeller. T; is the thrust generated by
the propeller. p is the air density. W4 is the weight of the propeller.

Battery Controller. The battery controller determines the power drawn from the bat-
teries and its distribution to the motors. A battery controller contains 3N + 2 ports:
Viatts Ipatt, ui, Vi, and I;, for all © = 1 to N. Port Vj,yy is the voltage from the battery.
Port Ip.4 is the current from the battery. Ports u; are the control inputs indicating the
ratio between V; and Vjy. V; is the electromotive force provided by the controller. I;
are the current sent by the controller.

Control Algorithm. A control algorithm applies a strategy to control the battery con-
troller such that the UAV can fly to achieve the design goals. Ideally, a control algo-
rithm should send the control signal based on the status of the UAV. However, as we do
not focus on the control algorithm in this demonstration, the status can be abstracted
as any possible values. As a result, the control algorithm contains N ports: u; for i =1
to N, where wu; is the control value for the voltage to the motor.

4.7.2 Contract Formulation

As outlined in Section [4.6] the designers first specify the system requirements in assume-
guarantee contracts and gather the component specifications in constraint-behavior con-
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tracts. Here we show the contract formulation for the system requirements and individual
components.

4.7.2.1 System Contract

The first system requirement indicates the UAV must be able to fly, i.e., not crash onto the
ground, at the maximum battery voltage. Therefore, we can write the assume-guarantee
contract C3j, = (A, G piy) as follows:

Asiy Gy
»=1.225 T, > W,
Ws = Wbattery + Wbody+

Z(WPTOP,i + Wmotor,i)

=1
1 = Z?:l T;

The assumption sets the air density, defines auxiliary variables for total weight and
thrust, and then sets the control output to 1 to operate the UAV at the maximum battery
voltage. The guarantee requires that the thrust exceeds the weight, preventing the UAV
from crashing onto the ground due to insufficient thrust. In the formulation, Wy, is a
parameter for specifying the weight of the UAV frame and its payload.

The second system requirement indicates that the UAV can stay flying for at least ¢t _req
seconds before depleting the battery power. Thus, we can formulate the assume-guarantee

contract C;" _greq = (At req: Gt _req) for this requirement as follows:
Atireq C;11t7'req
p= 1225 Tyars < fb’;ég
Ws = Wbattery + Wbody+
Z(Wprop,i + Wmotor,i)
i=1
Ts = Z?zl T‘z
Ts = Ws

The assumption sets the air density, defines auxiliary variables for total weight and
thrust, and then ensures that the thrust is equivalent to the weight to maintain hovering.
The guarantee requires that the current withdrawn from the battery can continuously supply
power for at least ¢,¢, seconds before depleting its stored energy.
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4.7.2.2 Component Contract

After formulating the assume-guarantee contracts for the system requirements, we proceed
to specify the behavior of the components by listing the constraint-behavior contract formu-
lations.

Battery The contract for a battery of the component model b, denoted as Cir,, =
(Chattp, Bpatt,p), is formulated as follows:

Cbatt,b Bbatt,b

Ibatt < [m(m:,b Cbatt = C’b
%att = ‘/b
Whate = Wi

In the above equations, the following parameters are constants specified by the battery
model: [, is the maximum allowable current, Cj, is the capacity, V; is the voltage, and
W, is the weight of the battery model.

Motors The contract of a motor of the component model m with index i, denoted as

b _ : )
Crrotorm.i = (Cmotor,m.ir Bmotor;m,i), is defined as follows:

Cmotor,m,i Bmotor,m,i

‘/’L[’L < Pmax,m [irw,m - ‘/z =

" - Kum
t, w;
Ii < Imam,m Ty = o - (‘/z — Twm X ]idle,m K t )
w,m v,m
Wmotor,i - Wm

In the above equations, the following parameters are constants specified by the motor
model: P4z, is the maximum allowable power, 7, ,, is the internal resistance, K, ,, is the
motor velocity constant, [;ge is the idle current, K, ,, is the motor torque constant, and
W, is the weight of the motor model.

Propellers The contract of a propeller of the component model p with index ¢, denoted
as Coppi = (Coropypis Bpropp.i), 18 defined as follows:

In the above equations, the following parameters are constants specified by the propeller
model: D, is the propeller diameter, Cppminp and Cpuqezp define the range of the power
coefficient, Cipin p, Cmaz,p define the range of the thrust coefficient, and W, is the weight of

the propeller model.

Battery Controller The contract of the battery controller for battery controller model

¢, denoted as C® = (Chateont.cs Bratcont.c), 18 defined as follows ( e€.¢s. is the conversion
) batcont,c ,C) /o 1t

efficiency of the battery controller):
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Cpmp,p,i Bpmp,m

2 5
pCp iwi XDy

True Ti = P
T — pCy iw; XD%
= e
W; Z 0

Op,i S [Opmin,pa Cpmaw,p]
Ct,i € [Ctmin,p> Ctmax,p]
mep,i = Wp

Obatcont,c B batcont,c

. n
Vmotor,i S ‘/battery Vi=1..n Ibatt = €eff.c Zi:l ]z
V;L - ui%attery

Control Algorithm As we abstract sensors and all states of the UAV, the control output
can be any value between 1 and 0. The value denotes the ratio of the battery voltage
sent to the motor. For example, a control output of 0.4 and a battery voltage of 22.2V
means the motor gets 8.88V. Therefore, the contract of the control algorithm, denoted as
C . = (Cront, Beont) is defined as follows:

CcoO

Ccont Bcont
True w; €[0,1]Vi=1..n

4.7.3 Designs for Verification

The benchmark designs for verification are based on five designs developed under the DARPA
SDCPS project [44]. Among the designs, Designs 1 and 3 are manually designed quadcopters,
while the remaining designs are randomly generated by specifying a random number of

‘ ‘ ‘ #m ‘ #b ‘ Propeller Model ‘ Motor Model ‘ Battery Model ‘
Designl 4 3 apc_ propellers_ 17x6 t_motor_ AT4130KV300 Turnigy Graphene6000mAh6S75C
Design2 4 2 apc_propellers  16x6E t_motor AT4130KV230 TattuPlus15C16000mAh12S1Pcompact
Design3 4 2 apc_propellers  6x4E t_motor AT2312KV1400 Turnigy Graphene1000mAh2S75C
Design4 6 3 apc_propellers 20x10E t_motor AT4130KV230 Turnigy Graphene1400mAh4S75C
Designb 4 1 | apc_propellers 11x4 6SF | kde direct  KDE700XF 535 G3 TattuPlus25C22000mAh12S1PAGRI

Table 4.1: The statistics of the benchmark designs, including the number of batteries in the
battery pack (#b), the number of motors (#m), and the component models for propellers,
motors, and batteries.
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’ H t req ‘ Whody ‘ Cil, ‘ Ci? req ‘ Reason ‘
Designl || 200s | 19.62N | O O
Design2 || 200s | 19.62 N | X - P _motor violated
Design3 || 200s | 19.62 N | X - Not enough thrust
Design4 || 200s | 19.62 N | O X Low capacity
Design5 || 200s | 1962 N | O O

Table 4.2: The requirement parameters (t_req and Wp,q,) of the UAV and the verification
result. The second contract is denoted as “—" if the fly requirement is not met as there is no
need to verify the requirement.

components and assigning random component models. Table provides a summary of the
statistics of the designs and component models used in each design.

4.7.4 Verification Settings and Results

We implemented the verification process of contracts using the SMT solver Z3 [48] in the
Python programming language, with polynomial arithmetic as the background theory. For
designs with multiple batteries, we modify the contract by multiplying the capacity and
weight by the number of batteries and dividing the maximum current by the number of
batteries, assuming a parallel connection of the batteries. The parameter t,., was set to
200s, and Wheq, was set to 19.62N for all benchmark designs. The results of the verification,
including the parameter settings, verification outcomes, and reasons for not passing the
requirements, are summarized in Table 1.2 The reason for not passing is obtained by
analyzing the counter-example provided by the solver.

The verification results show that Designs 1 and 5 passed both design requirements,
while Designs 2, 3, and 4 violated at least one of the requirements. Design 2 exceeded the
maximum power constraint of the motor, resulting in a violation of the guarantee in C;fy.
Design 3 failed to provide sufficient thrust to lift the UAV, thus violating the guarantee of
the contract C;,.,. Design 4 required a current greater than the specified value and, as
a result, failed to provide guarantees in the contract C;'¢,. to maintain hovering for the
required period. -

req

4.7.5 Discussion

The constraint-behavior contracts enable contract formulations using implicit equations
without considering the port directions. This prevents the need to solve implicit equations,
reduces the size of the contract library, and provides an intuitive encoding.

For example, let’s consider the contract Cf,fotor,m,i. To verity the first requirement, the

motor’s input should be the voltage V; since the requirement implies that the control pa-
rameters are system inputs, which directly control the motor’s voltage. On the other hand,
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to verify the second requirement, the motor’s inputs should be the ports connected to the
propeller, namely w; and 7;, as the requirement indicates that the thrust is a system input.

By using the constraint-behavior contract for motors, these two requirements can be
directly verified without the need to solve implicit equations involving w;, I;, and V; for
various inputs. Additionally, it eliminates the need to store different contracts for the same
components solely based on different port directions. As a result, the number of contracts is
reduced and independent of the combination of port directions. Furthermore, implicit equa-
tions enable designers to formulate contracts using their physical intuition, as the component
modeling in [171]. This capability helps prevent specification faults and makes it easier for
designers to identify mistakes.

Overall, the demonstration shows the contract formulation, verification process, and the
benefits of using constraint-behavior contracts over assume-guarantee contracts.

4.8 Conclusion

We have presented constraint-behavior contracts as specifications for physical components
in cyber-physical systems. Unlike assume-guarantee contracts, the intuitive implicit equa-
tions in the constraint-behavior contract eliminate the need for equation solving and reduce
the number of required contracts. With the developed properties, the proposed verification
process can integrate specifications in constraint-behavior contracts and assume-guarantee
contracts. The demonstration based on the UAV propulsion system design problem has pro-
vided examples of contract formulation, the verification process in an actual design problem,
and the benefits brought by the capability of implicit equations.
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Chapter 5

Verification: Correct Decomposition in
Independent Design

As discussed in Chapter [3] ensuring correct decomposition is essential for facilitating inde-
pendent design in contract-based design methodologies and ensuring the robustness of the
contract-based design process. While refinement is commonly used to verify decomposition
correctness, relying solely on refinement for assume-guarantee contracts may may result in
implementations that fail to operate correctly in the system’s targeted environment, thereby
impeding independent design. This chapter explored the vacuous implementation problem,
which highlights the limitations of contract refinement in providing sufficient assurance. To
address this, the concept of contract replaceability, a binary relation on contracts, is intro-
duced. The relation is further strengthened as strong replaceability, a transitive property
that ensures contract replaceability. The requirements are further extended to include re-
ceptiveness as a constraint on assume-guarantee contracts to ensure strong replaceability.
The properties derived from the constraint ensure that strong replaceability holds under
contract refinement and cascade composition. Furthermore, conditions for ensuring strong
replaceability in feedback composition are identified through an analysis of fized obligations
and fized obligation graphs, which characterize the relationships among behaviors collabo-
ratively allowed by subsystem contracts. Based on these findings, algorithms leveraging set
operations and satisfiability modulo theories (SMT)-based encoding are proposed, avoiding
reliance on specific underlying theories in contract descriptions. By addressing this gap in
contract-based design methodology, the proposed conditions and algorithms ensure correct
contract decomposition, and thus strengthen the robustness of independent design.

5.1 Introduction

As the needs for large-scale systems, such as autonomous driving, industry 4.0, and artifi-
cial intelligence-based applications, increased over the last decades, complexity and hetero-
geneity have become the main challenges that prolong the design process and increase its
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cost [149] [151]. Several methodologies and algorithms have been proposed to cope with de-
sign complexity and heterogeneity in all design aspects including specification, verification,
and synthesis [43, 121, 126, [151|. Among them, design specification is crucial, as it is the
first stage in a rigorous design flow. Methodologies for design specification affect efficiency
in verification and synthesis, the subsequent stages of a design flow.

Contract-based design [109} (119} [149| [151] tackles complexity and heterogeneity cou-
pled with platform-based design and formal specifications and thus has become a promising
candidate for facilitating complex and heterogeneous design. Contracts are formal speci-
fications [17] for the design environment and its implementation. Contract-based design
is a methodology that utilizes contracts in platform-based design. It applies refinement
and abstraction to reduce complexity and separates orthogonal viewpoints, or aspects, of
a design to handle the heterogeneity of the design [20]. Various contract formalisms have
been proposed for different systems, including interface input/output automata [94], assume-
guarantee contracts [20], and constraint-behavior contracts [181]. Among many formalisms,
assume-guarantee contracts, consisting of an assumption set and a guarantee set, are attrac-
tive in various CPS application [43, [106| 121}, 148, [164] because of their ease of use.

An assume-guarantee contract C = (A, () is defined by a pair of behavior sets, where A is
the behaviors that the targeted environment should provide, and G represent the behaviors
the system should follow under these environment behaviors. Operations and relations for
contracts |77, 81, |132] have been proposed to facilitate the creation of subsystem contracts
from different design viewpoints and design hierarchies. Among these, the composition
operation and refinement relation are crucial for ensuring the satisfaction of the system
contract by independent subsystem contracts. The composition operation combines the
subsystem contracts into a monolithic one, while the refinement relation determines whether
all implementations of the subsystem contracts satisfy the system contract. Specifically,
consider two contracts C; = (A, Gs) and Ceomp = (Acomps Geomp)- Cs represent the system
contract, while Ceopmyp is the composition result of the subsystem contracts. We say Ceomp
refines Cy if A; C Acomp and Gy D Geomyp, as the refined contract Ceomy, apply to at least all
environment of A; and the resulting behaviors never violate the requirement specified by G .

Independent design |17] is a benefit brought by contract-based design. It allows earlier
verification of the system and protects the trade secrets between designers and suppliers. In
the independent design paradigm, system-level specifications are refined with more detailed
information and decomposed into multiple parts where the composition of these parts satisfies
the system-level specifications. The refinement and decomposition ensure that the system
meets the top-level requirement once each part follows its local specification. Every supplier
thus can independently develop the part under its specification without the system-level
specifications or coordination between the suppliers. As a result, the paradigm captures
design faults at the specification stage to avoid costly and time-consuming redesign processes
and protects the high-level design ideas from leaking to the suppliers, which might be different
companies.

Figure [5.1] shows the ideal flow of independent design. First, the top-level specification
for the product is decomposed into the specifications of multiple subsystems or parts. These



CHAPTER 5. VERIFICATION: CORRECT DECOMPOSITION IN INDEPENDENT
DESIGN 93

/ D * Define Specification for System \

* Delegate the Specifications to Supplier

-

* Decomposition/Refinement of the Specifications

* Design/Manufacture/Delegate to a Lower-
Level Supplier

i Composition of the Components

* Obtain the System /

Figure 5.1: Overview of the independent design flow.

specifications of the parts are sent to different suppliers proficient in the domain knowledge
to design and provide implementations for the parts. These suppliers can refine their speci-
fications, add more detailed information to the specification, or further decompose the part
specification into more part specifications and then delegate them to subsequent suppliers
for implementation. After a provider completes an implementation, the implementation is
sent back to the system integrator and composed into the target system.

However, the machinery of assume-guarantee contracts does not rule out that the imple-
mentations generated for systems or components may not operate correctly in their targeted
environments. These implementations, which we call vacuous implementations, have empty
sets of behaviors in the targeted environment (i.e., not compatible with the environment).
Therefore, vacuous implementations should be avoided in the independent design flow. As
these vacuous implementations are not excluded from the standard contract framework,
additional requirements and constraints enforced on contracts are required to support inde-
pendent design using assume-guarantee contracts.

In this chapter, we investigate the requirements and additional constraints on assume-
guarantee contracts to provably avoid vacuous implementations. Our contributions are the
following:

e We identify the vacuous implementation problem as an obstacle to the independent
design paradigm. To the best of our knowledge, this is the first work that discovers and
addresses this problem of the application of the contract-based design methodology to
independent design.
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e We then introduce strong replaceability, a transitive binary relation, as a restriction
on refinement to prevent the vacuous implementation problem in successive refinement
steps and enable the independent design. Strong replaceability relieves the need for
system contracts to enforce the requirement of replaceability. Once each refinement
step follows strong replaceability, the resulting contract is guaranteed to contain imple-
mentations compatible with the original contract.

e We introduce the concept of receptiveness as a property of assume-guarantee contracts.
We show that receptiveness is sufficient to ensure strong replaceability for refinement
and cascade composition.

e We identify the necessary and sufficient conditions required to ensure strong replace-
ability for feedback composition based on their corresponding fixed obligation graphs.
By incorporating receptiveness and strong replaceability, we fully resolve the vacuous
implementation issues in assume-guarantee contracts, ensuring the benefits of indepen-
dent development.

e We propose verification algorithms based on the developed conditions. These algo-
rithms can serve as a foundation for automatic verification for contract-based design.

The remainder of the chapter is organized as follows: Section describes the vacuous
implementation problem, formulates the contract replaceability requirement, proposes the
notion of contract receptiveness, and shows that contract receptiveness ensures strong re-
placeability in refinement and cascade composition. Section presents the necessary and
sufficient conditions to ensure strong replaceability in feedback composition and the proposed
algorithms. Finally, Section concludes the chatper.

5.2 Contract Replaceability for Correct Decomposition
and Independent Design

As introduced before, the empty sets of behaviors could be problematic in the set-based
definition of contracts. Given a contract C = (A4, G), an implementation of the contract C is
a component M such that McMNA C G. Since an empty set is a subset of G, a component M/,
such that M;N A = () is by definition an implementation of C. However, this implementation
is not compatible with the targeted environment A. We call such an implementation a
“vacuous implementation” of the contract. We also define a “strict implementation” of the
contract C as an implementation M¢ such that Me N A # ().

During the design process, we should avoid vacuous implementations and guarantee strict
implementations. However, the refinement of contracts results in smaller acceptable behavior
sets, and thus we may lose all strict implementations for the original contracts. Consider a
scenario where the contract is C = (A, G) and its refinement contract is ' = (A’, G’) such
that the acceptable behavior set of the refined contract and the original assumption set are
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(a) Original Contract (b) Refined Contract

Figure 5.2: A scenario that all implementations in the refined contract are vacuous im-
plementations since they form an empty set when intersecting with the original contract
assumption.
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Figure 5.3: A motivating example that shows the vacuous implementation problem in con-
tract refinement. All implementations based on the refined composition C; || Co are vacuous
implementations for Cj.

disjoint, as illustrated in Figure 5.2} All implementations M’ of the contract C’ are vacuous
implementations since M’ N A C (G'UA) N A = .

Figure 5.3 shows an example that the refinement of contracts results in vacuous im-
plementations. Let the system contract be C; = (As,Gs) = (¢ > 2,y = 4x), and two
contracts be C; = (41,G1) = (x > 0,z = 2z) and C; = (A2,Gy) = (2 > 1,y = 22) as
its subsystems whose composition refines the system contract. All contracts are defined
on the system ports P, = {z,y,z}. The two subsystem contracts are then sent to differ-
ent suppliers for independent development. If the supplier for C; refines the contract as
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Ci =(A],G) = (x > =5,z = 2x ANz < 1) during the design process, the composition of C;
and C, remains a refinement for the system-level contracts. However, all implementations of
the composition are vacuous implementations for C,, as shown in the following derivation:

(M, N M,y) N A, TUA) N (GyUAy) N A,
LU A N A,

< (
< (
C(z=2xAhx<)V(z<-=5)A(x>2)
0

Y

where M is any implementation for C; and M, denotes any implementation for Cs.

The example shows that the refinement can result in the vacuous implementation problem
during independent design. Therefore, this work aims to restrict the refinement to guarantee
strict implementations, and the vacuous implementation problem can avoid the problem in
independent development as long as all suppliers follow the restriction. Our contributions
are the following:

e We identify the vacuous implementation problem as an obstacle to the independent
design paradigm. To the best of our knowledge, this is the first work that discovers and
addresses this problem of the application of the contract-based design methodology to
independent design.

e We introduce replaceability, a binary relation, as a sufficient condition to prevent the
vacuous implementation problem. A refinement of a contract that follows replaceability
is guaranteed to contain implementations compatible with the contract.

e We then introduce strong replaceability, a transitive binary relation, as a restriction
on refinement to prevent the vacuous implementation problem in successive refinement
steps and enable the independent design. Strong replaceability relieves the need for
system contracts to enforce the requirement of replaceability. Once each refinement
step follows strong replaceability, the resulting contract must follow replaceability with
the system contract.

e We introduce the concept of receptiveness as a property of assume-guarantee contracts.
We show that receptiveness is sufficient to ensure strong replaceability, and the inde-
pendent design paradigm is permitted on receptive contracts for refinement and cascade
composition.

The remainder of the section is organized as follows: Section [5.2.1]introduces the concept
of assumption port sets and non-assumption port sets. Section presents the related
work. Section formulates the contract replaceability requirement. Section pro-
poses the notion of contract receptiveness. Section and Section show that contract
receptiveness ensures strong replaceability in refinement and cascade composition, respec-
tively. Finally, Section [5.2.8] concludes the section.
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5.2.1 Assumption Port Set

For a given contract C = (A, G)) we define the non-assumption ports Pg and the assumption
port set P4. The non-assumption port set is a subset of Pr that is insensitive to the
assumption set, defined formally as follows:

Ve € Bp
Po =14 p€Pe| (mp(mp./ip3(e)) € AV

(71—7’0 (WPC/{P} (6)) C A)
The intuition of the definition is that the value of the non-assumption port does not affect
the satisfaction of the assumption for all behaviors. The set mp,(7p,/(p3(€)) contains all
behaviors that have the same value as e for all ports except for v.
The assumption port set P4 is defined as P4 = Pe \ Pg, the set difference of Pe and Pg.
For example, considering the contract C = (A,G) = (x > 0Ay >0,z = x+vy),Pc =
{z,y, z}, the non-assumption port set Pg is {2z} and the assumption port P, is {z,y}.

5.2.2 Related Work

This section focuses on the problem in the application of refinement in contract-based design.
Many works have proposed algorithms for verifying and generating refinement of contracts.
Cimatti et al. |34, 35| proposed the property-based proof systems to check whether a system
is refined by the submodule contracts. The algorithm tests whether the guarantees generated
by all submodules satisfy the top-level guarantees, and any top-level environments operating
with all submodules create an environment for each submodule. Le et al. [96] proposed
a similar paradigm more generically by defining a set of metatheoretical operators which
allows the proof strategy to apply in different contract frameworks. Iannopollo et al. |76]
adopted a hierarchical verification strategy and proposed a library-based contract refinement
checking algorithm. The algorithm utilizes pre-checked refinement relations in the library to
accelerate the verification. Iannopollo et al. |71} 73] also proposed a counter-example guided
inductive synthesis-based constrained synthesis flow to synthesize contracts from a library
of components or contracts specified using linear temporal logic. Their subsequent work [75|
improves the synthesis efficiency by hierarchically decomposing the contracts into smaller
contracts. These works are not aware of the potential vacuous implementation problem in
the refinement process, the key enabler of the independent design paradigm. To the best of
our knowledge, this is the first work that formally defines the requirement for independent
design using contracts and introduces constraints to address the problem. As a result,
this work complements the algorithms and tools by identifying the requirements for ensuring
independent design. By enforcing the requirements, independent design can be ensured using
the contract-based design without worrying about the vacuous implementation problem.
Receptiveness is the foundation for our proposed receptive contracts. The concept of
receptiveness, which originates from the implementation point of view, was first proposed
in [20], where receptiveness is defined over behaviors as any values for the specified variables
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corresponding to some behaviors restricted by an assertion. Then the consistency of a
contract is defined as the guarantee being u-receptive, where u stands for the uncontrolled
variables in the variable set. The same notion for receptiveness was also mentioned in the
later works |17, {34} |43} |151], while the contract consistency was defined differently in |17,
81] as contracts containing nonempty implementations set.

However, these works do not show the relation of receptiveness to the ability of indepen-
dent design, as they intend to ensure receptive implementations and semantically separate
the responsibilities of the assumption and guarantees instead of independent design. Their
definition based on predefined partitioning of variables also limits the application of con-
tracts as it cannot apply to components without rigorous input-output ports such as ones
with bidirectional ports. Furthermore, being u-receptive requires the guarantees to include
behaviors rejected by its assumptions, and thus the guarantees have larger behavior set
sizes and contain redundant information. Therefore, taking the notion of receptiveness for
behaviors as the foundation, our work defines receptiveness for contracts which does not
contain redundant information by requiring receptiveness only for the behaviors accepted by
assumptions. We show that our proposed receptive contracts ensure independent design and
it does not rely on predefined partitioning of controlled and uncontrolled variables.

5.2.3 Contract Replaceability: Requirement for Independent
Design

We define contract replaceability as the requirement to guarantee strict implementation:

Definition 5.1. Let C; = (A1, G1) and Co = (Az, Gs) be saturated contracts that satisfy
C1 = Cy and share the same port set Pe and assumption port set Pa. We say that Cy is
replaceable by Co, or that Coy replaces Cy, if the following condition is satisfied:

de € 7T73A(A1),7T'pc(€) N G2 7é @,
or, equivalently, Ay N Gy # 0.

Contract replaceability requires a projected behavior e in the assumption set A; such
that the intersection of the guarantee set and the behavior projected back to the entire port
set P is not an empty set. As a result, a behavior with the assignments of the assumption
ports satisfying A;, the targeted environment, can be found in G5, the refined guarantee. A
binary relation called the contract replaceability relation is defined as the set containing all
contract pairs (Cy,Cy) such that C; replaces Cs.

Contract replaceability ensures that the strict implementations for the original contracts
can be found using the refined contract, summarized in Theorem [5.1}

Theorem 5.1. Let C; = (A1,G1) and Cy = (As, Go) be saturated contracts over the same
port set Pe and assumption port set Py such that Co refines C; and Co replaces Cy. Any
implementation My of Co such that My O (Gy N As) is a strict implementation for Cy.
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Proof. We prove Theorem by showing that M, N A; is not an empty set:
MyNA; D(GaNAy)NA =GN A #£0,

where the equality is by the definition of refinement that A; C A,, and the inequality is by
the definition of contract replaceability. Therefore, My N A; is a superset of a non-empty
set, which means M, N A; is not an empty set and thus a strict implementation for C;. [

As a result, once the system contract is replaceable by the refined contract, we can find
a strict implementation for the system contract using the refined contract.

However, we need the assumption set from the system contract to ensure contract re-
placeability. In independent design, the supplier does not obtain the system contract but
relies on a refined contract. Intuitively, we can require that the supplier guarantees contract
replaceability for the refined contract instead of the system contract. Unfortunately, the
contract replaceability relation is not transitive. A contract replacing the refined contract is
not guaranteed to replace the system contract, as shown in the following example:

Example 5.1. Consider the following three contracts C1,Cs, and C3, where C; = Cy = C3:

Ci=(A41,G1) =(x >0,y = 2x)
Cy=(A2,Gy) = (x> -2,(y=2x N2 <4)V(r < -2))
Cs3=(A3,G3)= (> -4, (y=22 Nz < -1)V (z < —4)).

We can see that Cy replaces Cy, and that C3 replaces Co. However, C3 does not replace Ci as
ANGy=(x>0)A((y=2zNzc<-1)V(r<-4)=10 n

To address the problem, a transitive relation that guarantees strict implementation is
required Thus, we propose strong replaceability:

Definition 5.2. Let C; = (A1, Gh) and Cy = (Az,Gs) be saturated contracts that satisfy
C1 = Cy and share the same port set Pe and assumption port set Pa. We say that Cy is
strongly replaceable by Co, or Coy strongly replaces Cy, if the following condition is satisfied:

Ve € P4, (Al),ﬂ'pcl (6) N Go 7£ 0.

Strong replaceability requires that for all projected behaviors e in the assumption set Aq,
the intersection of the guarantee set and the behavior projected back to the entire port set
Pe, is not an empty set. As a result, for each assignment of the assumption ports satisfying
Ay, we can always find a satisfying behavior in G5. A binary relation called the strong
replaceability relation is defined as the set containing all contract pairs (Cy,Cs) such that Cy
strongly replaces C,. The difference between replaceability and strong replaceability is the
quantification of the projected behavior.

We can show that the strong replaceability relation is transitive:
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Proposition 5.1. Let C; = (A1, Gy), Co = (Ag, Go), and Cs = (As, G3) be saturated contracts
over the same port set Pe and assumption port set Py such that C; = Co = Cs. If Cy strongly
replaces C1 and Cs strongly replaces Co, then Cz strongly replaces Cy.

Proof. Since Cs strongly replaces Co, by the definition of strong replaceability:
Vey € 7T’PA(A2), 7T73C(€2) N Gs 75 0. (51)

And A; C A, by the definition of contract refinement, so their projected behavior sets
also hold the subset relation: mp, (A;) C mp, (Asz).

Therefore, Ve; € mp, (A1), e1 € mp,(A2), and thus e; satisfies the qualification for :
Ve, € mp, (A1), mp.(e1) N G3 # (. By the definition of strong replaceability, Cs strongly
replaces C;. O]

Combining Theorem [5.1] and Proposition [5.1I, we conclude that strong replaceability
guarantees strict implementations during independent design in Theorem

Theorem 5.2. Let Cl = (Al, G1>, C2 = (AQ, G2)7 Cg = (Ag, G3), e ,Cn = (An7 Gn) be
saturated contracts over the same port set Pe and assumption port set Py such that C; = Ciyq
fori=1...n—1. If C;y1 strongly replaces C; for i =1...n — 1, then any implementation
M, such that M, 2 A, NG, strictly implements C;.

Therefore, we propose strong replaceability as the restriction for suppliers to perform
contract refinement. As long as all the suppliers follow the restriction to ensure strong
replaceability, strict implementations for the system contracts can be found by A, N G,,.

5.2.4 Receptive Contracts

We have formulated strong replaceability as a restriction to ensure strict implementations
in independent design. However, the problem that the conventional operations in assume-
guarantee contracts cannot ensure strict implementations is worth exploring. In this section,
we propose contract receptiveness as a constraint for assume-guarantee contracts so that
any operations in independent design under the constraint ensure strict implementations.
We will show that the receptive contract guarantees strong replaceability for refinement in
Section [5.2.5| and cascade composition in Section [5.2.6]
Contract receptiveness is defined as follows:

Definition 5.3. A receptive contract is a contract C = (A, G) satisfying the following con-
dition:

Ve € mp, (A), mp.(e) NG # .

A receptive contract requires that every assignment to the assumption port set allowed
by the assumption set corresponds to at least a behavior in the guarantee set. Figure [5.4
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(a) A receptive contract (b) A non-receptive contract

Figure 5.4: Illustrations of a receptive contract and a non-receptive contract. (a) A receptive
contract as all its areas separated by the dashed lines intersect with the guarantee set. (b) A
non-receptive contract as the area at the bottom of A does not intersect with the guarantee
set.

illustrates the concept of the receptive contract. The areas between the dashed line represent
all the assumption set assignments, 7p,(A) Each area in the receptive contract, as shown in
Figure (a), must contain a behavior in GG, while some areas in a non-receptive contract,
as shown in Figure (b), do not contain any behavior in G.

Example 5.2. The contract C; in Ezample 15 a receptive contract while the contracts
Co and Cs are not receptive contracts. To check the receptiveness of Cy, we first find the
assumption set assignments wp, (A1) = {z | x > 0}. For all assignments v > 0, we can find
a behavior (x,y) = (z,2x) that is in Gy and 7wp, (x). Therefore, Cy is a receptive contract.
Then we check the receptiveness of the contracts Co and C3 in Example The assign-
ments of the assumption port allowed by Cy is {x | © > —2}. However, as the guarantee
set requires x < 4, any behavior with assignments of the assumption port being x > 4 is
not in the gquarantee set. Similarly, for Cs, the guarantee set requires x < —1, and thus any
behavior with assignments of the assumption port being x > —1 is not in the guarantee set.
Therefore, the two contracts are not receptive. [

5.2.5 Refinement with Receptive Contracts

In this section, we show that the proposed receptive contracts guarantee strong replaceability
for refinement during independent design and allow the suppliers to discover design faults in
the specifications.

Theorem states that receptive contracts guarantee strong replaceability in the refine-
ment operation:

Theorem 5.3. Let C; = (A1, G1) and Co = (Az, Go) be saturated contracts over the same
port set Pe and assumption port set P4 such that C; = Co. If Cy is a receptive contract, then
Cy strongly replaces Cy .
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Proof. We prove Theorem by converting the condition for receptiveness to the condition
for strong replaceability:
As Cy is receptive, using the definition for the receptive contract we get:

Ve, € ’/TPA(AQ), Gy N ’/Tpc(el) 7é 0.

By the definition of contract refinement, A; C Ay, so wp, (A1) C mp,(Az). Therefore,
Ves € mp, (A1), €9 € mp, (A2). Combining the above results, we get

Vey € 7T7)A<A1), Gy N 7T7)C(€2> 7£ 0.

Therefore, Cy strongly replaces C; by the definition of strong replaceability. n

Receptive contracts guarantee strong replaceability not only for the abstract contracts
before refinement but also for the system contract. To see this, we first show that a receptive
refined contract implies that its abstract contract is also receptive:

Proposition 5.2. Let C; = (A1, G1) and Cy = (Ay, Go) be saturated contracts over the same
port set Pe and assumption port set P4 such that C; = Cy. If Cy is a receptive contract, then
Cy is also a receptive contract.

Proof. During the proof in Theorem [5.3] we have derived the following:
Vey € mp, (A1), Ga N mp,(e2) # 0.
By the definition of contract refinement, G; 2 Gb:
Vey € mp, (A1), G1 N 7p.(€3) 2 Go N p.(€3) # 0.

Therefore, C; is a receptive contract by Definition [5.3 O

Strong replaceability for the system contracts, summarized in Theorem [5.4] can thus be
derived by combining Proposition [5.2] and Theorem [5.3

Theorem 5.4. Let Cl = (Al, Gl), Cg = (Ag, GQ), C3 = (Ag, Gg), e ,Cn = (An, Gn> be
saturated contracts over the same port set Pe and assumption port set Py such that C; = C;1q
fori=1...n—1. IfC, is a receptive contract, then C,, strongly replaces C;.

Proof. We prove Theorem by induction. When n = 2, the statement holds by Theo-
rem [5.3] Assume that the statement holds for n = k. When n = k + 1, Cpyq strongly
replaces Cy by the assumption. C, is a receptive contract as Ciy1 is a receptive contract by
Proposition Applying Theorem on Cy and Cy, Cy strongly replaces C;. Therefore,
by the transitivity of strong replaceability in Proposition [5.1] Cj11 strongly replaces C;. By
mathematical induction, Theorem holds for any n > 2. O]
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Furthermore, Theorem implies that the suppliers can discover faults in the specifica-
tion. We can impose receptiveness as a constraint on the assume-guarantee contract. The
suppliers can rest assured that strong replaceability holds as long as the received abstract
contract is receptive. In contrast, if the suppliers receive a non-receptive abstract contract,
some faults must have occurred before the abstract contract was generated. Accordingly, the
supplier can alert the specification provider to check for faults during the design process.

5.2.6 Cascade Composition with Receptive Contracts

We have presented requirements for independent design under the refinement operations.
However, in contract-based design, an abstract contract can be decomposed into several
contracts whose composition refines the abstract contract. The decomposition of a contract
is analogous to decomposing a system into several subsystems. Each subsystem follows the
decomposed contracts. If a supplier receives one of the subsystem contracts and refines the
subsystem contract, the supplier cannot check the strong replaceability of the composition
without the other subsystem contracts. In this section, we discuss strong replaceability in
composition using receptive contracts.

A composition is either a cascade composition or a feedback composition, depending on
the topology of the subsystems. A cascade composition has subsystem order such that the
assumption port set of each subsystem only connects to the ports from the assumption port
set of the environment or the ports set from the preceding subsystems. We will use the
subscript s to denote the system contract and numbers as subscripts to denote the order
for the subsystem in a cascade composition. For example, let a system C; be a cascade
composition of two subsystem contracts C; || Co. Then C; precedes C, and thus by the
definition of cascade composition, P4, must be a subset of P4,. A feedback composition is
any composition that is not a cascade composition, meaning that subsystem order cannot
be defined.

In this section, we discuss the following problem: Let the system contract be C; =
(As, Gs), Let Cy = (A1, G) and Cy = (Ay, G2) be saturated receptive contracts in a cascade
composition such that C; = C; || Co. Let C; = (A}, G)) and C) = (A}, GY) be saturated
receptive contracts such that C; > C] and Cy = C). All the behavior sets are defined in the
port set Pe,. We will show that the composition C] || Cj strongly replaces the system contract
Cs = (As, G). For the feedback composition, we will present an example showing that the
composition of the refined receptive contracts does not ensure strong replaceability. More
constraints are thus required for general composition. We leave these additional constraints
for feedback composition as future work.

We develop two lemmas to show strong replaceability of the cascade composition by
receptive contracts. The first lemma, summarized in Lemmal5.1] states that any assignments
to the assumption port set of the system contract must satisfy the assumption of the first
contracts.
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C1 = (41,G1) C; = (42, Gy) _'_

N o
........................................................................................................

O Any behavior e € p, (As)
O The behavior ng;Al(e), which is in ng;Al(Al)

Figure 5.5: Visualization of Lemma . Any behavior from the targeted assumption satisfies
the assumption of C;.

Lemma 5.1. Let C; = (A5, Gy), G = (A1,Gy), and Cy = (Ag, G3) be saturated receptive
contracts such that C; = Cy || Ca, then Ve € mp, (As), mp, (e) € mp, (A1)

Figure [5.5| illustrates the concept in Lemma |[5.1, The lemma is proved by contradiction:

if mp, (€) & mp, (A1), then e & mp, (As).

Proof. Assume that e is a counterexample of Lemma such that e € mp, (As) and
mp, (€) & mp, (A1). We want show that e ¢ mp, (As), and thus the assumption leads
to a contradiction.

First, we show that 7p, (e) C A; and mp, () C Gy. Since T4, (€) & mp, (A1), we can
project the two sides back to Pe.:

T4, (€) & T, (A1)

) C
(e) €A CGIUA CGy. (5.2)

Then we discuss whether e can satisfy the assumption set of the second contract in two

cases. The first case is 7p, (e) € mp, (A2) and the second case is 7p, (e) € mp, (A2).
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Case 1
Pa, (€) C Tp,, (A2)
TP, (€)) C 7o, (Tp,, (A2))
( )

— 7'[‘730

s

(
— 7"'77cS <€>
( LU, = G (5.3)

N 1N &
D>|

— TPe, 6)

Combining (5.2) and (| . we get:

7T77c5 (6)

N

UAy) N (G1NGy)
1N A) U (G NGy))

(A
((A

N 1N
N

S-

Therefore, 7p, (e) C A, and thus e ¢ 7p, (A,), which contradicts our assumption that e is
a counterexample.

Case 2 When mp, (¢) & mp, (A2), mp, (e) N7mp, (Az) # 0. We can find a behavior
es € Tp,, (e) N 7p » (Ag). Since Cy is a receptive contract, we can find a behavior e; €
mpe, (G2) N7, (€2). Considering the behavior ey = mp,_(e3)N7p, (€), We can get eq € mp,_ ()
and ey € mp,_(e3). Also, e4 € mp,_(e) implies e4 € A, C Gy.

Therefore, we can get:

e3 € TP, (Gg) = Tpg, (63) C Gy = ¢4 € (.
As a result, we can derive that e, is not a behavior in A,:

€4 EA_lﬂ (G1 ﬂGg)
€ ((A1NA)U(G1NGy))
€ A,.

Therefore, eqs € A,, and thus e = 7p 4. (es) & mp, (As), which contradicts the assumption
that e is a counterexample.
As both cases lead to contradictions, Lemma is thus proved. O

The other lemma, as shown in Lemma states that the behaviors of the first contract
satisfy the assumption of the second contract if the behaviors meet the assumption of the
system contract.

Lemma 5.2. Let C; = (A5, Gs), C = (A1,Gy), and Cy = (Ag, Gy) be saturated receptive
contracts such that Cs = Cy || Ca, then Ve, € mp, (As),Vey € mp, (G1) N7p. (e1), 7p,, (€1) N
Tpa, (€2) € Tp,, (A2).
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Cs = (As' Gs)
o
_O—O C1 = (41,Gy) C, = (42,G) _'_
—0—0 b} —

......

O Any behavior e; € TP, (As)
O Any behaviore, € Tpe, (G n Tpc, (e1)
O The behavior Tp,, (e1) N my,, (e3), whichis in Tp,, (45)

Figure 5.6: Visualization of Lemma [5.2, The combined behavior of any behavior from the
targeted assumption and the corresponding behavior generated by C; satisfies the assumption

of CQ.

Figure [5.6| illustrates the concept in Lemma [5.2, The projected assumption from the
system contracts and all the corresponding behaviors generated by G; must be in the as-
sumption set of the second contract.

The lemma is proved by contradiction that if wp, (e1) & mp, (A1), then e ¢ mp, (As):

Proof. Assume that e € 7p, (As) and that e; € mp, (G1) N7p, (e1) forms a counterexample
such that 7p, (e1) N7p, (€2) & mp,, (A2). Therefore, we can derive the following:

TP, (61) N P4, (€2> ¢ TPa, (A2>
—> 7, (€1) N pe, (€2) € Ay C Gy
and

ey € TPe, (Gl)
— R, (€2) € G
= mp,, (€1) N p, (€2) C Gy

Similar to the proof for Lemma , we can show that mp, (e1) Np,_ (e2) C Ay
A) N (G1NGy)
(A1 N Ay) U (G NGy))

T (e1) O (e2) €

N 1N
2ENES
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Therefore, 7p, (e1) C Ay, and thus e; ¢ mp, (A;) contradicts the assumption. O

With Lemmas and [5.2] we conclude that any refinement to the receptive contracts
ensures strong replaceability, as shown in Theorem [5.5}

Theorem 5.5. Let C; = (As,Gs), C1 = (A1,Gh), and Cy = (A, Gy) be saturated receptive
contracts such that Cs = Cy || Ca, and let C; = (A}, GY) and Cy = (A}, GY) be saturated
receptive contracts such that Cy = Cy and Cy = C}, then C; || C} strongly replaces Cs.

Proof. Using the proposition of contract refinement, C; = Cj || C5. By Lemma [5.1] for every
e € mp,, (As), ™, (e) € mp, (A7). Since Cj is a receptive contract, we can find e; such that
ey € mp (€) N 7p, (GY), and thus:

Tpe, (€2) € GY. (5.4)

By Lemma , eg and e satisfies mp, (e) N 7wp, (e2) € mp, (A2). Similarly, since C; is a
receptive contract, we can find ez such that e; € mp, (7p,, (e) N 7p, (e2)) N 7p, (G3), and
thus:

e, (€3) € GY. (5.5)
Considering the behavior 7p, (e) N 7p._(e2) N 7p._(e3) and combining the results in ([5.4)
and ([5.5)), we get:
TP, (6) N TP, (62) N TPe, (63) € Gll M GIQ
C G,.

As mp,_(e) N7p._(e2) N7p._(e3) € Tp,, (e), the condition for strong replaceability is satisfied.
Therefore, C; || C} strongly replaces Cs. O

Finally, we show an example of a feedback composition using receptive contracts that
contains only vacuous implementations after refinement:

Example 5.3. Let Cs be the system contract, C; and Cy be the subsystem contracts, and C}
be the refined contract for Cy:

Cs - (TTU&?/ - %)77)5 = {xay}a

Ci = (True,(y=b+ 1)V (y = zb)), P, = {x,y, b},

Co = (True,b=y+1),Py = {y,b},

Ci = (True,y=b+1),P) ={x,y,b}.
The compositions Cy || C2 and Cy || Cy both refine Cy. But Cy || Co = (T'rue, D), and thus the
only implementation is a vacuous implementation M, = (), even though the refined contract
1S a receptive contract. ]

Therefore, additional constraints are needed for feedback composition such that the
strong replaceability of any composition is ensured. The constraints for the feedback com-
position will be explored in Section [5.3]
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5.2.7 Discussion

In this section, we discuss the impacts of the discovery and proposed concept on the contract-
based design process, and thus the need for the development of new algorithms and tools for
supporting contract-based design.

5.2.7.1 Design Faults in Refinement

The vacuous implementation problem should be regarded as a type of design fault, which
might be caused by the designer or problems in the automation tools to generate refined con-
tracts not satisfying the replaceability relation. The replaceability relation is crucial for the
refinement process to guarantee the compatibility of its subsystems and thus avoid vacuous
implementations after system integration. Only verifying the refinement relation cannot cap-
ture this type of design fault. Therefore, existing contract-based design methodologies [151),
127] that propose using refinement in the design process, should include a stage for verifying
the replaceability of the top-level specification. The transitive strong replaceability breaks
down the problem of verifying the replaceability of the top-level specification into verifying
the strong replaceability between each refinement step and thus can be applied in the inde-
pendent design paradigm. If the design faults are not captured in this early stage of design,
the vacuous implementation would result in huge costs and design time overhead.

5.2.7.2 Applying Receptive Contracts

In Section [5.2.6] we have shown that receptive contracts guarantee strong replaceabil-
ity in cascade composition and pure contract refinement. The theory indicates that using
receptive contracts can further simplify the process of verifying the replaceability relation.
As long as the system does not contain feedback composition, receptive subsystem contracts
guarantee the replaceability of the refined systems to the top-level specifications. In many
application fields, the specifications should be receptive by their definitions, such as con-
troller design and sequential programs. The inputs and outputs are explicitly defined for
every system in these fields. Therefore, verifying receptive contracts can serve two roles at
the same time, one is verifying the design faults, and the other is maintaining the semantics
of the components, as it is meaningless for a controller or a program method to have no
outputs for any allowable inputs.

5.2.7.3 The Need for Development of New Algorithms and Tools

With the proposed theory, we suggest the development of new algorithms and tools to
facilitate the contract-based design. Existing contract tools and algorithms |34} 76| do not
include the functionality to verify the replaceability relation, and thus are unable to detect
the design faults of vacuous implementation. The universal quantification in the strong
replaceability and receptiveness is challenging for algorithm development as its decidability
depends on the representations of contracts. For example, the Presburger arithmetic is
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decidable while it becomes undecidable if multiplication is involved [115]. Therefore, research
on tools and algorithms for different representations of contracts is required to prevent design
faults and enable independent design using contracts.

5.2.8 Conclusion

We identified the vacuous implementation problem using assume-guarantee contracts under
the independent design paradigm. We first explored the notion of contract replaceability.
This notion was shown to be the requirement to ensure strict implementations, but it is
not transitive, thus limiting its applicability in independent design. The stricter notion of
strong replaceability also ensures strict implementations and is transitive, thus fitting the
independent design paradigm. We then proposed the notion of contract receptiveness, which
guarantees strong replaceability. Moreover, we showed that receptive contracts can be imple-
mented independently and that the composition of their implementations will not be vacuous
in the case of cascade composition. A supplier receiving a contract as the specification for
implementation can check whether this contract is receptive. If so, the supplier knows in
advance that it can proceed to develop an implementation and that this implementation will
integrate correctly into the system integrator’s design. Our areas of future work include find-
ing constraints for feedback composition, developing tools to support independent design,
and investigating the replaceability in different contract formalisms.

5.3 Ensuring Correct Decomposition of
Assume-Guarantee Contracts in Feedback
Composition

In contract-based design methodologies, the design process involves iterative decompositions
of the contract into independent subsystem contracts until each design problem is manage-
able [17]. The integration of the implementations of these subsystem contracts constitutes
the system implementation. This compositional approach offers the potential for reducing
design complexity and handling system heterogeneity. Figure (a) illustrates the concept
of decomposition as a refinement result, and each decomposed contract can be developed
independently. By leveraging composition and refinement, designers can decompose sys-
tem design problems into independent subsystem contracts, facilitating development while
ensuring overall contract satisfaction.

However, as mentioned in the previous section, refinement only pessimistically ensures
that the decomposition result never violates the requirement of the system contract; the sub-
systems producing empty behaviors under the targeted environment can vacuously meet the
refinement relation. These subsystems do not meet the design goal as empty behaviors mean
that they cannot operate in such an environment, suggesting that the decomposition that
leads to such subsystems is undesired. Consequently, using refinement as the sole criterion to
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Figure 5.7: Tllustration of the problematic decomposition and vacuous implementation (a)
a decomposition that satisfies refinement relation with implementations for the subsystem
contracts and (b) the overall implementation that may have zero behavior under the envi-
ronment from A, while does not violate refinement relation.

examine contract decomposition may result in a problematic decomposition not suitable for
independent development. This problem is called vacuous implementation problem, where
vacuous implementations are ones that have empty behaviors under the targeted environ-
ment [182]. The issue is due to the lack of guarantees regarding the existence of behaviors, as
the framework only ensures the specifications are never violated. Figure |5.7(b) depicts this
concept, the empty set can vacuously satisfy the refinement relation: ) C G, making it a
potential result after independent development. Consequently, contracts with empty behav-
iors under the targeted environment can satisfy the refinement relation, leading to vacuous
implementations. The failure to meet the design goal compromises the benefits of indepen-
dent development in contract-based design, as it does not ensure correct implementation
throughout the process.

While the previous section introduced strong replaceability and receptiveness to address
the vacuous implementation problem — where relying solely on refinement relationships
leads to faulty decomposition — strong replaceability in feedback composition is not guar-
anteed. As a result, a gap in the contract theory is the conditions necessary to ensure strong
replaceability within feedback composition, and how these conditions can be verified. Two
main drawbacks result from the gap. First, the designers of each subsystem involved in feed-
back composition must communicate all design decisions to the subsystem to ensure strong
replaceability between the composition of the subsystems and the system contract. As the
subsystem design problems are no longer independent, the potential benefits from complex-
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ity reduction are compromised. Second, the entire system contract must be disclosed to all
levels of designers to prevent vacuous implementations, increasing the risk of trade secret
leaks as more designers have access to the system contract.

To overcome these drawbacks, this work aims to guarantee correct contract decomposi-
tion by ensuring strong replaceability in feedback composition. Our contributions are the
following;:

e We formulate the verification problem to ensure correct contract decomposition by es-
tablishing strong replaceability for any individual contract refinement within feedback
composition.

e We define the behaviors in feedback composition as fized obligations and introduce
fixed obligation graphs to convert the verification problem into a graph-based problem.
This aids in visualizing the relation between fixed obligations and facilitates proofs by
graph theory.

e We identify the necessary and sufficient conditions required to address the verification
problem utilizing the fixed obligation graphs. By incorporating existing receptiveness
and strong replaceability, we fully resolve the vacuous implementation issues in assume-
guarantee contracts, ensuring the benefits of independent development.

e We propose verification algorithms based on the developed conditions. These algo-
rithms can serve as a foundation for automatic verification for contract-based design.

The remainder of this section is organized as follows: Section provides definitions for
feedback composition. Section formulates the verification problem for strong replace-
ability. Section defines the fixed obligations and introduces the fixed obligation graphs.
Section presents the necessary and sufficient conditions to ensure strong replaceability.
Section proposes verification algorithms based on the identified conditions. Finally,
Section [5.3.6] concludes the section.

5.3.1 Feedback Composition and Port Partition

A composition is a feedback one when no subsystem orders can be established so that each
subsystem’s input ports only connect to the environment or ports from preceding subsystems.
Fig. (a) shows an example system s consisting of two subsystems s; and ss.

In this section, we assume that connected ports are fully compatible and can, for sim-
plicity, be treated as identical, eliminating the need for lengthy expressions about port value
equivalence. This simplification does not affect the generality of the discussion, as port
compatibility can be encoded in the contract assumptions.

Based on the relation of the ports, we can partition the ports in feedback composition as
follows:
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Figure 5.8: An example of (a) a feedback composition and (b) its port partition.

o System Inputs P;, : The input ports of the system, which can also be derived from

(Pr../Po.,) U (P, /Po.,)

o Related Inputs P; and P[: The input ports of a subsystem that rely on the output

S

of the other subsystem.
e Distinct Outputs P%: Outputs ports that are not inputs of any subsystems.

The union of the two related inputs forms the related ports of the feedback composition,
denoted as P" = P; UP, . Fig. (b) illustrates the port partition for the example systems.

5.3.2 Problem Definition

This section first provides a motivating example to show the vacuous implementation issue in
feedback composition. Then we formally define the verification problem for ensuring strong
replaceability in feedback composition.

5.3.2.1 Motivating Example

We utilize a feedback amplifier as our motivating example. Feedback amplifiers are widely
used components in circuit and controller design, known for their ability to improve stability
and reduce variability. As depicted in Fig, (a), a feedback amplifier consists of two
subsystems: an amplifier with an open loop gain Ao, and a feedback network with a feedback

factor 3. The behavior of the feedback amplifier can be described as y = ; ﬁqOOLL 52, where

T :XDOLL 5 represents the closed loop gain of the feedback amplifier.
Consider a specification requiring a closed loop gain between 86 and 96. Designers may
write the system contract Cs = (As, Gs) and propose subsystem contracts, as shown in

Fig. (b), for the internal amplifier (C; = (A;,Gy)) and the feedback network (Cy =
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Figure 5.9: Illustration of the motivating example based on (a) a system of feedback amplifier
and (b) the contracts for representing the system.

(A2, G3)) as Cs = (True,86x < y < 96z), C; = (True,95(x — 2) < y < 105(z — z)) and
Cy = (True, z = 0.001y), where the open loop gain Agy, ranges between 95 and 105, while 3
is fixed at 0.001.

The composition of the subsystem contracts refines the system contract, as the closed
loop gain 1 +’:OOLL 5 Is bounded by [86.758,95.023]. The range of Apy, provides flexibility for
designers’ decisions and allows variation in actual implementation.

However, the following refinement C| = (A}, G}) for subsystem contract C; results in

empty desired behaviors in the composition Cj || Co = ( True, ()):

y=95(z—z2), 2z>0.09

Al = True, G| =
y=105(z — z), 2z < 0.09z.

We can observe that no values for z, y, and z can satisfy both G/ and G5, indicating that the
refinement violates the strong replaceability of the system contract and leads to a vacuous
implementation. Although C] refines the subsystem contracts and its composition with Cy
satisfies the refinement relation, our design goal is not met as no behaviors are guaranteed
given any inputs. As a result, the decomposition into C; and Cy is problematic as it may
lead to C] during independent development and cause vacuous implementation.

This absence of desired behaviors reflects that the composed system’s behavior cannot
be captured at the current abstraction level of the amplifier’s physical model. In practice,
such a closed-loop amplifier would produce unstable output values.

5.3.2.2 Strong Replaceability in Feedback Composition

The example demonstrates that individual contract refinement in feedback composition does
not always guarantee strong replaceability to the system contract, even if all contracts are
receptive. Motivated by the example, it is crucial to know under what conditions strong
replaceability holds for any receptive refinement of the subsystem contracts, and how we can
verify strong replaceability given a system contract and subsystem contracts.

Consequently, we define the verification problem of strong replaceability in feedback
composition as follows:
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Problem 5.1. Giwen a receptive system contract Cs and receptive subsystem contracts Cy
and Cy such that Cs = Cy || Co, check whether the composition of any receptive refinement of
the subsystem contracts C; < C; and Cy < Cy strongly replaces the system contract.

In the following sections, we shall develop the theory about the conditions and present
the proposed algorithms to answer the two questions and address the verification problem.

5.3.3 Fixed Obligations in AG Contracts

Strong replaceability in feedback composition, by definition, requires that any receptive
refinement to its subsystem contracts results in a composition allowing at least one behavior
for every targeted environment. Therefore, the desired behaviors in the composed subsystem
contracts and their potential changes after refinement are critical for addressing Problem [5.1]

For every targeted environment, if both subsystem contract refinements preserve a be-
havior with the same value for their related inputs and outputs, this behavior ensures that
the desired behaviors remain non-empty, thus satisfying strong replaceability. When both
contracts permit exactly one behavior for the targeted environment, receptiveness guaran-
tees that this behavior is preserved, meeting the requirement of strong replaceability for the
targeted environment. However, when the contracts allow multiple resulting behaviors under
the targeted environment, ensuring strong replaceability becomes more challenging to verify.

This section aims to formalize and visualize the impact of multiple resulting behaviors.
First, fixed obligations in feedback compositions of contracts are defined as the common
behaviors for the related inputs and outputs. Fixed obligations are analogous to fixed points,
as the behaviors in feedback compositions of systems correspond to fixed points [98]. Building
on the concept of fixed obligations, the fized obligation graph is introduced to illustrate the
relationships between multiple behavior choices and fixed obligations, as well as to analyze
potential changes under refinement. The fixed obligation graph forms the foundation for
determining strong replaceability.

5.3.3.1 Fixed Obligations in Contract Feedback Composition

Fixed obligations in a feedback composition of contracts are defined as follows:

Definition 5.4. Given contracts C; = (A1, G1) and Cy = (Az, Go), the set of fized obligations
of the composition, denoted as Fe, c,, is defined as Fe, ¢, = mp,(G1 N Ay) Nmp, (G2 N Ag).

A behavior e € Bp, is a fixed obligation of C; and C, if e € F¢, ¢,. Intuitively, fixed
obligations are formed by the desired behaviors GiMNA; and GaMNA,, subject to the constraint
that the system inputs must match the targeted environment behavior. The projection to
Ps ensures the desired behaviors are described using the system ports.

We also define the fixed obligation set under a targeted environment behavior e € Bp,_
as Fe, ¢, (€) = mpr (Fe, ¢, N7p, ({€})). Here the projection to P produces the result focusing
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Figure 5.10: An example contract and subsystem contracts for illustrating the fixed obliga-
tions and fixed obligation graph.

on the related ports, given that the targeted environment is clear in the context and the
values of distinct outputs do not affect the fixed obligations.
The following example illustrates the concept of fixed obligations:

Example 5.4. Let Cg be the system contract, C; and Cy be the subsystem contracts, as shown
in F1g.15.10. The fized obligation set Fe, ¢, of the composition of the subsystem contracts is

(y=xz2)V(y=ax+2)) A (w=22)A

(=ly—1-1)
For a targeted environment x = 2, the fixed obligation set under the targeted environment

(x,y, z,w) € Bp,

18

fc1,c2 (2) = WPT(‘FCLQ N 71—775({6}))
= 777”({(27 07 07 4):v,y,z,wa <2a 1’ _1’ 4)x,y,z,w7 (27 27 07 4)x,y,z,w7
(27 37 17 4)I,y,z,’LU7 (27 47 27 4)1‘,:[/,2711)})
= {(07 O)y7z7 (17 _1)y7za (2a O)y,z> (37 1)y7zv (47 2)y,z}a

where the subscript of the tuples denotes the order of port that the value corresponds to:
(1,-1),. means y =1 and z = —1.

5.3.3.2 Unstable Fixed Obligation

As previously introduced, contract refinement results in a subset of the original desired be-
havior set within the targeted environment, while receptiveness requires a non-empty desired
behavior set for every targeted environment. The resulting behaviors that do not form a
fixed obligation may cause the disappearance of the fixed obligation after refinement. Conse-
quently, in such cases, a refinement can be constructed to eliminate the behaviors forming a
fixed obligation while satisfying the receptiveness by preserving the other behaviors, leading
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Figure 5.11: Illustration of (a) the fixed obligation graph for Example , (b) an example
of its receptive subgraph by performing a receptive refinement on contracts C;, and (c) the
four component graphs formed by its strongly connected components.

to the disappearance of the fixed obligation. Therefore, we categorize the fixed obligation
with this property as unstable fized obligations:

Definition 5.5. Given system targeted environment e € Bp, and subsystem contracts C; =
(A1, Gy) and Cy = (Az, Gs), a fized obligation ef € Fe, c,(€) is an unstable fized obligation if
Be,(e,ef5) € Fe, c,(€) or Be,(e,er) € Fe, c,(€), where

Be,(e,ef) = mpr (A1 NGy Np, ({e}) N mpr (py (€4)))
Be, (e, ep) = mpr (A2 N G2 N7, ({e}) Npr (g (e)))

are the desired behaviors of each subsystem contract when the system input values are from
the targeted environment e and the related input values are from fized obligation e;.

The following example illustrates the concept of unstable fixed obligation using the con-
tracts in Example

Example 5.5. Under the targeted environment v = 2, the fized obligations (3,1),. and
(1,—1),,. are unstable fized obligations, while the other fized obligations are not. For (3,1), .,
Be,((2)2, (3,1)y2) = {(3,1)y,(2,1),.} but (2,1),. is not a fized obligation. Similarly, for
(1,—1)y.2, Be,((2)a, (1, —1)y.) = {(—2,—1)y., (1, -1),.} but (—=2,—1),. is not a fized obli-
gation.

5.3.3.3 Fixed Obligation Graph

Intuitively, we can view the refinement of two subsystems A and B as a game to create
refinement that violates strong replaceability. In the game, Subsystem B tries to trick Sub-
system A by creating behaviors that do not match the related input values of Subsystem A.
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Given a system input, if Subsystem B can only produce behaviors that match the related
input values for Subsystem A, the behaviors are "ensured" and meet strong replaceability,
indicating that Subsystem B loses the game. If Subsystem B can always create behaviors
that do not match the related input of A, Subsystem B wins and results in an empty desired
behavior that violates strong replaceability.

Therefore, reasoning about the possible fixed obligations in refinement is crucial for en-
suring strong replaceability. We thus propose fixed obligation graph, which contains all fixed
obligations and the relevant desired behaviors under a given system’s targeted environment
to help visualize their relations.

Given a system’s targeted environment e, € Bp, and subsystem contracts C; and C,
a fixed obligation graph G¢: ., = (V1, Vo, E) is a directed bipartite graph. The vertex set
Vi and V5 correspond to the behaviors in related inputs B’psrl and BP;Q, respectively. Each
vertex set contains regular vertices and an external behavior vertex. Every regular vertex
represents a related input behavior forming a fixed obligation, while the external behavior
vertex encompasses all related input behavior in a non-fixed obligation behavior. We denote
the two external behavior vertices as v € Vi and v§ € Vo. An edge e = (v,,vp) € E in the
graph means that the related input behaviors v, can produce v, from the desired behavior of
a subsystem contract. If both vertices are regular, the combined behavior from the vertices
is a fixed obligation.

Fig. (a) shows the fixed obligation graph for Example under a system’s target
environment x = 2. From the fixed obligation graph, we can also observe that the edge
representing an unstable fixed obligation must have at least one of its vertices connected to
an external behavior vertex, as illustrated by (3,1), . and (1,—1), , in the example.

Through fixed obligation graphs, we can observe the changes in desired behaviors and
fixed obligations. Any refinement to a subsystem contract removes some edges starting from
its related input behaviors. Receptive refinement ensures that every regular vertex of its
related inputs has at least one outward edge. Individual refinement on both subsystem
contracts thus results in a subgraph G¢, o, = (Vi, Vz, E') with the same sets of vertices and a
subset of edges from the original graph. The remaining fixed obligations after refinement are
the behavior combined by related inputs v, and v, such that (v,,vy) € E' and (vp,v,) € E'.
The subgraph is called a receptive subgraph if all regular vertices have at least one outward
edge. Fig. (b) provides an example of a receptive subgraph derived from Fig. (a).

5.3.4 Conditions for Strong Replaceability

As a fixed obligation graph contains fixed obligations and the relevant desired behaviors, their
relationship allows us to convert Problem to an equivalent problem using the concept of
a fixed obligation graph:

Problem 5.2. Given a receptive system contract Cs = (As, Gs) and subsystem receptive
contracts C; = (A1,Gy) and Cy = (Ag, Ga), verify if for all system’s targeted environment
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e € A, all receptive subgraphs of the fized obligation graph G¢, ., have at least one fized
obligation.

Although Problem asks whether all receptive subgraphs have fixed obligations, we
can decompose the problem by considering strongly connected components in a fixed obli-
gation graph. Strongly connected components can independently ensure a fixed obligation,
as the fixed obligations and desired behaviors resulting from edge selections in a strongly
connected component do not affect those in other strongly connected components. We refer
to the fixed obligations in a strongly connected component as fized obligation groups. For
example, in Fig. (a), the fixed obligation graph contains four fixed obligation groups:
{(0,0)y..,(2,0),..}, {(1,-1),.}, {(1,3),..}, and {(4,2),..}. We can convert the strongly con-
nected component into an undirected graph by replacing the two directed edges of every
fixed obligation with an undirected edge. We call the undirected graph component graph.
Figure 5.11] (¢) shows all component graphs formed by the strongly connected components
in Fig. |5.11] (a).

With the observation, we can address Problem by identifying the condition for a
fixed obligation group to ensure fixed obligations. This section presents such conditions
by observing properties in fixed obligation graphs and then summarizes the conditions for

solving Problems [5.1] and [5.2]

5.3.4.1 Conditions for Fixed Obligation Group

To determine whether a fixed obligation group ensures fixed obligations after receptive refine-
ment, we develop several theorems and combine them as the conditions for a fixed obligation
group to ensure fixed obligations.

First, the following theorem states that a fixed obligation group containing unstable fixed
obligations cannot ensure a fixed obligation.

Theorem 5.6. If a fixed obligation group contains an unstable fixed obligation, there exists
a receptive subgraph in which no fized obligation remains.

Proof. To construct such a receptive subgraph, we begin by creating a spanning tree on the
component graph containing the fixed obligation group. We then introduce one edge between
the external behavior vertex and one of the vertices whose behavior forms the unstable fixed
obligation. Finally, we assign direction to the edges based on the shortest path to the external
behavior vertex through the spanning tree. The resulting graph is a subgraph according to
the definition of the spanning tree and is receptive as every regular vertex connects to one
vertex. O

Fig. (a) shows a fixed obligation graph satisfying the condition of this theorem and
one of its receptive subgraphs, which has no fixed obligations.

The following theorem describes the condition when fixed obligations are ensured in a
fixed obligation group without unstable fixed obligations:
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Figure 5.12: Examples of fixed obligation graphs illustrate the results in cases specified by
the theorems. Each subfigure presents an original fixed obligation graph on the left and its
receptive subgraph on the right, showing no fixed obligation for (a), (¢), and (d), while (b)
provides an example demonstrating that it ensures at least one fixed obligation.

Theorem 5.7. A fized obligation group containing n — 1 fized obligations and no unstable
fixed obligations from a strongly connected component with n vertices ensures at least one
fixed obligation remains in any receptive refinement.

Proof. For a strongly connected component with n vertices, its receptive subgraphs must
have at least n edges. However, since the fixed obligation group contains n — 1 different fixed
obligations, there are only n — 1 edges with distinct endpoints. According to the pigeonhole
principle, at least two edges share the same endpoints with opposite directions, resulting in
a behavior that forms a fixed obligation. O

The theorem implies that a component graph ensures a fixed obligation if it is a tree
with n vertices and does not have infinite paths, as such a component graph must contain
n— 1 edges, each representing a fixed obligation. The remaining cases are component graphs
with cycles or infinite paths. Figure (b) shows a fixed obligation graph satisfying
the condition of the theorem. With four vertices and three pairs of edges in the graph,
receptiveness ensures that at least two edges with opposite directions and shared endpoints
are preserved in the subgraph.
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The following theorem shows that those cases do not guarantee fixed obligations:

Theorem 5.8. If a component graph contains a cycle or an infinite path, there exists a
receptive subgraph in which no fixed obligation remains.

Proof. To construct such a receptive subgraph, we first remove all the edges forming the
loop or the infinite path. Next, we connect each vertex involved in the cycle or the infinite
path to the external behavior vertex, forming a new undirected graph G. We then follow
the steps in the proof for Theorem to construct a receptive graph based on G. Finally,
we remove the edges connecting to the external behavior vertex and reintroduce the directed
edges for one direction of the loop or the infinite path.

The resulting graph, by construction, does not have any fixed obligations since only one
directed edge is chosen for every fixed obligation. Additionally, it is a subgraph since the
added edges are eventually removed. Its receptiveness is guaranteed by the steps from the
proof of Theorem and the last step, as every vertex has an outward edge. O

Figure [5.12] (¢) and (d) depict fixed obligation graphs containing a cycle and an infinite
path, respectively. For the graph with a cycle, the cycle can be leveraged to construct a
receptive graph having no fixed obligations. Similarly, the structure of an infinite path can
be utilized to create a receptive graph without fixed obligations.

Combining the above theorems, we can derive the conditions for a fixed obligation group
to ensure fixed obligations in receptive refinement:

Theorem 5.9. A fized obligation group gquarantees at least one fixed obligation if and only
if all of the following conditions hold: (1) The fixed obligation group does not contain any
unstable fized obligation, and (2) The corresponding component graph does not contain cycles
or infinite paths.

For instance, in Figure (a), the fixed obligation group {(0,0),., (2,0),,.} and {(4,2),.}
satisfies the conditions, and thus the subsystem contracts ensure fixed obligations under the
targeted environment x = 2.

5.3.4.2 The Necessary and Sufficient Conditions

We now present the necessary and sufficient conditions for ensuring strong replaceability in
feedback compositions.

Theorem 5.10. Let C; = (As, Gs) be a receptive system contract, and C; = (Ay,G1) and
Cy = (A, Gy) be its subsystem receptive contracts. The feedback composition ensures strong
replaceability if and only if, for every targeted environment es € A, the fixved obligation graph

¢ ¢, contains at least a fized obligation group that satisfies the conditions in Theorem .

Once every targeted environment has a fixed obligation, the behavior for each targeted
environment is ensured, which guarantees the satisfaction of strong replaceability to the
system contract.
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We can understand the conditions using the intuition game between Subsystems A and
B. At the beginning of the game, Subsystem A produces a behavior satisfying its desired
behaviors and the system input. Given the behavior, Subsystem B tries to produce a different
behavior that does not match A’s behaviors. Subsystem A then produces another behavior
based on the new inputs provided by Subsystem B. This process continues, and the sequence
of the behaviors can be visualized as a path on the graph. If this graph forms a tree structure
with fixed obligations, subsystem B will eventually fail because it will be forced to produce
the same behaviors at the ends of the tree branches. However, if there are unstable fixed
obligations, cycles, or infinite paths, subsystem B can exploit them to never return to the
matched behavior.

We now revisit our motivating example in Section to examine the conditions.
Considering the targeted environment z = 1, the behavior (95.023,0.095023), . is a fixed
obligation satisfying both G; and G5. However, the desired behaviors of the related in-
puts z for Gy contain (85.9728,0.095023), ., which is not a fixed obligation. As a result,
(51.29,0.5129), , represents an unstable fixed obligation. Furthermore, all fixed obligations
under the environment x = 1 belong in a fixed obligation group as we can produce them
by applying G; and Gy with the available options for App. Therefore, the condition for
strong replaceability is not met, and the refinement G/ is an example that violates strong
replaceability.

5.3.5 Proposed Algorithms

With the theoretical foundation from the conditions for ensuring strong replaceability, this
section proposes two algorithms to verify the condition and address the verification problem
in Problem [5.1] The first algorithm explores the fixed obligations and their desired behaviors
to identify the fixed obligation group that satisfies the conditions. However, it is limited to
finite behavior sets, requiring bounded port types. To overcome this limitation, we propose a
second algorithm that encodes the conditions into a series of quantified satisfiability modulo
theory (SMT) problems [12]. This approach allows us to leverage background theories for
verification. To maintain the generality of the algorithms, we refrain from relying on specific
background theories within the algorithms, assuming that the solvers can effectively handle
our problem. Wohile incorporating specific background theories may potentially improve
the algorithm, such endeavors are beyond the scope of this paper. Future research will be
essential to adapt the algorithms for certain applications and background theories.

5.3.5.1 Algorithms for Finite Sets

Algorithm [I] outlines the procedure to verify the strong replaceability of a feedback com-
position with contracts defined over finite behavior sets. The algorithm iteratively picks a
fixed obligation, collects all fixed obligations belonging to the same fixed obligation group as
the fixed obligation, and verifies if the group satisfies the condition in Theorem for every
targeted environment. Initially, the candidates for exploration are all fixed obligations. Lines
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4-5 select a fixed obligation that has not yet been encountered in any explored fixed obliga-
tion group until all fixed obligations have been explored. Lines 6 collect the fixed obligation
group where the fixed obligation belongs and verify the conditions. Lines 7-8 terminate
the inner loop and proceed to the next targeted environment if the fixed obligation group
ensures a fixed obligation. Otherwise, Line 9 removes the fixed obligations of the group from
candidates to avoid repetition. Once we find a targeted environment without any fixed obli-
gation group satisfying the conditions, Line 11 concludes that the strong replaceability does
not hold. Conversely, if all targeted environments have a fixed obligation group satisfying
the conditions, Line 12 concludes that strong replaceability holds.

The steps for collecting the fixed obligation group and verifying the conditions are out-
lined in Algorithm 2| Since each fixed obligation corresponds to an edge in the component
graph, we traverse the component graph by the desired behaviors from the related inputs of
a fixed obligation, using the intersection of the related inputs with the subsystem contract
guarantees. Moreover, the bipartite nature of the fixed obligation graph enables the search
to explore neighboring vertices and edges by alternatively applying the desired behaviors
from C; and Cs. Lines 4-11 perform the search by applying desired behaviors from C;, while
Lines 12-19 do so from Cy. Lines 7-8 and 15-16 indicate that the conditions are not met if
an unstable fixed obligation or a cycle is detected, An unstable fixed obligation is identified
if the desired behaviors are not a subset of the fixed obligations, while a cycle is detected if
an explored fixed obligation is encountered during the search. The process continues until no
new fixed obligation can be explored from the component graph. Finally, the fixed obligation
group and the satisfaction of the conditions are returned.

Since the behavior sets are finite and each fixed obligation is explored once, the algorithm
is guaranteed to terminate within at most |F| iterations of fixed obligation group collection.
Furthermore, any unstable fixed obligations or cycles are detected through the breadth-first
search, and an infinite path must not exist due to the finite sets. Therefore, the algorithm is
complete and sound for finite sets. Its complexity is O(|Bp,||Bpr|?), as each fixed obligation
is explored once, and for every fixed obligation, its desired behaviors are explored for checking
the conditions.

5.3.5.2 Algorithms for Infinite Sets

In many applications, such as circuit designs |126] or control systems [22|, components of-
ten involve port types in infinite sets, which cannot be handled by the above algorithm.
These infinite sets are usually compactly described by equations or predicates. To overcome
the limitation, we propose the second algorithm based on a series of quantified SMT prob-
lems, assuming the supported theory solver can effectively reason about the descriptions. As
summarized in Fig. [5.13] the algorithm iteratively performs two main steps: Positive Proof
and Negative Proof. Both steps utilize an upper bound depth d for constraining the traver-
sal depth for component graphs. Increasing the upper bound depth affects the complexity
of the SMT formula as more clauses and variables are involved. Under the traversal depth
constraint, positive proof attempts to prove that every targeted environment has a fixed obli-
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Algorithm 1 Strong Replaceability for Finite Set Contracts

Inputs: A system contract Cs = (A4, Gs), subsystem contracts C; = (A1, G1), C2 = (Aa, G2), and their port
partition Py, Pr, Pl , and P?
Output: Whether strong replaceability holds for the feedback composition
1: for all e € mp, (A,) do
2: F <+ Fe,.c,(e){fixed obligation set under e}
3 candidates < F, sat < False
4 while candidates # () do
5: root <+ get_one_element(candidates)
6 group, sat < collect_group_and_verify(root, e)
7 if sat then
8 break
9: candidates < candidates — group
10: if sat == False then
11: return False
12: return True

Algorithm 2 collect_group_and_verify

Inputs: Subsystem contracts C; = (A1,G1), Co = (A2, G2), their port partition Py, Pr, Pi, and P2, a
fixed obligation root, , a targeted environment e, and the fixed obligation set F under e.
Output: The fixed obligation group containing root and whether the group satisfies the condition to ensure
fixed obligations
. group + {root}, sat < True, explore_cl + {root}, explore ¢2 < {root}
: while explore _cl # 0 V explore _c2 # 0 do
next_explore_cl + 0, next explore c2 « ()
for all ey € explore_cl do

1
2
3
4
o: neighbors < desired behaviors of C; under inputs Tpr (ef) and e
6
7
8

for all e,, € (neighbors/{es}) do
if e,, € group V e, € F then

: sat + False

9: else
10: group < group U {e,}
11: next explore c2 + next _explore _c2 U {e,}
12: for all ey € explore_c2 do
13: neighbors « desired behaviors of Cy under inputs mp; (er) and e
14: for all e, € (neighbors/{es}) do

15: if e, € group V e, ¢ F then

16: sat < False

17: else

18: group + group U {e,}

19: next_explore cl + next_explore_cl U {e,}
20: explore cl < next explore cl
21: explore 2 < next explore c2

22: return group, sat

gation group satisfying conditions in Theorem [5.9] while negative proof is designed to prove
that no fixed obligation group under some targeted environments satisfies the conditions.
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Figure 5.13: An overview of the proposed algorithm for verifying strong replaceability for
infinite set contracts.

Algorithm 3 Positive Proof

Inputs: A system contract Cs = (As, Gs), subsystem contracts C; = (A1,G1), C2 = (A2, G2), their port
partition Pr,, Pr, Pl , and P¢, and the traversal depth d
Output: Whether the system contract has an environment with no fixed obligation group satisfying the

condition within traversal depth d

1: Copy the variables for related ports P"[i] and distinct outputs PaJi]
2: Encode clauses c¢%, c4., cA s Cays Cays Ca

3: // i: encoded by the (i)th related port values

4: Encode clauses Ceql and ceq2 for equivalent related input value

5: // i: the ith and (i-1)th P; value are the same for cyql, and the Py values for c(,q2
6: fork=1...d do

T C']:Ll - Ceql A (de[ ] CGI)

8: CITCLQ - eq2 A (Elpd[ ] G )

9: Ctreel vP'[d], ¢}y = ng2

10: ctreeZ VPT[ ]7 CfriLQ = cgql

11: fork=1...d—1do

12: b = (PTd ], e’ = (€A (G V i)

13: CfreeZ - (VPT[d k]a nl = (C(_;:_k/\ (Cfr_eil v ng_lk)))

14: pos = ca, A (V(PTI0], PE[0]), = ¢ V= €leer V7 Chreen)

15: return solve_SMT(cpos)

The algorithm begins with an initial depth d;,;;. The result is immediately returned once
either of the proofs can conclude the satisfaction of the conditions. Otherwise, the traversal
depth d is incremented for the next iteration of proofs until a conclusive result is reached
or the maximum depth d,,., is exceeded. In the latter case, the algorithms return unknown
for strong replaceability. To prevent the risk of vacuous implementations, such subsystem
contracts should not be used for independent development.

The positive proof, outlined in Algorithm [3] encodes an SMT formula to find a targeted
environment where no component graphs are trees within the traversal depth d. The SMT
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Algorithm 4 Negative Proof

Inputs: A system contract Cs = (As, Gs), subsystem contracts C; = (A1, G1), C2 = (A2, Ga), their port
partition Pr,, Pr, Pl , and P¢, and the traversal depth d
Output: Whether the system contract has an environment that only contains fixed obligation groups vio-
lating the condition within traversal depth d
Generate all clauses as described in Algorithm
Encode cfoop for repetition of non-neighboring related port values
C?”aill = (3P7[d], ¢y A c}i_-)
Saira = BPT[d], ¢ty A= k)
for k=1...d—1do
d—Fk d—Fk d—Fk k-1 d—Fk
lecaill - (Ellpr[d - kL Cn1 A _'ceq2 /\(_‘ Cr v Cfail2 v Cloop))
- d—k d—k d—k k-1 d—k
C]ffauz = (3P"d — k], ™ A TCeq1 A= gV Crain v Cloop))
d—1 d-1
Cneg = ca, N (Y(P[0], PI(0]), & = (cfm'll v CfailQ))
return solve_SMT(cpeq)

formula involves variables for the system input ports and an array of d + 1 related ports,
representing an edge traversal on the fixed obligation graph. Lines 1-5 create these variables
and generate the constraint clauses. ¢’ represents that the ith related input value is a fixed
obligation, while the other constraints encode the elements in contracts that the port value
needs to satisfy. Lines 6-10 then define the constraints on successive port values to ensure
a legal traversal. Constraints céql, céqz require the successive related input port values of
P, and P{ , respectively, have the same value, while ¢;,; and ¢, specify that the successive
related ports values must be the desired behaviors of C; and Cs, respectively. Lines 11-14
recursively define the constraints ¢! ., and ¢! ., to require the branch terminate in leaves
within 7 traversal steps. The termination to leaves is represented using constraints ¢}, and
céqz, while the recursive terms cf.l, and ¢}, allow the branch to traverse k — 1 additional
steps. Finally, Line 15 seeks a targeted environment where no fixed obligation can be found as
a root to traverse and terminate to leaves within d steps. The unsatisfaction of the quantified
SMT problem indicates that all targeted environments can find such a root, verifying the
condition. Conversely, the satisfaction of the problem indicates that at least one targeted
environment cannot find such a component graph, thus being inconclusive and requiring
either the negative proof or an increase of the traversal depth.

The negative proof, as outlined in Algorithm (4 encodes an SMT formula to identify a
targeted environment where all component graphs can be detected violating the condition
within a traversal depth lower than d. Similar to the positive proof, the encoding pro-
cess starts with defining constraints of legal traversal. Lines 3-7 then recursively define
constraints ¢,;;; and ¢}, to specify the detection of violation within i traversal steps. Vi-
olations within k£ steps may involve finding an unstable fixed obligation through a desired
behavior not belonging to fixed obligations, detecting a loop, or witnessing such violations
in the next k — 1 traversal steps. Finally, Line 9 requires a targeted environment where all
component graphs violate the conditions through the traversal, suggesting that the strong
replaceability fails. Therefore, the satisfaction of the quantified SMT problem indicates a vi-
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Table 5.1: Experimental results for verifying the effectiveness of the algorithm.

’ Test Case H Strong Replaceability \ Output \ Depth d \ Time (s) ‘
finite set safe NA 0.67
finite set loop NA 0.61
finite set unstable NA 0.67
finite set exp 1 NA 0.58

inf set safe

inf set_loop

inf set unstable
inf set motivating

2 (Positive) 0.70
4 (Negative) 1.10
4 (Negative) 1.09
1 (Negative) 0.78

> X< O Of 4| 4| O
| | < O Of 4| 4| O

olation of the condition in Theorem [5.10], while unsatisfaction of the problem is inconclusive
regarding strong replaceability, requiring further steps with the algorithms.

The algorithm is sound since it encodes the necessary and sufficient conditions. However,
it is incomplete as the result remains unknown when all component graphs under a targeted
environment contain an infinite path without other violations or when all satisfying fixed
obligation groups have a diameter greater than d,,.,. In such cases, we may advise against
using such subsystem contracts for independent development to avoid the risk of vacuous
implementations. Further research is essential to directly detect the infinite paths from the
contract descriptions.

5.3.5.3 Experiments

To demonstrate the effectiveness of our algorithms in verifying strong replaceability in feed-
back composition, we implemented the algorithms in Python with Z3 [48] as the SMT solver.
Given the absence of previous work on strong replaceability in feedback composition, there
are no existing benchmarks with verified results for evaluation. Therefore, we created several
test cases that can be verified manually, in addition to the motivating example and Exam-
ple The finite set test cases were used for evaluating our finite set algorithm, while the
infinite set ones were utilized for our infinite set algorithm with d;,;; = 1 and d,,q, = 5.

As shown in Table [5.1] our algorithms accurately verify the strong replaceability for all
test cases. Furthermore, all results for infinite set test cases are obtained within 2 seconds,
indicating that the infinite set algorithm can effectively verify strong replaceability for small
test cases whose background theories support the SMT problem.

5.3.6 Conclusion

We presented the necessary and sufficient conditions to ensure strong replaceability of assume-
guarantee contracts in feedback composition. The proposed fixed points and fixed point
graphs assist in developing the conditions and proving their correctness. Based on the
conditions, we developed the algorithms to verify the strong replaceability of contracts in
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feedback composition. We argue that the robustness of the contract-based design frame-
work must be ensured by the strong replaceability to prevent vacuous implementations. Our
future works include developing software tools implementing the algorithms for various back-
ground languages such as linear temporal logic, finding conditions to detect infinite paths for
the background languages, and investigating the strong replaceability in different contract
formalisms.

5.4 Conclusion

This chapter presented the verification of contracts to ensure correct decomposition, facili-
tating independent design in contract-based design methodologies. The identified vacuous
implementation problem indicates that solely relying on verifying refinement relations is in-
sufficient to provide the required assurance. By formulating the requirement as contract
replaceability, contract receptivity was shown to satisfy the requirement in single contract
refinement and cascade composition. Furthermore, conditions for establishing contract re-
placeability in feedback composition were identified by examining the behavioral relations
in the fixed-obligation graph, With the proposed verification algorithms, necessary verifi-
cation techniques are provided to ensure a robust contract-based design process within the
independent design paradigm.
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Chapter 6

Simulation: Ensuring Alignment of
Contracts with Design Intent

As discussed in Chapter [3] simulation can serve as an essential automation task for checking
if the design intent has been correctly captured in the contracts. As the entry point of
contract-based design, ensuring alignment between contracts and design intent is crucial for
achieving the overall design goals. However, since contracts are manually written, mistakes
may inevitably occur. To address this problem, this chapter proposes a contract simulation
methodology to help ensure that manually written contracts align with the design intent.
The simulation is conducted through Constraint-based Simulation, an SMT-based flow that
generates behaviors guided by the constraints. The methodology further utilizes the proposed
concepts of critical behavior collections and critical component collections to guide contract
simulation. The resulting behaviors can reveal potentially incorrect operators, providing a
systematic approach for detecting specification mistakes and enabling efficient correction.
Experimental results demonstrate that the methodology efficiently simulates contracts and
generates behaviors for designers within a reasonable runtime.

6.1 Introduction

Contract-based design [17} 20, 109, |151] has been proposed as a promising design method-
ology to address the cyber-physical system design challenges incurred by their increasing
scale and heterogenuity. The methodology utilizes contracts, formal specifications with well-
defined operations and relations, to allow rigorous reasoning and hierarchical abstraction
of various design concerns and subsystems. By structuring the design process in this way,
contract-based design reduces the design complexity and ensures a correct-by-construction
design approach. A contract is defined as C = (€,Z), where £ specifies the environments in
which the design is expected to function correctly, and Z defines the acceptable implementa-
tions, typically represented by the set of desired behaviors under the required environments.
Operations and relations on contracts, including composition, conjunction, merging |17, |20,
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132|, as well as refinement and the strong replaceability introduced in Chapters , enable
verification to ensure specification satisfaction throughout the hierarchical design process.
The hierarchical design process involves progressively refining specifications by adding de-
sign details, decomposing them into subsystem specifications, and separating design concerns
across multiple viewpoints. This process breaks down system design problems into manage-
able subsystem design problems, facilitating efficient system development by integrating the
design results of individual subsystems. The correctness of the overall system is guaranteed
through the satisfaction of specifications at each stage of the hierarchical design process.

Numerous automation tools and algorithms have been developed to support contract-
based design, including verification techniques for contract refinement and decomposition |35,
76}, [96], synthesis of contract-specified systems using component libraries |73, 74, |130} [152,
153|, and reasoning tools for verifying the separation of design concerns [79]. These ad-
vancements in automation tools ensure that the resulting system implementation meets the
provided design specifications. Thus, the design goals can be achieved as long as the given
design specifications, such as the top-level specification and the specifications modeling ac-
tual components, accurately capture the design intent and component properties. Since these
specifications serve as the entry point of contract-based design, ensuring their correctness is
crucial to guaranteeing that the design goals are met.

However, since these contracts are manually written, mistakes may inevitably occur,
leading to mismatches between the design intent and the specifications. These mistakes
can arise due to unfamiliarity with contract semantics or typographical mistakes during
manual writing or typing. For example, consider the specification of a resistor based on
its static behavior: “A resistor should obey Ohm’s law with a resistance of R = 2 as long
as the power it generates does not exceed 20.” If a designer is unfamiliar with assume-
guarantee contracts or constraint-behavior contracts, they may misinterpret how to encode
this specification correctly, resulting in one of the intuitive but incorrect encodings discussed
in the introduction of Chapter [4l Additionally, typos are inevitable as no designer is immune
to making occasional errors. These mistakes are difficult to detect during the design process,
as each stage relies on the specifications rather than directly referencing the original design
intent. If a specification fails to accurately capture the design intent, the entire process
will faithfully follow the incorrect specification, resulting in an implementation that does
not meet the actual design goals. To detect these mistakes, the design intent must be
actively incorporated into the design process. The designer, who possesses the design intent,
should review the specifications early to ensure that the semantics of the contracts correctly
reflect the intended behavior. The earlier this review occurs, the less time is wasted on
repeating the design process after revising the mistakes. Thus, a methodology that enables
designers to examine written contracts and assists in identifying these mistakes is crucial to
accommodating design errors within the design process.

Since the semantics of assume-guarantee contracts and constraint-behavior contracts are
based on sets of acceptable and prohibited behaviors for the environment and the implemen-
tation, providing a set of sample behaviors that satisfy or violate a contract can help designers
identify mistakes in their specifications. Generating such behaviors from contracts falls into
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the category of simulation. Simulation [57] is a powerful technique for validating whether a
given specification correctly captures the design intent. By observing generated behaviors,
designers can verify expected output values or relationships between variables. For exam-
ple, in ASIC design, RTL description serves as a specification for gate-level implementation.
RTL simulation generates behaviors allowed by the RTL description, enabling designers to
verify whether the RTL description correctly implements the intended algorithms and func-
tionality. Therefore, we suggest that contracts simulation, which produces behaviors from
the semantics of contracts, could offer a promising methodology for detecting specification
mistakes by assisting designers in identifying issues through reviewing generated behaviors.

Therefore, this work presents a contract simulation methodology to help ensure that
manually written contracts align with their intended design. The methodology focuses on
leveraging simulation to derive behaviors from assume-guarantee and constraint-behavior
contracts. The contributions of this work are summarized as follows:

e We introduce a contract simulation methodology within the contract-based design
framework to assist designers in verifying whether manually written contracts align
with their design intent. To the best of our knowledge, this is the first work to propose
a methodology that addresses misalignment between contracts and design intent, as
well as the first to introduce the notion of contract simulation.

e We also define the concept of critical behavior collections, which, when found to mis-
match the design intent, can reveal potentially incorrect operators, thereby helping the
designer quickly identify and fix the errors. These behaviors are also more likely to
find misalignments, providing a systematic approach for detecting specification mis-
takes and enabling efficient correction through the identification and adjustment of the
corresponding operators.

e We propose automated component generation, an algorithm that facilitates the gener-
ation of critical behavior collections by producing collections of contract environments
and implementations. The behaviors generated from these collections are guaranteed
to form critical behavior collections and thus can guide the simulation to produce
critical behavior collections.

e We propose constraint-based simulation, an SMT-based flow that generates behaviors
as simulation results guided by the contract, designer input, and the outcomes of the
automated component generation process. The generated behaviors assist designers in
verifying the alignment of the design intent with the contracts.

e Experimental results on the correctness and scalability of the proposed algorithms
demonstrate that the methodology can accurately simulate contracts and provide be-
haviors for designers within a reasonable runtime.

The remainder of this chapter is organized as follows: Section [6.2] formulates the contract
simulation problem and provides an overview of the methodology. Section [6.3|introduces the
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Figure 6.1: Illustration of the role of environment constraints.

automated component generation algorithm. Section [6.4] details the flow of constraint-based
simulation. Section [6.5] analyzes and presents the experimental results. Finally, Section
concludes the chapter.

6.2 Contract Simulation

This section formulates the contract simulation problem and provides an overview of the
proposed methodology.

6.2.1 Problem Formulation

The contract simulation problem is formulated as follows:

Problem 6.1. Given a contract and environment constraints, find the possible resulting
behaviors such that they satisfy the environment constraints and meet the contract semantics.

Here we detail the elements of the simulation problem:

e Contract: A contract is represented as C = (£, Z) for generality. For assume-guarantee

contracts, we express £ = 24 and Z = 2694, For constraint-behavior contract, we use
E =298 and T = 25.

e Environment Constraints: Environment constraints E,. € B are constraints set by
the designer to guide the simulation. The constraints serve various purposes, including
defining environmental inputs, connections, and relations to assist in evaluation. First,
constraints can be used to enforce specific environmental inputs, such as setting the
voltage for a battery or the truth value for a logic gate. Moreover, constraints can
also describe connections for ports, which is useful when a designer wants to test the
result under specific connection conditions. Finally, constraints can be used to define
evaluation metrics based on the generated behaviors. Enabling evaluation reduces the
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designer’s burden by automatically extracting the resulting behaviors and performing
the additional steps required to compute the metrics.

Figure illustrates the environment constraints. The contract represents a system
with four ports: w, z,y, z. The constraint 2 < x < 3 represents the environment input,
restricting the resulting behaviors to values of  between 2 and 3. The constraint w = z
represents a connection between ports w and z , as it forces the two ports to have the
same value, simulating the behavior of connected ports. Finally, the constraint f = y/x
defines a relation for evaluation, with f being included in the behavior of the simulation
result as the ratio of y to x. The environment constraints Ej, are formed by combining
these constraints through set intersections, which are equivalent to conjunctions for
sets expressed in first-order logic.

¢ Resulting Behaviors: The resulting behaviors, denoted by R, form a collection of be-
haviors that satisfies the environment constraints and can be produced by some imple-
mentation of the contract, depending on the contract semantics. For example, given the
contract and environment constraints in Figure , the behaviors (6,3,12,6,4)y.2.4.2.f
and (4,2,8,4,4), 44, are valid elements of R because they satisfy the environment
constraints and belong to G'U A, the behavior set defining the implementation. In
contrast, the behavior (8,4,16,8,4), 4. 7 is not a valid element of R because it does
not satisfy the environment constraints, and behavior (8,4,8,6,2),,4.,.. s is also invalid
because it cannot be produced by any implementation of the contract under the given
environment.

In this work, we differentiate between a collection and a set based on how elements are
represented, even though both mathematically belong to a set of elements. A collection con-
sists of explicitly enumerated elements, such as the behavior collection {((6,3,12,6,4)w .42
(4,2,8,4,4) 24,7} In contrast, a set implicitly defines its elements through formal expres-
sions, such as first-order logic. For example, the expression (z = 5 Ay = 4x) defines a
behavior set. This distinction between collections and sets is useful in differentiating result-
ing behaviors from the implicitly defined sets. Simulation converts implicitly defined sets
into explicitly represented collections, enabling designers to verify whether contracts align
with the design intent.

6.2.2 Ciritical Behavior Collections and Critical Component
Collections

The purpose of contract simulation is to present behaviors that allow designers to verify
whether a contract aligns with the design intent. To facilitate manual verification of the
contract, the behaviors should indicate whether they violate the environment, violate the
guarantee, or are permitted by the specification. However, since a contract may involve
numerous, or even infinite, behaviors, enumerating them all is impractical and often infeasi-
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ble. Instead, techniques that help identify mistakes using a small collection of behaviors are
crucial for addressing the challenge posed by the large behavior space in contracts.

Within a small collection of behaviors, some can effectively help designers identify certain
errors in the contract, while others may not. For example, consider the behavior set x > 3 in
the environment of a contract and two behavior collections from the set: {(4)., (3)s, (2)2},
and {(100),, (99)., (98).}. In the first collection, (4), and (3), satisfy the environment, while
(2), does not. In contrast, all behaviors in the second collection satisfy the environment.
If the actual design intent is * > 3 or x > 0.3, the discrepancy in satisfaction within the
first collection can help reveal the error. In contrast, the second collection cannot help
identify the mistake, as all its behaviors still align with the designer’s intent. Thus, the first
collection is more informative than the second. The key difference is that the first collection
contains both satisfying and violating behaviors, creating boundary crossings between the
two. These boundary crossings provide opportunities to discover mistakes, particularly those
related to misused operators or values in the expression. Therefore, leveraging the behavior
set expression allows us to define behavior collections that are more informative for detecting
mistakes.

Formally, let B be the behavior set defined by the expression. The designer’s intent
is represented by another behavior set D, which is not expressed through formalism. The
only available operation on D is membership querying, which corresponds to presenting a
behavior to the designer and asking whether it aligns with their intent.

Based on our intuition of an informative behavior collection, we define critical behavior
collections as follows:

Definition 6.1. A critical behavior collection R of a behavior set B is a collection that
satisfies the following conditions:

1. Letin(R) and ex(R) be a partition of R such that in(R) = RN B and ex(R) = RN B.
Both in(R) and ex(R) are non-empty sets.

2. For any pair of elements (e1,es) € R? such that ey, € B and ey € B, if ey,e3 € D
or ey, es & D, then there exists an operator in the expression that suggests a potential
error at that location, assuming no other mistakes exist in the remaining part of the
ETPTESSION.

The first condition ensures that R contains both elements in B and elements not in B,
creating a boundary-crossing for the behavior set B. The second condition guarantees that
once a discrepancy between D and B is discovered, it corresponds to a specific operator in
the expression, thus helping the designer identify and correct the issue.

For example, suppose a designer’s design intent is x < 1 but accidentally writes it as
r < 1. In this case, we define the behavior set as B =2 < 1 and D = x < 1. The behavior
collection {(2),, (3),} is not a critical behavior collection since both behaviors do not belong
to B. In contrast, the behavior collection {(1), (2).} is a critical behavior example because
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it contains (1), € B and (2), € B, which can help identify the operator < as the potential
source of the mistake.

For a given expression, multiple critical behavior collections may exist. For example,
for B = x < 1, the behavior collections {(1),(2).}, {(0)z, (2)2}, and {(0), (1), (2).}
are all critical behavior collections. Furthermore, in {(1),, (2).}, replacing (2), with any
other value satisfying x > 1 still forms a critical behavior collection. As a result, the
behavior set x > 1 can serve as a generator for producing elements in a critical behavior
example. If such a generator can be derived from the expression and a simulation procedure
exists to produce behaviors accordingly, then critical behavior collections can be generated
efficiently. Therefore, we define critical component collections as collections of behavior sets
such that selecting one behavior from each set produces a critical behavior collection. The
term component is inspired by contract literature, where it denotes a behavior set.

Definition 6.2. A critical component collection M criticar = { My, Ma, ..., M,} of a behavior
set B is a collection of components (i.e., behavior sets), such that any selection of one
behavior from each component forms a critical behavior collection of B. Formally,

R=A{ei,ea,...,e,}, wheree; € M; Yie{l,...,n}, (6.1)

must be a critical behavior collection. The subset in(Mriticar) consists of components that
produce in(R), while ex(M ariticar) consists of components that produce ex(R).

For example, M yiticat = {(z > 1), (z = 1), (x < 1)} is a critical component collection for
x > 1, with in(Meigicar) = {(z > 1), (x = 1)} and ex(Meritica) = {(x < 1)}.

6.2.3 Methodology Overview

Combining the purpose of simulation with the notions of critical behavior collections and
critical component collections, we propose a simulation methodology that: 1. Produces
behaviors that satisfy the given constraints. 2. Automatically generates critical behavior
collections to assist designers in verifying whether a written contract aligns with the design
intent.

As shown in Figure [6.2], our proposed contract simulation methodology takes a contract
and environment constraints as input. FEnvironment Generation and Implementation Gen-
eration produce critical component collections from contract expressions to facilitate the
verification of both contract environments and implementations. The components generated
from environment generation consist of collections of environments, whose behaviors help
the designer verify whether the environment is correctly defined. Similarly, the components
generated from implementation generation consist of collections of implementations, whose
behaviors assist in verifying whether the implementation aligns with the expected design
intent.

To produce the collection of behaviors as resulting behaviors, we develop Constraint-
based Simulation. The simulation produces behaviors that satisfy constraints from inputs, a
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Figure 6.2: Overview of the proposed contract simulation methodology.

generated environment, and a generated implementation. It enables the automatic genera-
tion of critical behavior collections from the critical component collections. The constraints
combine the generated environment with the environment constraints to form the Simulation
Constraints. These constraints guide the simulator in producing critical behavior collections
for both environments and implementations, allowing the designer to review them.

6.3 Automated Component Generation

As introduced, critical component collections can guide the simulation to produce critical
behavior collections. Generating critical component collections from expressions in contracts
is therefore a crucial step to ensure coverage of potential mistakes, such as misused operators
and incorrect values, in contracts. To achieve this, this section presents an Automated
Component Generation algorithm, which derives critical component collections from contract
expressions.

6.3.1 Algorithm

In the examples of critical behavior collections and critical component collections, the opera-
tor and its operands (i.e., the values in the example) define the boundary of the behavior set.
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This boundary is determined by the function represented by the operator and its operands.
The operand values that evaluate the function to true fall on one side of the boundary. As
a result, critical component collections can be formed by categorizing operand values based
on their effect on the function’s output. For instance, consider the behavior set expres-
sion B = (z < 1). Any value of x satisfying z < 1 results in a true evaluation, ensuring
that behaviors with such values of x belong to B. Conversely, values of x satisfying x > 1
yield a false evaluation, indicating that behaviors with such values of x do not belong to
B. By comparing the operands x to 1, we can construct a critical component collection
M iticat = {(x < 1),(z = 1),(x > 1)}. Each component in this collection corresponds to
a distinct condition that determines whether the function evaluates to true or false, help-
ing identify potential errors in the contract’s definition. Therefore, the values of operands
and their relationships can be leveraged to systematically guide the construction of critical
component collections.

When an expression contains multiple operators, the effect of a specific operand on the
function output may be offset by values from other parts of the expression, making it diffi-
cult to ensure that the constructed components form a valid critical component collection.
Therefore, isolating the effects of other parts of the expression is crucial to ensure that the
influence of operand values and their relationships propagates to the evaluation result of the
entire expression. Given a target operator for constructing a critical component collection,
the values of other parts of the expression must be controlled so that the resulting value of
the operator connecting them depends on the output of the target operator.

For example, consider the behavior set expression B = (z < 10) A b, where z is a
real-valued variable, and b is a boolean variable. The expression contains two operators:
A and <. For the operator <, the operands of the targeted operator (z < 10) can be
utilized to form a critical component collection {(z < 10), (x = 10), (z > 10)}. However,
when b is false, the evaluation of the entire expression results in: {(z < 10) A false, (z =
10)A false, (x > 10)A false}. Since all components evaluate to false regardless of the value of
x, the collection {(z < 10)Ab, (x = 10)Ab, (z > 10) Ab} is not a critical component collection.
To ensure that the effect from the evaluation of (x < 10) propagates to the evaluation result
of the entire expression, we need to control b so that it does not override the output of
the target operator <. Specifically, setting b = true ensures that the evaluation of x < 10
influences the overall expression. Consequently, the resulting critical component collection
is Meriticar = {((z < 10) A (b = true)), ((x = 10) A (b = true)), ((z > 10) A (b = true))}. The
purpose here is to guarantee that the resulting components form a valid critical component
collection. This means that the components must not all belong to B or all outside of
B, preserving the boundary-crossing property for detecting discrepancies. If such isolation
cannot be achieved, the targeted operator becomes redundant since its evaluation never
influences the overall expression.

In this way, a critical component collection can be constructed for each operator. Once
the critical behavior collection from each behavior set is generated, the designer can verify
each operator by examining whether the relationship between the generated behaviors and
B aligns with the intended design.
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Table 6.1: Examples of rules for constructing critical component collections and applying
isolation to ensure the effect of a single operand can influence the evaluation outcome.

Algorithm 5 Automated Component Generation

Inputs: A behavior set represented by the expression ¢
Output: Critical component collections C where each operator corresponds to one collection.
1. C+«{}
2: p < getMainOperator(¢)
3: automaticComponentGenerationTraversal(¢,C,p)
4: return C

Algorithm 6 automaticComponentGenerationTraversal

Inputs: A behavior set represented by the expression ¢, current collection C', target operator p
1: for all operands ¢y, of p do

Psub < getMainOperator (¢gyp)

3 ¢ < isolateUnrelatedPart(dsus, ¢)

4 automaticComponentGenerat ichraversal(c;S7 C, psub)

5: ¢« isolationRecovery(dsub, P)

6:

T

C|p] < ApplyRule(p, #)
return

Based on this concept, we develop an algorithm to generate a critical component collection
for each operator. Assuming that an expression is represented as a syntax tree, illustrated
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2<x)N(x<8)
Figure 6.3: Example of the syntax tree for the expression (2 < x) A (x < 8).

in Figure [6.3], where operators, constant values, and variables form the nodes, and edges
represent operand connections, the algorithm constructs critical component collections by
traversing the syntax tree. As outlined in Algorithms [5] and [6] the algorithm employs a
depth-first search (DFS) traversal of the syntax tree to generate critical component collec-
tion for each operator. This approach ensures that the isolation of a target operator can be
effectively reused for all operators within its subexpression, leading to improved computa-
tional efficiency in the generation process. Algorithm [5] initializes the resulting collections
and then invokes the traversal process defined in Algorithm [6] on the operator at the root
of the syntax tree to generate critical components for each operator in the expression. In
Algorithm [0, Line 3 modifies the expression to ensure the isolation of the effect from other
parts of the expression. After exploring all operators in a subtree, Line 5 restores the expres-
sion to allow traversal of the next subtree. Lines 1-5 perform a DFS traversal of the syntax
tree. Once critical component collections for all operators in the subtrees are created, Line 6
applies rules to construct a critical component collection for the target operator, leveraging
operand values and their relationships. Table [6.1] shows examples of rules for constructing
critical component collections and isolating effects, considering operators such as A, V, =,
-, =, #, >, >, <, and <.

6.3.2 Examples

Consider the contract C = (2 < x < 8,z = 2x Ay = 2w). For clarity, we label each operator
with an index to distinguish them, resulting in: (2 <; z A2z <3 8) and (z =4 2x A5y =¢ 2w).
The assumption, 2 <; x Ay z <3 8§, is passed to the automated component generation
algorithm for environment generation.

The root operator in the assumption is Ay, with ¢4 = (2 <y x) and ¢p = (x <3 8) as
its operands. First, the operand ¢4 is considered, and the isolation rule for A is applied,
leading to ¢4 A ¢pp = 2 < x Az <3 8. This ensures that the truth value of 2 <; x can affect
the evaluation of the entire expression. Then, the operand <; of ¢, is considered. Since
there are no further expressions or operators as subtrees in its syntax tree, no additional
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traversal or isolation is needed. Consequently, the rule for constructing critical component
collections is applied to ¢4 and combined with the isolation part, leading to the following
critical component collection:

Cl<i]={2<znzx<8),2=2AN2<8),2>xANx <8}

After completing the 2 <; x part, the isolation is recovered.
Next, the operand ¢p is considered. Similar to ¢4, this leads to the following critical
component collection:

Cl<s]={2<zAnx<8),2<zAz=8),2<zxAz>8)}

Finally, the algorithm completes the traversal of the root operator Ay by constructing its
critical component collection:

Clhg) = {2 <2 Az <8),2< 1Az <8)),(=(2<2)A(x <8)),(~(2 <) A(z < 8))}.

We can observe that C[<;] contains the components (2 < z < 8), (z = 2), and (z < 2)
for determining if the expression of <; is correct. Similarly, C[<3]| contains the components
(2 <z <38), (r=28), and (x > 8), while C[As] contain the components (2 < z Az < 8),
(x > 8), and (x < 2). These collections allow the designer to verify the correctness of
the contract’s expressions by checking if the behaviors align with the design intent. Each
component represents a boundary condition that reflects how the operands and operators
interact within the overall expression.

Similarly, for the implementations derived from the contract, the critical component
collections can be generated as follows:

Cl=4 ={(z=22 Ny =2w),(z #2x Ny =2w)},
Cl=¢] ={(z =22 Ny =2w),(z =2x ANy # 2w)},
Cns] ={(z =22 ANy =2w), (z =2z A —=(y = 2w)),

(m(z=22) Ny =2w), (~(z =2x) A =(y = 2w))}.

These collections of critical components are then used in the constraint-based simulation to
generate the corresponding critical behavior collections.

6.3.3 Analysis

Here we analyze the complexity of the algorithm. Consider an expression with n operators.
Since the algorithm follows a DFS approach, its complexity is O(|V| + |E|), where |V] is
the number of vertices in the graph, and |E| is the number of edges. As a syntax tree
is a tree, it contains |V| = n vertices, and |E| = n — 1 edges. Thus, the complexity is
O(|V|+4|E|) = O(n). This ensures that the algorithm can efficiently handle expressions with
a large number of operators.
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Figure 6.4: Illustration of using constraint-based simulation to generate critical behavior
collections from generated environments and implementations to verify design intent. Dif-
ferent colors indicate the satisfaction or violation of the contract environment or contract
implementations.

Note that if we apply isolation rules separately, rather than using our DF'S approach, the
number of steps for isolation depends on the height of each operator in the tree (the distance
from the root). In the worst-case scenario, where the tree is unbalanced, the number of
isolation steps becomes) " i = O(n?), which results in higher computational complexity
than our proposed method.

6.4 Constraint-based Simulation

Critical component collections generated from environments and implementations need to
be converted into critical behavior collections for designers to review behaviors and verify
design intent. Constraint-based simulation facilitates this by generating behaviors that ad-
here to contract semantics while following the guidance of the generated components. For
each generated environment £, the simulation produces a behavior from its behavior set.
The behaviors from a critical component collection form a critical behavior collection for the
contract environment. For a generated implementation I,, the simulation constructs simula-
tion constraints by combining a generated environment £, with the environment constraints
and then generates behaviors that satisfy both contract semantics and these constraints.
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Figure illustrates the role of constraint-based simulation in the process. The designer
compares the reported satisfaction and violation behaviors with the design intent to ensure
the contract is correctly written.

This section presents an SMT-based algorithm for generating behaviors from the given
environment and implementation. Note that constraint-based simulation operates indepen-
dently of automatic component generation. The environment and implementation can be any
contract component, such as an entire assumption or guarantee behavior set. This flexibility
allows the simulation to accommodate various use cases and different strategies for generat-
ing critical component collections, such as sweeping input values to observe corresponding
changes in output values.

6.4.1 Algorithms

To generate behaviors allowed or disallowed by contracts, contract semantics must be con-
sidered. Although the generated implementations include both implementations that satisfy
the contract and one that violates it, the resulting behaviors also depend on whether the
environment meets the specified contract environments. The constraints provided for sim-
ulation, referred to as the simulation constraints, consists of an environment and optional
environment constraints. The environment constraints allow designers to guide the simu-
lation by focusing on specific subsets of environments. If the simulation constraints satisfy
the contract environment, the resulting behaviors align with those of the implementations.
Conversely, if the simulation constraints violate the contract environment, the resulting be-
haviors are not required to adhere to the implementations, as the specification permits the
system to produce any behaviors when operating outside the specified environment.

Therefore, the behaviors permitted by the contract depend on whether the simulation
constraints satisfy the environment. We refer to the behaviors under a given set of simulation
constraints as promise behaviors, which represent behaviors determined after considering
both simulation constraints and contract semantics.

The simulation problem aims to generate behaviors from the promise behaviors as the
resulting behaviors. These promise behaviors are defined by expressions describing the en-
vironment constraint, environment, and implementation. Since a behavior corresponds to
a value assignment of variables in the expression, the problem can be transformed into an
SMT problem, which determines whether such an assignment exists. As long as the re-
quired background theory for the expression is supported by an SMT solver, the solver can
return values representing behaviors whenever the promise behavior set is nonempty. These
returned values constitute the resulting behaviors of the simulation.

Based on this concept, we propose Constraint-based Simulation, outlined in Algorithm [7]
Lines 1-5 check whether the simulation constraints satisfy the environment and determine
the promise behaviors By,omise- Lines 7-12 formulate the SMT problem by operating on the
set represented by the expressions from the simulation constraints and the implementation,
and leverage an SMT solver to generate a resulting behavior. The process loops to generate
distinct behaviors, up to the requested number n. Once a behavior is generated, Lines 8 and
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Algorithm 7 Constraint-based Simulation

Inputs: A contract C = (£,7), a generated implementation I, € Z, simulation constraints Es = E. N Ey,
number of distinct behaviors n.
Output: A collection of at most n distinct behaviors that meet the contract semantics following the envi-
ronment F, and implementationl,.
// check the environment
if E, ¢ £ then
Bpromise — Es
else
Bpromise — Ig N Es
R« ]
fori=1—n do
Bpromise — Bpromise - R
Tsat, b <— SMT_generate(Bpromise)
10: if not 74, then
11: return R,i—1
12: R < Append(R, b)
13: return R, n

©

12 exclude the behavior from the promise behavior set. In first-order logic, the exclusion
is achieved by introducing a constraint that removes the generated behavior from Bp,omise-
For example, if the promise behaviors are defined by 5z < y < 7z and a behavior (2, 10),,,
is produced, we introduce the constraint —=(x = 2 A y = 10), resulting in the following new
promise behavior set:

(br <y <Tr)A-(x=2Ay=10)
=Br<y<Tx)A(x#2Vy#10),

which excludes the previously generated behavior (2, 10),,. The algorithm terminates when
either the requested number n of behaviors is reached or the SMT solver returns unsat,
indicating that no additional distinct behaviors exist under the given constraints.

The algorithm may return an empty collection if the SMT problem is unsatisfiable in the
first iteration, indicating that the promise behavior set is empty. This can occur due to:

1. Conflicting constraints in the simulation setup, leading to E, = 0.

2. An empty implementation due to conflicting expressions during automatic component
generation.

3. No violating behaviors when the implementation represents a disallowed behavior under
the contract.

4. Non-receptive contracts [182], where the contract has no behaviors under certain envi-
ronments.

5. Over-constrained conditions, where the simulation environment controls the output.

These cases can be identified by examining E;, I,, and the contract specifications.
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6.4.2 Example

We illustrate the constraint-based simulation using the example in Figure [6.1] Consider the
contract C = (2 < x < 8,z = 2 Ay = 2w) and the environment constraint F, = (2 <z <
3ANw =z A f =y/x). Assume we aim to generate two behaviors from the environment
E, = (2 < z < 8) and the implementation I, = (2 = 2z Ay = 2w). The simulation
constraints are then computed as Fs, = (2 <z <8N 2 <z <3Aw=zAf=y/z)=(2<
r<3Nw=zAf=y/z).

Step 1: Determine the Promise Behaviors: Since the simulation constraints (2 <
rA3Aw=yA f=y/x)always satisfy the contract environment, the promise behavior set

consists of all behaviors allowed by the implementation under the simulation constraints:

Bpromise :Esﬁ[g
=(z=22Ay=20)ANR<z<3Aw=z2Af=y/z).

Step 2: Generate the First Behavior: The promise behavior By omise is formulated
as an SMT problem, where any satisfying assignment represents a valid resulting behavior.
Using an SMT solver, we can obtain a behavior as a satisfying assignment. Assume the solver
returns (4,2,8,4,4), 4., which is stored in the result collection R as the first behavior.

Step 3: Generate the Second Behavior: To ensure uniqueness, we add the following
constraint to the promise behaviors to exclude the first behavior:

(wW#AV T £2Vy#8Vz#4V f#£4).

The updated promise behavior set defines a new SMT problem. Solving it again, assume
the solver returns (6,3,12,6,4)y,4.,.f, which is added to R as the second behavior.

Finally, since we have reached the requested count of two behaviors, the algorithm ter-
minates. The resulting collection of behaviors is

R= {(47 27 87 47 4)w,m,y,z,f7 (67 37 127 67 4)w,m,y,z,f}-

6.4.3 Complexity Analysis

The complexity of the algorithm depends on the SMT solver, which varies based on the
background theories required by the expressions for sets. To illustrate the complexity in
terms of the number of SMT variables and clauses, we assume a first-order logic formalism
and assume-guarantee contracts.

Let the system contain m ports, including evaluation ports encoded in the environment
constraints. The sizes of the assumption, generated environment, generated implementation,
and simulation constraints are defined as s4, sge, Sq4i, and sy respectively, where size is
measured by the number of literals and operations used to encode the set. For environment
checking, the SMT instance size is O(sg + sS4 + s5c) and m variables. For generating the
ith behavior, the SMT instance size is O(sg. + Sgi +m X i) with m variables, where m x i
accounts for the additional constraints to exclude previously generated behaviors.
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6.5 Experiments

To assess the effectiveness and efficiency of the simulation methodology, we implemented the
simulation methodology in Python, utilizing Z3 [48] as the SMT solver. The evaluation was
conducted on an Intel 19-9980HK machine with 32GB of memory.

Since there is no prior work in contract simulation, we conducted three experiments to
demonstrate that the proposed methodology and algorithms can effectively assist designers
in verifying design intents. The first experiment verifies the correctness of the simulation
results by sweeping through different input values using the example shown in Figure[6.1] The
second experiment examines the scalability of the automatic component generation algorithm
to demonstrate that the algorithm is sufficiently efficient for generating environments and
implementations. The third experiment focuses on the scalability of the constraint-based
simulation algorithm, showcasing that the simulation algorithm is efficient in producing
behaviors as critical behavior collections for verification. In the following, we will elaborate
on the experiment settings and their results.

6.5.1 Input Sweeping

This experiment sweeps different input values for the contract shown in Figure[6.I]to examine
if the resulting behaviors align with the contract semantics and the environment constraints.
The contract is defined as C = (2 < x < 8 Az = 22 Ay = 2w), subject to the connection
w = z and objective f = y/x, similar to the example.

To sweep the inputs for different values of x, the constraint = 2y, is added for each
simulation, , where %y, is a number between [2, 8]. Therefore, the environment constraint
for each value of Tipput is E. = (2 = Tippue Nw = 2z A f = y/x). The value of ppy is
swept from 2 to 8, with a step size of 0.2, to observe the relationship between y and f for
different input values of x. In this case, the number of possible behaviors is exactly one, as
the constraints and the connections define unique output values y = 4z and f = 4 for every
input value. This ensures that for each chosen w;,,., the corresponding values of y and f
are predictable, making it easier to verify the correctness of the results.

Figure shows the simulation results. The resulting value of y equals 4%y, as demon-
strated by the line, which is the expected value according to the contract. For the value of
f, the resulting value is a constant 4, which also matches the expected value. These results
demonstrate that our constraint-based simulator can produce behaviors based on contracts
and environment constraints. This capability allows designers to examine the proposed con-
tract, observe how the specification defines the system in different environments, and verify
whether the results match the design intent.

6.5.2 Scalability of Automated Component Generation

Next, the experiment on the scalability of the automated component generation algorithm
aims to demonstrate the efficiency of the proposed algorithm in generating critical component
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Figure 6.5: Values of y and f according to different values of z.

J 2" 91 92 93 94 95 96 97 98 99 910

# Critical Component Collections 3 7 15 31 63 127 255 511 1023 2047
Time w/ copy(s) 0.0011 0.0054 0.0236 0.0891 | 0.4441 | 2.2256 | 9.7702 | 42.9984 | 198.79 | 1006.60
Time w/o copy(s) 1.777E-5 | 3.667E-05 | 7.992E-5 | 1.549E-4 | 0.0003 | 0.0006 | 0.0012 | 0.0023 | 0.0051 | 0.0090

Table 6.2: The execution time of the automatic component generation algorithm and the
number of components generated under different input sizes.

collections. We adopted first-order logic and polynomial arithmetic as the background theory.

To define the size of the input contracts, we define an expression as a variable, a constant,
or arithmetic operations (+, —, X, <) on variables and constants. A clause is created by
connecting expressions with a comparison operator: (<, <,>,>,=,#). The input formula
is a first-order formula constructed by connecting clauses using logical operators (A, V, —)
and parentheses. Thus, the formula can be represented as a syntax tree, where clauses are
the leaf nodes, and logical operators serve as non-leaf nodes, structuring the formula into a
hierarchical form.

Given a tree depth of n, the input size d is defined as 2", representing the total number of
clauses in the tree. In our experiments, without loss of generality, we consider input formulas
whose syntax trees are complete binary trees, ignoring the negation operator for simplicity.
The syntax trees are randomly generated using 100 variables, ensuring that they maintain a
complete binary tree structure.

The experiment compares the execution time of the automated component generation
algorithm against the number of clauses 27, for different values of n ranging from 1 to 9.

The results, as summarized in Table[6.2] show that the execution time grows exponentially
with increasing input size, approximately quadrupling when the input size doubles, despite
the algorithm’s linear complexity. This discrepancy arises because the number of generated
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Figure 6.6: The execution times of the constraint-based algorithm under different numbers
of clauses 2".

components scales with the number of clauses 2" and the copying each formula incurs an
additional 2" factor, leading to an overall growth of 2™ x 2" = 4™ as n increases, explaining
the observed quadruple increase.

This overhead can be mitigated by avoiding unnecessary formula copying. Automated
component generation can modify the formula in place and produce components as they are
found. The results in the last row of Table demonstrate that with this optimization,
execution time grows linearly with the number of clauses, confirming the algorithm’s linear
complexity and its efficiency in generating all critical component collections for a given
formula.

In practice, designers may neither need nor be able to verify the generated behaviors
when dealing with a large number of operators. From the perspective of contract-based
design methodology, human-written contracts should be structured into multiple scenarios
and viewpoints to improve manageability and better reflect the design intent. Furthermore,
verifying design intent using critical behavior collections can only be performed by the de-
signer who holds the design intent. Manually examining tens of thousands of behaviors
is both impractical and inefficient. For instance, if verifying a single behavior takes 10 sec-
onds, checking 10,000 behaviors would require approximately 28 hours—more than three full
workdays. Additionally, more complex formulas may require even longer verification times,
making exhaustive manual inspection infeasible. As a result, the ability to handle contract
sizes up to 2'° is sufficient to support the purpose of checking design intent.

6.5.3 Scalability with Behaviors

In this experiment, the scalability of the constraint-based simulation algorithm is evaluated
based on the size of the input contracts. The contract size is defined as the number of clauses
in the formulas representing the environment and implementation. For consistency, the same
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syntax tree representation and random generation procedure from the previous experiment
are adopted. The contract formalisms used are assume-guarantee contracts, where both
the environment and implementation are expressed as first-order logic formulas represented
by syntax trees. The assumptions include 10 variables, while the guarantees introduce an
additional 90 variables, resulting in a total of 100 variables per contract. The numbers of
clauses of environment and implementation are set to the same number of clauses 2".

The experiment measures execution time as a function of the number of clauses, 27,
with n ranging from 0 to 15. The simulation constraints are derived from a generated
environment to ensure that the constraints handling are included in the algorithm while
guaranteeing that the environment is valid for the contract. To focus on the scalability of
constraint-based simulation, the execution time measurement excludes the time required to
generate the environment.

The result, summarized in Figure [6.6] shows that the execution time increases linearly
with the number of clauses, as indicated by the linear trend in the execution time. The
results demonstrate that the algorithm can efficiently handle contracts with tens of thousands
of clauses (approximately 2'°), allowing designers to obtain results within a few minutes.
As discussed in previous experiments, designers should leverage contract-based design to
structure contracts with separate conditions and viewpoints. Since the simulation does not
need to handle extremely large contract sizes in practice, the observed execution time is
reasonable, confirming that the efficiency of the proposed algorithm is practical for verifying
design intent.

Note that other background theories and formulas for SM'T solving may result in different
complexity, This experiment shows that contracts formulated with first-order contracts can
be efficiently simulated.

6.6 Conclusion

This chapter presented a simulation methodology for contract-based design, which allows de-
signers to observe specified system behaviors and verify that their design intent aligns with
the written contracts. The methodology integrates automatic component generation with
constraint-based simulation. Automatic component generation separates the environment
and implementation sets in a contract, helping designers identify potential errors in contract
expressions and facilitate their correction by the proposed concept of critical behavior collec-
tions and critical component collections. Constraint-based simulation uses the environment
constraints and the generated components to produce collections of behaviors for review.
These constraints not only support the evaluation of specific input conditions but also help
analyze system behaviors under various connections and evaluation metrics. Experimental
results demonstrated that the proposed algorithm provides correct simulation results ac-
cording to contract semantics and constraints. Additionally, it effectively generates critical
behavior collections with reasonable runtime, making it a practical tool for contract-based
system development and management.
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As the first work in contract simulation, this chapter opens up new research opportunities
and methodologies for applying contract-based design. Future work includes (1) enhancing
automatic generation to provide greater flexibility in controlling the environment and im-
plementation generation, (2) applying the methodology to different set expressions, such as
linear temporal logic, and (3) the development of tools that leverage this methodology for
various CPS applications.
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Chapter 7

Synthesis: Component Selection using
Behaviors

Contract-based component selection is one of the crucial problems in automated contract
synthesis, which reduces design time and cost by encouraging the reuse of subsystem designs
from an existing library. However, existing techniques assume the objective function is
expressed solely with component parameters, such as size, cost, and power consumed, The
assumptions imposes the burden of characterizing components with parameters and deriving
the appropriate objective as a function of these parameters, overlooking behavior abstractions
that could make the selection process more effective. This chapter proposes a contract-based
component selection algorithm that consists of two parts: a contract-based system reasoning
part that guides the selection and a black-box optimizer that selects the final choice. The
contract-based system-reasoning part can evaluate, verify, and suggest the selection based on
system behavior using contract operations to guide the black-box optimizer. Experimental
results based on the design problem for an unmanned aerial vehicle propulsion system, show
that the proposed methods can successfully find and optimize component selection for all
test cases within the time limit and outperform the existing methods.

7.1 Introduction

As the scale of cyber-physical systems grows, design complexity and heterogeneity result
in prolonged design cycles and high costs to fulfill the design requirements and optimize
performance. Various methodologies have been proposed to address heterogeneity and com-
plexity [158]. Among them, contract-based design [119,|151] is a promising design methodol-
ogy that integrates formal specifications in the general framework of platform-based design,
enabling early virtual integration tests and decomposition of the problem for large system
design [43, 121}, 164].

Component selection is a critical step in the platform-based design methodology to en-
sure that the system meets the requirements and to optimize the system’s performance and
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costs. This step involves mapping subsystems to available options in a library to meet
design specifications and optimize the objective function that estimates the performance.
Figure (a) illustrates an unmanned air vehicle (UAV) component selection problem that
involves choosing motors, batteries, and propellers to meet design requirements and opti-
mize objectives based on system behaviors. System behavior refers to the system’s outputs
in response to environmental inputs, which can be from a static perspective or dynamically
with temporal information. For instance, a UAV behavior consists of values such as volt-
age, current, power, thrust, and position. Component selection methods without contracts
demand extensive efforts to model target systems rigorously, requiring the formulation of
a mathematical programming problem for each particular design problem |55, |88, [89]. In
contrast, the contract-based component selection process relieves designers from adjusting
the mathematical programming problem when the design problem is modified.

Various algorithms to meet design specifications and/or optimize performance using
contract-based component selection have been proposed. Peter et al. introduced a satis-
fiability modulo theories (SMT)-based component-based synthesis that encodes the selec-
tion of components into SMT formulas to satisfy the system properties [133]. Mishra and
Jagannathan proposed a bi-directional specification-guided synthesis procedure with conflict-
driven learning for components library specified in Hoare-style pre- and post-conditions [113].
These two approaches focus on generating a valid selection that meets the design specifica-
tion without optimization considerations in the selection. However, in CPS design problems,
the selection may profoundly impact the design performance and cost, necessitating an op-
timization across all valid selections.

To include optimization over the selection, lannopollo et al. proposed a counter-example-
guided inductive synthesis (CEGIS)-based constrained synthesis flow to compose and select
contracts simultaneously from a library of components specified in linear temporal logic
(LTL) contracts [73|. In a subsequent paper, they improved the flow by decomposing the
contracts |75] to reduce complexity. Oh et al. presented a parameter-based synthesis that
explores the parameters of contracts using bi-level optimization to minimize the cost function
while ensuring robustness [129]. However, these approaches rely on oversimplified assump-
tions, i.e., that system behavior and cost can be abstracted as component parameter values,
and that the objective function can be expressed as a summation of terms, each expressed by
the parameters of a component. These assumptions lead to limitations and disadvantages.
First, parameters represent an abstraction of component behaviors and the abstraction may
not apply to all available components for selection, For example, a bipolar junction transistor
(BJT) has a different set of parameters and characteristics from a metal-oxide-semiconductor
field-effect transistor (MOSFET) |155]. Using parameters requires designers to make addi-
tional abstractions and derive an objective function from component parameters, which
could be challenging or even infeasible. On the contrary, treating parameters as ports in a
system with static behaviors allows us to formulate the selection objective using behaviors.
Additionally, the assumption of summation of terms ranks the components based solely on
their parameters, neglecting the compatibility between components in terms of behaviors.
Each component might perform well with a different set of components. Consequently, this
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Figure 7.1: (a) An example UAV component selection problem using behavior as its design
objectives and requirements. (b) An example scenario that is challenging for parameter-
based optimization.

assumption could result in a suboptimal selection. In Figure (b), the best selection and
the second best selection are disjoint, suggesting that the assumption does not apply to this
case. While Oh et al. [129] did not explicitly state the assumption for the objective function,
the case study and the absence of details for objective function evaluation suggest the same
assumption.

To remedy these drawbacks, we propose a contract-based component selection algorithm
defined by behaviors instead of component parameters. Our contributions are summarized
as follows:

e The proposed algorithm can handle constraints and objectives expressed by the avail-
able behaviors of the selection. To the best of our knowledge, this is the first work
that considers an objective function using behaviors.

e We propose a contract-based system reasoning algorithm to guide the selection based
on objective evaluation, refinement verification, and generation of initial selections.

e We present a black-box optimization flow that combines Bayesian optimization with
local optimization to collaborate with contract-based system reasoning for optimizing
the selection.

e Experimental results based on a UAV propulsion system design problem show that the
proposed methodology outperforms the existing methods while satisfying all design
goals.
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The remainder of this chapter is organized as follows: Section introduces black-box
optimization. Section defines the problem and gives an overview of our contract-based
component selection algorithm. Section[7.4]details the contract-based system reasoning. Sec-
tion presents the black-box optimizer. Section reports and analyzes the experimental
results. Finally, Section [7.7] concludes the chapter.

7.2 Black-box Optimization

This section introduces black-box optimization.

Black-box optimization, also known as derivative-free optimization, is an optimization
problem characterized by evaluations of function values and constraints without access to
gradients or the use of gradient approximation [41]. In this paradigm, the algorithm for
black-box optimization is constrained to depend on evaluations from previously explored
points.

Techniques for black-box optimization can be categorized into two types: model-based
methods and direct search methods. Model-based methods create a surrogate model to ap-
proximate the objective function and then perform optimization while refining the surrogate
function. Bayesian optimization is a typical example where the function form is not assumed,
and the surrogate model is constructed by the observed points. Direct search methods com-
pare the evaluations of the previously explored points to determine the next exploration
point. Examples of the methods include the Nelder-Mead algorithm, simulated annealing,
and coordinate descent.

7.3 Contract-based Component Selection

In this section, we first give the problem formulation of the contract-based component selec-
tion problem and then introduce our proposed algorithm that combines a black-box optimizer
with contract-based system reasoning.

7.3.1 Problem Formulation
The contract-based component selection problem is defined as follows:

Problem 7.1. Given a system netlist describing the connections between the subsystems,
a design specification, a selection objective, candidate components for each subsystem, and
specifications of the candidate components, select a component for each subsystem such that
the composed system satisfies the design specification and optimizes the selection objective.

Here we detail the elements and their notations in the selection problem:

e System Netlist: A system netlist is a tuple N' = (S, Ps, T, 0,
Y, p, Paw, E'), where S is the set of all subsystems, P, denotes the set of ports in the
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S ={S41,S42,Saz}, P ={p1,p2}

S,y P T = {a, b}, L={xy,2z}
Datx 0(Sq1) = 0(Sa2) = a,0(Sp) =b
D1 P2 |—{Pox S Psup = {Pa1,x Pa1,y:»Pa2,x Paz,yupb,x}
Pazy p(Pary) = P(Pazy) =¥

Saz Pazx P(Parx) = P(Pazx) = P(Ppx) = x

E(py) = {pal,x: paz,y}
E(py) = {pal,y» Pa2,x pb,x}

Figure 7.2: An example system netlist and the notations.

system, T is the collection of subsystem types in the system, o : S — T maps each
subsystem to a subsystem type. X is the collection of variables in contracts to describe
the behaviors, Py, is the collection of ports in the subsystem. p : Py, — > maps a
subsystem port to a variable in contracts. E : P, + 2P describes the connection
between subsystem ports and the corresponding system port.

e Design Specification: A design specification is an assume-guarantee contract Cq’ =

(As, Gs).

o Candidate Components: The candidate components for a subsystem type t € T' is a li-
brary of contracts, defined as follows: £; = {C;; = (A, Gr;) = (Cij, Bij) | 7 =0, ...,ny — 1},
where n; is the number of candidate components for the subsystem type. The assump-
tion, guarantee, constraint, and intrinsic behavior of each candidate component are
expressed using the variables in . The set of all candidate components is the compo-
nent library £ = J,cp L.

e Selection Objective A selection objective is a pair (f, Ay), where f : Bp, — R is the
objective function, and Ay defines the environment to evaluate the objective function.

e Selection of Components A selection a1 S — L maps each subsystem to a candidate
component.

Figure shows an example of a system netlist consisting of three subsystems and two
connections.
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Figure 7.3: An overview of the proposed contract-based component selection flow.

7.3.2 Algorithm Overview

The contract-based component selection problem can be cast into the following optimization
problem:

min f(h) (7.1a)
s.t. h € Ar N Ceomp N Beomp (7.1b)
(Ccompa Bcomp) - (HSES OZ(S)) (710)

(Ccomp7 Bcomp) j CS; (71d)

)

where (|[ses @(s)) is the composition of all contracts based on the selection o, (Ceomp, Beomp
is the composed contracts, and h is a behavior.

To solve the optimization problem, we propose a contract-based component selection
flow comnsisting of two parts: Contract-based System Reasoning and Black-box Optimizer.
Figure shows the overview of the flow.

The contract-based system reasoning performs contract operations on the design specifi-
cation and the candidate components to guide the black-box optimizer with three tasks: (1)
Objective Fvaluation finds the behavior and evaluates the objective of a candidate selection.
(2) Refinement Verification verifies whether a candidate selection meets the design specifica-
tion using contract refinement. (3) Selection Generation generates selections of components
for the black-box optimizer to explore the selection space.
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The black-box optimizer optimizes the selection by interacting with the contract-based
system reasoning in three stages: (1) Candidate Generation first requests the selection gen-
eration task to generate initial selections. (2) Global Exploration then utilizes Bayesian
optimization to explore the selection space and collect top-performing designs. (3) Local Op-
timization refines the top-performing designs and returns the selection result by optimizing
the selection for one subsystem iteratively.

7.4 Contract-based System Reasoning

Contract-based design eases the designer’s burdens by leveraging contract operations on
the specifications of individual components. Managing contracts and performing contract
operations for Equation are crucial in contract-based component selection. This section
describes contract-based system reasoning that supports contract operations and system
reasoning to assist the black-box optimizer.

As shown in Figure , contract-based system reasoning consists of three steps: (1)
Contract System Creation generates constraints based on the relation between ports and
subsystem types in the system netlist. (2) SMT Clause Encoding converts the generated
constraints and contracts of the selected components into SMT formulas. (3) Task Ezecution
performs the tasks to evaluate the objective, verify refinement, and generate selections in
response to the requests from the black-box optimizer.

Without loss of generality, in this chapter, we assume the candidate components of the li-
brary are specified in constraint-behavior contracts and the design specification is an assume-
guarantee contract.

7.4.1 Contract System Creation

The input to the selection problem defines the constraints for subsystem composition and
selection space. The system netlist describes composition rules based on the connections, and
the candidate components define the selection space. This step generates system constraints
Sc and selection constraints S,;. The system constraints represent composition rules to
ensure that connected system ports and subsystem ports have the same behaviors. The
selection constraints encode the selection space by introducing auxiliary variables to denote
a selection of a candidate component for each subsystem. These constraints are reused in
task execution as the system netlist remains constant.

Algorithm [§| summarizes the contract system creation. Lines 4-13 generate the selection
constraints by enumerating available candidate components for each subsystem. Line 8 cre-
ates a Boolean auxiliary variable u,,; whose value indicates whether a candidate component
Cy,i is selected for a subsystem s. Lines 10 and 11 ensure the activation of the selected com-
ponents in the system. Line 12 stores the auxiliary variables for subsequent steps. Line 13
ensures the validity of the selection by restricting that each subsystem selects exactly one
candidate component. For example, we create the following constraints if the subsystem has
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Figure 7.4: An overview of contract-based system reasoning.

three candidate components Us = {ug 1, Uz 2, Ut 3}
U1 + U + Uz = 1.

Lines 14-16 generate the system constraint by enforcing the equivalence of the connected
port behaviors.

7.4.2 SMT Clause Encoding

This step encodes the contracts and the generated constraints as SMT formulas to leverage
SMT solvers for system reasoning. We ensure no duplicate variables for the same candidate
components in different subsystems in this step. First, we create a rename function that
maps the symbols X to the subsystem ports Py, based on the mapping p. We then copy the
contracts of the candidate components, create a new variable for each subsystem port, and
then replace the variables Y. in the candidate components with the new variables. Finally, the
constraints and contracts are encoded into SMT formulas based on the background theory
for describing the behavior.
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Algorithm 8 Contract System Creation

Inputs: System netlist N = (S, Py, T, 0,%, p, Psup, E), design specification C§?, and candidate components
L.
Output: System constraints S¢, selection constraints Ss.;, and selection variable maps U.
: SC «— 0
Ssel — (Z)
U < map()
for all subsystem s € S do
t=o(s)
Us =10
for i=0,i<n;—1,i=i+1do
u¢,; = new_variable()
Us + Ug U {ut,i}
Ssel — Ssel U imply(ut,i7 Ct,i)
Ssel <~ Ssel ) imply(ut,ia Bt,i)
12:  Uls] = Us
13: Ssel < Ssei U exact_select_one(Us)
14: for all system port p € Py do
15:  for all subsystem port p; € E(p) do
16: Sc + Sc¢ Uequal_value(ps,p)
17: return Sg, Sge

—_ =
e N

In the following sections, the notations for constraints, contracts, and selection represent
the encoded SMT formulas.

7.4.3 Task Execution
This step performs the tasks requested by the black-box optimizer.

7.4.3.1 Objective Evaluation

This task evaluates the objective based on the valid behavior of the composition of the
selected components. We say a behavior is valid if the behavior satisfies the constraints C
of the constraint-behavior contracts. Therefore, a valid behavior can be found by the SMT
formula Af A Ceomp A Beomp, Where (Ceomp, Beomp) 18 the constraint-behavior contract of the
composed system.

Algorithm [9 details the task. Lines 1-4 compose the contract by creating the conjunction
of the SMT formulas from the environment of the selection objective, the system constraints,
and the contracts of the selected components. Line 5 invokes the SMT solver to solve the
generated SMT formula. The solver returns the satisfiability r,,; and a valid behavior A
based on the satisfiable assignment. Finally, Line 6 returns the objective function value.
We assume that Ay guarantees the same f(h) value across all valid behaviors satisfying
the formula [., ensuring a meaningful evaluation even if the component contract is refined.
Different f(h) values under the selection objective require evaluating all possible f(h) values.
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Algorithm 9 Objective Evaluation

Inputs: System constraints Sc, design specification C¢? = (Ag,Gg), candidate components £, selection
objective (f, Ay), and selection of components «.
Output: The objective function value f(h) based on a valid behavior h of the selection.
.+ A FA Sc
for all subsystem s € S do
(Cs, Bs) = a(s)
le < 1. ANBsACs
Tsats b < SMT_solve(l.)
return f(h)

Algorithm 10 Refinement Verification

Inputs: System constraints Sc, design specification C¢? = (Ag, Gs), candidate components £, and selection
of components «.
Output: A truth value indicating whether the composition of the selected components refines the design
specification.
l.+ As NS¢
Te < GS
for all subsystem s € S do
(Cs, Bs) = a(s)
lo + l. N\ B
re < 1o NC
Tsat, b < SMT_solve(l. A —r¢)
return not rg,;

However, contract refinement, which restricts the behaviors, may result in a subset of these
possible values, undermining the evaluation’s effectiveness.

7.4.3.2 Refinement Verification

This task verifies the design specification and compatibility of the subsystems by checking
the refinement relation with the design specification, which can be converted to an SMT
formula (As A Beomp) A (7Gs V =Clomp). Intuitively, Ag A Beomp represents the possible
behaviors when the composed system functions normally in any environment satisfying Ag.
This set of behaviors should satisfy the guarantee Gg to meet the design specification. In the
case of incompatible subsystems, the violation of constraints Cp,,, implies that the intrinsic
behaviors no longer hold. Therefore, the SMT formula is satisfiable if any behavior in Ag A
B.omp violates the constraints Ciopy, or the guarantee G's. This behavior serves as a counter-
example, indicating that the selected components do not meet the design specifications since
the refinement relation does not hold.

Algorithm [10] outlines the task. In Lines 1-6, two conjunctions of SMT formulas, /. and
1., are generated from the inputs. Notably, I, corresponds to (Ag A Beomp) while r. is the
negation of (=Gg V —Cippmp). Lines 7-8 invoke an SMT solver and return the verification
result.
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Algorithm 11 Selection Generation

Inputs: System constraints S, selection constraints S, design specification ng = (Ag,Gs), candidate
components L, selection objective (f, Af), lower bound performance L.

Output: The selection of components .
lc <= Ay N Sc AN SMT _clause(f > L)
Tsat, h <= SMT_solve(l. A Sser)
a = find_selection(U, h)
while resource_left() and 74, do

if refinement_verification(Sc,,Ce?, L, a) then

Ly, + value(f)
le < l. A SMT_clause(f > L)
else
Ssel ¢ Ssel Anot_select(a)

Tsat, B < SMT_solve(l. A Sger)

o = find_selection(U, h)
: return «

—
MR

7.4.3.3 Selection Generation

While the preceding two tasks offer information for a given selection, they do not ac-
tively guide optimization by suggesting selections. A selection of components that meets the
design specification can serve as an initial solution and provide a lower bound for selection
optimization. This task, therefore, aims to generate selections that satisfy the design specifi-
cation. In contrast to the approach in [133|, we extend the specifications to contracts, allow
optimization for an objective, and ensure satisfaction of the design specification.

Algorithm summarizes the selection generation. Line 1 composes the contracts to
generate an SMT formula from the design specification, the selection objective, and a lower
bound L, on the objective function value. Lines 2-11 generate selections until no better
selections can be found or the resources allocated for the tasks are used up. The satisfiability
of the SMT formula [.A S, indicates whether a selection can be found to produce a behavior
whose objective value exceeds the lower bound. Line 5 checks whether the selection meets
the design specification. If the design specification is verified, Lines 6—7 update the lower
bound value to optimize the selection. Otherwise, Line 9 removes the selection from the
selection space.

As an SMT problem might be undecidable, its execution time is unbounded, and the
termination of the solver is not assured. To address this, the added resource allocation
mechanism terminates the task if the problem becomes too challenging for the solver. As
will be introduced in the next section, the generated selections are used to produce initial
solutions within the specified time limits.

The selection generation returns the optimal solution if the selection space is finite and
resources are unlimited. This is because the optimal selection must satisfy the SMT formula,
meet the design specifications, and have the largest value L, among all selections that satisfy
the design specification. When the optimal selection has not been reached, the SMT must
remain satisfiable since its objective function value exceeds all current lower bounds. As the



CHAPTER 7. SYNTHESIS: COMPONENT SELECTION USING BEHAVIORS 160

lower bound strictly increases with each iteration, the finite selection space guarantees that
the loop will eventually terminate at the optimal objective function value. Consequently,
the optimal solution is ensured.

7.4.4 Complexity Analysis

This section analyzes the complexity of our contract-based system reasoning. We define
n'** as the maximum number of formulas among the constraints, n;'* as the maximum
number of formulas among intrinsic behavior, n4, as the number of clauses in Ay, nagy as
the number of clauses in Ag, ng, as the number of clauses in Gg, nj"** as the maximum

number of candidate components for a subsystem type, and n;., as the number of iterations
in the loop in Algorithm [IT]

7.4.4.1 Number of Variables

The variables within the SMT formulas originate from two sources: those representing the
values of ports and the auxiliary selection variables. The number of auxiliary selection
variables is O(|S]|n}***|), and the number of variables for port values is |P|. Consequently,
The SMT formulas for objective evaluation and refinement verification contain | P| variables,
while selection generation requires O(|P| + |S||nj***|) variables.

7.4.4.2 Number of Clauses

First, we analyze the number of clauses for system constraints S and selection constraints
Sser- The number of clauses in S¢ is O(]P|?) because of the equivalent constraints created
in Line 16 of Algorithm |8 Similarly, the number of clauses in Sy is O(]S||nf***|) as each
candidate component for a subsystem requires a clause to indicate the selection.

Next, we analyze the number of clauses in the three proposed tasks. The number of
clauses in objective evaluation is bounded by O(ns, + |P|* + [S|(n*** + n;***)), which
accounts for the clauses in Ay, S¢, and the candidate component contracts. Similarly, the
number of clauses in refinement verification is bounded by na,+|P|*+ngg+|S|(n7* +nje*),
considering the clauses in Ag, Gg, and S, and the candidate component contracts. Finally,
the number of clauses in each SMT formulate in the selection generation is bounded by
O(na, + |P]* + |S|I"*“*l 4 ner), as each iteration adds a clause to update the lower bound
or remove the selection from selection space.

7.5 Black-box Optimizer

The tasks of the proposed contract-based reasoning system have covered all necessary oper-
ations for the optimization problem in Equation [7.I] Therefore, the optimization problem
can be treated as a black-box optimization problem, aiming to find the optimal selection «,



CHAPTER 7. SYNTHESIS: COMPONENT SELECTION USING BEHAVIORS 161

where the objective function value and constraint satisfaction rely on contract-based system
reasoning. In this section, we present our black-box optimizer.

7.5.1 Candidate Generation

Satisfying optimization constraints is challenging for a black-box optimizer, as the optimizer
has no prior knowledge of how to satisfy the constraints. Therefore, initial candidate se-
lections are important as they can guide the optimizer by the objective values of the valid
selections and the selection that does not meet the design specification. In this step, the
black-box optimizer invokes the selection generation task in contract-based system reasoning
to obtain initial candidate selections. To prevent potential long execution times resulting
from the undecidability and high complexity of the SMT problem, a time limit ¢,,,, and
a maximum number of iterations n., are set to ensure the predictable termination of Al-
gorithm [T1] All generated selections, including the valid selections and those that fail the
refinement verification, are retained to guide the selection process.

7.5.2 Global Exploration

Global exploration is a crucial step to find the optimal selection and ensure the optimization
is not limited to a local minimum. Therefore, Bayesian optimization is a promising candidate
as an exploration algorithm since it automatically performs tradeoffs between exploration
of the selection space and exploitation of good selections. We optimize the selection of
components in Bayesian optimization by using categorical variables to represent the selection
of components. Each categorical variable corresponds to a selection for a subsystem, and the
candidate components are the allowable values for the variable. The tree-structured Parzen
estimator (TPE) 23] is chosen as the surrogate model for its capability to handle categorical
spaces.

The process begins by creating an initial surrogate model using the candidate selections of
the previous step. Subsequently, Bayesian optimization uses the surrogate model to explore
the selection space, stopping after a maximum of n,, iterations. Finally, the top-performing
k candidate selections are retained for local optimization. The parameters k and ny, are
designer-defined, allowing for tradeoffs between exploration time and exploration range.

7.5.3 Local Optimization

This step iteratively refines the top-performing candidates through local optimization and re-
turns the one with the largest objective function value. In each iteration, we randomly choose
a subsystem and then optimize the selection of the subsystem by enumerating the available
components. This iterative process continues until no further improvement is achieved or
the number of iterations exceeds n;,, a designer-defined parameter.
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Figure 7.5: An example system netlist and the simplified system netlist of the UAV propul-
sion system with one battery, four motors, and four propellers, where Sg denotes batteries,
Sca is a control algorithm, Sp¢ is a battery controller, Sy, represents motors, and Sp de-
notes propellers.

7.6 Experimental Results

To show the effectiveness and efficiency of our contract-based component selection algorithm,
we implemented our approach in Python with Z3 [48] as the SMT solver and Optuna [5]
for Bayesian optimization with the TPE surrogate model. The background theory used in
the SMT formula is polynomial arithmetic. For the TPE surrogate model, hyperparameter
settings include 50 warm-up iterations, with other iteration-dependent parameters following
the default generation function in Optuna [5]. The evaluation platform was an Intel 19-
9980HK machine with 32GB memory.

Table 7.1: Statistics of the test cases, including number of motors (/N,,), number of batteries
(Np), and weight of the UAV frame (Wpq,) and comparisons of the objective function values
(OV), satisfactions of the design specification (DS), and runtimes (sec) for our proposed
method with the baseline method.

Design Netlist Our method |73] [133] |129]
H N, ‘ N, ‘ Whody oV ‘ DS ‘ Runtime oV ‘ DS | Runtime oV ‘ DS | Runtime oV ‘ DS | Runtime
netlist1 4 2 2 1.225 | O 1589.97 NA X | > 18000* || 0.721 | O > 18000 0.673 | O | > 18000*
netlist2 4 3 2 1.220 | O 1239.61 1.220 | O 7619.82* 0.154 | O > 18000 0.757 | O | > 18000*
netlist3 6 3 2 1.393 | O 1834.28 1.345 | O 6302.93* 1.128 | O > 18000 || 0.781 | O | > 18000*
netlist4 4 1 2 1.076 | O 1553.68 NA X | > 18000* || 0.063 | O > 18000 0.646 | O | > 18000*
netlistb 4 2 5 0.666 | O 1571.04 NA X | > 18000* NA X > 18000 0.367 | O | > 18000*

* The runtime does not include the time for manual reformulation of the objective function.
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Table 7.2: An example that shows the satisfaction of the system specification is not mono-
tonic to the parameters. The selected battery is TurnigyGraphene6000mAh6S75C, and the
system netlist is netlist1.

Motor | g pE3520XF 400 | PEOKV170
Propeller -
apc_ 12x6SF O X
apc_ 18x12E X O

The test cases were extracted from a UAV propulsion system design challenge [171, |44].
Table|7.1|summarizes the test cases statistics, while Figure[7.5|illustrates an example system
netlist of the design. The system comprises batteries, motors, propellers, a battery controller,
and a control algorithm. We simplified the design by leveraging symmetry to combine
batteries, motors, and propellers, as shown in Figure (b) The number of candidate
components is 348 for propellers, 146 for motors, and 56 for batteries, leading to a selection
space of nearly three million combinations. The contract for each candidate component can
be found in Chapter

The design specification C;z"y = (A, Gpiy) requires that the UAV operate normally under
the maximum voltage of the selected battery:

Apy: p=1.225,u=1
Ws - Wbatt + Wbody + Wprop + Wmotor
Gfly : TS Z Ws,

where Wi4y, an input from the design, is the weight of the UAV frame.
The selection objective of the design ( frover, Anover) 1 to optimize the hovering time:

Cbatt
I
Ahover : Ts - Ws - Wbatt + Wbody + Wprop + Wmotor'

fhover :

We set the designer-defined parameters t,,,4, to 100 seconds, n.4 to 200, ng to 1000, k to
10 and ny, to 5.

We compared our proposed algorithm with those of ITannopollo et al. [73|, Peter et al. [133]
and Oh et al. [129]. The approach in [113|, however, requires all components to be expressed
in Hoare logic, making it inapplicable to general CPS designs, such as our test cases, which
include physical components using constraint-behavior contracts. Although the approach
was not included in our experiments, we find it reasonable to expect that the comparison
results with [133| would similarly apply to their work, given the absence of optimization
considerations.
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Due to different assumptions or reliance on parameters-based optimization in these meth-
ods, we adapted the selection problem and their algorithms to ensure their applicability to
our test cases for fair comparisons. First, the algorithm proposed in 73| explicitly assumes
the objective is independent of the formalism used to describe the specification of compo-
nents, which does not align with our test cases. For example, fjo.er depends on I, the port
value determined by the component contracts and the system behaviors. To adhere to this
assumption, we manually reformulated fj..r as a function of the parameters by combin-
ing the contracts and the system netlist. The following equation shows the reformulated
objective for netlist1:

2Ch,
fhover = batt . (72)

CpDr ' CpDr ' 2 W,
4(4ct2wm + ]Zdler)(z;ct%m + Liaie” + %, p2 4pCt)

Given that the objective function is neither convex nor linear in its parameters and the pa-
rameters are defined on a categorical space defined by the components, Bayesian optimization
was chosen as the discrete optimizer.

The selection algorithm proposed in |133] focuses on finding a feasible solution for the
system specification rather than performing optimization. We have extended their method
as an optimization flow in our tasks Selection Generation in Section [7.4.3.3] Therefore, we
used our selection generation to represent their method in the experiment.

The work [129] focused on parameter synthesis for parametric stochastic contracts. Con-
sequently, we must reformulate the selection objectives for their algorithm since it only ap-
plies to objective functions expressed by parameters. Moreover, their proposed method relies
on a monotonic property of the refinement relation to reduce the exploration space. The
parameters in parametric stochastic contracts monotonically affect its refinement relation to
the system, as the satisfaction of the chance constraint is monotonic if we relax a constraint.
This property motivates them to partition the design space, effectively reducing the explo-
ration space. However, it’s important to note that the general component selection problem
doesn’t inherently possess this property. As evidenced in Table[7.2] a change in motor selec-
tion from P60KV170 to KDE3520XF 400 alters the satisfaction of the system specification
from unsatisfaction to satisfaction for propeller apc_ 12x6SF, while the same change in mo-
tor transitions the satisfaction of the system specification from satisfaction to unsatisfaction
for propeller apc  18x12E. The absence of the properties results in the inability to guaran-
tee satisfaction in the partitioned selection space. Consequently, the method becomes an
exhaustive search as the partitioning must yield the set of all selection combinations.

Table lists the comparison results and the statistics about the test cases. Overall,
our proposed method successfully selected the components to meet the design specification
in all test cases, while |73| and [133] failed to complete some test cases within five hours.
Compared to the methods in [129], our method achieves an average 73.9% longer hovering
time for the test cases that successfully generate a valid selection.

The reasons why our method outperforms the previous works are as follows:
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e In 73], the method optimizes the objective before verifying the system specification
based on the optimization result, leading to explorations of selections with high ob-
jective values that fail to meet the system specification. As a result, the prolonged
execution time hinders its effectiveness in finding a feasible selection within the time
limit, despite its potential to produce comparable selection results once a feasible se-
lection is found. In contrast, our approach integrates refinement verification into the
optimization process using contract system reasoning, thus achieving high selection
quality and reducing execution time.

e When the SMT solver encounters a challenging formula, the optimization procedure
may fail to produce a valid selection within a reasonable time. The method in [133]
has to wait for the termination of the SMT solver, resulting in low selection quality
due to insufficient optimization iterations within the time limits. On the contrary,
our proposed method avoids long execution time by introducing a resource allocation
mechanism.

e The method in [129] degenerates to an exhaustive search due to the lack of monotonic-
ity in satisfying the system specification. In contrast, our algorithm combines global
exploration with local optimization to adequately explore the selection space and reach
a local optimum within reasonable runtimes.

e Last but most importantly, reformulating the selection objective based on the netlist
and contracts is necessary to apply the approach in [73] and [129]. This task requires
designers to maintain complex mathematical formulations such as Equation (7.2)), as
discussed in Section In contrast, our proposed flow utilizes behaviors for selection,
fully leveraging contract-based design methodology. Consequently, our flow automates
the component selection process, eliminates the need for manual reformulation, and
achieves high-quality results and efficient exploration without relying on oversimplified
assumptions.

7.7 Conclusion

We presented a contract-based component selection flow using behaviors. The proposed
contract-based system reasoning effectively assists the black-box optimizer in exploring the
selection space with contract operations. Experimental results demonstrated that the pro-
posed flow outperforms the existing methods. Our potential future works include: (1) de-
veloping a codesign paradigm to optimize the system netlist and component selection using
behaviors, as system design problems often require finding the connectivity between sub-
systems; and (2) enhancing exploration efficiency by leveraging the contract formalisms and
pruning selection space based on the compatibilities between subsystems.
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Chapter 8

ContractDA: An Automation Tool for
Contract-based Design

As introduced in Chapter [3, automation tools for contract-based design are crucial for en-
abling the adoption of contract-based design methodology by designers who are not experts in
contract operations. However, existing tools provide only a subset of automation tasks, mak-
ing it difficult to adapt to diverse applications and hindering further research. This chapter
introduces ContractDA, a new tool designed to provide comprehensive automation support
for contract-based design. The tool covers key tasks, including specification, verification,
simulation, and synthesis, while also offering various contract manipulations to efficiently
manage and operate on contracts. Additionally, ContractDA features both command-line
inputs and a Python API, ensuring flexibility in its usage and extensibility to accommodate
new formalisms and algorithms.

8.1 Introduction

Contract-based design, originated from software engineering for specifying programs [109],
has emerged as a promising design methodology for addressing CPS design challenges through
contracts, a type of formal specifications |17, [20} [I51], and their systematic manipulation.
Contract manipulations enable the decomposition of top-level system specifications into man-
ageable subsystem specifications, and the separation of different design aspects. Such de-
composition and separation reduce design complexity, leading to improved design efficiency.
Moreover, the use of formal specifications and their rigorous relations, such as refinement
and contract replaceability, support correct-by-construction design, ensuring that the final
implementation satisfies the top-level specification even after multiple layers of decomposi-
tion.

To support the adoption of contract-based design in practice, theories and algorithms
have been developed to enhance the quality and efficiency of the decomposition process.
Contract theories focus on the fundamental properties of contracts, leading to closed-form
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formulas for contract manipulations and a deeper understanding of their role in system
reasoning |15, 17, [77]. Algorithms for contract-based design, including verification [35] |76,
96] and synthesis |73}, (130} 153, |173|, leverage these theoretical foundations to enable essential
design steps.

Despite the advancements in theories and algorithms for contract-based design, automa-
tion support remains fragmented and limited, making it difficult to adapt to diverse ap-
plications and hindering further research. As introduced in Chapter 3| existing tools |34,
40, (73}, 79, |106}, 124, |153| provide only a subset of automation tasks, depending on their
specific development context. The lack of comprehensive automation support requires de-
signers to familiarize themselves with multiple tools and switch between them to complete
design tasks. Moreover, limited support for contract manipulations, including contract op-
erations, relations, and properties, restricts the full potential of contract-based design. For
instance, designers cannot easily identify missing viewpoints in a design without an oper-
ation like separation [132]. Additionally, automation tools should offer a balance between
ease of use and versatility, providing simple commands for straightforward tasks while sup-
porting programmability for handling complex design challenges. Given these limitations in
existing tools, both practical applications and research on contract-based design often rely
on custom-built tools [121} [148| [164|, which creates barriers to wider adoption and further
methodological advancements.

As a result, developing automation tools that address these concerns is essential to ad-
vance contract-based design research and its practical applications. This chapter introduces
ContractDA, a new tool designed to provide automated support for contract-based design
tasks and contract manipulations. The contributions of ContractDA are summarized as
follows:

e The tool provides comprehensive support for contract-based design automation tasks,
including specification, verification, simulation, and synthesis, allowing designers to
rely on a standalone tool instead of navigating multiple independent tools. To the best
of our knowledge, this is the first contract-based design tool that integrates function-
alities for all these tasks.

e The tool also supports a comprehensive set of contract manipulations, enabling de-
signers and researchers to efficiently manage and operate on contracts. A contract
can be expressed with a single scenario or a viewpoint on one component, and then
systematically combined through manipulations, allowing for easier management and
examination of contract relationships.

e The tool provides both a command line interface (CLI) and an application program-
ming interface (API), offering flexibility for different use cases. The CLI enables de-
signers to quickly invoke the tool for specific design tasks without additional setup,
while the API allows for complex and large-scale operations to be performed program-
matically.
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e The tool is publicly available open-source [180|, with abstractions for the elements in
contract theories. This approach encourages future research and allows tool extension
to accommodate various contract formalisms, expressions, and algorithms.

The remainder of the chapter is organized as follows: Section [8.2]introduces the function-
ality provided by the tool. Section details the design of the tool. Section provides
an overview of the tool’s usage in the contract-based design framework. Section presents
the practical experience with the tool in design problems and contract research. Finally,
Section concludes the chapter.

8.2 Functionality

The main functionality of ContractDA can be separated into system design-level tasks and
contract manipulations. System design-level tasks refer to the automation tasks introduced
in Chapter 3l These tasks perform specific steps in contract-based design, such as decom-
posing a specification into multiple subsystems via synthesis, checking the correctness of the
decomposition through verification, or examining whether contracts match the design intent
through simulation. Contract manipulations focus on contract theories to provide opera-
tions, check relations, and obtain the properties of contracts. With these fundamental tasks,
designers can write contracts in a straightforward manner, such as specifying a condition for
a single component within a particular design viewpoint, and then incorporate these con-
tracts into the overall system specification. Notably, these tasks also serve as the building
blocks for the system design-level tasks.

ContractDA can be used via an interactive shell, input scripts, or Python APIs, offering
flexibility for both straightforward tasks and programmability. The interactive shell and
input scripts are designed for system-level tasks, enabling designers to invoke the tool for
specific design steps. Python APIs support both system-level tasks and contract manipu-
lation, allowing designers to address complex design challenges through programming. The
tool supports two contract formalisms: assume-guarantee contracts and constraint-behavior
contracts The tool currently supports the language of nonlinear arithmetic over real num-
bers, enabled by Z3, for defining the sets used in contracts. Its functionality can be extended
by introducing new set expressions within our design framework, as detailed in Section [8.3]
The following section details the supported tasks.

8.2.1 System Level Design Tasks

System-level design tasks support managing contracts and the contract-based design process
to facilitate the design of a system. A design consists of systems and connections between
system ports, defined either through a JSON format design file or dynamically via a Python
API. Systems are associated with contracts that specify their behaviors. Each system can
be described as several subsystems integrated through connections, with the contracts for
the subsystems representing a decomposition of the system contract.
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System-level design tasks operate on designs or systems by managing decomposition,
handling connections, and performing contract manipulations to achieve the task. The sup-
ported tasks include:

e verify_consistency and verify_compatible, which check whether the environment
and implementation sets for all contracts in a given design or system are non-empty.
These tasks allow designers to validate contracts, preventing errors from meaningless
contracts.

e verify_refinement, which verifies whether contract refinement relations hold for a
given design or system. For a system, it checks whether the composition of all sub-
system contracts refines the system contract. For a design, it recursively verifies all
systems to ensure refinement relations hold throughout the design process.

e verify_receptiveness, which checks whether all contracts in a given design or system
are receptive. This task is particularly relevant for domains requiring receptiveness in
implementation, such as control systems and sequential programming.

e verify_independent, which verifies whether contract decompositions are correct for
independent design. For a system, it checks whether its subsystem contracts form a
valid decomposition. For a design, it recursively verifies all systems.

e synthesis_component_selection, which, given a system with defined subsystem con-
nections but without contracts, a component library, and a synthesis objective, syn-
thesizes the subsystems using the component library to satisfy the system contract.

e simulate_automated, which simulates a given system’s contracts and produces critical
behavior collections, as introduced in Chapter [0, enabling designers to review behaviors
and verify design intent.

e simulate_behavior, which, given a system contract and defined environments, simu-
lates the contract and returns behaviors that satisfy the environment contracts.

8.2.2 Contract Manipulations

Contract manipulation focuses solely on contracts, without considering connections and
ports. The same variable name appearing in different contracts should denote the same
variable and implicitly indicate a connection. The functionality in this category, summa-
rized and compared with the existing tools in Table [8.1], includes all contract operations,
relations, and properties, along with our developed contract replaceability introduced in
Chapter 5] Consequently, this tool is the only one that provides a comprehensive set of
contract manipulations.

These manipulation functionalities facilitate contract writing and support system-level
tasks. For contract writing, since all operations are supported, designers can specify view-
points and scenarios for a component and then combine them through operations, simplifying
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[ Tools | | OCRA | CONDEnSe | PyCo | AGREE | CHASE | CHROME | Pacti | ContractDA |
Properties Consistency (0] X (0] X X O X (0]
Compatibility €] X @) X X O X @)
Receptivity X* X X X X X X [0)
Composition X O O X O O (0] O
Quotient X X X X X X O O
Conjunction X X X X O O X O
Operations Implication X X X X X X X O
Merging X X X X X X 6] O
Separation X X X X X X X O
Disjunction X X X X X X X @)
Coimplication X X X X X X X O
Refinement (0] (0] (0] O O O (0] O
Relations Conformance X X X X X X X O
Strong Dominance X X X X X X X O
Strong Replaceability X X X X X X X O

* OCRA only checks if a given implementation is receptive to the contracts instead of checking
receptiveness of contracts.

Table 8.1: Comparisons of the support for contract operations, properties, and relations of
ContractDA and existing tools.
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Figure 8.1: Overview of the design of ContractDA.

contract formulation without needing to handle everything at once. These functionalities are
also used by system-level tasks to automate design steps.

With the provided functionality for system-level design and contract manipulations, users
can perform various design tasks entirely within the tool.



CHAPTER 8. CONTRACTDA: AN AUTOMATION TOOL FOR CONTRACT-BASED
DESIGN 171

8.3 Design of ContractDA

ContractDA is implemented in Python and currently supports assume-guarantee and constraint-
behavior contracts expressed in first-order logic. To reason about first-order logic expressions,
ContractDA interacts with Z3 [48] via its Python API. Reasoning is performed first by con-
verting first-order logic expressions into SMT formulas, such as the set operations mentioned

in Section and algorithms introduced in the previous Chapters. After SMT solving,
the satisfiability of the formulas and the satisfying assignments are converted back as the
reasoning result.

Figure [8.1]illustrates the overview of the design of ContractDA. The tool consists of three
main layers: set, contract, and system. The set layer forms the building blocks for contracts,
as long as they support the required set operations. The set operations for contracts include
intersection, union, subset relation, equivalence, and element query. These operations allow
the tool to leverage set properties for contract reasoning. Furthermore, an abstraction class
for set reasoning solvers is designed, enabling the integration of any solver that can take a
set object and perform the required set operations.

The contract layer is built based on the set layer and adheres to contract theory. A con-
tract is formed by combining the environment set and the implementation set. The supported
assume-guarantee and constraint-behavior contracts can be defined through assumptions,
guarantees, constraints, and intrinsic behaviors, while the environment and implementation
are automatically inferred from these sets when needed. This ensures that the two contract
formalisms can convert between each other and accommodate extensions for new contract
formalisms. A contract is defined without any context of the systems, with variables rep-
resenting the ports and connections implicitly defined by the same variables appearing in
different contracts. This simplifies the process of manipulating contracts without the bur-
den of resolving connections. The contract manipulation tasks are defined within this layer,
enabling contract manipulation with an abstract design to accommodate future extensions.

The system layer describes specifications and manages the design process by incorpo-
rating decomposed subsystems, their connections, and the corresponding decomposed spec-
ifications. The system-level tasks within this layer automate the contract design process
for verification, synthesis from libraries to optimize design objectives, and simulation to
check the alignment of the design intent. The descriptions for systems, libraries, and design
objectives can be read from a JSON file or constructed using the provided Python API.
When executing system-level tasks, the contract description is converted into contracts in
the contract layer. Connections between ports are then resolved by enforcing an additional
constraint on both the environment and implementation sets after composition. For example,
consider two assume-guarantee contracts: C; = (x > 1,y = 2z) and Co = (a > 2,b = 2a).
The composition result, with a connection between port y and port a, is as follows: First,
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the contract composition is performed on their saturation, resulting in:

Cl ||ag C2 = (Acomp7 Gcomp))
Acomp=((x>1)AN(a>2))Vo(y=22xVer<1l)Vo(b=2aVa<?2),
Geomp=y=2xVar<1l)A(b=2aVa<?2).

Then, to ensure the connection always enforces the value of a = y, a constraint Cepp,,, = (@ =
y) is formed. The constraint is introduced to both the assumption and guarantee, resulting
in:

Cl Hag C2 = (Acomp N CconTm Gcomp N Cconn)-

This ensures the flexibility of a and y having different domains, while enforcing the SMT
tool to consider only the conditions where y and a have the same value when reasoning over
the sets.

The interface to ContractDA includes an interactive shell, scripts, and a Python API. The
interactive shell is developed using the prompt_toolkit package [162]. Commands for the
interactive shell are loaded during runtime. When the shell launches, it searches all source
files in the directory where the command source file is located and registers the commands
in the shell. This allows users to add custom commands to manipulate the tool, providing
flexibility and extensibility. Scripts are executed as batch operations in the interactive shell.
After running all the commands in a script, the interactive shell remains active, enabling
interactions to obtain the resulting state and perform further processing. The Python API
is defined following the three-layer separation, with each layer providing different functions
to define systems. Abstraction for each layer is defined to accommodate extensions in future
contract research.

With this design, the tool achieves the comprehensive functionality required for contract-
based design while offering flexibility and extensibility for future research and improvements.

8.4 Contract-based Design with ContractDA

Figure [8.2] summarizes how ContractDA provides automation support for contract-based
design. In the beginning, designers define the design intent, including specifications and
objectives, and provide component libraries for use in the design. The goal is to generate an
implementation that satisfies the specifications while optimizing the design objectives.
ContractDA provides the foundational support for entering the contract-based design
framework by assisting designers in formulating contracts for specifications and objectives,
This formulation is supported through assume-guarantee or constraint-behavior contracts,
depending on the characteristics of the design target. The provided contract manipulations
allow designers to specify contracts from individual viewpoints and conditions for each com-
ponent, Once a contract is formulated, designers utilize simulation to verify its alignment
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Figure 8.2: Usage of ContractDA in the contract-based design framework.

with the design intent. If the simulation results indicate a match, they can confidently pro-
ceed within the contract-based design framework. If a mismatch is discovered, designers
revise the contract with the aid of problematic behaviors and expressions generated from
the simulation results. Verification tasks, such as consistency and compatibility checks, en-
sure that the contract remains meaningful within contract semantics. The same process
applies to the component library, ensuring that all elements entering the contract-based
design framework correctly characterize both the design intent and component behaviors.

The contract-based design framework consists of contract decomposition, decomposition
verification, and subsystem decomposition, iterating through contract decomposition and
verification processes. Contract decomposition is carried out either through manual sub-
system design or by synthesizing components from the library based on a proposed system
topology. Decomposition verification ensures that incorrect decompositions are identified
and addressed. If the decomposition is incorrect, the designer can leverage the quotient op-
eration to determine the missing components. Once a contract is decomposed, the resulting
subsystems, along with their contracts, can undergo further decomposition, , leading to a
recursive subsystem decomposition process that loops back to the contract decomposition
stage. This iterative approach continues until the top-level specification is ultimately bro-
ken down into contracts that can either be synthesized into an implementation or directly
correspond to existing implementations in the library. At the final stage, the contract-based
design process concludes, and the resulting contracts are mapped to actual implementations
using implementation synthesis algorithms, as discussed in Section |3.6.3] and integrated into
the final system implementation.

With automation support for the contract-based design framework, the methodology’s
benefits, such as independent design, component reuse, early integration testing, and design
space exploration, can be effectively leveraged through the provided functionality.
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8.5 Practical Experience

ContractDA has been utilized within the DARPA SDCPS project [44] for UAV electri-
cal system design. The library of components, including propellers, motors, and batteries,
was formulated as constraint-behavior contracts, while the top-level goal was expressed as
assume-guarantee contracts. This enabled both the verification of selected components, as
discussed in Chapter [ and synthesis from the component library, as covered in Chap-
ter The application demonstrates ContractDA’s ability to provide automation support
for contract-based design in practical design problems.

Furthermore, ContractDA has also been used in contract research for developing contract
theories and algorithms, supporting experiments presented in Chapters [4] b and [0} These
experiments leverage ContractDA to evaluate whether the proposed algorithms correctly
achieve the required tasks. Its involvement in both design applications and research under-
scores ContractDA’s capability to bolster contract-based design and facilitate its adoption
in design tasks.

8.6 Conclusion

We have presented ContractDA, a new tool that provides comprehensive support for contract-
based design automation tasks. To the best of our knowledge, it is the first tool that in-
tegrates all functionalities for contract-based design, including design tasks and contract
manipulations. The tool’s three-layer architecture and provided interface enable both flexi-
bility in its use and extensibility to accommodate new formalisms and algorithms.

Future work includes extending the tool and applying it to a broader range of design
applications. For tool extensions, we plan to explore more contract formalisms, integrate
different solvers to support additional set expressions, such as temporal logic, and enhance
the interactive shell to enable contract manipulations and set operations. Expanding its
application will not only demonstrate the tool’s capabilities but also facilitate the adoption
of contract-based design.
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Chapter 9

Conclusion and Future Work

This chapter summarizes the key contributions of this dissertation and outlines promising
directions for future research in advancing design automation for contract-based design.

9.1 Conclusion

Contract-based design, combining specification, hierarchical decomposition of design prob-
lems, and formal methods, has emerged as a promising methodology for addressing CPS
design challenges—modeling, specification, and integration. To ensure its effective and ef-
ficient application in design problems, design automation support is crucial for reducing
human errors and accelerating the process.

This dissertation advances the state of the art in design automation for contract-based de-
sign through theories, algorithms, methodologies, and tool development. Theories establish
a solid foundation by enabling precise and compact specifications of physical components
and ensuring correct decomposition. Algorithms, built upon these theories, define proce-
dures for key contract-based design tasks such as verification, synthesis, and simulation,
using fundamental set operations and solvers for reasoning about sets. Methodologies guide
decision-making and the sequencing of design tasks to maximize efficiency and optimize per-
formance. Finally, tool development provides an interface for applying contract-based design
to real-world problems and supports research aimed at further advancing these aspects.

In Chapter[3| we examined state-of-the-art algorithms and tools for contract-based design.
The key tasks, including specification, verification, simulation, and synthesis, are identified
in analogy to the classic design automation paradigm widely adopted in electronic design
automation. For each category, we described the general problem formulation, existing algo-
rithms for solving it, and the available tool support. The examination result reveals gaps in
theories and algorithms for specifying physical components, ensuring correct decomposition,
and verifying the alignment of a contract with the design intent. These gaps motivated our
research and present opportunities to advance design automation in contract-based design.

In the subsequent chapters, we analyzed these gaps and proposed solutions. In Chapter [4]
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we addressed the challenge of specifying physical components by introducing constraint-
behavior contracts, a new contract formalism. A key limitation of assume-guarantee con-
tracts is that their properties of implicit port directions, which prevents them from handling
environments where some controlled variables are absent from the assumption. Since these
environments are inherently treated as specification violations, designers must explicitly de-
fine multiple contract versions for different port direction combinations and express behaviors
through explicit equations, both of which are cumbersome for modeling physical components.
Constraint-behavior contracts resolve this issue by simultaneously capturing a component’s
capabilities and enforcing the constraints that identify invalid environments. By deriving
contract operations and transformations between the two formalisms, constraint-behavior
contracts seamlessly integrate into existing contract-based design flows while enhancing ex-
pressiveness and usability for physical components.

In Chapter [0, we identified the conditions necessary for ensuring correct contract de-
composition, a crucial verification step in contract-based design that guarantees correct-
by-construction implementation and enables early integration testing. We observed that
relying solely on refinement does not ensure correctness, as vacuous implementations, those
that lack valid behaviors in all environments, can arise in contract decomposition due to con-
flicts between decomposed subsystems or with the environment. To address this issue, we
first analyzed the root causes of vacuous implementations and defined strong replaceability
as the key requirement for avoiding them. We then explored contract theory to determine
the conditions contracts must satisfy to ensure strong replaceability. Our findings reveal
that receptiveness guarantees strong replaceability in single-contract refinement and cascade
composition. However, feedback composition presents additional challenges, as the behavior
of one component can influence others. To tackle this, we encoded behavioral dependen-
cies into obligation graphs and established that the guarantee of strong replaceability can
be determined through graph properties, such as the presence of cycles, and infinite paths.
These insights inspired the development of SMT-based algorithms for detecting incorrect
contract decomposition by encoding these graph properties into formal constraints. With
the theories and algorithms proposed in this chapter, verification can ensure correct con-
tract decomposition, and thus enhancing reliability and robustness of contract-based design
methodologies.

In Chapter [6 we introduced simulation into contract-based design to examine the align-
ment between design intent and contracts. The simulation is an aspect not yet explored in
the literature but crucial for ensuring the correctness of contract specification. The notions
of critical behavior collections and critical component collections facilitate this examination
by enabling the comparison of key behaviors and identifying potential mistakes in contract
expressions. The proposed simulation framework, combined with the concept of environment
constraints, supports various simulation scenarios, including additional connections, specific
input conditions, and computed port value evaluations. Together, these techniques provide a
novel approach for validating design intent and correcting errors introduced during contract
formulation.

In Chapter [} we advanced contract-based component selection, one of the most impor-
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tant synthesis problems, by enabling behavioral considerations. The inclusion of behaviors
expands the applicability of contract-based synthesis to problems where behaviors, or equiva-
lently, port values, serve as optimization objectives. We proposed an algorithm that combines
black-box optimization with contract-based system reasoning to evaluate behaviors, verify
refinement, and identify an initial feasible solution. This approach eliminates the need for
manual formulation and efficiently handles objectives involving port values, as demonstrated
in our experiments on a UAV electrical system design problem.

Consequently, the theories, algorithms, and methodologies across specification, verifi-
cation, simulation, and synthesis have outlined a blueprint for automating contract-based
design while ensuring the correctness of the final implementation.

Finally, we developed ContractDA, a contract-based design automation tool that in-
tegrates our proposed algorithms and essential contract manipulations to support both
designers applying contract-based design and researchers exploring contract theories. As
presented in Chapter [§, the tool provides multiple interfaces, including a Python API, an
interactive shell, and command scripts, accommodating various levels of engagement with
contract-based design. Its three-layer abstraction that separates sets, contracts, and sys-
tems offers a clear division of contract-based design tasks, manipulations, and foundational
concepts, enabling extensibility at the appropriate abstraction level. By leveraging automa-
tion, ContractDA facilitates the adoption of contract-based design while ensuring correct-
by-construction results.

9.2 Future work

To facilitate the adoption of contract-based design as presented in this thesis, we categorize
future research directions into four major areas: theory, algorithms, tools, and applications.

9.2.1 Theory

Our work focused on developing a theoretical foundation for general set operations appli-
cable to all contracts and set expressions. While this generality provides a universal ap-
proach, specific contract formalisms and expressions, due to their unique properties, may
enable more efficient solutions tailored to their characteristics. Future research is needed to
explore specialized techniques that leverage domain-specific properties to improve computa-
tional efficiency. These advancements will enhance both the applicability and practicality of
contract-based design in real-world scenarios.

9.2.1.1 Reasoning in Various Set Expressions

Set operations and reasoning serve as fundamental support for contract-based design. En-
hancing these operations for various set expressions and integrating advanced solvers can
further expand the methodology’s applicability. In this thesis, we demonstrated their use
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in first-order logic. Beyond first-order logic, advanced logics such as LTL [137] and signal
temporal logic (STL) [104] have been applied to contract-based design |75, [121]. Exploring
theoretical foundations and enabling automated reasoning in these logics, such as formulat-
ing and solving SMT problems for decomposition verification, will be essential for supporting
applications that rely on them.

9.2.1.2 Stability in Contracts

In contract-based design, the behaviors allowed by composed contracts do not necessarily
ensure stability or reachability through subsystem interactions. This limitation arises from
the nondeterministic semantics of composition [105], which require behaviors only to satisfy
the constraints specified by the contracts, without considering their stability or reachability.
As a result, contract-based design may permit implementations—particularly those involv-
ing feedback composition—that lack stable behaviors. Unstable behaviors can deviate under
even small perturbations and are therefore undesirable in real-world scenarios, where physi-
cal quantities inevitably fluctuate due to noise. For example, we can arbitrarily manipulate
the values of Apy, and (§ in Example [5.4] without noticing any issues in the contract oper-
ations, even when the open-loop gain violates the Nyquist criterion [128|, indicating that
the feedback amplifier is unstable. Incorporating constructive fixed-point semantics |52,
160| into contract theories could ensure that only stable behaviors are analyzed, addressing
this limitation. Exploring this integration presents a promising direction for expanding the
methodology’s applicability.

9.2.2 Algorithms

Advancements in algorithms enhance both the efficiency and quality of design, expanding the
scalability of methodologies. The theories discussed above should be leveraged to develop new
algorithms that further strengthen contract-based design. Additionally, contract synthesis
remains a challenging problem due to its inherent complexity. Promising research directions
in this area include topology synthesis and learning-based synthesis, which can help automate
and optimize the contract generation process, making contract-based design more practical
and scalable.

9.2.2.1 Automatic Topology Synthesis

In addition to contract selection, system-level connections significantly impact overall system
behavior. Therefore, system topologies should be integrated into the synthesis flow, partic-
ularly in component selection problems. Existing methods, such as those by Iannopollo et
al. |[73] and Xiao et al. [179], typically rely on parameter-based objective functions and dis-
crete optimization tools to explore design configurations. However, as demonstrated in this
thesis, this approach is inefficient for general component selection problems that involve
objectives specified by behaviors. To address this limitation, new methods for exploring
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topology during component selection must be developed and incorporated into the synthesis
flow, enabling more efficient and scalable contract-based design.

9.2.2.2 Learning-based Synthesis

Since component reuse is a fundamental advantage of contract-based design, it is reasonable
to assume that component libraries can be shared across different design problems. Con-
sequently, preprocessing the library or leveraging past design experiences can significantly
enhance efficiency when reusing existing designs. For instance, Tannopollo et al. |75] pro-
posed an approach that pre-processes contract libraries to eliminate unnecessary refinement
searches. Building on this idea, preprocessing and learning techniques can be employed
to identify incompatible contracts, recognize superior partial designs that optimize design
objectives, and prioritize promising exploration paths. Rule-based preprocessing methods
and reinforcement learning techniques [114} |166] could further enhance automated synthesis
by guiding the design space exploration more effectively. We envision that contract-based
synthesis could achieve both improved efficiency and higher-quality design outcomes by in-
corporating these learning-driven strategies.

9.2.3 Tools

Continual tool development ensures that the advancements in research can be leveraged as
a foundation for further applications and studies.

9.2.3.1 Tool Extensions

Directions for tool extensions include contract formalisms, algorithms, and integrations with
applications. Extensions to contract formalisms can leverage variants such as hypercon-
tracts [80], information flow contracts |14], and stochastic contracts [100]. Incorporating
these extensions will enable to develop a broader range of applications based on the ex-
isting contract formalisms. FExtensions to algorithms can enhance the tool’s capability to
assist designers throughout the design process. These extensions should include both exist-
ing algorithms and newly developed ones, such as those mentioned above. Relevant existing
algorithms include contract refinement tightening [32| |33] and internal port elimination [79].
Incorporating these algorithms will expand the tool’s functionality, improving efficiency and
flexibility for designers.

Integration with specific applications is also crucial, even though it is not the primary
focus of contract-based design. Some applications allow components to be universally expres-
sive, meaning that implementations can be derived for any expression within the domain.
For example, standard cells in digital integrated circuits can implement any Boolean for-
mula expressions. In such cases, the resulting contracts should be structured to support
implementation synthesis for the targeted application. To facilitate this process, a dedicated
interface and file format should be developed for integration with industry standards, reduc-
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ing the designer’s burden in format conversion. For instance, in digital integrated circuits,
contracts must be translated into RTL descriptions, such as Verilog or SystemVerilog, to
enable domain-specific synthesis steps.

9.2.3.2 Combination with Large Language Model

Large Language Models (LLMs) have emerged as powerful tools for reasoning and gener-
ating natural language, as well as programming languages [4, 63, [183]. Various models
and applications have been developed to assist designers in tasks such as algorithm writing,
reasoning about complex mathematical problems, and generating or refining articles. This
breakthrough in artificial intelligence opens new opportunities for contract-based design,
including LLM-assisted contract writing and contract-assisted LLM-based design.

Specification is a crucial challenge in CPS design, and converting design intent—especially
when expressed in natural language—into contracts remains a major obstacle to adopting
contract-based design. If LLM-assisted contract writing can be developed, natural language
design intent could be efficiently translated into contract expressions. This would signifi-
cantly reduce the effort required for designers to learn contract formalisms and manually
formulate contracts from scratch. Additionally, LLMs could potentially assist in synthesis
by proposing contract decompositions. In short, LLMs are promising in reducing human
intervention in contract-based design tasks, making contract-based design more accessible
and efficient.

On the other hand, correctness remains crucial in contract-based design. This must be
ensured through the use of well-defined contract decomposition concepts and the alignment
of contract semantics with design intent. This can lead to the concept of contract-assisted
LLM-based design, where contract verification and simulation are applied to validate the
correctness of proposed contract formulations and decompositions. We envision that inte-
grating formal methods with generative models will be a key approach to leveraging the
power of artificial intelligence while maintaining correctness in design outcomes.

9.2.4 Applications

This dissertation has focused on design automation of contract-based design for cyber-
physical systems. However, the design methodology can be applied to any domain that
requires correct-by-construction design and decomposition to improve efficiency while main-
taining flexibility in component expressions. For example, previous publications have applied
contract-based design to analog circuits [126] and arithmetic logic units [81]. Expanding this
methodology to various applications, such as chiplet design, mixed-signal integrated cir-
cuits, smart buildings, robotics, and network-controlled systems, is a promising direction for
achieving efficient and high-quality designs.

To enable contract-based design in an application domain, a well-defined component
library and a behavior modeling framework based on set operations are essential. These ele-
ments form a foundation for designers to systematically apply contract-based methodologies.
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With a well-defined component library, a design goal can be decomposed into subsystems
from available components, leading to an implementable solution. The behavior modeling
framework enables defining the design goals and the component library at an appropriate
level of abstraction. Collaboration with domain experts is crucial to ensure that the com-
ponent library accurately captures all relevant behavioral aspects and that the modeling
framework provides sufficient abstraction to reduce design complexity while remaining ex-
pressive enough to define design goals encompassing all key design aspects. For example,
in chiplet design, modeling and expressing component behaviors, including UCle links, elec-
trical and optical connections, and computing capabilities, are necessary to ensure that the
system can support a target application workload while optimizing area, latency, and power
consumption.
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