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Abstract

On Proofs and Translation

by

Orr Paradise

Doctor of Philosophy in Computer Science

University of California, Berkeley

Professor Shafi Goldwasser, Co-chair

Assistant Professor Avishay Tal, Co-chair

This dissertation examines proof systems and translation methods, addressing both theoret-
ical foundations and practical considerations in each domain.

The first part, on Proofs, introduces rectangular probabilistically checkable proofs (rectan-
gular PCPs), wherein proofs are thought of as square matrices, and the verifier’s randomness
can be split into two independent parts, one determining the row of each query and the other
determining the column. We construct rectangular PCPs and use them to show that proofs
for hard languages are rigid—extending and strengthening recent rigid matrix constructions.

We then propose Self-Proving models: learned models that prove the correctness of their
output to a verification algorithm via an Interactive Proof. We devise a generic method
for learning Self-Proving models, and prove its convergence under certain assumptions. We
empirically examine our methods by training a Self-Proving transformer to compute the GCD
of two integers, and prove correctness of its output. We also introduce Pseudointelligence, a
complexity-theoretic framework of model evaluation cast as an interactive proof between a
model and a learned evaluator.

The second part, on Translation, explores unsupervised machine translation (UMT) without
shared linguistic structure. We develop a theoretical framework for analyzing this setting,
and prove sample complexity bounds in stylized yet informative settings. The results show
that translation quality improves with language complexity, informing feasibility of animal
communication translation. Finally, we present WhAM, a transformer-based model for gen-
erating synthetic sperm whale codas. WhAM is trained on real acoustic data and generates
audio that approaches the statistical and perceptual properties of whale communication as
evaluated by domain experts. Its learned representations also perform well on classification
tasks, contributing to our understanding of non-human communication systems.
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1

Introduction

This dissertation traces a six-year research trajectory that traverses seemingly distant do-
mains: from the foundations of proof systems in theoretical computer science to the appli-
cation of machine learning for deciphering non-human communication. What began as a
study of probabilistically checkable proofs (PCPs) and their structural properties gradually
expanded into a broader investigation of verification—how we come to trust claims, systems,
and signals—across both formal and empirical settings.

This progression was not preordained. My early work on specialized PCPs revealed deep
connections between semantic hardness and syntactic complexity. These findings, rooted
in worst-case complexity theory, raised new questions about verification in domains where
formal guarantees are rare—particularly in the emerging landscape of large language mod-
els. As these models became increasingly capable yet remained difficult to interpret or test
rigorously, the need for principled approaches to machine-verifiable reasoning led to my work
on Self-Proving models and the broader framework of pseudointelligence.

Around the same time, I became involved with the Cetacean Translation Initiative
(CETI), which seeks to understand sperm whale communication through computational
means. At first, this seemed far afield from my previous work. But as I engaged more
deeply, unexpected parallels emerged: both in theory and in practice, I was grappling with
the challenge of interpreting signals in the absence of ground truth. The verification prob-
lems I had studied in formal contexts—How can we validate a claim when we cannot directly
observe its justification?—resurfaced in this new domain in a different guise.

Overview
This dissertation is organized into two parts. Part 1 focuses on proof systems with provable
guarantees, developing theoretical foundations for verification in computational systems.
Part 2 explores unsupervised translation theories, applying them to both human and non-
human communication challenges. Together, these parts span from abstract theoretical
foundations to practical applications, offering novel frameworks for establishing trust and
evaluating capabilities in complex systems. Next, I provide a an overview of each chapter’s
contributions.
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Part 1: Proofs

In Chapter 1, we2 introduce a variant of Probabilistically Checkable Proofs (PCPs) called
rectangular PCPs. In this formulation, proofs are conceptualized as square matrices, and the
random coins used by the verifier can be partitioned into two disjoint sets—one determining
the row of each query and the other determining the column. We construct PCPs that are
efficient, short, smooth and (almost-)rectangular. As a key application, we demonstrate that
proofs for hard languages in NTIME(2n), when viewed as matrices, are rigid infinitely often.
This strengthens and simplifies a recent result by Alman and Chen (2019) constructing
explicit rigid matrices in FNP. Specifically, we prove that there exists a constant δ ∈ (0, 1)
such that there is an FNP-machine that, for infinitely many N , on input 1N outputs N ×N
matrices with entries in F2 that are δN2-far (in Hamming distance) from matrices of rank
at most 2logN/Ω(log logN).

Our construction of rectangular PCPs begins with an analysis of how randomness yields
queries in the Reed–Muller-based outer PCP of Ben-Sasson et al. (2005). We then demon-
strate how to preserve rectangularity under PCP composition and a smoothness-inducing
transformation, requiring refined and stronger notions of rectangularity that we prove for
the outer PCP and its transforms.

While Chapter 1 explores proof systems within their traditional theoretical foundations,
Chapter 2 extends these notions to address emerging challenges in machine learning and AI.
Moving from complexity theory to more practical verification concerns, we adapt the formal
guarantees of proof systems to the pressing domain of trustworthy generative modeling.

This chapter addresses a fundamental question in machine learning: How can we trust the
correctness of a learned model on a particular input of interest? Conventional model accuracy
is typically measured on average over a distribution of inputs, providing no guarantee for
any specific input. We propose a theoretically-founded solution to this problem: to train
Self-Proving models that prove the correctness of their output to a verification algorithm V
via an Interactive Proof.

Self-Proving models satisfy that, with high probability over an input sampled from a given
distribution, the model generates a correct output and successfully proves its correctness to
V . The soundness property of V guarantees that, for every input, no model can convince
V of the correctness of an incorrect output. Thus, a Self-Proving model proves correctness
of most of its outputs, while all incorrect outputs (of any model) are detected by V . We
devise generic methods for learning Self-Proving models and prove their convergence under
certain assumptions. Our theoretical framework is complemented by experiments on an
arithmetic capability: computing the greatest common divisor (GCD) of two integers. Using
our learning method, we train a Self-Proving transformer that computes the GCD and proves
the correctness of its answer.

2Throughout this dissertation, I use the first person plural pronoun following the standard convention
in computer science and mathematics. Furthermore, all chapters presented here are based on collaborative
work with various coauthors (see Appendix A.5).
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Chapter 3 extends proof systems to address the broader challenge of evaluating intelli-
gence in computational systems. With large language models surpassing human performance
on an increasing number of benchmarks, we argue for a principled approach to targeted eval-
uation of model capabilities. Inspired by pseudorandomness, we propose pseudointelligence,
which captures the maxim that “(perceived) intelligence lies in the eye of the beholder.” This
framework acknowledges that claims of intelligence are meaningful only when their evaluator
is taken into account.

Concretely, we propose a complexity-theoretic framework of model evaluation cast as
an interactive proof between a model and a learned evaluator. We demonstrate that this
framework can be used to reason about two case studies in language model evaluation and
analyze existing evaluation methods.

Part 2: Translation

Chapter 4 transitions to the domain of translation, specifically unsupervised translation
where parallel corpora are unavailable. Neural networks have demonstrated the capability
to translate between languages—in some cases even between two languages with little or no
access to parallel translations, known as Unsupervised Machine Translation (UMT). Given
this progress, we explore whether machine learning tools can ultimately enable understanding
animal communication, particularly that of highly intelligent animals.

We propose a theoretical framework for analyzing UMT when no parallel translations are
available and when it cannot be assumed that the source and target corpora address related
subject domains or possess similar linguistic structure. We exemplify this theory with two
stylized models of language, for which our framework provides bounds on necessary sample
complexity; these bounds are formally proven and experimentally verified on synthetic data.
Our results show that error rates are inversely related to language complexity and amount
of common ground, suggesting that unsupervised translation of animal communication may
be feasible if the communication system is sufficiently complex.

Bridging theory and application, Chapter 5 shifts our focus to the practical challenge of
modeling acoustic elements in non-human communication. There, we engage with the reality
of working with sperm whale vocalizations. For sperm whales, who communicate through
short sequences of clicks known as codas, acoustic modeling is a fundamental component of
any translation effort. We present WhAM (Whale Acoustics Model), the first transformer-
based model capable of generating synthetic sperm whale codas from any audio prompt.
WhAM is built by finetuning VampNet, a masked acoustic token model pretrained on musical
audio, using 10,000 coda recordings collected over the past two decades.

Through iterative masked token prediction, WhAM generates high-fidelity synthetic co-
das that preserve key acoustic features of the source recordings. We evaluate WhAM’s
synthetic codas using Fr’echet Audio Distance and through perceptual studies with expert
marine biologists. On downstream classification tasks including rhythm, social unit, and
vowel classification, WhAM’s learned representations achieve strong performance, despite
being trained for generation rather than classification.
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Proofs as translation
Over the course of this dissertation, my research has moved across disciplinary boundaries—
from complexity theory to applied machine learning to translation and evaluation in bio-
logical systems. These projects appeared in venues spanning theoretical computer science,
machine learning, and natural language processing. Navigating these transitions often felt
disorienting. The standards of evidence, the language of rigor, and even the definitions of
success shifted dramatically between communities. And yet, throughout this journey, the
concept of a proof —broadly construed—reappeared in many forms. Sometimes it was for-
mal and mathematical, sometimes embodied in experimental design, and sometimes purely
based on “vibes” (to quote a collaborator). At times, I felt that the act of constructing
or interpreting proofs became a way of translating between research cultures: of asserting
compatibility across different standards, and of enabling conversation without consensus.

To make sense of this recurring role, I found it helpful to borrow the notion of a boundary
object from science and technology studies (STS) (Star and Griesemer, 1989; Leigh Star,
2010). I do not claim to apply this concept with disciplinary rigor—this is not an argument
within STS, but a framing that helped me understand how one idea could persist, transform,
and hold things together across disparate contexts. Perhaps proofs, as they function in this
dissertation, operate at the boundary between disciplines: flexible enough enough establish
claims in theoretical computer science, adapt to the needs of applied AI systems, and guide
the evaluation of cross-species communication all at once. Towards that end, I borrow
from boundary object theory not to claim that proofs are boundary objects in some strict
ontological sense, but to reflect on how they helped me move across and between domains.

Very briefly, boundary objects (Star and Griesemer, 1989) are entities that inhabit multi-
ple communities of practice and are used differently by each, yet maintain enough identity to
serve as sites of coordination. They are “plastic enough to adapt to local needs... yet robust
enough to maintain a common identity across sites” (Star and Griesemer, 1989, p. 393).
Proofs, in this dissertation, may function in this way. They appear in at least five forms,
mapped to the five chapters.

In Chapter 1, Probabilistically Checkable Proof systems (PCPs) are “constructed” to-
wards improving the rigid matrices of Alman and Chen (2022). Here “constructed” is used in
the theoretical sense: these proof systems are not meant to (in fact, cannot) be implemented
in software.3

In Chapter 2, we devise a framework for establishing trust in AI systems. Namely, we
introduce Self-Proving models that generate proofs of correctness alongside their outputs.
Formally, we require such models to convince a verifier in an Interactive Proof system (IP).
IPs and PCPs share similar roots (Bellare et al., 1994), but unlike Chapter 1, Self-Proving
models are intended to be implemented in practice. Indeed, we released a library implement-
ing a Self-Proving GPT and used it for our experiments on provably generating the Greatest

3Specifically, they are used for showing that matrices of certain rigidity can be constructed in nondeter-
ministic polynomial time (FNP)—a step towards obtaining circuit lower bounds for FNP. See Section 1.2.
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Common Divisor in Section 2.3.
Similarly, Chapter 3 relies on IPs to formally capture the interaction between an allegedly

intelligent model and a (learned) evaluator of a given capability. This approach reimagines
the classic Imitation Game of Turing (1950) through the lens of interactive proof systems. By
formalizing Turing’s Test within a complexity-theoretic framework, we place evaluators at the
center of claims on “intelligence” claims, arguing that such claims are meaningful only with
respect to specific evaluators (what we term pseudointelligence). Here too, proof systems
are the glue that connect formal, provable guarantees with existing real-world evaluation
systems (see Section 3.2), translating between philosophical notions of machine intelligence
and the technical rigor of complexity theory.

In Chapter 4, the focus shifts. There is no explicit proof system embedded in the algo-
rithmic pipeline, nor a verifier exchanging messages with a model. Instead, proof resurfaces
in a more foundational sense: we prove theorems about the (im)possibility of unsupervised
translation between languages. These results are not about verifying individual outputs, but
rather about certifying structural conditions under which meaningful translation is possible
at all. In this context, proofs serve as a tool for reasoning about semantic fidelity in the
absence of direct supervision. The boundary object quality of proofs is especially visible
here: their form has shifted from a protocol to a conceptual mechanism for reasoning across
representational systems. Still, their core function—establishing fidelity or correctness under
uncertainty—remains.

Finally, in Chapter 5, the role of proofs becomes fully embedded in practice. There are
no theorems nor proof system protocols; rather, we face a novel challenge: how does one
evaluate a model trained to acoustically translate sperm whale vocalizations? One of this
chapter’s main contributions is precisely to introduce an evaluation suite for this task—a
concrete methodology for determining whether generated outputs plausibly align with real
whale codas. This includes an experiment in which domain experts attempt to distinguish
between real and synthetic vocalizations. The fact that their success rate is only moderate
offers a form of proof of indistinguishability: it confirms that the model’s outputs are, to some
degree, indistinguishable from authentic ones. In the terms of Chapter 3, we could say that
the model is pseudointelligent with respect to the capability of whale communication, and
our experts act as the evaluators. Although informal, this setup recapitulates many of the
structural elements that appear in more formal proof systems: an interaction, a challenge,
and a verdict. The vocabulary has changed, but the underlying concern—how we establish
that something holds true, behaves faithfully, or mimics a target concept—persists.

Despite their differences, these instantiations all share a core concern: establishing cor-
rectness, fidelity, or validity. That common concern is what allows proofs to function—to
some degree—as a boundary object. They are “ill-structured” enough to be adapted to the
epistemic needs of each field, but structured enough to retain a recognizable identity across
them. Of course, this coherence is not automatic—it is produced through a kind of intel-
lectual boundary work. In each chapter, proofs are adapted, formalized, or instantiated
according to the epistemic standards of the relevant community.

This makes them not just a recurring theme, but a kind of conceptual interface—
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something that allows ideas to travel from one domain to another, to be reinterpreted,
applied, and sometimes transformed in the process. Specifically, this process spans commu-
nities such as theoretical computer scientists concerned with worst-case guarantees, machine
learning researchers focused on empirical reliability, and biologists working on animal com-
munication. Each of these groups brings distinct assumptions, methodologies, and validation
norms, yet proofs—understood broadly as demonstrations of correctness—offer enough struc-
ture to enable conceptual exchange across these boundaries. In this sense, they operate as
what Carlile (2002) calls a “translation device”: a shared structure that enables communica-
tion across domains with different languages and standards.

From this perspective, proofs become more than formal tools; they become a kind of
translator across domains. They connect formal claims to empirical evaluation, and compu-
tational structure to communication—not by collapsing their differences, but by offering a
shared point of reference. In that sense, the role proofs play in this dissertation echoes its
structure: it begins in proofs, ends in translation, and uses proofs to move between them.
This casts the title On Proofs and Translation in a new light. The and is not just a con-
junction linking two separate parts; it is a hinge, a site of composition. Through the lens
of boundary objects, we might even say that proofs are a kind of translation—specifically,
translation across epistemic communities. In each domain, they facilitate the movement of
meaning across boundaries: from prover to verifier, from model to user, from one species to
another.

I want to be careful not to overstate this theme. While the boundary object framing
has been generative for me, Leigh Star (2010) cautions against reducing the concept to
mere interpretive flexibility without considering its full architecture of informatic structures
and the dynamic between ill-structured and well-structured uses. To be clear, Proofs as
Translation is not offered as a universal solvent, but as an adhesive—a way of reading the
dissertation as more than a collection of technical chapters. It frames a burgeoning dialogue
between computational complexity, statistical learning theory, and ethology. And it helps
explain why the chapters that follow feel to me like parts of the same story.

Notation
Before proceeding to the technical chapters, we establish the notation and conventions used
throughout this dissertation. For an integer n ∈ N we let [n] := {1, . . . , n}.

E[X] denotes the expected value of a random variable X; we write x ∼ X to denote a
single sample, and (x1, . . . , xn) ∼ Xn for n many independent samples—although we may
sometimes simply write x1, . . . , xn ∼ X. Pr[ω] denotes the probability of an event ω.

For a set S, we write Sn to denote the n-fold Cartesian product S × · · · × S, and S∗ :=⋃
n∈N S

n. When given a finite set Σ as an alphabet, then Σn denotes strings of length n and
Σ∗ denotes all finite strings. For a symbol σ ∈ Σ, we use σn to denote its n-fold repetition.
In particular, when working over the Boolean alphabet Σ = {0, 1}, then 1n should be read
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as “the string of n many ones—not as “one to the power of n”. For any string x ∈ Σ∗, we use
|x| to denote the length of x.

A set of strings S ⊆ Σ∗ (also known as language in the literature) induces a natural
decision problem, namely, given a string x decide whether x ∈ S. A relation R ⊆ Σ∗ × Σ∗

induces a search problem: given a string x, find y such that (x, y) ∈ R. In this thesis,
relations will capture notions “correctness’: thinking of x as the input, y is a correct output
for x if (x, y) ∈ R.4 Without loss of generality, we will assume that every input x has at
least one correct output by introducing a special string ⊥ that indicates no solution was
(previously) found.

We refer to Turing machines throughout this thesis. These can be either deterministic
or probabilistic. A probabilistic (also known as randomized) Turing machine has access to
internal coin flips. An oracle Turing machine can query an external string (equivalently,
function) oracle during its computation. We write V π(x) to denote the Turing machine V
given (full access to) input x and oracle access to π.

A Turing machine V may interact with an external “all-powerful”5 P by issuing queries
and receiving answers (both are strings). We write ⟨V, P ⟩ (x) to denote the interaction of V
with P when both are given the input x. Note that, unlike oracle access, in an interaction
P may change its answers based on previous queries from V .

The term algorithm is used interchangeably with (deterministic or randomized) Turing
machine. By default, efficient means running in time polynomial in the length of the input.
When there are multiple inputs (e.g., a verifier V takes both x and an alleged proof π), the
relevant measure of efficiency is polynomial in |x|, unless stated otherwise. This convention
is standard in complexity theory and will be made explicit when it affects the analysis.

4One can also think of x as a problem and y as a (valid) solution, but this is somewhat confusing in the
context of this discussion of decision/search problems.

5Formally, P need not even be a Turing machine; but in this thesis, it always will be.
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Part I

Proofs
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Probabilistic Proof Systems, Briefly

Besides the notation defined in the Introduction, each chapter in this dissertation is self-
contained and can be read independently. That said, Proofs—as they are understood in
modern complexity theory as Probabilistic Proof Systems—are the central technical compo-
nent of this part of the dissertation. Therefore, let us take a moment to introduce them for
the benefit of the unfamiliar reader. Our goal is to have the main two variants of such Proof
Systems defined in a single section for ease of perusal, comparison and digestion; the reader
is referred to Goldreich (2008a) for a full introduction, including foundational results.

In this dissertation, we adopt the common association between proofs and verification:
when one talks about proof, it is always done so in the context of a proof system, which is
itself prescribed by a verifier. In the words of Shimon Even: “A proof is whatever convinces
me!” (Goldreich, 2008a); that is to say, the notion of a proof is always with respect to a
predefined (at times implicit) verifier.

Proofs and verification have been central to computational complexity theory since its
inception. Indeed, the notorious “P vs. NP” question asks whether any decision problem
that can be efficiently verified can also be efficiently solved.6

In this brief exposition, we restrict attention to decision problems. Chapter 2, which
focuses on search problems, introduces a refined version of interactive proofs adapted to
that setting (see Definition 2.2). Since the focus is conceptual, we allow ourselves to be
intentionally loose with formalism here (and here alone). Specifics such as the alphabet,
soundness error, number of rounds, or other complexity measures are left undefined; each
chapter will provide precise definitions tailored to its particular use case. The goal of this
section is not to fix a universal framework, but to place the main two types of probabilistic
proof systems side by side, allowing the reader to better appreciate their similarities and
differences. Although Chapter 1 uses proof systems in a fundamentally different way from
how Chapters 2 and 3 use them—but both are instances of the same overarching paradigm.

We begin with the classic notion of a proof system: one in which an efficient, deterministic
verifier reads a given proof in its entirety and comes to a decision: “accept” if the proof
convinced the verifier, and “reject” if it did not.

Definition (NP-proof system, informally). An efficient (deterministic) Turing machine V
is an NP-proof system for (membership in) a set S if it satisfies the following two properties.

6Or more verbosely, any decision problem for which there exists a proof system in which the verifier is
efficient, admits an efficient decision algorithm.
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• Completeness: For any x ∈ S, there exists a proof π∗ ∈ {0, 1}∗ such V (x, π) accepts.7

• Soundness: For any x /∈ S and any (alleged proof) string π ∈ {0, 1}∗, V (x, π) rejects.

Next, in an Interactive Proof system, The verifier is randomized and engages in a multi-
round dialogue with a prover. The verifier issues queries and receives answers (both are
strings), and uses randomness to guide its queries. Because it is probabilistic, the verifier is
permitted to err, but only with bounded probability. That is, for inputs not in the language,
we require that no prover—regardless of strategy—can convince the verifier to accept except
with low probability (here arbitrarily taken to be 50%). Informally, the designer of the proof
system is expected to establish an upper bound on the likelihood of error in the form of a
soundness guarantee.

Definition (Interactive Proof system (IP), informally). An efficient probabilistic oracle Tur-
ing machine V is an Interactive Proof system (IP) for (membership in) a set S if it satisfies
the following two properties.

• Completeness: There exists an honest prover P ∗ such that for any x ∈ S,

Pr[⟨V, P ∗⟩ (x) accepts ] = 1.

• Soundness: For any x /∈ S and (alleged) prover P ,

Pr[⟨V, P ⟩ (x) accepts ] ≤ 1/2.

Lastly, in a probabilistically checkable proof system, the verifier is still probabilistic, but
but has access restricted access to a proof; the verifier must come to its decision while reading
only few symbols from the proof.

Definition (Probabilistically Checkable Proof system (PCP), informally). An efficient prob-
abilistic oracle Turing machine V is a Probabilistically Checkable Proof system (PCP) for
(membership in) a set S if it satisfies the following two properties.

• Completeness: For any x ∈ S, there exists a proof oracle π∗ such that

Pr[V π∗
(x) accepts ] = 1.

• Soundness: For any x /∈ S and (alleged) proof oracle π,

Pr[V π(x) accepts ] ≤ 1/2.

The number of queries the verifier is allowed make to the proof oracle should be small;
ideally a constant q ∈ N independent of the input length |x|. Additionally, the length of the
proof oracle (viewed as a string) should be small as well; ideally, a nearly-linear function
ℓ(n) where n = |x| is the length of the input.

7Note that |π| must be polynomial in |x| by our definition of efficiency; see Introduction.
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As the definitions make clear, both IPs and PCPs are forms of probabilistic proof systems:
they feature efficient verifiers with access to randomness and allow a small probability of
error. In an interactive proof (IP), the verifier engages in a dynamic exchange with a prover,
who can adapt its responses to the verifier’s queries. In a probabilistically checkable proof
(PCP), by contrast, the proof is fixed in advance, and the verifier samples a small number
of locations to inspect. Though historically connected, these two frameworks have given rise
to different communities and research trajectories, with distinct technical concerns. Rather
than surveying those literatures here, I offer this section as a conceptual and definitional
reference—one that makes the structural similarities visible before each system is developed
more formally in the chapters ahead.
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Chapter 1

Some Hard Claims Have Complex Proofs

An N×N matrix with entries from a field F is said to be (∆, ρ)-rigid if its Hamming distance
from the set of N × N matrices of rank at most ρ is greater than ∆. In other words, an
(∆, ρ)-rigid matrix is a matrix that cannot be expressed as a sum of two matrices, L + S,
where rank(L) ≤ ρ and S has at most ∆ non-zero entries. For concreteness, this chapter
focuses on rigidity with respect to the field F2.

Constructing rigid matrices has been a long-standing open problem in computational
complexity theory since their introduction by Valiant (1977) more than four decades ago.
Valiant showed that for any (N1+ε, N/ log log(N))-rigid matrix, evaluating the corresponding
linear transformation requires circuits of either super-linear size or super-logarithmic depth.
Thus, an explicit construction of a such matrices gives explicit problems that cannot be
solved in linear-size logarithmic-depth circuits.

Razborov (1989) (see also Wunderlich 2012) considered the other end of the spectrum of
parameters, in which the distance ∆ is quite high but the rank ρ is much smaller; namely,
∆ = δ · N2 for constant δ > 0 and ρ = 2(log logN)ω(1) . Razborov showed that strongly-
explicit matrices1 with these rigidity parameters imply a lower bound for the communication-
complexity analog of the Polynomial Hierarchy, PHcc.

In other words, while Valiant’s regime focuses on very high rank ρ, Razborov’s focuses
on very high distance ∆. Achieving lower bounds for either PHcc (via Razborov’s reduction)
or linear-size log-depth circuits (via Valiant’s reduction) are two central long-standing open
questions in complexity theory.

Despite a lot of effort, state of the art results on matrix rigidity fall short of solving
both Valiant and Razborov’s challenges. The current best poly-time constructions yields
(N

2

ρ
log(N

ρ
), ρ)-rigid matrices, for any parameter ρ (see Friedman 1993; Shokrollahi, Spiel-

man, and Stemann 1997). Goldreich and Tal (2018) gave a randomized poly-time algorithm
that uses O(N) random bits and produces an N×N matrix that is ( N3

ρ2 logN
, ρ)-rigid for any pa-

rameter ρ ≥
√
N , with high probability.2 Recent breakthrough results (Alman and Williams,

1An N ×N matrix A is strongly-explicit if, given i, j ∈ N , one can compute Ai,j in polylog(N) time.
2Despite its “semi-explicitness”, if this construction obtains Valiant’s rigidity parameters, then lower
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2017; Dvir and Edelman, 2019; Dvir and Liu, 2020) showed that several long-standing can-
didate construction of explicit matrices, like the Hadamard or the FFT matrices, are less
rigid than previously believed, and in particular do not meet Valiant’s challenge.

Most previous attempts were of combinatorial or algebraic nature (see surveys by Lokam
2009 and Ramya 2020). In contrast to these, a recent remarkable work of Alman and Chen
(2022) proposes a novel approach that uses ideas from complexity theory to construct rigid
matrices in FNP:3

Theorem 1.1 (Alman and Chen 2022). There exists a constant δ ∈ (0, 1) such that for all
ε ∈ (0, 1), there is an FNP-machine that, for infinitely many N , on input 1N outputs an
N ×N matrix that is (δ ·N2, 2(logN)1/4−ε

)-rigid.4

Their result still does not attain the rank bounds required for Valiant’s lower bounds, yet
it vastly improves the state of the art of explicit rigid matrix constructions. On Razborov’s
end, the construction indeed meets the required rigidity parameters (in fact, greatly exceeds
them), but does not fulfill the requirement of super-explicitness. That said, they use a
tensoring argument to obtain N × N matrices still within Razborov’s rigidity parameters,
in which each entry is computable in non-deterministic time 2(log logN)ω(1) . While this is not
super-explicit, it is an exponential improvement over previous results.

The surprising construction of Alman and Chen is a tour-de-force that ties together
seemingly unrelated areas of complexity theory. A key area is the theory of Probabilistically
Checkable Proofs (PCPs). PCPs provide a format of rewriting classical NP-proofs that can
be efficiently verified based only on a small amount of random queries into the rewritten
proof. The PCP Theorem (Arora and Safra, 1998; Arora et al., 1998) asserts that any NP-
proof can be rewritten into a polynomially-longer PCP that can be verified using a constant
number of queries. Alman and Chen make use of efficient and short PCPs for NTIME(2n),
as well as smooth PCPs. Momentarily, we too will make use of these properties, so let us
give an informal description of these:

Efficient PCP: A PCP for NTIME(T (n)) is said to be efficient if the running time of the
PCP verifier is sub-linear (or even logarithmic) in the length of the original NP-proof
(i.e., T (n)).

Short PCP: A PCP for NTIME(T (n)) is said to be short if the length of the PCP is nearly
linear (i.e., T (N)1+o(1)) in the length of the original NP-proof (i.e., T (n)).

bounds would be implied, since one can take the randomness to be part of the input, yielding a (related)
explicit problem that has no linear-size logarithmic-depth circuits.

3The complexity class FNP is the function-problem extension of the decision-problem class NP. Formally,
a relation R(x, y) is in FNP if there exists a non-deterministic polynomial-time Turing machine M such that
for any input x, M(x) outputs y such R(x, y) = 1 or rejects if no such y exists.

4Their result is stated for FPNP but can be strengthened to FNP. More precisely, on infinitely many
inputs 1N that are accepted by the FNP-machine, any accepting path outputs a rigid matrix. Matrices
obtained on different accepting paths may differ, but all of them are rigid. If one insists on outputting the
same matrix on all accepting paths, then this can be done in FPNP.
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Smooth PCP: A PCP is said to be smooth if for each input, every proof location is equally
likely to be queried by the PCP verifier.

The PCP Theorem has had a remarkable impact on our understanding of the hardness of
approximation of several combinatorial problems (see, e.g., a survey Trevisan 2013). Parallel
to this line of work, Babai et al. (1991) initiated a long sequence of works (Ben-Sasson et al.,
2003; Ben-Sasson et al., 2006; Ben-Sasson and Sudan, 2008; Ben-Sasson et al., 2005; Dinur,
2007; Moshkovitz and Raz, 2008; Mie, 2009; Ben-Sasson and Viola, 2014; Paradise, 2021a)
that prove that there exist efficient, short and smooth PCPs for NTIME(2n). Alman and
Chen’s construction makes use of these PCPs, as well as the non-deterministic time-hierarchy
theorem (Zák, 1983) and a fast (i.e., faster than N2/polylog(N) time for N × N matrices)
algorithm for counting the number of ones in a low-rank matrix (Chan and Williams, 2021).

Main result: Improved rigid matrices in FNP

Our work arises from asking if there exist PCPs with additional “nice” properties that can
strengthen the above construction due to Alman and Chen (2022). We answer this question
in the affirmative, by (1) introducing a new variant of PCPs that we refer to as rectangular
PCPs, (2) constructing efficient, short and smooth rectangular PCPs and (3) using these
rectangular PCPs to strengthen and simplify the rigid-matrix construction in Theorem 1.1.
We begin by stating the improved rigid matrix construction.

Theorem 1.2. There is a constant δ ∈ (0, 1) such that there is an FNP-machine that for
infinitely many N , on input 1N outputs an N×N matrix that is (δ ·N2, 2logN/Ω(log logN))-rigid.

We remark that Alman and Chen obtained a conditional result which proved a similar
conclusion using the easy witness lemma of Impagliazzo, Kabanets, and Wigderson (2002):
either NQP ̸⊂ P/poly or for all ε ∈ (0, 1) there exists an FNP-algorithm that for infinitely
many N , on input 1N outputs an N ×N matrix that is (δ ·N2, 2(logN)1−ε

)-rigid. Our main
result (Theorem 1.2) is thus a common strengthening of both Theorem 1.1 as well as this
conditional result.

Rectangular PCPs

Our result is obtained by a new notion of PCPs, called rectangular PCPs.5 Briefly put,
rectangular PCPs are PCPs where the proofs are thought of as square matrices, and the
random coins used by the verifier can be partitioned into two disjoint sets, one determining
the row of each query and the other determining the column. To get a better feel for this
new property, we examine the constraint satisfaction problem (CSP) underlying a rectangular
PCP,6 and defer the full definition to Section 1.1.

5We thank Ramprasad (RP) Saptharishi for suggesting the term “rectangular PCPs".
6See, for example, Chapter 18 of Arora and Barak 2009 for a description of the CSP underlying a PCP.
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Consider the classical NP-hard constraint satisfaction problem MAXCUT whose instance
is a directed graph G = (V,E) with n vertices and m edges and the goal is to find a subset
S ⊆ V that maximizes the number of edges cut (in either direction) between S and V \ S.
The instance G is rectangular if the following condition is met.

• There exist two directed graphs G1 and G2 with ℓ =
√
n vertices and r =

√
m edges

each such that G is the product graph G1×G2, i.e., the edges of G satisfy the following
rectangular property:

((u1, u2), (v1, v2)) ∈ E(G)⇐⇒ (u1, v1) ∈ E(G1) and (u2, v2) ∈ E(G2).

An instance G is said to be τ -almost rectangular for τ ∈ [0, 1) if G is the edge-disjoint union
of mτ product graphs G

(j)
1 × G

(j)
2 , j ∈ [mτ ] where each of the product graphs G

(j)
1 × G

(j)
2

is defined on the same vertex set V and satisfies |E(G
(j)
1 )| = |E(G

(j)
2 | = m(1−τ)/2. To

distinguish rectangular graphs from almost-rectangular graphs, we will sometimes refer to
them as perfectly rectangular.

This definition of rectangularity can be extended to arbitrary q-CSPs as follows. Let
Φ be a q-CSP instance on a set V of n = ℓ2 variables. Let C be the set of m = r2

constraints of Φ. As both the number of variables (n = ℓ2) and the number of constraints
(m = r2) are perfect squares, we will w.l.o.g. index them with double indices, (ii, i2) ∈
[ℓ] × [ℓ] and (j1, j2) ∈ [r] × [r]. Let the (j1, j2)-th constraint in C involve the q variables
xc1(j1,j2), . . . , xcq(j1,j2). The instance Φ is said to be rectangular if for any k ∈ [q], the address
function ck : [r]× [r]→ [ℓ]× [ℓ] that specifies the k-th variable in the (j1, j2)-th clause can be
decomposed into a product function ak× bk where ak, bk : [r]→ [ℓ]. Almost rectangularity is
defined similarly.

Back in the “proof systems” view, a PCP is said to be (τ -almost) rectangular if its
underlying CSP is (τ -almost) rectangular. Thus, rectangularity can be viewed as natural
structural property referring to the clause-variable relationship in the CSPs produced by the
PCP. Our main technical result is that there exists an efficient, short, smooth and almost-
rectangular PCP. A simplified version of our result is as follows (see Theorem 1.49 for the
exact statement.)

Theorem 1.3. Let L be a language in NTIME(2n). For every constants s ∈ (0, 1/2) and
τ ∈ (0, 1), there exists a constant-query, smooth and τ -almost rectangular PCP for L over the
Boolean alphabet with perfect completeness, soundness error s, proof length at most 2n·poly(n)
and verifier running time at most 2O(τn).

From rectangular PCPs to rigid matrices

We now sketch how rectangular PCPs can be used to construct rigid matrices. This will
also serve as a motivation for the definition of rectangular PCPs. Our construction follows
that of Alman and Chen (which fits within the lower bounds from algorithms framework of
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Williams (2013) – see Appendix A.1), with the main difference being the use of rectangular
PCPs. We show that this simplifies their construction and improves the rigidity parameters
it attains. The construction is inspired by the maxim:

Hard claims have complex proofs.

Informally speaking, the construction is an instantiation of this maxim where “complexity”
refers to rigidity, “proofs” are PCPs, and “hard claims” are instances of the hard language
guaranteed by the non-deterministic time hierarchy theorem (see next).

The main ingredients in our construction are as follows:

1. The non-deterministic time-hierarchy theorem (Zák, 1983): There exists a unary lan-
guage L ∈ NTIME(2n) \ NTIME(2n/n).

2. A non-trivial (i.e., sub-quadratic time) algorithm to compute the number of ones in
a low-rank {0, 1}-valued matrix when given as input its low-rank decomposition N =
P ·Q, where P and Q are matrices of dimensions N × ρ and ρ×N , respectively. Such
results with running time N2−ε(ρ) were developed by Chan and Williams (2021) with
ε(ρ) = Ω(1/ log ρ).

3. The existence of efficient, short, smooth and rectangular PCPs for NTIME(2n), as
guaranteed by Theorem 1.3.

Let L ∈ NTIME(2n) \ NTIME(2n/n) be as guaranteed by the non-deterministic time-
hierarchy theorem. By Theorem 1.3, there exist efficient, short and smooth rectangular
PCPs for L. Our goal is to show that either (a natural transformation of) the PCP yields a
rigid matrix, or L ∈ NTIME(2n/n) – a contradiction.

For simplicity of presentation, we will assume that the rectangular PCPs obtained in
Theorem 1.3 are perfectly rectangular and furthermore that the underlying CSP of the PCP
is MAXCUT with completeness c and soundness s for some constants 0 < s < c < 1. In other
words, the PCP reduction reduces instances x ∈ L to digraphs G which have a fractional cut
of size at least c, and instances x /∈ L to digraphs G which do not have any cut of fractional
size larger than s.

Let us understand what it means for the PCP to be short, smooth, efficient and rectangu-
lar: “Rectangular” refers to the fact that the digraph G is a product graph G1 ×G2; “Short”
implies that the size of G (i.e., the number of vertices and edges) is at most r2 = 2n ·poly(n);
“Smooth” implies that the digraph G is regular (the degree of a vertex is the sum of its
in-degree and out-degree); and “Efficient” implies that for each of the two graphs G1 and
G2, given an edge the vertices incident on the edge can be obtained in time 2γn (for a small
constant γ > 0 of our choice).

For any instance x of the language L, any cut of the corresponding graph G is of the
form (S, V (G) \ S). Since V (G) = V (G1) × V (G2), we can identify the cut S with a
V (G1) × V (G2)-matrix with {0, 1} entries. Let L1, R1 ∈ {0, 1}E(G1)×V (G1) be the incidence
matrices indicating the left and right endpoints of the edges in G1 (i.e., if e = (u, v) ∈ E(G1)
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then L1(e, u) = R1(e, v) = 1). Similarly, define matrices L2, R2 ∈ {0, 1}E(G2)×V (G2). These
matrices will not be computed explicitly; efficiency of the PCP implies that for any given
row-index, the non-zero column of that row can be computed in time 2γn. We will refer to
this fact as the somewhat-efficient computation of these matrices.

Observe that the matrix L1 · S · LT
2 is an indicator matrix indicating if the left endpoint

of the edge is in the set S or not. Similarly R1 · S · RT
2 refers to the indicator of the right

endpoint of the edge. Hence, the matrix M(S) := L1 · S · LT
2 + R1 · S · RT

2 is the indicator
matrix of whether the edge is cut by the set S or not (with addition over F2). Thus, the
size of the cut induced by the set S is exactly the number of ones in the matrix M(S). Let
us denote this quantity by val(S) := #1(M(S)).

We will prove that for infinitely many x ∈ L, every cut S∗ ∈ {0, 1}V (G1)×V (G2) of fractional
size at least c is a (δ ·N2, ρ)-rigid matrix, for δ = (c−s)/3 and ρ = 2n/Ω(logn). Assume towards
contradiction that this was not the case. Then, for every long enough x ∈ L, there exists a
cut S∗ th at is non-rigid. Since S∗ is non-rigid, it is δ-close to some Boolean matrix S = P ·Q
such that P and Q are Boolean matrices of dimensions V (G1)×ρ and ρ×V (G2), respectively.
We now make two observations.

• Since the cut S∗ is of size at least c and is δ-close to S, it follows from the regularity
of G that the cut induced by the set S is of size at least c − 2δ. In other words,
val(S) ≥ c− 2δ.

• We can compute val(S) = #1(M(S)) in time O
(
r · (ρ+ 2γn) + r2−ε(2ρ)

)
as follows.

Recall that M(S) = L1 · S · LT
2 +R1 · S ·RT

2 and S = P ·Q. Hence,

M(S) = L1 · P ·Q · LT
2 +R1 · P ·Q ·RT

2 =
(
L1 R1

)
·
(
P 0
0 P

)
︸ ︷︷ ︸

=:P̃

·
(
Q 0
0 Q

)
·
(
LT
2

RT
2

)
︸ ︷︷ ︸

=:Q̃

So M(S) is a matrix of rank at most 2ρ with a low-rank decomposition given by
M(S) = P̃ · Q̃. Given matrices P and Q and the somewhat-efficient computation of
the matrices L1, L2, R1, R2, the matrices P̃ and Q̃ may be computed in time r ·(ρ+2γn).
Finally, we invoke the algorithm of Chan and Williams to compute val(S) = #1(P̃ · Q̃)
in time O

(
r2−ε(2ρ)

)
.

This suggests the following non-deterministic algorithm for checking membership in the
unary language L:

• On input 1n:

1. Non-deterministically guess matrices P ∈ {0, 1}ℓ×ρ and Q ∈ {0, 1}ρ×ℓ.

2. Use the efficient PCP verifier to somewhat-efficiently compute the matrices L1,
L2, R1, and R2.



CHAPTER 1. SOME HARD CLAIMS HAVE COMPLEX PROOFS 18

3. Compute the matrices P̃ and Q̃.
4. Compute the number of ones ν of the matrix P̃ · Q̃.
5. Accept if and only if ν > s · r2.

Indeed, this algorithm decides L: If 1n ∈ L, then there exists a guess S = P ·Q that would
get val(S) ≥ (c − 2δ) · r2 > s · r2. On the other hand, if 1n /∈ L, then by the soundness of
the PCP, any cut S would have val(S) ≤ s · r2.

However, for a suitable choice of ρ, this algorithm runs in time

O
(
ℓ · ρ+ r · (ρ+ 2γn) + r2−ε(2ρ)

)
= O(2n/n),

thereby contradicting the time-hierarchy theorem. Hence, it is false that for every long
enough x ∈ L, there exists a cut S∗ ∈ {0, 1}V (G1)×V (G2) of fractional size at least c which is
a non-rigid matrix. This immediately yields an FNP-algorithm that infinitely often outputs
rigid matrices.

In Section 1.2 we complete this sketch into a full proof that deals with two significant
caveats: the PCP is only almost-rectangular, and the predicate of the PCP is not necessarily
MAXCUT. The first is not a significant obstacle and the generalization is rather immediate.
The second requires more care, but examining the proof reveals that we only used the fact
that each clause has the same predicate or, in PCP jargon, that the predicate is oblivious
to the randomness. To this end, we define a property of PCPs termed randomness-oblivious
predicates (ROP) and show that the rectangular PCPs constructed in Theorem 1.3 can also
be made ROP (see Sections 1.5 and 1.7 for exact details).

Comparison with the Alman–Chen construction: Alman and Chen obtained a sim-
ilar result conditioned on the assumption NQP ⊆ P/poly, using the easy witness lemma. To
obtain an unconditional result, they used a bootstrapping argument which results in rigidity
for rank at most 2(logN)1/4−ε . The above proof, on the other hand, is not conditioned on any
assumption, does not require the easy witness lemma, and implies rigid matrices for rank
2logN/Ω(log logN). In fact, there is almost no loss due to the PCPs in the above argument.
For instance, if the number of ones in N ×N matrices of rank N0.999 could be computed in
sub-quadratic time, then our construction would yield matrices rigid for rank N0.99.

Constructing rectangular PCPs

We now show how one constructs rectangular PCPs. Recall that the rectangular property
of PCPs states that the underlying constraint satisfaction problem (CSP) has a product
structure.

Warm-up: Rectangularity of some known constructions

As a warm-up, let us examine the rectangularity of some common PCP building blocks. The
purpose of this warm-up is to become comfortable with the notion of rectangularity. Towards
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this end, we chose some simple examples from the PCP literature, rather than examples that
are actually used in our construction.

First, it is immediate that PCPs obtained from parallel repetition are rectangular. Unfor-
tunately, the size of these PCPs are far from being nearly-linear. Next, recall BLR linearity
tester of Blum, Luby, and Rubinfeld (1993) that checks if a given function f : Fm

2 → F2 is
linear.

Algorithm (BLR Tester). On oracle access to f : Fm
2 → F2,

1. Sample x, y ∈R Fm
2 .

2. Query f at locations x, y, and x+ y.

3. Accept if and only if f(x) + f(y) + f(x+ y) = 0.

The (x, y)-th constraint in the above test queries the three locations x, y, x + y ∈ F3m
2 .

For even m, we can write x = (x1, x2) and y = (y1, y2) where x1, x2, y1, y2 ∈ Fm/2
2 . Thus, the

((x1, x2), (y1, y2))-test queries the three locations (x1, x2), (y1, y2) and (x1+y1, x2+y2). Hence,
the BLR test is perfectly rectangular. For similar reasons, the low-degree test (actually used
in our construction) is also perfectly rectangular.

The actual construct

The warm-up gives us hope that PCPs constructed using from low-degree test are rectangular
or can be made so with some modification. Our construction, essentially, realizes this hope.
In particular we take a closer look at the short and efficient PCP construction of Ben-Sasson
et al. (2006) and Ben-Sasson et al. (2005) and modify it suitably to obtain a rectangular
PCP. This is a rather delicate operation and involves several subtleties along the way. We
highlight the salient steps in the construction below.

For starters, recall another key ingredient in the construction of PCPs: the composition
paradigm of Arora and Safra (1998). We will use the modular composition paradigm of Ben-
Sasson et al. (2006) and Dinur and Reingold (2006), wherein a robust PCP is composed with
a PCP of proximity. Our construction of rectangular PCPs will proceed along the following
lines.

1. We first show that the Reed–Muller based PCP construction due to Ben-Sasson et al.
(2006) and Ben-Sasson et al. (2005) can be modified to yield a short almost-rectangular
robust PCP. This involves a careful, step-by-step examination of this PCP. As indicated
above, the low-degree component of this PCP is perfectly rectangular. However, this
PCP also involves a sum-check component, which is inherently not rectangular, but is
fortunately almost rectangular.

2. We then show that composition of an almost-rectangular robust PCP with a (not
necessarily rectangular) PCP of proximity yields an almost-rectangular PCP.
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Composing the outer robust PCP obtained in Item 1 with the short and efficient PCP of
proximity of Mie (2009) yields a short, efficient and rectangular PCP with constant query
complexity. However, this PCP is not necessarily smooth. By now, there are several standard
techniques to “smoothify” a PCP in literature, but these techniques do not necessarily retain
the rectangular property. To obtain a rectangular and smooth PCP, we actually work with
a stronger notion of rectangularity, that we refer to as “rectangular neighborhood-listing
(RNL)” and show that a short and efficient PCP with RNL can be “smoothified” to yield
the desired short, efficient, smooth and rectangular PCP.

Organization

The rest of the chapter is organized as follows.

Preliminaries (Section 1.1). We begin by giving a definitional treatment of PCPs and
their variants. In particular, we formally define the rectangular PCP, which is the
central object of our focus. We also define the two aforementioned related properties:
rectangular neighborhood-listing (RNL) and randomness-oblivious predicates (ROP).

From rectangular PCPs to Rigid Matrices (Section 1.2). We show how the existence
of efficient, short and smooth rectangular PCPs with ROP for NTIME(2n) yields rigid
matrices (thus proving Theorem 1.2, modulo the actual rectangular PCP construction).

A Construction of Rectangular PCPs (Sections 1.3 to 1.7). In the remaining sec-
tions of the chapter, we construct efficient, short and smooth rectangular PCPs for
NTIME(T (n)). The main steps in the construction are as follows:

• Section 1.3: We show how any PCP with RNL and ROP can be converted to a
smooth and rectangular PCP with ROP. Hence, from this point onwards, we seek
PCPs with RNL, rather than rectangular PCPs.

• Section 1.4: We show that the robust PCP verifier of Ben-Sasson et al. (2006)
and Ben-Sasson et al. (2005) has RNL.

• Section 1.5: We show how to add ROP to any robust PCP with RNL with q ≥ r
(i.e., whose query complexity is larger than its randomness complexity).

• Section 1.6: We show that any PCP of proximity, when composed with a robust
PCP that has RNL and ROP, yields a PCP with RNL and ROP. Note that the
PCP of proximity need not be rectangular, and, consequently, the composite PCP
is “less rectangular” than the robust PCP.

• Section 1.7: Finally, we combine the results proved in Sections 1.3 to 1.6 to obtain
our main construct: an efficient, short and smooth rectangular PCP (thus proving
Theorem 1.3).
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1.1 Defining rectangular PCPs
The main focus of this section is to introduce the notion of rectangular PCPs, the central
object of interest in this chapter. To this end, we begin by recalling the standard definition of
PCPs and related objects (PCP verifier, robust soundness, smooth PCPs) before proceeding
to define rectangular PCPs.

Notation. Let Σ be any finite alphabet. For u, v ∈ Σn, the relative Hamming distance
between u and v, denoted by δ(u, v), is the fraction of locations on which u and v differ (i.e.,
δ(u, v) := |{i : ui ̸= vi}|/n). We say that u is δ-close to v (resp., δ-far from v) if δ(u, v) ≤ δ
(resp., δ(u, v) > δ). The relative distance of a string u to a set V of strings is defined as
δ(u, V ) := minv∈V {δ(u, v)}.

Standard PCPs

We begin by recalling the formalism of a PCP verifier. As is standard in this literature, we
restrict our attention to non-adaptive verifiers.

Definition 1.4 (PCP verifiers).

• Let r, q,m, d, t, σ : N → N. A (r, q,m, d, t)-restricted verifier over alphabet Σ := {0, 1}σ
is a probabilistic algorithm7 V that, on an input x of length n, tosses r := r(n) random
coins R and generates a sequence of q := q(n) query locations I := (i(1), . . . , i(q)), where
each i(k) ∈ [m(n)], and a (decision) predicate D : Σq → {0, 1} in time at most t(n). The
decision predicate D is specified by a circuit of size at most d(n).

Think of V as representing a probabilistic oracle machine that queries the proof oracle
π ∈ Σm, for the positions in I, receives the q symbols π|I := (πi(1) , . . . , πi(q)), and accepts
iff D(π|I) = 1.

• We write (I,D)
R∼ V (x) to denote the queries and predicate generated by V on input x

and random coin tosses. To explicitly mention the random coins R, we write (I,D) ∼
V (x;R).

• We call r the randomness complexity, q the query complexity, m the proof length, d the
decision complexity and t the running time of V . The length σ of symbols in Σ is called
the answer complexity of V , and will usually be omitted.8

It will be convenient at times to have the following graphical description of the verifier.
Given a (r, q,m, d, t)-restricted verifier and input x, consider the bipartite graph G(V, x) :=

7In this chapter, algorithm refers to a multi-tape Turing machine.
8All PCPs in this chapter will be Boolean (i.e., σ = 1), except for an intermediate PCP in Section 1.4.

Even there, it will be more convenient to consider the alphabet size |Σ| = 2σ rather than σ.
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(L = {0, 1}r, R = [m], E) where (R, i) ∈ E if the verifier V on input x and random coins R
queries location i in the proof. Clearly, the graph G(V, x) is q-left regular.

We can now define the standard notion of PCPs with perfect completeness.

Definition 1.5 (PCP). For a function s : N → [0, 1], a verifier V is a probabilistically
checkable proof system (PCP) for a language L with soundness error s if the following two
conditions hold for every string x:

Completeness: If x ∈ L then there exists π such that V (x) accepts oracle π with probabil-
ity 1. Formally,

∃π Pr
(I,D)

R∼V (x)

[D(π|I) = 1] = 1.

Soundness: If x ̸∈ L then for every oracle π, the verifier V (x) accepts π with probability
strictly less than s. Formally,

∀π Pr
(I,D)

R∼V (x)

[D(π|I) = 1] < s(|x|).

While constructing PCPs, we will sometimes be interested in PCPs with a stronger notion
of soundness, referred to as robust soundness.

Definition 1.6 (robust soundness). For functions s, ρ : N → [0, 1], a PCP verifier V for a
language L has robust-soundness error s with robustness parameter ρ if the following holds for
every x /∈ L: For every oracle π, with probability strictly less than s, the symbols read by the
verifier V are ρ-close to being accepted. Formally,

∀π Pr
(I,D)

R∼V (x)

[∃a s.t. D(a) = 1 and δ(a, π|I) ≤ ρ] < s(|x|).

By now, we know of several such efficient PCP constructions, one of which we state below.

Theorem 1.7 (efficient PCPs for NTIME(T ), Theorem 2.6 of Ben-Sasson et al. 2005). Sup-
pose that L is a language in NTIME(T (n)) for some non-decreasing function T : N → N.
Then for every ε ∈ (0, 1), L has a PCP verifier over {0, 1} with soundness error ε, query
complexity O(1/ε) and randomness complexity log T (n) + logO(ε) T (n).

While constructing variants of the above PCP, we will particularly be interested in smooth
PCPs.

Definition 1.8 (smooth PCP). Given a (r, q,m, d, t)-restricted verifier V , an input x and
i ∈ [m], let Qx(i) denote the probability with which the verifier V outputs i on a random
query k ∈ [q]. Formally,

Qx(i) := Pr
R,k∈[q]

[i(k) = i|(I,D) ∼ V (x;R)].

The PCP verifier V is said to be smooth if for all i, j ∈ [m], Qx(i) = Qx(j).
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Thus, smooth PCPs refer to PCPs whose verifiers query all locations of the proof oracle
equally likely (or equivalently in the above graphical description, verifiers whose correspond-
ing bipartite graphs are also right-regular).9

Remark 1.9 (tolerance of smooth PCPs). A smooth PCP is tolerant of errors in a correct
proof, in the sense that a proof that is close to a correct one is accepted with good probability.
Concretely, suppose V makes q queries to its proof and is smooth. Then if π is a correct
proof for V (i.e., accepted w.p. 1) and π∗ is δ-close to π in relative Hamming distance, then
π∗ is accepted with probability at least 1− q · δ.

The PCPs constructed in Theorem 1.7 are not necessarily smooth, however they can be
made smooth without too much of an overhead. In this chapter we will be interested in
smoothening the PCP maintaining yet another property, rectangularity, which we introduce
in the following section.

Rectangular PCPs

We now define rectangular PCPs, the central object of interest in this chapter. As the
name suggests, rectangular PCPs are PCPs in which the proof oracle π : [m] → Σ, an
m-length string, is interpreted as a matrix π : [ℓ] × [ℓ] → Σ for some ℓ such that m = ℓ2

(yes, we assume that the proof lengths are always squares of integers). Furthermore, the
verifier is also “rectangular” in the sense that the randomness R ∈ {0, 1}r is also partitioned
into 2 parts R = (Rrow, Rcol) such that the row index of the queries is obtained from the
“row randomness” Rrow while the column index of the queries is obtained from the “column
randomness” Rcol.

The above informal description assumes “perfect” rectangularity while the definition be-
low allows for the relaxed notion of “almost-rectangularity”, in which randomness is parti-
tioned into three parts: row and column (as above), as well as a small shared part that is
used for obtaining both the rows and the columns of the queries.

Definition 1.10 (Rectangular PCP). For τ ∈ [0, 1), a (r, q, ℓ2, d, t)-restricted verifier V is
said to be τ -rectangular if there exist probabilistic algorithms Vrow, Vcol such that the following
holds.

The random coin tosses R ∈ {0, 1}r can be partitioned into 3 parts

R = (Rrow, Rcol, Rshared) ∈ {0, 1}(1−τ)r/2 × {0, 1}(1−τ)r/2 × {0, 1}τr,
9Minor historical inconsistencies in the definition of smoothness: Several previous works (Katz and

Trevisan, 2000; Paradise, 2021a) defined a smooth oracle machine as one in which each location of the oracle
has equal probability of being queried by the machine in any of its queries (rather than in a random query,
as in Definition 1.8 as well as other prior works (Goldreich and Sudan, 2006; Ben-Sasson et al., 2006)).
Indeed, both definitions are equivalent assuming the machine never queries the same location twice for any
given random coin sequence R. Our definition is more convenient as it coincides with right-regularity of the
corresponding bipartite graph even without this assumption.
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such that the verifier V on input x of length n and random coins R produces a sequence of
q proof locations I = ((i

(1)
row, i

(1)
col), . . . , (i

(q)
row, i

(q)
col)) as follows:

• Irow := (i
(1)
row, . . . , i

(q)
row) = Vrow(x;Rrow, Rshared),

• Icol := (i
(1)
col, . . . , i

(q)
col) = Vcol(x;Rcol, Rshared),

• Generating Irow, Icol, and the decision predicate10 take a total of at most t(n) time.

In other words, the row (respectively column) indices of the queries are only a function of
the row (respectively column) and shared parts of the randomness. If τ = 0, we will say the
verifier V is perfectly rectangular, and otherwise V is almost rectangular. When it is obvious
from context, we will say that V is simply rectangular, omitting the “τ -” qualifier.

Rectangular Neighbor-Listing (RNL)

A careful reading of the construction of PCPs mentioned in Theorem 1.7 will reveal that
they are in fact rectangular. However, for our application, we will need rectangular PCPs
that are also smooth. Later, we will “smoothen” a PCP while maintaining its rectangularity
(see Section 1.3), for which we need a stronger property that we refer to as rectangular
neighbor-listing (RNL). To define this property, we first define configurations and neighboring
configurations.

Definition 1.11 (configurations and neighboring configurations). Given a (r, q,m, d, t)-
restricted verifier V and an input x, a configuration refers to a tuple (R, k) ∈ {0, 1}r × [q]
composed of the randomness of the verifier and query index. The verifier V describes how to
obtain the query location i(k) ∈ [m] from the configuration (R, k) (and the input x).

We say that two configurations (R, k) and (R′, k′) of a PCP verifier V on input x are
neighbors if they both yield the same query location i ∈ [m]. (In particular, every configuration
is a neighbor of itself.)

In the graphical representation of a verifier, a configuration refers to an edge of the bi-
partite graph and two configurations are said to be neighbors if they are incident on the
same right vertex. A configuration (R, k) = (Rrow, Rcol, Rshared, k) of a rectangular PCP
can be broken down into a row configuration (Rrow, Rshared, k) and a column configuration
(Rcol, Rshared, k). Rectangularity states that the query location (i

(k)
row, i

(k)
col) ∈ [ℓ] × [ℓ] sat-

isfy that i
(k)
row is a function of the row configuration while i

(k)
col is a function of the column

configuration.

Definition 1.12 (rectangular neighbor-listing (RNL)). For τ ∈ [0, 1) and tRNL : N → N,
an (r, q,m, d, t)-restricted verifier V is said to have the τ -rectangular neighbor listing property
(τ -RNL) with time tRNL(n) if the following holds.

10It is natural to wonder how the decision predicate depends on the randomness. This is considered in
Section 1.1.
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• The random coin tosses R ∈ {0, 1}r can be partitioned into 4 parts

R = (Rrow, Rcol, Rshared.row, Rshared.col) ∈ {0, 1}(1−τ)r/2×{0, 1}(1−τ)r/2×{0, 1}τr/2×{0, 1}τr/2,

where we refer to the 4 parts Rrow, Rcol, Rshared.row, Rshared.col as the row part, column
part, row-shared part and column-shared part respectively. We will refer to the combined
shared randomness Rshared := (Rshared.row, Rshared.col) as the shared part.

• There exist two algorithms, a row agent (denoted Arow) and a column agent (denoted
Acol) that list, in time tRNL(n), all neighbors of a given configuration (R, k) in the
following “rectangular and synchronized” fashion:

– On input a row configuration (Rrow, Rshared, k), the row agent Arow outputs a list
Lrow of tuples (R′

row, R
′
shared.row, k

′).

– On input a column configuration (Rcol, Rshared, k), the column agent Acol outputs
a list Lcol of tuples (R′

col, R
′
shared.col, k

′).

satisfying the following properties

1. The two lists Lrow and Lcol are of equal length and entrywise-matching k′ values,
such that the “zipped” list

L :=

(R′
row, R

′
col, R

′
shared.row, R

′
shared.col, k

′)

∣∣∣∣∣∣
i ∈ [|Lrow|]

(R′
row, R

′
shared.row, k

′) := Lrow[i]
(R′

col, R
′
shared.col, k

′) := Lcol[i]


(1.1)

is the list of all full configurations that are neighbors of (R, k).

2. Not only are the contents of L the same for each two neighboring locations, but
the order of configurations in L is the same too. That is, for any two neighboring
configurations (R, k) and

(
R̃, k̃

)
, the resulting configuration lists L and L̃ are

equal as ordered lists (element-by-element).

3. Both agents output the index of (R, k) in the list L (despite not “knowing” (R, k)
entirely).

Informally speaking, rectangularity asserts that the query location can be obtained in a
“rectangular” fashion from the randomness, while RNL asserts that the entire list of neigh-
boring configurations of the query location can be obtained in a “rectangular” fashion.

A PCP with RNL can be made smooth and rectangular, as shown in Section 1.3.

Remark 1.13. Barak and Goldreich (2008) defined PCPs with a reverse-sampling procedure
that outputs a uniformly random neighbor of any given configuration. The important differ-
ence between RNL and reverse-sampling is that the former offers a procedure that outputs
neighboring configurations in a rectangular fashion.
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Randomness-oblivious predicates (ROP)

For our application of rectangular PCPs (Section 1.2), we would like the decision circuit to
depend only on the shared part of the randomness. However, we do not know how to obtain
such a PCP (that is also smooth and short), so we allow the decision circuit to take a limited
number of parity checks of the entire randomness. Like the decision circuit, the choice of
parity checks depends only on the shared part of the randomness.

Definition 1.14 (efficient PCP verifiers with τ -ROP). For τ ∈ [0, 1), a (r, q,m, d, t)-
restricted verifier V is said to have the τ -randomness-oblivious predicates (τ -ROP) if the
following holds.

The random coin tosses R ∈ {0, 1}r can be partitioned into two parts

R = (Robliv, Raware) ∈ {0, 1}(1−τ)r × {0, 1}τr,

such that the verifier V on input x of length n and random coins R runs in time t(n), and

1. Based only on Raware:

a) Constructs a (decision) predicate D ← V (x;Raware) of size at most d(n).

b) Constructs a sequence of randomness parity checks (C1, . . . , Cp) ∼ V (x;Raware),
each of which is an affine function from {0, 1}(1−τ)r to {0, 1}.11

2. Based on all of the randomness R = (Robliv, Raware), produces a sequence of q proof
locations I = (i(1), . . . , i(q)), where each i(k) ∈ [m(n)].

Think of V as representing a probabilistic oracle machine that queries proof oracle π and gets
answer symbols π|I , computes parity checks P := (C1(Robliv), . . . , Cp(Robliv)) and accepts iff
D(π|I , P ) = 1.

We write (I, P,D)
R∼ V (x) to denote the queries, predicate, and parities generated by V on

input x. To explicitly mention the random coins R, we write (I, P,D) ∼ V (x;R).

We call p the parity-check complexity of V .

We view ROP as a secondary property to RNL and rectangularity, and for simplicity
we sometimes omit it from informal discussions (e.g., the title Section 1.2). Indeed, in
Section 1.5 we show a simple way of adding ROP to any PCP while essentially increasing
only its decision complexity.

11These are affine functions of the oblivious part only, but they encompass parities on all of the randomness
by including the parity of the aware part in the constant term.



CHAPTER 1. SOME HARD CLAIMS HAVE COMPLEX PROOFS 27

A description of a rectangular verifier with ROP

All new PCP notions that are key to our work deal with a modified view of the run of a PCP
verifier based on a partitioning of its randomness. Thus, let us take a moment to provide
a streamlined description of a rectangular PCP verifier that has ROP, where the shared
and aware parts of the randomness are the same.12 We hope this description helps the
reader picture the new properties of our main PCP verifier, which we eventually construct
in Theorem 1.49, and use in our construction of rigid matrices (Section 1.2). Specifically, we
wish to clarify the dependence of the queries, the decision predicate and the parity checks
on the different parts of the randomness.

Note 1.15 (Rectangular verifier with ROP). Let τ ∈ (0, 1), and let V be a τ -rectangular
(r, q, p, ℓ2, d, t)-verifier with τ -ROP. Assume further that the shared and aware parts of the
randomness of V are the same,12 such that its randomness R is partitioned as follows:

Robliv = (Rrow, Rcol)

Raware = Rshared

R = (Rrow, Rcol, Rshared) = (Robliv, Raware).

Since the shared and aware parts of the randomness are the same, we will refer only to the
shared part of the randomness.

The run of V given input x and proof oracle π can be described as follows:

1. Sample shared randomness Rshared ∈ {0, 1}τ ·r. Based on it,

a) Construct a decision predicate D := D(x;Rshared) of size d.

b) Construct randomness parity checks (C1, . . . , Cp) := (C1(x;Rshared), . . . , Cp(x;Rshared)).

2. Sample row randomness Rrow ∈ {0, 1}(1−τ)r/2. Construct proof row locations

i(1)row := i(1)row(x;Rrow, Rshared), . . . , i
(q)
row := i(q)row(x;Rrow, Rshared).

3. Sample column randomness Rcol ∈ {0, 1}(1−τ)r/2. Construct proof column locations

i
(1)
col := i

(1)
col(x;Rcol, Rshared), . . . , i

(q)
col := i

(q)
col(x;Rcol, Rshared).

4. Compute randomness parity checks P := (C1(Rrow, Rcol), . . . , Cp(Rrow, Rcol)).

5. Query the proof oracle to obtain π|I :=
(
π
i
(1)
row,i

(1)
col
, . . . , π

i
(q)
row,i

(q)
col

)
.

6. Output the result of the computation D(π|I , P ).
12This is indeed the case throughout this chapter.
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PCPs of Proximity

Recall that we think of a PCP verifier as accepting input x and proof π if the answers
received from π, denoted π|I , satisfy the decision circuit D generated by V . In a nutshell,
PCP composition is done by replacing the naive verification of the claim “π|I satisfies D”
with a verification by an inner verifier.

The goal of PCP composition is to reduce the query complexity of an (outer) verifier by
composing it with an inner verifier of smaller (even constant) query complexity. Hence, the
inner verifier has restricted access not only to its proof, but also to part of its input (namely,
π|I). Since such a constrained verifier cannot distinguish between answers that satisfy D to
those that are close to satisfying D, its soundness condition is relaxed to rejection of answers
that are far from all satisfying assignments to D. Indeed, if the outer PCP had suitable
robustness, this relaxation still yields a sound PCP. We formalize this discussion next.

Definition 1.16 (Pair language and CVP). A pair language L is a subset of {0, 1}∗×{0, 1}∗.
The Circuit Valuation Problem (CVP) is the pair language consisting of circuits and their
accepting inputs. Formally,

CVP := {(C, y) | C(y) = 1}.
A PCP of Proximity for a pair language L is given a pair (x, y) and a proof π, where

access to x is explicit (i.e., x can be read entirely) while only oracle access is given to y
and π (so queries to y are accounted for in the verifier’s query complexity). The soundness
condition is weakened to rejection with high probability only of (x, y) such that y is far from
L(x) := {y′|(x, y′) ∈ L}. Formally:

Definition 1.17 (PCP of Proximity (PCPP)). Let L ⊆ {0, 1}∗×{0, 1}∗ be a pair language.
For s, δ : N → N, a restricted verifier V over Σ is a PCP of proximity verifier for L with
proximity parameter δ and soundness error s if the following two conditions hold for any
x, y ∈ {0, 1}∗:

Completeness If (x, y) ∈ L, then there exists a proof π such that V (x) accepts the oracle
yπ (y is called the input oracle and π is called the proof oracle) with probability 1.
Formally,

∃π Pr
(I,D)

R∼V (x)

[D(yπ|I) = 1] = 1.

Soundness If y is δ-far from the set L(x) = {y′ | (x, y′) ∈ L}, then for every proof oracle
π, V (x) accepts the oracle yπ with probability strictly less than s. Formally,

∀π Pr
(I,D)

R∼V (x)

[D(yπ|I) = 1] < s(|x|).

For convenience, we assume that the input locations I = (i1, . . . , iq) are each of the form
ik = (bk, jk), where bk is a bit signifying the oracle of the k-th query, and jk is the location
in that oracle. Formally, for each k ∈ [q], if bk = 0 (resp. bk = 1) then jk ∈ [|y|] (resp.
jk ∈ [|π|]) is the location in y (resp. in π) of the k-th query of V .
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1.1.1 Three additional preliminaries: Error-correcting codes,
sampler graphs and λ-biased sets

Error-correcting codes, that are defined next, are used to reduce the alphabet size of the
PCP.

Definition 1.18 (Error-correcting codes). A (binary) error-correcting code C is given by an
encoding map Enc : {0, 1}k → {0, 1}n. The rate R, which measures how much information
can be packed into a codeword, is defined by R = k

n
. The minimum distance δ, which

measures the error-correcting capability of the code, is defined to be the smallest relative
Hamming distance between Enc(x) and Enc(y) for distinct x, y ∈ {0, 1}k.

The error-correction property of codes comes from the observation that for any given
word w ∈ {0, 1}n, there is at most one x ∈ {0, 1}k such that Enc(x) is within distance δ/2
of w and finding this x given w is the problem of decoding.

A linear code is an error-correcting code where the encoding map Enc : {0, 1}k → {0, 1}n
is given by Enc(x) = Gx for some k × n Boolean matrix G. A systematic error-correcting
code is a code in which the input message bits are embedded in the encoded output (say
the first k locations of the output). We use the following lemma which gives a constant rate
and constant distance linear code such that the decoding and encoding time is linear in the
RAM model.

Theorem 1.19 (Spielman 1996). There is a constant rate, constant distance linear error
correcting code with a linear-time encoder, and a linear-time decoder recovering a message
from a codeword with up to a fixed constant fraction of errors. Furthermore, the code is
systematic.

In our PCP construction, we will use explicit construction of sampler graphs that are
defined next.

Definition 1.20 (Sampler graph). Fix α ∈ [0, 1]. A graph G = (V,E) is an α-sampler if
for every S ⊆ V ,

Pr
v∈V

[∣∣∣∣ |S||V | − |Γ(v) ∩ S|
|Γ(v)|

∣∣∣∣ > α

]
< α.

We will use the following efficient construction of sampler graphs.

Fact 1.21 (Section 5.1 of Goldreich 2011). There exists an algorithm that given an integer
n and α ∈ (0, 1), constructs a (4/α3)-regular graph on n vertices which is an α-sampler in
time poly(n).

Next, we need λ-biased sets in our construction of PCPs. We first recall basic notation
about characters over a field F . For a field F of characteristic p, a character of Fm is a
homomorphism χ : Fm → ωp, where ωp is the (multiplicative) group of complex pth roots
of unity. In other words, χ(x + y) = χ(x) · χ(y) for every x, y ∈ Fm. The trivial character
maps Fm to 1.
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Definition 1.22. (λ-biased sets) A set S ⊆ Fm is called λ-biased if for every character χ
of Fm, we have |Ex∈S[χ(x)]| ≤ λ.

We have the following explicit construction of λ-biased sets from Alon et al. (1992).

Lemma 1.23 (Alon et al. 1992). For every F of characteristic 2, m ∈ Z+, and λ > 0, there

is an explicit construction of a λ-biased set S ⊆ Fm of size at most O
(

log(|F|m)
λ

)2
.

The next lemma shows that we can have λ-biased set of similar size even when we restrict
the set S to have elements from Fm with the first coordinate non-zero.

Lemma 1.24. For every F of characteristic 2, m ∈ Z+, and λ > 3
|F| , there is an explicit

construction of a λ-biased set Sλ ⊆ Fm with y1 ̸= 0 for all y ∈ Sλ and |S| = O
(

log(|F|m)
λ

)2
.

Proof. Take a λ/10-biased set S from Lemma 1.23. Consider the subset B ⊆ F where
B = {a | ∃x ∈ S, x1 = a}. If 0 /∈ S, then we are done. Otherwise, we consider two cases.

1. Case 1, |B| < |F|: In this case, let b ∈ F \B be the missing element from B. Consider
the set S ′ = {x + (−b, 0, 0, . . . , 0) | x ∈ S}, where the addition is a coordinate-wise
addition over F. Note, that for every y ∈ S ′, y1 ̸= 0. Furthermore, for any character
χ, we have∣∣∣∣ Ey∈S′

[χ(y)]

∣∣∣∣ = ∣∣∣∣ Ex∈S[χ(x) · χ((−b, 0, 0, . . . , 0))]
∣∣∣∣ ≤ ∣∣∣∣ Ex∈S[χ(x)]

∣∣∣∣ ≤ λ/10,

where we used the fact that χ(.) has absolute value at most 1.

2. Case 2, |B| = |F|: In this case, suppose b ∈ F be a field element that occurs the least
amount of time as the first coordinate in S (breaking ties arbitrarily). Consider the
set S ′ = {x | x ∈ S, x1 ̸= b}. Note that |S ′| ≥ (1 − 1/|F|)|S|. Furthermore, for any
character χ, we have

λ/10 ≥
∣∣∣∣ Ex∈S[χ(x)]

∣∣∣∣ = ∣∣∣∣( |S ′|
|S|

)
E

x∈S
[χ(x) | x ∈ S ′] +

(
1− |S

′|
|S|

)
E

x∈S
[χ(x) | x /∈ S ′]

∣∣∣∣
≥
∣∣∣∣( |S ′|
|S|

)
E

x∈S
[χ(x) | x ∈ S ′]

∣∣∣∣− (1− |S ′|
|S|

)
This implies that,

| E
y∈S′

[χ(y)]| = | E
x∈S

[χ(x) | x ∈ S ′]| ≤
λ
10

+ 1
|F|

(1− 1
|F|)

.

Thus, when λ > 3/|F|, S ′ is a λ-biased set where B′ = {a | ∃y ∈ S ′, y1 = a} is such
that |B′| < |F|. Therefore, we can apply Case 1 to S ′ and get S ′′, a λ-biased set, with
y1 ̸= 0 for all the y ∈ S ′′.
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1.2 Main application: rigid matrices from rectangular
PCPs

Alman and Chen (2022) show how to construct rigid matrices using efficient, short and
smooth PCPs. In this section, we show how efficient, short, smooth and rectangular PCPs
can be used to obtain a simpler and stronger construction of rigid matrices.

Lemma 1.25. Let τ ∈ (0, 1) and ρ : N → N. Let L ∈ NTIME(2n) \ NTIME(O(2n/n))
be a unary language. Suppose L has a PCP with soundness error s and a (r, q, ℓ2, d, t)-
restricted verifier V over alphabet {0, 1} with ℓ(n) = poly(2n) strictly monotone increasing
and computable in time poly(n). Assume further that V is τ -rectangular and has τ -ROP
with parity-check complexity p, and that the shared and the aware parts of the randomness
are the same. Lastly, assume that the following inequalities hold:

1. 1+τ
2
· r + log(t+ ρ) ≤ n− log n.

2. q + p+ r − Ω
(

(1−τ)r
log((q+p)ρ)

)
≤ n− log n.

Then, there is an FNP-machine such that, for infinitely many N ∈ N, on input 1N , outputs
an N ×N matrix with F2 entries which is

(
1−s
q
·N2, ρ(ℓ−1(N))

)
-rigid.

To prove Lemma 1.25, we make use of the following fast algorithm that counts the number
of 1’s in a low rank matrix (given its low rank decomposition).

Theorem 1.26 (Chan and Williams 2021; Alman and Chen 2022). Given two matrices
A ∈ Fn×ρ

2 and B ∈ Fρ×n
2 where ρ = no(1), there is a (deterministic) algorithm that computes

the number of 1’s in the matrix A ·B in time T (n, ρ) := n2−Ω( 1
log ρ).

In addition to the above fast counting algorithm, we need a simple claim on representing
affine functions as a low-rank matrix.

Claim 1.27. There is a procedure with the following properties:

• Input: An integer m, Boolean vectors u, v ∈ Fm
2 and a bit b ∈ F2.

• Output: Two matrices, A ∈ (F2)
2m×3 and B ∈ (F2)

3×2m, such that (A · B)x,y =
⟨x, u⟩+ ⟨y, v⟩+ b.

• Runtime Õ(2m).

Proof. We compute A column-by-column: The first column is an enumeration of ⟨x, u⟩, for
all x ∈ Fm

2 ; the second column is the all-ones vector, denoted by 1⃗; the third column is b⃗1.
Next, we compute B row-by-row: The first row is 1⃗; the second row is an enumeration

of ⟨y, v⟩, for all y ∈ Fm
2 ; the third row is 1⃗.

It is easy to verify that (A ·B)x,y ≡ ⟨x, u⟩+⟨y, v⟩+b, and that the runtime is O(2m ·m) =

Õ(2m).



CHAPTER 1. SOME HARD CLAIMS HAVE COMPLEX PROOFS 32

We now prove Lemma 1.25.

Proof of Lemma 1.25. Let V be the postulated PCP verifier for L. The FNP-machine com-
puting rigid matrices (infinitely often) runs as follows. On input 1N ,

1. If N = ℓ(n) for some n ∈ N: 13

a) Guess an N ×N matrix denoted by π.
b) Emulate V when given explicit input 1n and proof π on all possible 2r random

coins. If V accepted on all randomness, accept and output π; else, reject.

2. Else (N ̸= ℓ(n) for any n), reject.

This machine runs in time nO(1) + O(2r · t). As O(2r · t) = poly(2n), which follows from
Item 1 from Lemma 1.25, the machine runs in time poly(2n) = poly(ℓ(n)) = poly(N), and
whenever N = ℓ(n) for some n such that 1n ∈ L, one of its non-deterministic guesses lead to
acceptance by completeness of the PCP. Note that there could be multiple non-deterministic
guesses that lead to acceptance. We show that for infinitely many N = ℓ(n) such that 1n ∈ L,
any guessed π that leads to acceptance is

(
1−s
q
·N2, ρ

)
-rigid for ρ := ρ(n) = ρ(ℓ−1(N)).

Assume towards contradiction that this is not the case. Then, there exists an n0 such
that for any n ≥ n0, 1n ∈ L if and only if there exists a proof π (for the verifier V ) which is
1−s
q

-close to a rank ρ matrix. We describe a non-deterministic algorithm that decides L in
time O(2n/n) – a contradiction. Given input 1n,

1. Guess matrices A and B of dimensions ℓ× ρ and ρ× ℓ respectively. (The right guess is
when A ·B is δ-close to π; by smoothness, the acceptance probability of A ·B will then
be close to that of π, and the task is reduced to estimating the acceptance probability
of A ·B.)

2. Compute the acceptance probability of A · B by V as follows. For each sequence of
coins in the shared part of the randomness Rshared ∈ {0, 1}τ ·r:

a) Compute the predicate D := D(Rshared) and randomness parity checks Cj :=
Cj(Rshared), j ∈ [p].

b) Prepare queries into proof: For each k ∈ [q],
i. Prepare left matrices: Compute the 2(1−τ)r/2 × ρ matrix A(k) whose Rrow-

th row is just the row indexed by i
(k)
row(Rrow, Rshared) in A, for any Rrow ∈

{0, 1}(1−τ)r/2.
ii. Prepare right matrices: Compute the ρ × 2(1−τ)r/2 matrix B(k) whose

Rcol-th column is just the column indexed by i
(k)
col(Rcol, Rshared) in B, for any

Rcol ∈ {0, 1}(1−τ)r/2.

13This can be done in time poly(n) = poly(logN) by guessing the an integer n and verifying that ℓ(n) = N .
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Observe that
(
A(k) ·B(k)

)
Rrow,Rcol

is exactly the k-th bit read by the verifier on
randomness (Rrow, Rcol, Rshared).

c) Prepare randomness parity checks: For each j ∈ [p],

i. Compute the 2(1−τ)r/2 × 3 matrix A(q+j) and the 3× 2(1−τ)r/2 matrix B(q+j),
for which

(
A(q+j) ·B(q+j)

)
Rrow,Rcol

= Cj(Rrow, Rcol). Such matrices exist and
can be computed in time O(r · 2(1−τ)r/2), as described in Claim 1.27.

d) Fast counting: Fourier analysis tells us that there are (unique) coefficients{
D̂(K)

}
K⊆[q+p] such that for any y ∈ {0, 1}q+p,

D(y1, . . . , yq+p) =
∑

K⊆[q+p]

D̂(K)(−1)
⊕

i∈K yi .

In particular, by linearity of expectation, to compute the expected value (which
is also the acceptance probability) of D(y) over a random y sampled from some
distribution, it suffices to compute the expected value of all parity predicates on
over y, namely Ey

[⊕
i∈K yi

]
for all K ⊆ [q + p].

This observation is useful because the final task is to compute the acceptance prob-
ability of the predicate D on inputs

(
A(1) ·B(1)

)
Rrow,Rcol

, . . . ,
(
A(q+p) ·B(q+p)

)
Rrow,Rcol

for uniformly random Rrow and Rcol. Thus, it suffices to compute the acceptance
probability of all parity predicates, i.e., the number of 1’s in

⊕
k∈K A(k) ·B(k) for

each K ⊆ [q + p].
For each K, note that

⊕
k∈K A(k) · B(k) is the product of a 2(1−τ)r/2 × (|K|ρ)

and a (|K|ρ)× 2(1−τ)r/2 matrix over F2 (namely, concatenate the rows of the |K|
matrices {A(k)}k∈K and concatenate the columns of the |K| matrices {B(k)}k∈K).
Thus, for each K, computing the acceptance probability of

⊕
k∈K A(k) · B(k) can

be done with the fast counting algorithm for low-rank matrices of Theorem 1.26.
Its runtime is

T (2(1−τ)r/2, (q + p) · ρ) =
(
2(1−τ)r/2

)(2−Ω( 1
log ((q+p)·ρ))) = 2(1−τ)r−Ω( (1−τ)r

log ((q+p)·ρ))

3. We have thus computed the acceptance probability of A · B by the verifier V . If this
probability is at least the soundness error s, decide that the input 1n is in L. Otherwise,
decide that the input is not in L.

We claim that the algorithm correctly decides L, for input length n ≥ n0. Indeed, if 1n ∈ L
then, when guessing A and B such that A · B is (1−s

q
)-close to the correct proof π for 1n

(such A and B exist by our assumption towards contradiction), smoothness of the verifier
V implies that its acceptance probability is at least 1− q · (1−s

q
) = s. On the other hand, if

1n /∈ L, then soundness of V implies any guessed A and B leads to rejection with probability
strictly less than s. Since n0 is constant we can hard-wire the values of L on 1n for n < n0

so that the algorithm correctly decides L on all inputs.
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As for its runtime, observe that Item 2a takes time O(t), Item 2b takes time O(2(1−τ)r/2 ·
(t + ρ)) and Item 2c takes time O(r · 2(1−τ)r/2). Since t ≥ r, these are dominated by
O(2(1−τ)r/2 · (t+ ρ)). Therefore the runtime of the algorithm is

O
(
2τ ·r ·

(
2

(1−τ)r
2 · (t+ ρ) + 2q+p · 2(1−τ)r−Ω( (1−τ)r

log ((q+p)·ρ))
))

= O
(
2

(1+τ)r
2 · (t+ ρ) + 2q+p+r−Ω( (1−τ)r

log ((q+p)·ρ))
)
.

By the assumption on the parameters of the PCP, this is at most O(2n/n) – a contradiction.

Now that we formalized a connection between rectangular PCPs and rigid matrices, let
us introduce the PCP that we construct in the remainder of this chapter, and show how it
implies the rigid matrix construction asserted in Theorem 1.2.

Theorem 1.28 (Theorem 1.49, instantiated). For any L ∈ NTIME(2n), and constants
s ∈ (0, 1/2) and τ ∈ (0, 1), L has a PCP verifier over alphabet {0, 1} with the following
parameters:

• Randomness complexity r(n) = n+O(log n)

• Proof length ℓ(n) = 2n · poly(n).

• Soundness error s.

• Decision, query and parity-check complexities all O(1).

• Verifier runtime t(n) = 2O(τn).

• The verifier is τ -rectangular and has τ -ROP. Furthermore, the shared and the aware
parts of the randomness are the same.

Theorem 1.28 is obtained by instantiating Theorem 1.49 with parameters T (n) := 2n and
m := Ω(1/τ), and noting that the proof length is ℓ(n) ≤ 2r(n) · q(n) = 2n · poly(n). Next, we
restate the rigid matrix construction asserted in Theorem 1.2 and reckon that it is obtained
by combining Theorem 1.28 and Lemma 1.25.

Corollary 1.29 (Theorem 1.2, restated). There is a constant δ ∈ (0, 1) such that there is
an FNP-machine that for infinitely many N , on input 1N outputs an N ×N matrix that is
(δ ·N2, 2logN/Ω(log logN))-rigid.

Proof. From Zák (1983), there exists a unary language L ∈ NTIME(2n) \ NTIME(O(2n/n)).
Let L be any such language. Fix ρ(n) := 2n/(K logn) for a large enough constant K to
be determined later. We verify that the parameters of the PCP of Theorem 1.28, for a
sufficiently small τ ∈ (0, 1), satisfy all the conditions from Lemma 1.25 for this ρ. Let q and



CHAPTER 1. SOME HARD CLAIMS HAVE COMPLEX PROOFS 35

p denote the query complexity and parity-check complexity of the PCP respectively. Set
δ = (1− s)/q. Now, for small enough τ ,(

1+τ
2

)
· r + log(ρ+ t) ≤ (1/2 +O(τ))n+O(n/ log n) < n− log n,

as required in Item 1. Also, the parameters satisfy Item 2, because

q + p+ r − Ω

(
(1− τ)r

log((q + p)ρ)

)
≤ n+O(log n)− Ω(K log n) < n− log n,

where the last inequality holds for a suitable choice of the constant K. As the proof length is
ℓ(n) = 2n · poly(log n), we have ℓ−1(N) = Θ(logN). Therefore, ρ(ℓ−1(N)) = 2logN/Ω(log logN)

and the corollary follows from Lemma 1.25.

Remark 1.30. The only bottleneck preventing Lemma 1.25 from giving rigid matrices for
polynomial ranks, ρ = NΩ(1), via Theorem 1.28 is the runtime of the counting algorithm used
in Item 2d. That is, such results would be obtained if there was an algorithm for counting
the number of nonzero entries in a rank NΩ(1) matrix (of dimensions N × N) that ran in
time slightly better than O(N2). Our reduction would go through even if the algorithm’s
answer was only approximately correct (while losing the respective approximation factor in
the distance of the resulting matrices from low rank ones). In fact, this seems to be the only
bottleneck even up to rank ρ = N1−O(τ).

1.3 From rectangular neighbor-listing (RNL) to smooth
and rectangular PCPs

In this section, we show how any PCP verifier with Recatngular Neighbor Listing (RNL)
can be made into a smooth and rectangular PCP. This conversion preserves the ROP.

Theorem 1.31. Suppose L has a PCP with verifier Vold as described in Table 1.1, and τ -
RNL and τ -ROP such that the shared and aware parts of the randomness are the same. Let
tRNL be the running time of the row and column neighbor-listing agents of Vold. Then for
any µ ∈ (0, 1), L has a PCP with verifier Vnew as described in Table 1.1 which is smooth,
τ -rectangular and τ -ROP such that the shared and aware parts of the randomness are the
same.

The smooth proof system of Theorem 1.31 utilizes an explicit construction of sampler
graphs from Fact 1.21.
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Complexity Vold Vnew

Alphabet size 2 2
Soundness error s s+ µ

Randomness r r
Query q poly(q/µ)

Parity-check p p
Proof length m 2r · q

Decision d d+ poly(q/µ)
Runtime t t+ q · poly(tRNL)

Table 1.1: The complexities of the original Vold and the smooth verifier Vnew.

1.3.1 The smooth and rectangular PCP

The smooth and rectangular PCP verifier is obtained by applying the degree reduction
transformation of Dinur and Harsha, 2013, Theorem 5.1. We restate this transformation
with syntactic changes that will be helpful for showing rectangularity.14

Let Vold be the verifier postulated in Theorem 1.31 and denote by Vnew the new, smooth
and rectangular, verifier. We start by describing the proofs expected by Vnew.

Proofs in the new PCP system. New proofs are of length 2r · q, which we think of as
indexed over {0, 1}r×[q]. Each location in the new proof corresponds to a full configuration of
the original verifier. Correct proofs for Vnew are as follows: For an input x ∈ L and a correct
proof π for Vold (i.e., one that is accepted w.p. 1), the (R, k)-th location of the correct proof
for Vnew will have the answer of π to the k-th query issued by Vold upon sampling random
coin sequence R. Notice that in a correct proof for the new verifier, any two locations in the
new proof corresponding to neighboring configurations (see Definition 1.11) should take the
same value.

The new verifier. The basic idea is for the new verifier to emulate the original one:
when the original samples coin sequence R, the new one queries locations (R, 1), . . . , (R, q)
in the new proof. However, if the original verifier queried the same location i ∈ [ℓ] for two
different (neighboring) configurations (R, k) and (R′, k′), a new (“cheating”) proof could be
inconsistent in its answers, using this inconsistency to cause the new verifier to accept when
the original would not.

Thus, consistency between neighboring configurations must be checked. To guarantee
smoothness and preserve the randomness of the new verifier, consistency is checked only
between certain neighboring configurations, and not all. Namely, neighboring configurations

14Our presentation is from the “proof systems” perspective of PCP verifiers, rather than the “label cover”
perspective given in Dinur and Harsha, 2013, Theorem 5.1.
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are connected by a O(µ/q)-sampler graph, with edges on the sampler corresponding to
consistency tests. Two configurations that are adjacent on the sampler are said to be sampler-
neighbors, which is a stronger condition than being neighbors as per Definition 1.11.

In fact, both consistency and the original PCP verification are done in one fell swoop:
when emulating the original verifier, the new verifier replaces a query to (R, k) with queries
to its sampler-neighborhood, and checks its consistency. A sampler graph guarantees that
inconsistency between neighboring configurations is reflected by this test w.h.p., so severely
inconsistent proofs are rejected by the new verifier. On the other hand, regularity of the
sampler implies smoothness, and its degree incurs only a small blowup to the number of
queries.

The point of this theorem is in showing rectangularity of the new verifier. Specifically,
we ought to show how construction of the sampler and sampler-neighborhoods can be done
rectangularly. That is, for any location (Rrow, Rcol, Rshared, k), it is not enough to find all
other sampler-neighboring (R′

row, R
′
col, R

′
shared, k

′); it should be the case that the row-part of
the sampler-neighbors can be found based on (Rrow, Rshared, k). Similarly, the column-part
of the sampler-neighbors should be found only from (Rcol, Rshared, k).

We clarify what we mean by “row-part” and “column-part” of a query. The new proof (of
length 2r·q) can be thought of as a square matrix as follows: Fix a location (Rrow, Rcol, Rshared.row, Rshared.col, k)
in the new proof. Split k into krow and kcol. The rows of the matrix are indexed by
(Rrow, Rshared.row, krow), and the columns are indexed by (Rcol, Rshared.col, kcol). Indeed, with
this definition, it is possible to find the row-parts (resp., column-parts) of the sampler-
neighbors based on (Rrow, Rshared, k) (resp., (Rrow, Rshared, k)) thanks to RNL.

Following is a detailed description of this construction.

Algorithm 1.32. Fix the original verifier Vold.

1. Sample a coin sequence R.

2. For each k ∈ [q], construct the sampler of the neighborhood of (R, k) and check con-
sistency of its sampler-neighborhood in a rectangular way as follows: Denote the ran-
domness partition by of R by (Rrow, Rcol, Rshared).

a) Find the “row parts”: Compute Lrow := Arow(Rrow, Rshared, k) where Arow is the
neighbor listing agent. Construct a canonical (µ/3q)-sampler on the set of |Lrow|
vertices, one corresponding to every entry in the list Lrow. From the index of
(R, k) in the list Lrow, find the indices of the sampler-neighbors of (R, k), and
output their “row-part” (R′

row, R
′
shared.row, k

′
row). In addition, output the row-part

of (R, k).

b) Find the “column part”: Similarly, compute Lcol := Acol(Rcol, Rshared, k), construct
a canonical (µ/3q)-sampler on the set of |Lcol| vertices, find the indices of the
sampler-neighbors of (R, k), and output their “column-part” (R′

col, R
′
shared.col, k

′
col).

In addition, output the column-part of (R, k).
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3. Let ∆−1 denote the degree of the sampler above. Note that we are making ∆ ·q many
queries. Feed the ∆ · q bits queried from the proof πnew to a circuit that first checks
consistency between every sampler-neighborhood. That is, it checks that in each of
the q blocks of ∆ bits, all the ∆ bits are equal. If an inconsistency is spotted, the
circuit immediately rejects. Otherwise, feed the first bit in every block to the decision
circuit of the original verifier Vold (along with the p parity-checks on the randomness)
and output its answer.

1.3.2 Proof of Theorem 1.31

Rectangularity. The randomness of the new verifier is split exactly the same as the origi-
nal verifier into Rrow, Rcol and Rshared = (Rshared.row, Rshared.col). It follows from the description
of the algorithm that Rrow and Rshared determine the row-part of each of the q · ∆ queries.
Similarly, Rcol and Rshared determine the column-part of each of the q ·∆ queries.

ROP. The new decision predicate can be implemented by taking a circuit that checks
equality on each of the q sampler-neighborhoods constructed in Item 2, and ANDing its
answer with the output of original decision circuit (fed an arbitrary representative of each
sampler-neighborhood, as well as the randomness parity checks). Therefore, the τ -ROP is
preserved.

Query and decision complexities. By Fact 1.21, the size of each sampler-neighborhood
(in a (µ/3q)-sampler) is poly(q/µ). A sampler-neighborhood is queried for each of the q origi-
nal, so the query complexity is poly(q/µ). As described in the ROP analysis, the new decision
circuit can be obtained by ANDing the original decision circuit (of size d) to poly(q/µ) equal-
ity checks. Thus, the size of the new circuit is d+ poly(q/µ).

Runtime complexity. The new verifier emulates the original one. In addition, for each
of the q queries it invokes RNL agents and finds a neighborhood in the sampler. Invoking
RNL agents takes tRNL time. Constructing the explicit sampler on the configuration’s neigh-
borhood and finding its sampler-neighborhood takes time at most poly(tRNL) time (we upper
bound the size of each list with the runtime of each agent).

With rectangularity out of the way, we can describe the run of the new verifier given proof
πnew a more succinct way:

Algorithm 1.33 (Algorithm 1.32, simplified). Given input x and proof πnew, the new verifier
Vnew runs as follows:

1. Sample R ∈ {0, 1}r.

2. For each k ∈ [q], query πnew for (R, k) as well as its sampler-neighbors.
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3. Feed the q ·∆ bits queried from the proof πnew to a circuit that first checks consistency
between every sampler-neighborhood. That is, it checks that in each of the q blocks of
∆ bits, all the ∆ bits are equal. If an inconsistency is spotted the circuit immediately
rejects. Otherwise, feed the first bit in every block to the decision circuit of the original
verifier Vold (along with the p parity-checks on the randomness) and output its answer.

Indeed, Algorithm 1.32 and Algorithm 1.33 describe the same verifier precisely due to
RNL: for any random coin sequence R and query index k, Item 2 of Algorithm 1.32 indeed
queries all neighbors of (R, k) in the sampler (and then checks their consistency). We now
show that this verifier is sound and smooth.

Smoothness. For each R ∈ {0, 1}r and k ∈ [q], let Γ(R, k) denote the closed sampler-
neighborhood of (R, k), i.e., the union of the sampler-neighborhood of (R, k) and the single-
ton containing it {(R, k)}. Recall that the sampler is a regular graph with constant degree
∆− 1, and thus ∆ =

∣∣Γ(R, k)
∣∣ for each R, k.

Now recall how the new verifier determines its queries (see Algorithm 1.33): sample
R ∈ {0, 1}r, and for each k ∈ [q] query all the ∆ locations in Γ(R, k). We must now show
why this procedure is equally likely to query each location in πnew.

Fix a location (R′, k′) in the new proof. Notice that

Pr
R∈{0,1}r

k∈[q]

[
(R′, k′) ∈ Γ(R, k)

]
=

∆

2r · q
, (1.2)

where both R and k are distributed uniformly and random. Recall that the new verifier
makes q · ∆ queries to the proof, where the (k, j)-th query, for k ∈ [q] and j ∈ [∆], is
Γ(R, k)[j]. We thus get

Pr
R∈{0,1}r
k∈[q],j∈[∆]

[
(R′, k′) = Γ(R, k)[j]

]
=

1

2r · q

showing that each location (R′, k′) is equally likely to be queried by the new verifier.
The fact that the samplers we construct are ∆-regular graphs implies that every location

in the new proof is read with exactly the same probability.

Soundness. One way to see soundness (as well as smoothness) would be to observe Al-
gorithm 1.32 is the same as the verifier of Dinur and Harsha, 2013, Theorem 5.1, and is
therefore sound (and smooth). Since the latter theorem and its proof are described in the
“label cover” view of PCPs whereas our work takes the “proof systems” view, we present an
alternative proof in the latter view next.

Let α := µ/3q. Recall that Vnew denotes the new smooth verifier, and Vold denotes the
original verifier. Fix an input x /∈ L and an alleged proof πnew for Vnew. We will show that
Vnew rejects x and πnew with probability at least 1− s− µ.
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We let i(k)(R) denote the location of the k-th query of Vold when sampling random coins R.
Recall that locations in πnew are indexed by full configurations (R, k), that can be partitioned
into m disjoint α-samplers, where the j-th sampler connects all configurations (R, k) such
that i(k)(R) = j. We derive a proof πold for the original verifier Vold by assigning πold(j) the
majority value of πnew on the j-th sampler. Formally,

πold(j) := MajR,k

{
πnew(R, k)

∣∣ i(k)(R) = j
}
.

The soundness of Vnew follows from the following claim.

Claim 1.34. PrR[Vnew accepts πnew] ≤ s+ µ.

Proof. For j ∈ [m], let Cj be the set of all the configurations (R, k) such that i(k)(R) = j. We
say that Cj (or the sampler defined on Cj) has consistency η if η-fraction of the configurations
in Cj satisfy πnew(R, k) = πold(j). We partition the set of random strings {0, 1}r into
B1, B2, B3 as follows.

1. A string R ∈ B1 iff there exists a k such that (R, k) is in Cj whose consistency is at
most 1− 2α.

2. A string R ∈ B2 iff R /∈ B1 and there exists k such that πnew(R, k) ̸= πold(j) where
i(k)(R) = j, and

3. B3 = {0, 1}r \ (B1 ∪B2).

We start with writing the probability as follows:

Pr
R
[Vnew accepts πnew] =

3∑
i=1

Pr[R ∈ Bi] · Pr[Vnew accepts πnew | R ∈ Bi]

Consider a sampler with consistency at most 1 − 2α. The average value15 of πnew on this
sampler is between 2α and 1 − 2α. Since this is a α-sampler, it holds that for at least
(1 − α)-fraction of configurations (named error configurations), the average value of πnew on
the sampler-neighborhood of each configuration is between α and 1− α. In particular, πnew

assigns inconsistent values to the sampler-neighbors of each error configuration and hence
Vnew rejects on R whenever (R, k) is an error configuration for some k ∈ [q]. Form this we
conclude that

Pr[Vnew accepts πnew | R ∈ B1] ≤ Pr
R∈B1

[∀k ∈ [q], (R, k) is an not an error configuration]

≤ αq. (1.3)

To see the last inequality, let C be the set of samplers where the consistency of each of
these samplers is at most 1 − 2α. Let B′

1 ⊆ B1 be the set of random strings R such that
15Recall that πnew is over {0, 1} and we interpret these as real numbers.
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∀k ∈ [q], (R, k) is an not an error configuration. We are interested in the ratio |B′
1|/|B1|.

As for each Cj ∈ C, at least (1− α)-fraction of configurations in Cj are error configurations,
we have |B′

1| ≤ α
∑

Cj∈C |Cj|. Furthermore, we have
∑

Cj∈C |Cj| ≤ q|B1|, as each random
string R can only occur at most q times in any sampler. Combining this with the previous
inequality gives |B′

1|/|B1| ≤ αq, as required.
Next, we calculate PrR[R ∈ B2]. For every R ∈ B2, as R /∈ B1, all its configurations

belong to the a sampler with consistency at least 1 − 2α. Furthermore, |B2| ≤ 2αq · 2r as,
by definition, at most 2α fraction of the configurations (R′, k′) from a sampler on Cj with
consistency at least 1− 2α satisfy πnew(R

′, k′) ̸= πold(j) where i(k
′)(R′) = j. Therefore,

Pr
R
[R ∈ B2] ≤ 2αq. (1.4)

Finally, for R ∈ B3, we have

Pr[R ∈ B3] · Pr[Vnew accepts πnew | R ∈ B3] = Pr[Vnew accepts πnew ∩ (R ∈ B3)]

≤ Pr[Vold accepts πold ∩ (R ∈ B3)]

≤ Pr[Vold accepts πold]

≤ s. (1.5)

Here, the first inequality follows from the fact that when R ∈ B3, we have πnew(R, k) = πold(j)
where i(k)(R) = j, for every k ∈ [q] and hence if Vnew accepts πnew on R, then Vold also accepts
πold on R.

Combining (1.3), (1.4), and (1.5), we get

Pr
R
[Vnew accepts πnew] ≤ αq + 2αq + s = µ+ s,

as required.

1.4 A many-query robust PCP with RNL
In this section, we prove that the Reed–Muller-based PCP of Ben-Sasson et al. (2006) and
Ben-Sasson et al. (2005) has RNL. This PCP issues many queries, but is robust – which will
become useful later in the composition stage (Section 1.6) to reduce its query complexity.
In particular, we modify the many-query robust PCP of Ben-Sasson et al. (2006) and Ben-
Sasson et al. (2005) to obtain the following PCP with RNL.16

Theorem 1.35 (Strengthening Theorem 3.1 of Ben-Sasson et al. (2006), simplifying Ben-Sas-
son et al. 2005). Suppose that L is a language in NTIME(T (n)) for some non-decreasing
function T : N → N. There exists a universal constant c such for all odd integers m ∈ N
and s ∈ (0, 1/2) satisfying T (n)1/m ≥ mcm/s6 and min{1/c log n, s3/mcm} ≥ (T (n)1/m ·
poly log T (n))−1/2, L has a robust PCP with the following parameters:

16Ben-Sasson et al. (2005) used an object they called a verifier specification. For the sake of simplicity,
we do not use this object, and this costs us an extra q(n) factor in the running time. This loss of q(n) has
no effect on our application to rigid matrices.
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1. Alphabet {0, 1}.

2. Randomness complexity r(n) = (1− 1
m
) log T (n) +O(m log log T (n)) +O(log(1/s)).

3. Decision and Query complexity d(n) = q(n) = T (n)1/m · poly(log T (n), 1/s).

4. Robust soundness error s with robustness parameter Θ(s).

5. Runtime complexity t(n) = q(n) · poly(n, log T (n)).

6. The PCP verifier has τ -RNL with running time tRNL(n) where

τ · r(n) = rshared =
4

m
log T (n) +O(m log log T (n)) +O(log(1/s)),

tRNL(n) = poly(log T (n)).

Remark 1.36. Items 1 to 4 are exactly as in the statement of Ben-Sasson et al., 2006,
Theorem 3.1, the outer robust PCP construction of Ben-Sasson et al. while Item 5 (the
verifier running time) is obtained by the efficient PCP verifiers of Ben-Sasson et al. (2005).
The main difference between the two works of Ben-Sasson et al. (2006) and Ben-Sasson et
al. (2005) is that the latter uses a reduction from Succinct-SAT to Succinct-Multivariate-
Algebraic-CSP. To show that these PCPs have RNL, we need to analyze the query and
predicate of the corresponding PCP verifiers. Since these are almost identical in both the
constructions (i.e., the original robust PCP construction and the subsequent efficient version
of it), we work with the robust PCP of Ben-Sasson et al. (2006) and just observe that these
modifications can be carried out efficiently as in Ben-Sasson et al. (2005).

Remark 1.37. We remark that the runtime complexity of the Ben-Sasson et al. (2006) and
Ben-Sasson et al. (2005) verifier is in fact q(n) · polylog(T (n)) +O(n) (as observed by Chen
et al. 2020). This improvement is obtained by constructing a robust PCP of proximity variant
of Theorem 1.35 (which constructs only a robust PCP), and then converting it to a robust
PCP using a standard transformation based on linear time-encodable error-correcting codes.
However, this improvement is not needed for our main result.

The robust PCP verifiers of Ben-Sasson et al. (2006) and Ben-Sasson et al. (2005) already
have the properties listed in Items 1 to 5. In this section we show that it also has RNL as
stated in Item 6 above. This is done in two steps: First (Section 1.4.1), we show that the
robust PCP from Ben-Sasson et al., 2006, Section 8.2.1 has RNL, albeit over a large alphabet.
Second (Section 1.4.2), we reduce the alphabet size to binary while preserving RNL.
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1.4.1 The robust RNL PCP verifier over a large alphabet

Lemma 1.38. There exists a robust PCP verifier for a language in NTIME(T (n)) with the
properties mentioned in Theorem 1.35, but over an alphabet of size 2polylog(T (n)) (instead of
the Boolean alphabet) and with expected robustness.17

For convenience, we remind the reader of the PCP verifier from Ben-Sasson et al. (2005),
following its presentation in Section 8.2.1 of Ben-Sasson et al. (2006) (see Remark 1.40 for a
minor difference). That same work shows completeness and expected robustness of this ver-
ifier. In Section 1.4.1, we show how to convert PCP with RNL that has expected robustness
ρ to a PCP with RNL that has robustness parameter Ω(ρ), thereby proving Theorem 1.35
albeit with an alphabet of size 2polylog(T (n)). Keeping this issue of expected robustness aside
for now, we first show that this PCP has RNL, so it suffices for us to recall its query patterns
without detailing the way its decision (predicate) is made based on these queries.

Algorithm 1.39 (Verifier query pattern Ben-Sasson et al., 2006, Section 8.2.1). Let F be
a field of size |F| = T (n)1/m · poly log T (n) where m is an odd integer. The proof oracle is
a map Π: Fm → Fd where d = m · poly(log T (n)). Let shift : Fm → Fm denote the lin-
ear transformation that cyclically shifts each coordinate to the left; i.e., shift(x1, . . . , xm) :=
(x2, x3, . . . , xm, x1). Let Sλ ⊆ Fm be a λ-biased set of size O((m log |F|/λ)2) from Lemma 1.24,
for λ = min{1/c log n, s3/mcm} where c is a large constant. Note that by the condition spec-
ified in Theorem 1.35, we have λ ≥ 1√

|F|
.

The queries will be based on lines through Fm, and their shifts. Recall that the line L
with intercept x ∈ Fm and direction y ∈ Fm is the set L := {x+ ty : t ∈ F}. The verifier
queries proceeds as follows:

1. Sample x ∈ {0}×Fm−1 uniformly at random, and let L0 denote the (first-axis parallel)
line with intercept x and direction y = (1, 0, . . . , 0). Query the proof oracle on L0 and
shift(L0).

2. Sample a direction y′ from the λ-biased set Sλ. Note that y′1 ̸= 0. Let L1 be the line
with direction y′ and intercept x (from the previous step). Query the proof oracle on
L1.

Remark 1.40 (Differences in the query pattern of Ben-Sasson et al. 2006; Ben-Sasson et al.
2005). The only difference in the robust PCP construction of Ben-Sasson et al. (2006) and
its efficient counterpart in Ben-Sasson et al. (2005) is the reduction from NTIME(T (N)) to
(succinct) Multivariate-Algebraic-CSP (which in turn uses the reduction of Pippenger and
Fischer (1979)) Ben-Sasson et al., 2005, Definition 6.3, Theorem 6.4. This causes the field
size to increase from O(m2 · T (n)1/m) to T (n)1/m · poly log T (n).

17i.e., in expectation over the PCP randomness, we need to change at least a ρ-fraction of bits that the
verifier reads in order to make it accept.
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Figure 1.1: The partition of the randomness of Algorithm 1.39.

Proof of Lemma 1.38. We prove that the verifier of Algorithm 1.39 has RNL. First, note
that the verifier uses a total of log(|Sλ|)+ (m−1) log(|F|) random bits to sample a first-axis
parallel line L0 and a canonical pseudorandom line L1, reusing the random bits between
these two lines. 18

The randomness used for sampling x is partitioned into (m − 1) parts of equal length,
denoted by (R2, R3, . . . , Rm) where |Ri| = log(|F|), and Ri determines xi for each i ∈
{2, . . . ,m} (recall that x1 = 0 always). The randomness used to sample a direction from Sλ

is denoted by Ry. Recall that there are two-types of lines, canonical and axis-parallel lines.
In both cases the direction of the line y is a function of the bits Ry (in the axis-parallel line
the direction is just the constant function).

The row, column and shared parts of the randomness are portrayed in Fig. 1.1. Formally,
partition Ry = (Ry.row, Ry.col) arbitrarily, and let

Rrow :=
(
R3, . . . , R(m−1)/2

)
Rcol :=

(
R(m+5)/2, . . . , Rm−1

)
Rshared.row := (R2, R(m+1)/2, Ry.row)

Rshared.col := (R(m+3)/2, Rm, Ry.col)

Rshared := (Rshared.row, Rshared.col).

Thus, the randomness has parts of length rrow := |Rrow|, rcol := |Rcol|, rshared := |Rshared|,
with total randomness r = rrow + rcol + rshared and τ · r = rshared.

Rectangular Neighbor-Listing (RNL). The BGHSV verifier makes 4 · |F| queries. We
index the queries by k := (b1, b2, t) ∈ {0, 1}2 ×F as follows.

• b1 = 0 indicates the query is to a line. b1 = 1 indicates it is to a shifted line.

• b2 = 0 indicates the query is to a first-axis parallel line. b2 = 1 indicates it is to a
canonical line.

• t ∈ F indicates the position on the line.
18The size of the set Sλ and a detailed description of how we derived this query pattern based on the tests

of the verifier of Ben-Sasson et al., 2006, Section 8.2.1 can be found in Bhangale et al., 2024, Appendix A.
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Given a configuration (R, k) that results in a query to location z ∈ Fm, we ought to show
how to list all neighboring configurations (i.e., configurations that lead to location z) in a
rectangular way. We first show who are the neighboring configurations, and then show how
to rectangularly (and synchronously) list them by describing the listing agents Arow and Acol.
This shows that the verifier has RNL.

Neighbors of (R, k). A full configuration (R, k) = (Rrow, Rcol, Rshared, k) specifies k =
(b1, b2, t), x = (0, R2, . . . , Rm), and Ry ∈ [|Sλ|]. Ry and b2 determine y ∈ Fm as follows: if
b2 = 0 then y = (1, 0, . . . , 0), otherwise y = Sλ[Ry].

Recall that shift(x) denotes cyclic shift of x one step to the left. Given the full configu-
ration specified by k = (b1, b2, t), x and Ry, the location of the kth query will be x+ t · y if
b1 = 0, or shift(x+ t · y) if b1 = 1. More concisely, letting shiftj(x) denote the cyclic shift of
x by j steps for any j ∈ Z, the location of the kth query is shiftb1(x+ t · y).

Thus, any other configuration (R′, k′) that specifies k′ = (b′1, b
′
2, t

′), x′ and R′
y would query

the same location if and only if

shiftb′1(x
′ + t′ · y′) = shiftb1(x+ t · y). (1.6)

In other words, (R′, k′) neighbors (R, k) if and only if it satisfies Eq. (1.6).

The neighbor listing agents. Rearranging Eq. (1.6), we see that (x, b1, b
′
1, t, t

′, y, y′)
uniquely determines x′ by the equation

x′ = shiftb1−b′1
(x+ t · y)− t′ · y′, (1.7)

Recall that any configuration (R′, k′) must fulfill the condition x′
1 = 0. For any possible

k′ = (b′1, b
′
2, t

′) and y′, fulfillment of this condition is determined only by k = (b1, b2, t), y and
(x2, xm). Thus, we say that a partial configuration

(
R′

y, k
′) is realizable (for (Rshared, k)) if

and only if x′
1 = 0.

Furthermore, notice that for any (R′
y, b

′
1, b

′
2) there is a unique t′ such that Eq. (1.7) has

x′
1 = 0, and finding such t′ can be done in a constant number of arithmetic operations over
F . This will come in handy shortly, when we construct the listing agents.

We can now present two algorithms listing all neighbors of a given configuration in a
rectangular and synchronized fashion. First the row neighbor-listing agent Arow. On input
row configuration (Rrow, Rshared, k),

1. Obtain t, b1, b2, y, x[2,(m+3)/2] and xm from the input. Initialize an empty list Lrow.

2. For each
(
R′

y, b
′
1, b

′
2

)
:

a) Find t′ ∈ F such that
(
R′

y, k
′) is realizable (as previously explained).

b) Compute x′
row := x′

[2,(m+1)/2] as in Eq. (1.7). Append
(
x′
row, R

′
y, k

′) to the list Lrow.
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3. Sort Lrow according to
(
R′

y, k
′). Output Lrow.

The column neighbor-listing agent runs similarly. On input column configuration (Rcol, Rshared, k),

1. Obtain t, b1, b2, y, x2 and x[(m+1)/2,m] from the input. Initialize an empty list Lcol.

2. For each
(
R′

y, b
′
1, b

′
2

)
:

a) Find t′ ∈ F such that
(
R′

y, k
′) is realizable (as previously explained).

b) Compute x′
col := x′

[(m+3)/2,m] as in Eq. (1.7). Append
(
x′
col, R

′
y, k

′) to the list Lcol.

3. Sort Lcol according to
(
R′

y, k
′). Output Lcol.

Note that both agents give lists indexed and sorted by all realizable (R′
y, k

′). Thus, both
arrays are of the same length and ordering. Moreover, the ordering of Lrow and Lcol is the
same when the agents are given as inputs any two neighboring configurations (R, k) and
(R′, k′). Thus, Item 2 of Definition 1.12 is satisfied.

For each i ∈ [|Lrow|], concatenating Lrow[i] and Lcol[i] gives a tuple
(
x′
row, R

′
y, k

′, x′
col, R

′
y, k

′).
By splitting R′

y arbitrarily into R′
y.row and R′

y.col we have that Lrow and Lcol, when appropri-
ately “zipped” (as in Item 1 of Definition 1.12) give the list L of all neighboring configurations
to (R, k).

To see Item 3 of Definition 1.12, note that both Arow and Acol can identify the index of
(R, k) in L since it corresponds to the index of the entry whose two last elements are (Ry, k)
in Lrow and in Lcol.

Lastly, we calculate tRNL, which is the runtime of Arow (the case of Acol is analogous).
Item 1 takes poly(m · log |F| · log(1/s)) time; this includes getting y ∈ Sλ from a random
string Ry using the efficient construction of λ-biased set in Lemma 1.24. For each (R′

y, b
′
1, b

′
2),

Item 2a takes poly(log |F|) time, and Item 2b takes poly(m · log |F|) time: using Eq. (1.7)
for each i ∈ [m], x′

i can be computed using one coordinate from x, y and y′ and performing
addition/multiplication over the field F . The output list length is upper bounded by 4|Sλ| =
poly(m· log |F|· log(1/s)), so sorting it in Item 3 takes at most poly(m· log |F|· log(1/s)) time.
Thus, overall the running time is dominated by poly(m · log |F| · log(1/s)). By the choice of
parameters in Theorem 1.35 and size of F , this is asymptotically equal to poly(log T (n)).

Getting the Robust Soundness Error

In order to get the strong robust soundness (instead of expected robustness), we need to
modify the PCP verifier as follows (as suggested by Ben-Sasson et al. (2006)). Consider a
d-regular expander graph G on {0, 1}r, the set of random strings, as the vertex set. On
randomness R ∼ {0, 1}r, the new verifier looks at all the neighbors of R in G (in total,
we have (d + 1) strings) and runs the original verifier on all these strings as the verifier’s
randomness. The new verifier accepts iff the original verifier accepts on all the (d+1) strings.
Thus,
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• As shown by Ben-Sasson et al. (2006), the transformation maintains the robust sound-
ness error and the robustness parameter up to a constant factor (the constant factor
can be taken to be 1/2) by choosing a good expander with d = poly(1/s).

• The randomness complexity of the new verifier stays the same.

• The decision and query complexity blows up by a multiplicative factor of (d + 1) =
poly(1/s) and therefore we get the parameters as stated in Lemma 1.38.

Instead of using any expander, we can use an expander which is a tensor product of
4 expanders. This will facilitate the RNL property for the modified outer PCP verifier.
The tensor product of two graphs G1 and G2, is the graph denoted by G1 × G2, with
vertex set V (G1 × G2) = V (G1) × V (G2) and any two of its vertices (u1, v1) and (u2, v2)
are adjacent, whenever u1 is adjacent to u2 in G1 and v1 is adjacent to v2 in G2.Let G =
Grow ×Gshared.row ×Gshared.col ×Gcol be a degree-d expander graph that is used to transform
the PCP as stated above. With this, it can be shown that the RNL property is preserved.
More formally, we can show the following.

Lemma 1.41. Suppose a language L has a PCP with verifier V as described in Table 1.2,
then L has a PCP with verifier V ′ as described in Table 1.2. Furthermore, if V has τ -RNL,
then so does V ′.

Complexity V V ′

Alphabet Σ Σ
Robust soundness error s Ω(s)
Robustness parameter ρ Ω(ρ)

Randomness r r
Query q q · poly(1/s)

Proof length m m
Decision d d · poly(1/s)
Runtime t t · poly(1/s)

RNL agent runtime tRNL tRNL · poly(1/s)

Table 1.2: The complexities of original verifier V and the new verifier V ′.

Proof. The modified verifier V ′ is as described at the beginning of this section with G =
Grow×Gshared.row×Gshared.col×Gcol as an expander with degree d. Let d1, d2, d3 and d4 be the
degrees of the graphs Grow, Gshared.row, Gshared.col and Gcol, respectively with di = Θ(d) for all
i ∈ [4]. Note that d = d1 ·d2 ·d3 ·d4. By setting each of the graphs Grow, Gshared.row, Gshared.col

and Gcol to be an expander with the second largest eigenvalue λ (of the normalized adjacency
matrix of the graphs), it follows that G will be an expander with the second largest eigenvalue
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of the normalized adjacency matrix of G at most λ. As we need d = poly(1/s), we can use
such a tensor product expander, in which we incur polynomial loss in the degree compared
to the expansion parameter, in the modified outer verifier V ′.

We can associate a one-to-one map ζ from [d] to [d1]× [d2]× [d3]× [d4] in a natural way.
It makes sense to index the queries of V ′ by a pair (k, i) where k ∈ [q] and i ∈ {0, 1, ..., d}.
The queries (k, 0) are exactly the original queries. We can also assume that the expanders
are consistently labeled, so if u is the i-th neighbor of v, then v is also the i-th neighbor of u.
We note that (R, (k, i)) is equivalent to (P, (k′, i′)) (meaning they both result in looking at
the same index of the proof) iff (R′, k) and (P ′, k′) are equivalent according to the original
PCP, where R′ is the i-th neighbor of R in the expander G we introduced, and P ′ is the i′-th
neighbor of P in G. Once this is observed, it is easier to verify that the new PCP has an
RNL algorithm, assuming G has a tensor product structure. We now proceed to a formal
proof.

Let Arow and Acol are the row and column neighbor-listing agents of V , respectively.
Here are the new algorithms A′

row and A′
col for the modified outer verifier V ′. Recall that

the verifier V ′ is issuing (d+ 1)q queries on randomness R. These queries correspond to the
queries of V on randomness from the set R ∪i∈[d] Ri, where Ri is the ith neighbor of R in G
(based on a specified ordering of the neighbors in G). For simplicity, let k ≤ q (k > q can
be handled in a similar way, but just to make things easier to understand, we restrict the
description here to the case when k ≤ q here).

First the row neighbor-listing agent A′
row. On input row configuration (Rrow, Rshared, k),

1. Run the original Arow on the input. Let L1 be the list generated by Arow. Let L′
row ←

L1.

2. For each (R′
row, R

′
shared.row, k

′) in the list L1,

For each (i, j) ∈ [d1]× [d2],

For each (i′, j′) ∈ [d3]× [d4],

Go to the (i, j)th neighbor (R̃row, R̃shared.row) of (R′
row, R

′
shared.row) in

Grow×Gshared.row and append (R̃row, R̃shared.row, q+k′+ζ−1((i, j)−1, (i′, j′)−1)) to
L′
row. Here (i, j)−1 is the pair (x, y) such that (R′

row, R
′
shared.row) is the (x, y)th

neighbor of (R̃row, R̃shared.row) in Grow ×Gshared.row.

To verify the correctness of the row neighbor-listing agent, in addition to the entries from
the list L1 above, the final list should also contain the random string R̃ which is a neighbor
of R′ in G where R′ is in the joint list generated by (Arow, Acol) along with the proper query
index. To achieve this, in Step 2. the agent goes over all the entries (R′

row, R
′
shared.row, k

′)
in the list L1 and adds all the row-part of the randomness from the neighbors of R′ in
G. The tensor product structure of the expander G allows the agent to list all such row-
part of the randomness without knowing R′ fully. The query index is calculated by noting
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that if a location in the proof is queried by V on the configuration (R′, k′), then the same lo-
cation is queried by V ′ on the configuration (R̃, i+k′) where R̃ is the ith neighbor of R′ in G.

For completeness, we state the algorithm A′
col which on randomness (Rcol, Rshared) and k

works as follows:

1. Run the original Acol on the input. Let L1 be the list generated by Acol. Let L′
col ← L1.

2. For each (R′
col, R

′
shared.col, k

′) in the list L1,

For each (i, j) ∈ [d1]× [d2],

For each (i′, j′) ∈ [d3]× [d4],

Go to the (i′, j′)th neighbor (R̃shared.col, R̃col) of (R′
shared.col, R

′
col) in Gshared.col ×

Gcol and append (R̃col, R̃shared.col, q + k′ + ζ−1((i, j)−1, (i′, j′)−1)) to L′
col.

It is easy to observe that the lists L′
row, L

′
col satisfy the properties listed in the RNL

property of the PCP verifier V ′ based on the discussion above.

1.4.2 Alphabet Reduction

Lemma 1.41 gives a robust PCP with RNL over a large alphabet, but the final construct
requires a PCP over the Boolean alphabet. Next, we show that standard alphabet reduction
(Forney, 1965) preserves RNL. Namely, each symbol is replaced with its encoding in a binary
error correcting code. We use a constant rate and constant distance code such that the
decoding and encoding time is linear.

Lemma 1.42. Suppose language L has a PCP with verifier V as described in Table 1.3,
then L has a PCP with verifier V ′ as described in Table 1.3. Furthermore, if V has τ -RNL,
then so does V ′.

Complexity V V ′

Alphabet Σ {0, 1}
Robust soundness error s s
Robustness parameter ρ Ω(ρ)

Randomness r r
Query q O(q · log |Σ|)

Proof length m O(m · log |Σ|)
Decision d d · polylog(|Σ|)
Runtime t t · polylog(|Σ|)

RNL agent runtime tRNL O(tRNL · log log |Σ|)

Table 1.3: The complexities of original verifier V and the Boolean verifier V ′.
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Proof. Fix a linear-time (in the RAM model) computable and decodable error correcting
code of constant rate and distance, denoted Enc: Σ → {0, 1}σ for σ = O(log |Σ|) from
Theorem 1.19. Note that since the code is systematic, the first log |Σ| bits in the encoding
are the binary representation of the (non-binary) message. The new (Boolean) proof is
written in a natural way: each non-binary symbol is replaced with its encoding under Enc.

The Boolean PCP verifier V ′ emulates the non-Boolean verifier V as follows: when the
non-Boolean verifier queries a location b ∈ [m], the Boolean verifier queries the whole block
[(b − 1)σ + 1, bσ] and checks if it is a valid encoding of the symbol specified by the first
log |Σ| bits (if not, reject). Once all the queries are decoded correctly, the verifier V ′ does
the verification on the decoded values as V .

It is easy to observe that the query complexity and the proof length increase by a factor
of O(log |Σ|). Since the new verifier has to perform the decoding of an error correcting code,
this adds a multiplicative overhead of polylog(|Σ|) (on a multi-tape turing machine) in the
running time and the decision complexity.

The importance of using the error correcting code is to make sure that the new verifier
V ′ is still robust. This follows from Ben-Sasson et al., 2006, Lemma 2.13, where it was
shown that the soundness error remains the same and the robustness parameter decreases
by a constant factor.

It is also easy to observe that RNL is preserved with the same partition of the randomness.
Fix a j-th location from the block [(b− 1)σ+1, bσ]. First observe the following proposition:

Proposition (a): If a full configuration (R, k) queries a location b ∈ [m] in the original
proof, then the configuration (R, σ(k− 1)+ j) queries the j-th location from the block
[(b− 1)σ + 1, bσ] in the new proof and vice-versa.

Let Arow and Acol are the row and column agents of the non-Boolean verifier V . The row
agent A′

row(Rrow, Rshared.row, k̃)→ L′
row and the column agent A′

col(Rcol, Rshared.col, k̃)→ L′
col of

the new verifier V ′ are as follows: Both the agents first compute the block number k = ⌈k̃/σ⌉
and the index j = k̃ − σ(k − 1). Next, the agents compute

L′
row[i] := (R′

row, R
′
shared.row, σ(k

′ − 1) + j) s.t. (R′
row, R

′
shared.row, k

′) = Lrow[i]

L′
col[i] := (R′

col, R
′
shared.col, σ(k

′ − 1) + j) s.t. (R′
col, R

′
shared.col, k

′) = Lcol[i]

where Lrow ← Arow(Rrow, Rshared.row, k) and Lcol ← Acol(Rcol, Rshared.col, k). To see the correct-
ness, suppose the full configuration (Rrow, Rcol, Rshared.row, Rshared.col, k) queries the location
b ∈ [m] from the original proof. By RNL of V , the full configuration (R′

row, R
′
col, R

′
shared.row, R

′
shared.col, k

′)
given by Lrow[i] and Lcol[i] leads to the same location b ∈ [m]. Using Proposition (a), we can
conclude that the verifier V ′ when given the full configuration (R′

row, R
′
col, R

′
shared.row, R

′
shared.col, σ(k

′−
1) + j), queries the location (b− 1)σ + j in the new proof. As k̃ = σ(k− 1) + j, again using
Proposition (a), the input full configuration to the agents (R′

row, R
′
col, R

′
shared.row, R

′
shared.col, k̃)

also leads to the same location (b−1)σ+ j in the new proof. Therefore, every full configura-
tion given by (L′

row[i], L
′
col[i]) leads to the location (b−1)σ+j in the new proof. Furthermore,

since the number of full configurations on which V queries b ∈ [m] is the same as the number
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of full configurations on which V ′ queries any fixed location from the block [(b− 1)σ+1, bσ]
(in fact, there is a bijection given by Proposition (a)), the list (L′

row, L
′
col) is exhaustive.

We now finish the proof of Theorem 1.35.

Proof of Theorem 1.35. Lemma 1.41 shows the existence of a verifier with the additional
τ -RNL over a large alphabet. The alphabet reduction technique from Lemma 1.42 converts
the PCP to a PCP over the Boolean alphabet. Since, the original PCP is over an alphabet
of size 2polylog(T (n)), this conversion increases the proof length, query complexity, decision
complexity and the verifier’s running time by a multiplicative factor of polylog(T (n)). With
all these changes, these four parameters of the new verifier are asymptotically same as the
ones mentioned in Theorem 1.35.

In the whole process, the robustness parameter of the verifier changes by a constant
multiplicative factor and this change is irrelevant in proving the lemma.

1.5 Adding randomness oblivious predicates (ROP) to a
robust PCP

One way at looking at the verification procedure is as follows: On sampling the randomness
R, the verifier constructs a circuit D := D(R) and a subset I := I(R) of proof locations
of size q. The verifier outputs the verdict of D(π|I). In this abstract way, the circuit D
depends on the full randomness R. However, for our application we need the verifier to have
randomness-oblivious predicates (ROP).

Recall that the ROP states that the decision predicate depends only on a small fraction
of the randomness, but may take as input a limited number of parity checks on the entire
randomness. We generalize robust soundness to the ROP setting in the natural way, mea-
suring the distance of both the bits read by the verifier as well as the randomness parity
checks from satisfying the decision predicate. This definition will be useful when we compose
a robust PCP having ROP with a PCPP (in Section 1.6).

Definition 1.43 (robust soundness for ROP verifier). For functions s, ρ : N→ [0, 1], a PCP
verifier V for a language L with τ -ROP and parity check complexity p has robust-soundness
error s with robustness parameter ρ if the following holds for every x /∈ L: For every oracle π,
with probability strictly less than s, the input to the decision predicate (that consists of bits
read by the verifier and parities of the randomness) are ρ-close to being accepted. Formally,

∀π Pr
(I,D,P )

R∼V (x)

[∃a, b s.t. D(ab) = 1 and δ(ab, π|IP ) ≤ ρ] < s(|x|).

Lemma 1.44. There exists a constant C ≥ 1 such that if the language L has a PCP with
verifier V as described in Table 1.4, then L has a PCP with verifier V ′ as described in
Table 1.4 with 0-ROP. Furthermore, if V has τ -RNL, then so does V ′.
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Complexity V V ′

Robust soundness error s s
Robustness parameter ρ Ω(ρ)

Randomness r r
Query q ≥ Cr q

Proof length m m

Decision d Õ(t)
Parity-check − q

Runtime t Õ(t) + poly(q)
RNL agent runtime tRNL tRNL

Table 1.4: The complexities of the original verifier V and the 0-ROP verifier V ′.

Proof. We can replace the circuit D of V , which depends on the randomness R, with another
circuit DROP such that DROP(x,R) = D(x) for all x ∈ {0, 1}q and randomness R. In other
words, we give R as an explicit input to the circuit DROP and therefore remove the dependence
of DROP on R. Note however that the output of DROP depends on both the randomness R
as well as the proof locations π|I .

It is easy to see that this preserves the completeness and soundness of the PCP. However,
this transformation might lose the guarantee on the robust soundness when we look at the
input to the circuit. This is because even if π|I is far from satisfying D, it might be the
case that (π|I , R) is close to satisfying DROP (in this case when measuring the distance from
satisfying answers, changes in R are also allowed).

In order to overcome this issue we encode the randomness with a good error code. By
using the code from Theorem 1.19, we have a linear error correcting code Enc: {0, 1}r →
{0, 1}q with constant relative distance. Based on its linear time decoder, two circuits are
constructed:

• Circuit Dec that on input y ∈ {0, 1}q outputs x ∈ {0, 1}r such that Enc(x) = y if such
x exists, and an arbitrary value otherwise.19

• Circuit Test that on input y ∈ {0, 1}q outputs 1 if y is a codeword (i.e., in the image
of Enc), and 0 if it is not.

The actual decision circuit generated by V ′ is D′(z, y) := DROP(z,Dec(y))∧Test(y). The
parity checks generated by V ′ are simply Enc(R) – indeed, since the encoding is linear then
Enc(R)1, . . . ,Enc(R)q are linear functions in R.

19In fact, the circuit only needs decode valid codewords, which is easier than decoding noisy codewords.
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Decision and runtime complexities. The original verifier V constructs D in time t.
The circuit DROP can emulate this using Õ(t) gates (Cook, 1988). By Theorem 1.19 (See
Spielman 1996), the circuits Dec and Test can be constructed using at most Õ(q) = Õ(t)

gates. All in all, the size of the new decision circuit D′ is at most Õ(t).
Apart from constructing D′, the verifier V ′ also produces the queries of V and the parity

checks Enc(R). Queries are constructed in time at most t, and again by Theorem 1.19
computing Enc(R) takes time poly(q) on a multi-tape machine. Thus the runtime of V ′ is
at most Õ(t) + poly(q).

Robust soundness. The original verifier has robust-soundness error s with robustness
parameter ρ, so with probability at least 1− s the input π|I to the circuit D := D(R) is at
least ρ-far from satisfying D. This means that with probability at least 1− s, (π|I , E(R)) is
at least min{ρ/2,Ω(1)} far from satisfying D′. To see that, note that to satisfy D′ either the
first half of the input π|I needs to be changed in q ·ρ locations, or the second half of the input
E(R) needs to be changed to another legal encoding E(R′) which by the properties of E
requires Ω(q) bit-changes. Thus, the robustness parameter of V ′ is min{ρ/2,Ω(1)} ≥ Ω(ρ),
and the robust soundness error remains s.

1.6 RNL-preserving PCP composition
In this section, we strengthen the composition theorem of Ben-Sasson et al. (2006) by showing
that it preserves RNL and (to some extent) ROP of a robust PCP.

1.6.1 The composition theorem

Ben-Sasson et al. (2006) show that the composition of a robust PCP Vout and a PCP of
proximity Vin with suitable parameters yields a sound composite PCP (described in Fig. 1.2)
that enjoys the inner query complexity and (roughly) the outer randomness complexity.

Theorem 1.45 (Ben-Sasson et al., 2006, Theorem 2.7). Suppose language L has a robust
PCP verifier Vout, and that CVP has a PCPP verifier Vin, with parameters described in
Table 1.5 such that ρout ≥ δin. Then, language L has a PCP verifier Vcomp as described in
Table 1.5.

Our goal is to reduce the query complexity of the PCP of Section 1.4 by composing it with
a constant-query inner PCPP (see Section 1.7). Towards this end, we adapt the composition
to consider ROP (described in Fig. 1.3), and strengthen Theorem 1.45 by showing that it
preserves RNL of the outer PCP, and (to some extent) its ROP.

Lemma 1.46. In the setting of Theorem 1.45, assume further that Vout has 0-ROP with
parity-check complexity pout, and τ -RNL with listing agent runtime of tRNL. Then Vcomp has
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Hardwired: Outer verifier Vout and inner verifier Vin.

Input: Explicit input x, outer proof Π and inner proofs {πRout | Rout ∈ {0, 1}rout}.

1. Sample Rout ∈ {0, 1}rout .

2. Run Vout(x;Rout) to obtain Iout = (i1, i2, . . . , iqout) and Dout.

3. Sample Rin ∈ {0, 1}rin .

4. Run Vin(Dout, Rin) to obtain Iin = ((b1, j1), . . . , (bqin , jqin)) and Din.

5. Initialize Icomp := ∅, and Dcomp := Din

6. For each k ∈ [qin], determine the queries of the composite verifier:

a) If bk = 0, let îk be the ijkth location of Π. Append îk to Icomp.

b) If bk = 1, let îk be the jkth location of πRout . Append îk to Icomp.

Output (Icomp, Dcomp).

Figure 1.2: The composite verifier Vcomp of Ben-Sasson et al. (2006).

τ̂ -ROP with parity-check complexity pout, and τ̂ -RNL with listing agent runtime of tRNL ·2rin ·
qin · tin, where

τ̂ =
rin + τ · rout
rin + rout

.

Furthermore, the shared and aware parts of the randomness are the same.

Remark 1.47. We stress that the outer verifier’s ROP (as well as RNL) is used in showing
RNL of the composite verifier. Briefly, this is so that the composite listing agents can emulate
the inner verifier so as to obtain its queries, without having access to the outer randomness.

Proof. First, some names and notation. In the following proof, Vout, Vin and Vcomp will be
called the outer, inner and composite verifiers (respectively). We affix the terms outer, inner
and composite when discussing components of the respective verifiers. For example, the
outer randomness refers to the randomness used by the outer verifier. We denote the outer
randomness by Rout, the inner randomness by Rin, and the composite by R̂ – this will avoid
double-indices when we further partition the outer and composite randomness.



CHAPTER 1. SOME HARD CLAIMS HAVE COMPLEX PROOFS 55

Complexity Vout Vin Vcomp

Soundness error (Robust:) sout sin sout + sin
Proximity parameter - δin -
Robustness parameter ρout - -

Randomness rout rin rout + rin
Query qout qin qin

Decision dout din din
Runtime tout tin tout + tin

Table 1.5: The complexities of Vout, Vin and Vcomp. The complexities of each verifier are taken
with respect to its input; that is, the complexities of the outer and composite verifier are
with respect to n, while those of the inner verifier are with respect to dout(n). For example,
rout + rin refers to rout(n) + rin(dout(n)).

Soundness. Note that the outer verifier Vout on randomness Rout queries the outer proof
Π at qout many locations I. The verifier then computes pout many parities

Pout := (C1(Rout), C2(Rout), . . . , Cpout(Rout))

and evaluates the circuit Dout(Π|I , Pout). By the robust soundness property of Vout with
probability at least (1 − sout) over Rout, the string (Π|Iout , Pout) is at least ρout-far from
satisfying Dout. Therefore, with probability at least (1 − sout), the inner verifier Vin gets
(Dout, (Π|Iout , Pout)) instance of circuit value problem where (Π|Iout , P ) is ρout-far20 from sat-
isfying Dout. Since, the proximity parameter δin of Vin satisfies δin ≤ ρout, Vin rejects any
such proofs with probability at least 1 − sin. Therefore, the composite verifier rejects the
proof with probability at least (1 − sout)(1 − sin) and hence the soundness error is at most
1− (1− sout)(1− sin) ≤ sout + sin.

RNL. To show RNL of Vcomp, we show that there is a partition of the composite ran-
domness, as well as a row neighbor-listing agent Ârow and column neighbor-listing agent
Âcol.

Let the RNL partition of the outer randomness Rout be given by

Rout = (Rrow, Rcol, Rshared.row, Rshared.col) ∈ {0, 1}rout .

The partition of the composite randomness R̂ (which consists of the randomness of both
outer and inner verifier) is rather simple: the composite row and column parts are the

20The guarantee on the input to the circuit is stronger than just saying that it is ρout-far from satisfying
Dout. This is because the inner verifier always gets the honest parities Ci(Rout) when needed, unlike the
proof queries which can be arbitrary in soundness case (See Item 7b in Figure 1.3). However, we do not need
this structure in proving the lemma.
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Hardwired: Outer verifier Vout and inner verifier Vin.

Input: Explicit input x, outer proof Π and inner proofs {πRout|Rout ∈ {0, 1}rout}.

1. Obtain outer verifier circuit Dout from Vout(x).a

2. Sample Rout ∈ {0, 1}rout .

3. Run Vout(x;Rout) to obtain Iout = (i1, i2, . . . , iqout) and the parity-checks Pout =
(C1, . . . , Cpout).

4. Sample Rin ∈ {0, 1}rin .

5. Run Vin(Dout, Rin) to obtain Iin = ((b1, j1), . . . , (bqin , jqin)) and Din.

6. Initialize Icomp, Pcomp := ∅, and Dcomp := Din

7. For each k ∈ [qin], determine the queries of the composite verifier:

a) If bk = 0 and jk ≤ iqout , let îk be the ijkth location of Π. Append îk to Icomp.

b) If bk = 0 and jk > iqout . Append Cjk−qout to Pcomp.

c) If bk = 1, let îk be the jkth location of πRout . Append îk to Icomp.

Output (Icomp, Pcomp, Dcomp).
aWe use 0-ROP of the outer verifier to obtain the circuit before sampling the outer randomness.

Figure 1.3: The composite verifier Vcomp of Fig. 1.2, adapted to preserve ROP.

same as the outer’s, and the shared part is formed of the outer’s shared part as well as the
entire inner randomness. Formally, partition Rin =: (Rin.row, Rin.col) arbitrarily. Then, the
composite randomness R̂ is partitioned into

R̂row := Rrow

R̂col := Rcol

R̂shared.row := (Rshared.row, Rin.row)

R̂shared.col := (Rshared.col, Rin.col).

Indeed, we have

τ̂ :=
|Rin|+ |Rshared.row|+ |Rshared.col|

|Rin|+ |R|
=

rin + τ · rout
rin + rout

.
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We construct the row and column agents of Vcomp, denoted Ârow and Âcol (respectively).
Fix a configuration (R̂, k) := (Rout, Rin, k) where the outer randomness is Rout and the
inner randomness is Rin. We describe only the row agent Ârow, as the column agent Âcol is
analogous. The outcome depends on whether the query was issued to the outer proof or to
one of the inner proofs. (In the notation of Fig. 1.3, this is determined by the value of bk.)

Case 1 The k-th query is to an inner proof (i.e., bk = 1).

Observe that if a configuration (R′
out, R

′
in, k

′) results in a query to the same location,
then it must have the same outer randomness as

(
R̂, k

)
; that is, R′

out = Rout. If
indeed Rout = R′

out, checking whether the location queried by the two configurations
is the same depends only on the inner randomness and the query index, and these are
known given the composite shared randomness. In such a case, Ârow lists all neighboring
configurations by finding all possible (R′

in, k
′) that lead to the same location via “brute-

force” enumeration. Thus, in this case, on input (Rrow, Rshared, Rin), the row agent runs
as follows:

1. Initialize a list L̂row.

2. For each R′
in ∈ {0, 1}rin and k′ ∈ [qin] such that bk′ = 1:

a) Check if the inner configuration (R′
in, k

′) results in the same query location as
the configuration (Rin, k). If so, add (Rrow, Rshared.row, R

′
in, k

′) to the list L̂row.

3. Output L̂row.

Case 2 The k-th query is to the outer proof (i.e., bk = 0).

Let (R′
out, R

′
in, k

′) be a configuration that potentially leads to reading the same proof
location as (Rout, Rin, k). Denote by (b′k′ , j

′
k′) the k′-query of the inner verifier on

(Dout, R
′
in).

In this case, we have that (Rout, Rin, k) and (R′
out, R

′
in, k

′) are neighboring configurations
if and only if b′k′ = 0 and the underlying configurations to Vout, namely (Rout, jk) and
(R′

out, j
′
k′), are neighboring configurations with respect to Vout.

Thus, we start by listing all neighboring configurations of (Rout, jk) with respect to
Vout in a rectangular and synchronized fashion. Then, we extend each such neighbor
(R′

out, j
′) to a list of all configurations (R′

out, R
′
in, k

′) to Vcomp that read the same location
in the outer proof.

Thus, in this case, on input (Rrow, Rshared, Rin), the row agent runs as follows:

1. Initialize a list L̂row.

2. Compute jk based on Dout and Rin.

3. Invoke the outer row agent Arow(Rrow, Rshared, jk) to obtain a list Lrow.

4. For each (R′
row, R

′
shared.row, j

′) in Lrow:
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a) For each R′
in ∈ {0, 1}rin and k′ ∈ [qin]:

i. Emulate Vin on input Dout and randomness R′
in. If the k′-th query is to lo-

cation j′ in the input oracle, i.e., bk′ = 0 and jk′ = j′, add (R′
row, R

′
shared.row, R

′
in, k

′)
to L̂row.

5. Output L̂row.

It is simple to verify that these lists are synchronized and canonical, and that the zip L̂ of
the two lists L̂row and L̂col lists all neighboring configurations of (R̂, k).

We show that Ârow knows the index of the full given configuration (R̂, k) in L̂row (an
analogous statement holds for Âcol). In case 2, observe that running Arow on (Rrow, Rshared, jk)
gives the unique index of the entry corresponding to (Rout, jk) in Lrow. Furthermore, from
the shared randomness, Ârow knows (Rin, k). Together this identifies uniquely the list entry
in L̂row that corresponds to (R, k). In case 1, this is even simpler, since from the shared
randomness Ârow knows (Rin, k) and can thus identify the unique corresponding list entry in
L̂row.

The running time of both agents is dominated by the double enumeration in Item 4 of
Case 2, which is dominated by

tRNL · 2rin · qin · tin. (1.8)

ROP. We prove that the composite verifier has τ̂ -ROP, where the aware and shared
part of the randomness are the same. Since the outer verifier has 0-ROP, then the de-
scription of Dout is indeed independent of the randomness. Also, the set of queries Iin =
((b1, j1), . . . , (bqin , jqin)) and Din depend only on Rin, which is a part of the aware random-
ness. Thus, once the aware randomness is fixed, the query corresponding to (bc, jc) where
bc = 0 and jc > iqout , is a fixed parity of the outer randomness Rout. Since the aware part
of randomness contains the shared outer randomness, the jc-th input to Din is a fixed affine
(rather than linear) function of Robliv.

This shows that the predicate of the composite verifier depends only on the aware ran-
domness, which is the same as the shared randomness. Additionally, the randomness parity
checks fed into the predicate are determined by the aware part of the randomness.

1.7 The final construct: Short, efficient, smooth, and
rectangular PCPs

In this section, we obtain our final short, efficient and constant-query PCP for languages in
NTIME(T (n)) that is smooth, rectangular and has ROP.

We will use the randomness-efficient, constant-query PCPP of Mie in the inner level of
our composition. Recall Definitions 1.16 and 1.17: A pair language L ⊆ {0, 1}∗ × {0, 1}∗
consists of pairs (x, y), where, in the context of a PCPP, x is given explicitly to the verifier,
and y is given implicitly (oracle access). We use n := |x| and K := |y|.
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Theorem 1.48 (Mie 2009). Suppose L is a pair language in NTIME(T (n)) for some non-
decreasing function T (n). Then, for every constant 0 < s, δ < 1, L has a PCPP verifier with
the following parameters:

• randomness complexity rin(n+K) := log T (n+K) +O(log log T (n+K)).

• query complexity qin(n+K) := Os,δ(1),

• verification time tin(n,K) := poly(n, logK, log T (n+K)).

• soundness error s and proximity parameter δ.

We can now prove the following main theorem.

Theorem 1.49. Let L be a language in NTIME(T (n)) for some non-decreasing function
T : N → N. There exists a universal constant c such that for all odd integers m ∈ N,
and any constant s ∈ (0, 1

2
) satisfying T (n)1/m ≥ mcm/s6 and min{1/c log n, s3/mcm} ≥

(T (n)1/m · poly log T (n))−1/2, L has a PCP verifier with the following parameters:

• Alphabet {0, 1}.

• Randomness complexity r(n) = log T (n) +O(m log log T (n)) +O(log n).

• Soundness error s.

• Decision, query and parity-check complexities all Os(1).

• Verifier runtime t(n) = poly(n, T (n)1/m).

• The verifier has τ -ROP and is τ -rectangular, where

τ · r(n) = 5

m
log T (n) +O(m log log T (n)) +O(log n).

Furthermore, the shared and the aware parts of the randomness are the same.

Proof. We start with the robust PCP verifier over the Boolean alphabet for L given by
Theorem 1.35, with the following complexities:

• Randomness complexity rout(n) = (1− 1
m
) log T (n) +O(m log log T (n)) +O(log(1/s)).

• Query and Decision complexity qout(n) = dout(n) = T (n)1/m · poly(log T (n), 1/s).

• Verifier running time tout(n) = qout(n) · poly(n, log T (n)).

• τout-RNL, with τout ·rout(n) = 4
m
log T (n)+O(m log log T (n))+O(log(1/s)), and listing-

agents runtime tRNL,out(n) = poly(log T (n)).

• Robust soundness error s/3 with robustness parameter ρ = Θ(s).
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We next add the τout-ROP to this PCP verifier using Lemma 1.44. This step increases
the decision complexity to Õ(tout(n)), verifier’s running time to Õ(tout(n)) + poly(qout(n)) =
poly(tout(n)), and adds the parity-check complexity qout(n). It also reduces the robustness
parameter by a constant factor to Ω(ρ).

Next, we wish to compose this (outer) robust PCP with the inner PCPP of Theorem 1.48.
Since the decision complexity of the outer verifier is Õ(tout(n)) the inner PCPP ought to
verify the pair-language CVP ∈ NTIME(Õ(tout(n))), where the length of the implicit input
is K = qout(n) = Õ(tout(n)). Therefore, we compose this robust PCP with the PCPP
verifier of Mie given in Theorem 1.48, for the pair language CVP ∈ NTIME(Õ(tout(n))), with
soundness error s/3 and proximity parameter which is greater than the robustness parameter
Ω(ρ) of the outer verifier. The PCPP has query complexity Os(1), randomness complexity
rin(Õ(tout(n))) =

1
m
log T (n)+O(log log T (n))+O(log n)+O(log(1/s)) and verification time

tin(Õ(tout(n))) + poly(tout(n)) = poly(tout(n)) = poly(n, T (n)1/m, 1/s).
By Theorem 1.45 and Lemma 1.46, the composite PCP verifier has soundness error

2s/3, and query and parity-check complexities both Os(1). The randomness complexity of
the composite verifier, denoted by r(n), is rout(n) + rin(Õ(tout(n))). The running time of
the composite verifier, denoted tcomp(n), is Õ(tout(n)) + tin(Õ(tout(n))) = poly(tout(n)) =
poly(n, T (n)1/m).

The composite verifier has τ̂ -RNL and τ̂ -ROP where

τ̂ =
rin(Õ(tout(n))) + τout · rout(n)

rin(Õ(tout(n))) + rout(n)
≤ τ.

Furthermore, the shared and the aware parts of the randomness are indeed the same. The
running time of the RNL agents, denoted tRNL(n), is at most

O(tRNL,out(n) · 2rin(Õ(tout(n))) · tin(Õ(tout(n))) ≤ poly(n, T (n)1/m) .

Finally, we use Theorem 1.31 with µ = s/3 to make the composite verifier smooth and
rectangular. This step increases the soundness error by s/3 and thus the overall soundness
error is s as required. The PCP verifier becomes smooth and is τ -rectangular and has τ -
ROP, with the shared and the aware parts of the randomness still the same. This conversion
keeps the randomness and parity-check complexities the same. The decision and query
complexities remain the same up to constants. Finally, the running time of the verifier is
t(n) = q · poly(tRNL(n)) + tcomp(n) = poly(n, T (n)1/m), as asserted.

Remark 1.50. We remark that the randomness complexity of the composed verifier in Theo-
rem 1.49 is actually only log T (n)+O(m log log T (n)) for T (n) = Ω(nm). This improvement
is obtained by the improved verifier running time tout(n) = q(n) · polylogT (n) + O(n) =
T (n)1/m · poly(log T (n)) +O(n) mentioned in Remark 1.37. Note that when T (n) = Ω(nm),
tout(n) = T (n)1/m · poly(log T (n)). Plugging this value of tout(n) in the above proof yields
the above randomness complexity. As in the case of Remark 1.37, this improvement is not
needed for our construction.
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Chapter 2

Models That Prove Their Own
Correctness

Bob is studying for his algebra exam and stumbles upon a question Q that he cannot solve.
He queries a Large Language Model (LLM) for the answer, and it responds with a number:
42. Bob is aware of recent research showing that the LLM attains a 90% score on algebra
benchmarks (cf. Frieder et al. 2023), but should he trust that the answer to his particular
question Q is indeed 42?

Bob could ask the LLM to explain its answer in natural language. Though he must
proceed with caution, as the LLM might try to convince him of an incorrect answer (Turpin
et al., 2023). Moreover, even if 42 is the correct answer, the LLM may fail to produce a
convincing proof (Wang, Yue, and Sun, 2023). If only the LLM could formally prove its
answer, Bob would verify the proof and be convinced.

This chapter initiates the study of Self-Proving models (Fig. 2.1) that prove the cor-
rectness of their answers via an Interactive Proof system (Goldwasser, Micali, and Rackoff,
1985). Self-Proving models successfully convince a verification algorithm V with worst-case
soundness guarantees : for any question, V rejects all incorrect answers with high probabil-
ity over the interaction. This guarantee holds even against provers that have access to V ’s
specification, and unbounded computational power.

Our contributions are as follows.

• We define Self-Proving models (Section 2.1).

• We propose two methods for learning Self-Proving models in Section 2.2. The first,
Transcript Learning (TL), relies on access to transcripts of accepting interactions and
is the focus of this chapter; we prove convergence bounds for TL under convexity
and Lipschitzness assumptions. The second method, Reinforcement Learning from
Verifier Feedback (RLVF), trains a model by emulating interaction with the verifier.
We also present variants of these algorithms that use Annotations to improve learning
in practice.
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𝒒𝟏

accept/reject

Input 𝒙

𝒂𝑹

𝒒𝑹

Self-Proving
Model

𝑷𝜽
𝒂𝟏

Output	𝒚 Verification 
Algorithm

𝑽

Figure 2.1: Self-Proving models. For in-
put x, Self-Proving model Pθ generates an
output y and sends it to a Verification Algo-
rithm V . Then, over i ∈ [R] rounds, V sends
query qi, and receives an answer ai from Pθ.
Finally, V decides (“accept/reject”) whether
it is convinced that y is a correct output for
x.

Guarantee Type Def.

V Completeness
& Soundness

Worst-case
∀x, y

2.2

Pθ Verifiability Average-case
x ∼ µ, y ∼ Pθ(x)

2.4

Table 2.1: Formal guarantees. Complete-
ness and soundness are fundamental guar-
antees of a verification algorithm V . Verifi-
ability (novel in this work) is a feature of a
model Pθ with respect to a verifier V and in-
put distribution µ. Importantly, V ’s sound-
ness holds for any input x and output y.

• We empirically study TL and Annotated-TL (ATL) for training Self-Proving trans-
formers that compute the Greatest Common Divisor (GCD) of two integers. Table 2.2
demonstrates the efficacy of our methods, with additional experiments in Section 2.3.
Our results may be of independent interest for research on the arithmetic capabilities of
transformers (e.g. Charton 2024; Lee et al. 2024). Code, data and models are available
at https://github.com/orrp/self-proving-models.

Scope. This chapter contains a theory of learned models that prove their own correctness
via an Interactive Proof system. The fascinating and well-studied question of which settings
are verifiable in an Interactive Proof system is beyond our scope. Our theory is general in
that it pertains to any such setting, e.g., any decision problem solvable in polynomial space
(Shamir, 1992). See Goldreich (2008c) for a primer on Proof systems more broadly.

2.1 Defining Self-Proving models
We introduce and formally define our learning framework in which models prove the correct-
ness of their output. We start with preliminaries from the learning theory and proof systems
literatures in Section 2.1.1. We then introduce our main definition in Section 2.1.2.

https://github.com/orrp/self-proving-models
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Learning method Correctness (%) Verifiability (%)

GPT (baseline) 99.8 -
GPT+TL 98.8 60.3
GPT+TL+RLVF 98.9 78.3
GPT+Annotated TL 98.6 96.0

Table 2.2: Self-Proving transformers computing the GCD. We train a 6.3M parameter
GPT to compute the GCD of two integers sampled log-uniformly from [104]. Vanilla GPT
correctly generates the GCD for almost all inputs, but does not prove correctness to a simple
verification algorithm. GPT trained with Transcript Learning (GPT+TL) proves its answer
60.3% of the time; adding Reinforcement Learning from Verifier Feedback (+RLVF) increases
this to 78.3%; training with Annotated Transcript Learning (GPT+ATL) gives the highest
Verifiability score of 96%. See Section 2.3 for details.

2.1.1 Preliminaries

Let Σ be a finite set of tokens and Σ∗ denote the set of finite sequences of such tokens. We
consider sequence-to-sequence models Fθ : Σ

∗ → Σ∗, which are total functions that produce
an output for each possible input sequence. A model is parameterized by a real-valued, finite
dimensional vector θ. We consider models as randomized functions, meaning that Fθ(x) is a
random variable over Σ∗, of which samples are denoted by y ∼ Fθ(x).

Before we can define models that prove their own correctness, we must first define cor-
rectness. Correctness is defined with respect to an input distribution µ over Σ∗, and a
ground-truth F ∗ that defines correct answers. For simplicity of presentation, we focus on
the case that each input x ∈ Σ∗ has exactly one correct output F ∗(x) ∈ Σ∗, and a zero-one
loss function on outputs (the general case is deferred to Definition 2.9). The fundamental
goal of machine learning can be thought of as learning a model of the ground-truth F ∗.
Formally,

Definition 2.1 (Correctness). Let µ be a distribution of input sequences in Σ∗ and let
F ∗ : Σ∗ → Σ∗ be a fixed (deterministic) ground-truth function. For any α ∈ [0, 1], we say
that model Fθ is α-correct (with respect to µ) if

Pr
x∼µ

y∼Fθ(x)

[y = F ∗(x)] ≥ α.

An interactive proof system (Goldwasser, Micali, and Rackoff, 1985) is a protocol carried
out between an efficient verifier and a computationally unbounded prover. The prover
attempts to convince the verifier of the correctness of some assertion, while the verifier
accepts only correct claims. The prover is powerful yet untrusted; in spite of this, the
verifier must reject false claims with high probability.
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In the context of this work, it is important to note that the verifier is manually-defined
(as opposed to learned). Formally, the verifier is a probabilistic polynomial-time algorithm
tailored to a particular ground-truth capability F ∗. Informally, the verifier is the anchor
of trust: think of the verifier as an efficient and simple algorithm, hosted in a trustworthy
environment.

Given an input x ∈ Σ∗, the model Fθ “claims” that y ∼ Fθ(x) is correct. We now define
what it means to prove this claim. We will use Pθ to denote Self-Proving models, noting that
they are formally the same object1 as non-Self-Proving (“vanilla”) models Fθ. This notational
change is to emphasize that Pθ first outputs y ∼ Pθ(x) and is then prompted by the verifier,
unlike Fθ who only generates an output y ∼ Fθ(x).

A Self-Proving model proves that y ∼ Pθ(x) is correct to a verifier V over the course of R
rounds of interaction (Figure 2.1). In each round i ∈ [R], verifier V queries Pθ on a sequence
qi ∈ Σ∗ to obtain an answer ai ∈ Σ∗; once the interaction is over, V accepts or rejects. For
fixed x, y ∈ Σ∗, the decision of V after interacting with Pθ is a random variable over V ’s
decision (accept/reject), determined by the randomness of V and Pθ. The decision random
variable is denoted by ⟨V, Pθ⟩ (x, y).

We present a definition of Interactive Proofs restricted to our setting.

Definition 2.2. Fix a soundness error s ∈ (0, 1), a finite set of tokens Σ and a ground-truth
F ∗ : Σ∗ → Σ∗. A verifier V (in an Interactive Proof) for F ∗ is a probabilistic polynomial-
time algorithm that is given explicit inputs x, y ∈ Σ∗ and black-box (oracle) query access
to a prover P .2 It interacts with P over R rounds (see Figure 2.1) and outputs a decision
⟨V, P ⟩ (x, y) ∈ {reject, accept}. Verifier V satisfies the following two guarantees:

• Completeness: There exists an honest prover P ∗ such that, for all x ∈ Σ∗,

Pr[⟨V, P ∗⟩(x, F ∗(x)) accepts ] = 1,

where the probability is over the randomness of V .3

• Soundness: For all P and for all x, y ∈ Σ∗, if y ̸= F ∗(x) then

Pr[⟨V, P ⟩ (x, y) accepts ] ≤ s,

where the probability is over the randomness of V and P , and s is the soundness error.

The efficiency of an interactive proof is usually measured with respect to four parameters:
the round complexity R, the communication complexity (the overall number of bits trans-
ferred during the interaction), P ∗’s efficiency and V ’s efficiency. These complexity measures
scale with the computational complexity of computing the ground-truth F ∗. For example,
an interactive proof for a complex F ∗ may require multiple rounds of interaction.

1Both are randomized mappings from Σ∗ to Σ∗.
2We intentionally write P rather than Pθ: Interactive Proofs are defined with respect to all possible

provers, not just parameterized ones.
3WLOG, the honest prover is deterministic by fixing the optimal randomness of a randomized prover.
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Remark 2.3 (Verifier efficiency). Definition 2.2 requires that V is a polynomial-time algo-
rithm whereas provers are unbounded. This captures a requirement for efficient verification.
We chose polynomial time as a measure of efficiency because it is common Proof systems
literature. That said, one could adapt Definition 2.2 to fit alternative efficiency measures,
such as space complexity (Condon and Lipton, 1989) or circuit depth (Goldwasser et al.,
2007). Regardless of which measure is taken, to avoid a trivial definition it is crucial that V
should be more efficient than the honest prover P ∗; else, V can simply execute P ∗ to perform
the computation itself.

By definition, the soundness error s of a verifier V bounds the probability that it is
mistakenly convinced of an incorrect output; in that sense, the smaller s, the “better” the
verifier V . In our setting, we think of a manually-defined verifier V who is formally proven
(by a human) to have a small soundness error by analysis of V ’s specification.

As depicted in Figure 2.1, each of the model’s answers depends on all previous queries
and answers in the interaction. This captures the setting of stateful models, e.g. a session
with a chatbot.

Towards defining Self-Proving models (Section 2.1.2), let us observe the following. Com-
pleteness and soundness are worst-case guarantees, meaning that they hold for all possible
inputs x ∈ Σ∗. In particular, completeness implies that for all x ∈ Σ∗, the honest prover P ∗

convinces V of the correctness of F ∗(x); in classical proof systems there is no guarantee that
an “almost honest” prover can convince the verifier (cf. Paradise 2021b). Yet, if we are to
learn a prover Pθ, we cannot expect it to agree with P ∗ perfectly, nor can we expect it to
always output F ∗(x). Indeed, Self-Proving models will have a distributional guarantee with
respect to inputs x ∼ µ.

2.1.2 The Definition

We define the Verifiability of a model Pθ with respect to an input distribution µ and a
verifier V . Intuitively, Verifiability captures the ability of the model to prove the correctness
of its answer y ∼ Pθ(x), when the input x is sampled from µ. We refer to models capable of
proving their own correctness as Self-Proving models. Notice that, as in Definition 2.2, the
verifier is fixed and agnostic to the choice of the Self-Proving model.

Definition 2.4 (Self-Proving model). Fix a verifier V for a ground-truth F ∗ : Σ∗ → Σ∗ as in
Definition 2.2, and a distribution µ over inputs Σ∗. The Verifiability of a model Pθ : Σ

∗ → Σ∗

is defined as
verV,µ(θ) := Pr

x∼µ
y∼Pθ(x)

[⟨V, Pθ⟩ (x, y) accepts ] . (2.1)

We say that model Pθ is β-Self-Proving with respect to V and µ if verV,µ(θ) ≥ β.

Remark 2.5 (Verifiability =⇒ correctness). Notice that the ground-truth F ∗ does not
appear in Definition 2.4 except for the first sentence. Indeed, once it is established that V
is a verifier for F ∗ (as per Definition 2.2), then Verifiability w.r.t V implies correctness
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w.r.t F ∗: Consider any input distribution µ, ground-truth F ∗, and a verifier V for F ∗ with
soundness error s. By a union bound, if model Pθ is β-Verifiable, then it is (β − s)-correct.
That is to say, Verifiability is formally a stronger guarantee than correctness when V has
small soundness error s.

As depicted in Figure 2.1, a Self-Proving model Pθ plays a dual role: first, it generates
an output y ∼ Pθ(x), and then it proves the correctness of this output to V . Note also that
Self-Provability is a feature of a model, unlike completeness and soundness which are features
of a verifier (see Table 2.1).

The benefit of Verifiability over correctness is captured by the following scenario. Al-
ice wishes to use a model Pθ to compute some functionality F ∗ on an input x0 in a high
risk setting. Alice generates y0 ∼ Pθ(x0). Should Alice trust that y0 is correct? If Al-
ice has a held-out set of labeled samples, she can estimate Pθ’s average correctness on µ.
Unfortunately, (average) correctness provides no guarantee regarding the correctness of the
particular (x0, y0) that Alice has in hand. If, however, Alice has access to a verifier V for
which Pθ is Self-Proving, then she can trust the model on an input-by-input (rather than
average-case) basis: Alice can execute V on (x0, y0) and black-box access to Pθ. Soundness
of V guarantees that if y0 is incorrect, then V rejects with high probability, in which case
Alice should either generate Pθ(x0) again—or find a better model.

2.1.3 A More General Definition

We present variants of Self-Proving models (Definition 2.4) generalized to one-to-many re-
lations, and general bounded loss functions. While these generalizations provide a richer
framework that may accommodate a wider range of applications, the remainder of this
chapter focuses on the forgoing Definition 2.4, which captures the essential properties while
remaining mathematically manageable. Readers primarily interested in this chapter’s main
results may proceed directly to Section 2.2. Those interested in extending this work may
find the generalizations presented here valuable for future research directions.

General (bounded) loss functions. In Definition 2.1 we implicitly use the 0-1 loss when
measuring the correctness of a model: For any x ∈ X, we measure only whether the model
generated the correct output y = F ∗(x), but not how “far” the generated y was from F ∗(x).
It is often the case in machine learning that we would be satisfied with models that generate
a “nearly-correct” output. This is formalized by specifying a loss function ℓ : Σ∗×Σ∗ → [0, 1]
and measuring the probability that ℓ(x, y) is smaller than some threshold λ ∈ [0, 1), where
x is drawn from the input distribution µ, and y is generated by the model when given input
x.

In the context of language modeling, different loss function allow for a more fine-grained
treatment of the semantics of a given task. As an example, consider the prime-counting
task :

• Given an integer x < 109, output the number of primes less than or equal to x.
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In the notation of Section 2.1, the prime-counting task would be captured by the ground-
truth function

F ∗(x) := |{p ∈ N | p ≤ x, p is prime}| .4

Per Definition 2.1, any output other than F ∗(x) is “just as incorrect” as any other. Yet, we
might prefer outputs that are closer to the correct answer, say, in L1 norm. This preference
can be captured by the following bounded loss function

ℓ1(x, y) :=

{
|y − F ∗(x)| · 10−9 if y ≤ 109

1 else.

In particular, if we are interested in knowing the answer only up to some additive constant
C, we could say that an output y is “correct-enough” if ℓ1(x, y) ≤ C · 10−9.

More generally, we relax Definition 2.1 to capture approximate correctness as follows.

Definition 2.6 (Approximate correctness). Let µ be a distribution over input sequences in
Σ∗ and let ℓ : Σ∗×Σ∗ → [0, 1] be a loss function. For any α, λ ∈ [0, 1], we say that model Fθ

is (α, λ)-correct with respect to µ if

Pr
x∼µ

y∼Fθ(x)

[ℓ(x, y) ≤ λ] ≥ α.

One-to-many-relations. In Section 2.1, we focused on the setting of models of a ground-
truth function F ∗ : Σ∗ → Σ∗. That is, when each input x has exactly one correct output,
namely F ∗(x). A more general setting would be to consider a ground-truth relation L ⊆
Σ∗×Σ∗. Then, we say that y is a correct output for x if (x, y) ∈ L. Importantly, this allows
a single x to have many possible correct outputs, or none at all.

Note that we must take care to choose a loss function ℓ that captures correctness with
respect to the relation L, i.e., ℓ(x, y) = 0 if and only if (x, y) ∈ L. Equivalently, any
loss function ℓ induces a relation L := {(x, y) | ℓ(x, y) = 0}. Therefore, our relaxation to
approximate-correctness Definition 2.6 already captures the setting of one-to-many relations,
since an input x may have multiple y∗ such that ℓ(x, y∗) = 0.

The general definition. We first present a relaxed definition of Interactive Proof systems
for verifying approximate-correctness.

Definition 2.7 (Definition 2.2, generalized). Fix a soundness error s ∈ (0, 1), a threshold
λ ∈ [0, 1), a finite set of tokens Σ, and a loss function ℓ : Σ∗ × Σ∗ → [0, 1]. A verifier V for
ℓ with threshold λ is a probabilistic polynomial-time algorithm that is given explicit inputs
x, y ∈ Σ∗ and black-box (oracle) query access to a prover P . It interacts with P over R
rounds (see Figure 2.1) and outputs a decision ⟨V, P ⟩ (x, y) ∈ {reject, accept}. Verifier V
satisfies the following two guarantees:

4Formally, the input and output are strings in Σ∗ representing integers (e.g. in decimal representation).
See Section 2.3.6 for a concrete instantiation used in our experiments.
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• Completeness: There exists an honest prover P ∗ such that, for all x, y ∈ Σ∗, if ℓ(x, y) =
0 then

Pr[⟨V, P ∗⟩(x, y) accepts ] = 1,

where the probability is over the randomness of V .

• Soundness: For all P and for all x, y ∈ Σ∗, if ℓ(x, y) > λ then

Pr[⟨V, P ⟩ (x, y) accepts ] ≤ s,

where the probability is over the randomness of V and P , and s is the soundness error.

Indeed, for a given ground-truth function F ∗ : Σ∗ → Σ∗, Definition 2.2 can be recovered
by choosing the 0-1 loss

ℓF ∗(x, y) :=

{
1 if x ̸= F ∗(y)

0 else.

and any threshold λ ∈ [0, 1).

Remark 2.8 (Connection to Interactive Proofs of Proximity). Definition 2.7 can be seen
as a slight generalization of (perfect completeness) Interactive Proofs of Proximity (IPPs,
Rothblum, Vadhan, and Wigderson 2013). An IPP for a relation L ⊆ Σ∗×Σ∗ with proximity
parameter λ is obtained by instantiating Definition 2.7 with the loss function ℓHamming defined
by

ℓHamming(x, y) := min

{
#{i | yi ̸= y∗i }

|y|

∣∣∣∣ (x, y∗) ∈ L, |y∗| = |y|
}
,

that is, ℓHamming(x, y) is the fraction of tokens in y that must be changed so as obtain an
output y∗ with (x, y∗) ∈ L. However, the motivation of Rothblum, Vadhan, and Wigderson
(2013) was studying sublinear time verification, whereas ours is to relax the requirements of
traditional Interactive Proofs towards meeting common desiderata in machine learning.

With this relaxed notion of Interactive Proofs in hand, we are now ready to define Self-
Proving models for general (bounded) loss functions.

Definition 2.9 (Definition 2.4, generalized). Fix a loss function ℓ : Σ∗ × Σ∗ → [0, 1], a
verifier V for ℓ with threshold λ ∈ [0, 1) as in Definition 2.7, and a distribution µ over
inputs Σ∗. The Verifiability of a model Pθ := Σ∗ → Σ∗ is defined as

verV,µ(θ) := Pr
x∼µ

y∼Pθ(x)

[⟨V, Pθ⟩ (x, y) accepts ] .

We say that model Pθ is β-Self-Proving with respect to V and µ if verV,µ(θ) ≥ β.
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Analogously to Remark 2.5, we observe that Verifiability (Definition 2.9) implies approximate-
correctness: Suppose Pθ is β-Self-Proving model with respect to a verifier V that has sound-
ness error s and threshold parameter λ for loss function ℓ. Then by a union bound,

Pr
x∼µ

y∼Pθ(x)

[ℓ(x, y) ≤ λ] ≥ β − s.

Importantly, as emphasized throughout this chapter, soundness of V implies that for all
inputs x, any output y such that ℓ(x, y) > λ is rejected with high probability (1− s).

2.2 Learning Self-Proving autoregressive models
With a sound verifier V at hand, obtaining Self-Proving models with respect to V holds great
promise: a user that prompts the model with input x does not need to take it on good faith
that Pθ(x) is correct; she may simply verify this herself by executing the verification protocol.
How, then, can we learn models that are not just approximately-correct, but Self-Proving as
well?

The challenge is to align the model with a verifier. We assume that the learner has access
to input samples x ∼ µ and correct outputs F ∗(x), as well as the verifier specification (code).
Additionally, the learner can emulate the verifier, as the latter is computationally efficient
(Remark 2.3).

Our focus is on autoregressive sequence-to-sequence (Self-Proving) models Pθ. Such mod-
els generate their output by recursively prompting a randomized sampling from a base dis-
tribution pθ over tokens Σ. For an input z ∈ Σ∗, the output w ∼ Pθ(z) is generated as
follows:

• Sample w1 ∼ pθ(z).

• Let j = 1. While wj is not the end-of-sequence token EOS ∈ Σ:

– Sample wj+1 ∼ pθ(zw1 · · ·wj).

– Update j := j + 1.

• Output w = w1w2 · · ·wj.

For any z ∈ Σ∗, it is useful to consider the vector of log-probabilities over Σ, denoted by
log pθ(z) ∈ R|Σ|. We assume that each coordinate in this vector is differentiable with respect
to θ.

Our general approach is inspired by Reinforcement Learning from Human Feedback
(Christiano et al., 2017), a method for aligning models with human preferences, which has
recently been used to align sequence-to-sequence models (Ouyang et al., 2022). However,
there are two important differences between humans and algorithmic verifiers: (1) Verifiers
are efficient algorithms which may be emulated by the learner. This is unlike humans, whose



CHAPTER 2. MODELS THAT PROVE THEIR OWN CORRECTNESS 70

preferences are costly to obtain. On the other hand, (2) verifiers make a single-bit decision
at the end of an interaction, but cannot guide the prover (model) in intermediate rounds.
In RL terms, this is known as the exploration problem for sparse reward signals (e.g. Ladosz
et al. 2022).

Section 2.2.1 introduces Transcript Learning (TL), a learning algorithm that overcomes
the exploration problem mentioned in the second point under the assumption that the learner
has access to transcripts of interactions in which the verifier accepts. We prove convergence
bounds, and then (Section 2.3) evaluate it through experiments.

Access to accepting transcripts is a reasonable assumption, for example, when there is an
efficient honest prover that can generate such transcripts (Goldwasser, Kalai, and Rothblum,
2015). When there is no access to accepting transcripts, we propose Reinforcement Learning
from Verifier Feedback (Section 2.2.2).

Specification of the learning model. We must first fully specify the theoretical frame-
work in which our results reside. Continuing from Section 2.1, we define a learner as an
algorithm Λ with access to a family of autoregressive models {Pθ}θ and samples from the
input distribution x ∼ µ. In our setting of Self-Proving models (and in consistence with
the Interactive Proofs literature), we give the learner the full specification of the verifier V .
More formally,

Definition 2.10 (Self-Proving model learner). A (Self-Proving model) learner is a proba-
bilistic oracle Turing Machine Λ with the following access:

• A family of autoregressive models {Pθ}θ∈Rd where d ∈ N is the number of parameters
in the family. Recall (Section 2.2) that for each θ and z ∈ Σ∗, the random variable
Pθ(z) is determined by the logits log pθ(z) ∈ R|Σ|. For any z ∈ Σ∗ and σ ∈ Σ, the
learner Λ can compute the gradient of the σth logit, that is, ∇θ log Prσ′∼pθ(z)[σ = σ′].
In particular, log Prσ′∼pθ(z)[σ = σ′] is always differentiable in θ.

• Sample access to the input distribution µ. That is, Λ can sample x ∼ µ.

• The full specification of the verifier V , i.e., the ability to emulate the verification algo-
rithm V . More specifically, Λ is able to compute V ’s decision after any given interac-
tion; that is, given input x, output y, and a sequence of queries and answers (qi, ai)

R
i=1,

the learner Λ can compute the decision of V after this interaction.

Throughout this section, we will refer to the transcript of an interaction between a verifier
and a prover (see Figure 2.1). We will denote this transcript by π = (y, q1, a1, . . . , qR, aR),
and for any index s ∈ [|π|] we will write π<s ∈ Σs−1 to denote the s-long prefix of π.

2.2.1 Transcript Learning

We present an algorithm for learning Self-Proving models which uses access to a distribution
of accepting transcripts. This is a reasonable assumption to make when the honest prover
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P ∗ (see Definition 2.2) is efficient, as in the case of public-coin Doubly-Efficient Interactive
Proof systems as defined by Goldwasser, Kalai, and Rothblum (2015) and developed in
other theoretical (e.g. Goldreich and Rothblum 2018) and applied (e.g. Zhang et al. 2021)
works. In this case, an honest prover P ∗ can be run by the learner during training to collect
accepting transcripts without incurring heavy computational cost. Alternatively, the learner
may collect a dataset of accepting transcripts prior to learning (see Figure 2.2).

The intuition behind Transcript Learning is that the interaction of the verifier and prover
can be viewed as a sequence itself, which is called the transcript π ∈ Σ∗. The idea is to learn
a model not just of x 7→ y∗ for a correct output y∗, but of x 7→ y∗π∗, where π∗ is a transcript
of an interaction in which the verifier accepted.

Transcript Learning assumes access to a transcript generator—a random variable over
transcripts that faithfully represents the interaction of the verifier with some prover for a
given input. An honest transcript generator is one who is fully supported on transcripts
accepted by the verifier. Formally,

Definition 2.11 (Transcript generator). Fix a verifier V in a proof system of R ∈ N rounds.
A transcript generator TV for V is a randomized mapping from inputs x ∈ Σ∗ to transcripts
π = (y, q1, a1, . . . , qR, aR) ∈ Σ∗. For any input x, TV (x) satisfies that for each r ≤ R, the
marginal of TV (x) on the rth query qr agrees with the corresponding marginal of the query
generator (Vq)r.5

A transcript generator T ∗
V := TV is honest if it is fully supported on transcripts π∗ for

which the verifier accepts.

Notice that for any verifier V , there is a one-to-one correspondence between transcript
generators and (possibly randomized) provers. We intentionally chose not to specify a prover
in Definition 2.11 to emphasize that transcripts can be “collected” independently of the honest
prover (see completeness in Definition 2.2), and in fact can be collected “in advance” prior to
learning (see Figure 2.2). As long as the generator is fully supported on honest transcripts,
it can be used for Transcript Learning (Algorithm 1 described next).

TL trains a Self-Proving model by autoregressively optimizing towards generating accept-
ing transcripts. At a very high level, it works by repeatedly sampling x ∼ µ and transcript
y∗π∗ ∼ T ∗(x), and updating the logits log pθ towards agreeing with y∗π∗ via Gradient Ascent.
We prove that, under certain conditions, it is expected to output a Self-Proving model.

Theorem 2.12. Fix a verifier V , an input distribution µ, an autoregressive model family
{Pθ}θ∈Rd, and a norm || · || on Rd. Fix an honest transcript generator T ∗

V , and assume that
5A query generator Vq corresponding to V takes as input a partial interaction and samples from the

distribution over next queries by V . Formally, for any r ≤ R, given input x, output y, and partial interaction
(qi, ai)

r
i=1, Vq(x, y, q1, a1, . . . , qr, ar) is a random variable over ΣLq . For completeness’ sake, we can say that

when prompted with any sequence z that does not encode an interaction, Vq(z) is fully supported on a
dummy sequence ⊥ · · ·⊥ ∈ ΣLq .
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Algorithm 1: Transcript Learning (TL)
Hyperparameters: Learning rate λ ∈ (0, 1) and number of samples N ∈ N.
Input: An autoregressive model family {Pθ}θ∈Rd , verifier specification (code) V ,

and sample access to an input distribution µ and an accepting transcript
generator T ∗

V (·).
Output: A vector of parameters θ̄ ∈ Rd.

1 Initialize θ0 := 0⃗.
2 for i = 0, . . . , N − 1 do
3 Sample x ∼ µ and π∗ = (y∗, q∗1, a

∗
1, . . . , q

∗
R, a

∗
R) ∼ T ∗

V (x). Denote a0 := y∗.
4 foreach Round of interaction r = 0, . . . , R do
5 Let S(r) denote the indices of the rth answer ar in π∗, and let π<s denote the

prefix of the partial transcript (y, q∗1, a
∗
1, . . . , q

∗
r).

6 for s ∈ S(r) do
7 Compute # Forwards and backwards pass

αs(θi) := Pr
σ∼pθi (xπ<s)

[σ = π∗
s ]

d⃗s(θi) := ∇θ logαs(θi) = ∇θ log Pr
σ∼pθi (xπ<s)

[σ = π∗
s ].

8 Update
θi+1 := θi + λ ·

∏
r∈[R]∪{0}
s∈S(r)

αs(θi) ·
∑

r∈[R]∪{0}
s∈S(r)

d⃗s(θi).

9 Output θ̄ := 1
N

∑
i∈[N ] θi.

the agreement function
A(θ) := Pr

x∼µ
π∗∼T ∗

V (x)

π∼T θ
V (x)

[π = π∗]

is concave in θ, where the verifier queries are the same in π∗ and π. For any ε > 0, let
BNorm, BLip and C be upper-bounds such that the following conditions hold.

• There exists θ∗ ∈ Rd with ||θ∗|| < BNorm such that A(θ∗) ≥ 1− ε/2.

• For all θ, the logits of Pθ are BLip-Lipschitz in θ. That is,

sup
θ∈Rd

z∈Σ∗

||∇θ log pθ(z)|| ≤ BLip.

• In the proof system defined by V , the total number of tokens (over all rounds) is at
most C.
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Figure 2.2: Transcript Learning, visualized. To understand Algorithm 1, consider the
above visualization. In Phase 1, N honest transcripts are collected by letting an Honest
Prover interact with the Verification Algorithm; these will be the samples from the honest
transcript generator T ∗

V (x). Phase 2 describes the execution of Algorithm 1 itself: For each
honest transcript π∗ (lines 2-3), and for each prefix πs of this transcript (lines 4-6), the
αs(θi) and d⃗s(θi) are computed via forwards and backwards passes, respectively (line 7).
After iterating through all prefixes, the parameters θi are updated (line 8).

Denote by θ̄ the output of TL running for number of iterations N where

N ≥ 4 · C2 ·
B2

Norm ·B2
Lip

ε2
(2.2)

and learning rate λ = BNorm/CBLip

√
N . Then the expected Verifiability (over the random-

ness of the samples collected by TL) of θ̄ is at least 1− ε. That is,

Ē
θ
[verV,µ(θ̄)] ≥ 1− ε.

The conditions for Theorem 2.12 can be split into two. First, the standard conditions
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used to prove SGD convergence: convexity,6 BNorm-boundedness, and BLip-Lipschitzness.
Second, there is a bound C on the communication complexity of the prover in the Interactive
Proof system.

Quantitatively, the efficiency of TL is captured by the number of iterations N . It is
desirable to minimize N , which is also the number of samples needed from the distribution
µ and the transcript generator T ∗. The bound on N in Equation (2.2) can be decomposed
into the complexity of SGD (B2

NormB
2
Lip/ε

2), and communication complexity of the proof
system O(C2). Minimizing communication complexity has been an overarching goal in the
study of proof systems (e.g. Goldreich and Håstad 1998; Goldreich, Vadhan, and Wigderson
2002; Reingold, Rothblum, and Rothblum 2021). Theorem 2.12 formally shows the benefit
of communication-efficient proof systems in the context of Self-Proving models.

The proof of Theorem 2.12 goes by reduction to Stochastic Gradient Descent (SGD).
We show (Lemma 2.13) that the learner can use its only available tools—sampling honest
transcripts, emulating the verifier, and differentiating the logits—to optimize the agreement
A(θ). Specifically, this is done by accumulating gradients from the cross-entropy loss com-
puted at each token. Since A(θ) lower bounds the Verifiability of Pθ, the former can be used
as a surrogate for the latter.

Essentially, we are tasked with proving that TL estimates a surrogate of the Verifiability-
gradient of its model Pθ. More precisely, TL estimates the gradient of a function that bounds
the Verifiability from below. Maximizing this function therefore maximizes the Verifiability.

The lower-bounding function is the agreement of the answers generated by Pθ with the
answers provided by the honest transcript generator T ∗

V . More formally, we let T θ
V denote

the transcript generator induced by the model Pθ when interacting with V : for each x, T θ
V (x)

is the distribution over transcripts of interactions between V and Pθ on input x. We stress
that π∗ ∼ T ∗

V (x) and π ∼ T θ
V (x) are transcripts produced when interacting with the same

verifier queries; we can think of the verifier as simultaneously interacting with the honest
prover and with the model Pθ.7 In what follows, we use π∗ ∼ T ∗

V (x) and π ∼ T θ
V (x) to denote

two transcripts that share the same queries. That is, taking π∗ = (y∗, q∗1, a
∗
1, . . . , q

∗
R, a

∗
R) to

denote an accepting transcript sampled from T ∗
V (x), and π = (y, q∗1, a1, . . . , q

∗
R, aR) to denote

a random transcript sampled from T θ
V (x), we say that π and π∗ agree if they agree on the

prover answers, namely if:

(y, a1, . . . , aR) = (y∗, a∗1, . . . , a
∗
R).

This definition implicitly uses the independence of the verifier and model’s randomness. We
first prove that TL correctly estimates the gradient of A(θ) in its update step.

6Convexity does not hold in general LLM training. Yet, Theorem 2.12 provides useful theoretical analysis
in a simplified setting, which we empirically validate in the non-convex setting in Section 2.3.

7The way it is presented in the algorithm (and implemented in the experiments), first the verifier is
called by T ∗

V and outputs queries (q∗1 , . . . q
∗
R), and then the model is prompted with the verifier queries one

a time. This maintains soundness, since a proof system is sound as long as the prover does not know the
verifier’s queries in advance.
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Lemma 2.13 (TL gradient estimation). Fix an input distribution µ over Σ∗ and a verifier
V with round complexity R and answer length La. Fix an honest transcript generator T ∗

V .
Let θ be the parameters of a model Pθ and let

A(θ) := Pr
x∼µ

π∗∼T ∗
V (x)

π∼T θ
V (x)

[π = π∗] .

Then,

∇A(θ) = E
x∼µ

π∗∼T ∗
V

 ∏
r∈[R]∪{0}
s∈S(r)

αs(θ) ·
∑

r∈[R]∪{0}
s∈S(r)

d⃗s(θ)


where S(r), αs(θ) and d⃗s(θ) are as defined in Algorithm 1.

Note that Lemma 2.13 is true for any model Pθ. Moreover, the random vector over which
the expectation is taken (in the right hand side) is precisely the direction of the update
performed in Algorithm 1. We now prove Lemma 2.13, from which we derive Theorem 2.12.

Proof. Throughout this proof, expectations and probabilities will be over the same distri-
butions as in the lemma statement. First, we use the law of total probability together with
the autoregressive property of Pθ (Section 2.2) to switch from probabilities on transcripts, to
products of next-token probabilities. Formally, consider a fixed input x, an honest transcript
π∗ = (y∗, q∗1, a

∗
1, . . . , q

∗
R, a

∗
R), and denote a random transcript sampled from T θ

V (x) when using
the same verifier queries by π = (y, q∗1, a1, . . . , q

∗
R, aR). For any r ∈ [R] denote the random

variable T θ,<r
V := T θ

V (yq
∗
1a1 · · · ar−1q

∗
r). Then,

Pr
π
[π = π∗] = Pr

π
[(y, a1, . . . , aR) = (y∗, a∗1, . . . , a

∗
R)] (2.3)

= Pr
y∼Pθ(x)

[y = y∗] ·
∏
r∈[R]

Pr
a∼T θ,<r

V

[a = a∗r]

= Pr
y∼Pθ(x)

[y = y∗] ·
∏
r∈[R]
s∈S(r)

Pr
σ∼pθ(π

∗
<s)

[σ = π∗
s ] (2.4)

=
∏

r∈[R]∪{0}
s∈S(r)

αs(θ), (2.5)

where, as noted above, Equation (2.3) uses the independence of the verifier and model’s
randomness, Equation (2.4) uses the autoregressive property of Pθ (Definition 2.10), and
Equation (2.5) is by definition of αs and of a0. Next, a basic calculus identity gives

∇θ

(
Pr
π
[π = π∗]

)
= Pr

π
[π = π∗] · ∇θ log

(
Pr
π
[π = π∗]

)
. (2.6)
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This implicitly assumes that Prπ [π = π∗] is differentiable in θ; indeed, this follows from
Definition 2.10, where the logits of the model were assumed to by differentiable. Let us
focus on the rightmost factor. By Equation (2.5),

∇θ log
(
Pr
π
[π = π∗]

)
= ∇θ log

 ∏
r∈[R]∪{0}
s∈S(r)

αs(θ)

 =
∑

r∈[R]∪{0}
s∈S(r)

∇θ logαs(θ) =
∑

r∈[R]∪{0}
s∈S(r)

d⃗s(θ)

(2.7)

where the last equality is by definition of d⃗s(θ). Combining Equation (2.5) and Equation (2.6)
gives

∇θ

(
Pr
π
[π = π∗]

)
=

∏
r∈[R]∪{0}
s∈S(r)

αs(θ) ·
∑

r∈[R]∪{0}
s∈S(r)

d⃗s(θ).

By the law of total probability and the linearity of the gradient,

E
x,π∗

[
∇θ

(
Pr
π
[π = π∗]

)]
= ∇θ

(
E

x,π∗

[
Pr
π
[π = π∗]

])
= ∇θ

(
Pr

x,π∗,π
[π = π∗]

)
= ∇θA(θ).

which concludes the proof.

We a gradient-estimation lemma at hand, we can now derive the convergence result.

Proof pf Theorem 2.12. Our strategy is to cast TL as Stochastic Gradient Ascent and apply
Fact 2.17. Let ε, BNorm, BLip and C as in the theorem statement be given. Let θ∗ be such
that A(θ∗) ≥ 1− ε/2 and ||θ∗|| ≤ BNorm.

First, notice that
Ē
θ

[
verV,µ(θ̄)

]
≥ Ē

θ
[A(θ̄)],

This is because, for any x and model Pθ, whenever the transcript generated by T θ(x) agrees
with π∗, then the verifier accepts (because π∗ is honest). Therefore, to prove the theorem it
suffices to show that

Ē
θ
[A(θ̄)] ≥ 1− ε.

Following the notation in Algorithm 1, in every iteration i ∈ [N ] the norm of the update
step is∥∥∥∥∥∥∥∥

∏
r∈[R]∪{0}
s∈S(r)

αs(θi) ·
∑

r∈[R]∪{0}
s∈S(r)

d⃗s(θi)

∥∥∥∥∥∥∥∥ =

∣∣∣∣∣∣∣∣
∏

r∈[R]∪{0}
s∈S(r)

αs(θi)

∣∣∣∣∣∣∣∣ ·
∥∥∥∥∥∥∥∥
∑

r∈[R]∪{0}
s∈S(r)

d⃗s(θi)

∥∥∥∥∥∥∥∥
≤ 1 ·

∑
r∈[R]∪{0}
s∈S(r)

∥∥∥d⃗s(θi)∥∥∥ ,
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where the inequality is because αs(θi) are probabilities, so ≤ 1. Continuing, we have∑
r∈[R]∪{0}
s∈S(r)

∥∥∥d⃗s(θi)∥∥∥ ≤ ∑
r∈[R]∪{0}
s∈S(r)

BLip ≤ C ·BLip.

The first inequality is by definition of BLip as an upper-bound on the gradient of Pθ’s logits.
The second is because, by definition, C is an upper-bound on the number of tokens sent by
the prover in the proof system, which is exactly the number of terms in the sum: r indexes
rounds, and s indexes tokens sent in each round.

To conclude, Lemma 2.13 shows that TL samples from a gradient estimator for A(θ),
while the above equation shows that the gradient is upper-bounded by C · BLip. We can
therefore apply Fact 2.17 to obtain

Ē
θ

[
A
(
θ̄
)]
≥ A(θ∗)− ε/2 ≥ (1− ε/2)− ε/2 = 1− ε,

where the inequality is by definition of θ∗.

2.2.2 Reinforcement Learning from Verifier Feedback (RLVF)

As mentioned in Section 2.2.1, Transcript Learning uses access to an honest transcript gen-
erator to estimate gradients of (a lower bound on) the Verifiability of a model Pθ.

Reinforcement Learning from Verifier Feedback (RLVF, Algorithm 2) estimates this gra-
dient without access to a transcript generator. RLVF can be viewed as a modification of TL
in which the learner emulates the interaction of the verifier with its own model Pθ.

Before we continue with formal analysis of Algorithm 2, let us make a few observations.
Firstly, the parameters are updated (line 11) only when an accepting transcript was

generated. This means that the learner can first fully generate the transcript (lines 6-7), and
then take backwards passes (line 9) only if the transcript was accepted by V . This is useful
in practice (e.g. when using neural models) as backwards passes are more computationally
expensive than forwards passes.

On the other hand, this means that RLVF requires the parameter initialization θ0 to have
Verifiability bounded away from 0, so that accepting transcripts are sampled with sufficient
probability. Fortunately, such a Self-Proving base model can be learned using TL. This gives
a learning paradigm in which a somewhat-Self-Proving base model is learned with TL (with
Verifiability δ > 0), and then “amplified” to a fully Self-Proving model using RLVF. This can
be seen as an adaptation of the method of Nair et al. (2018) to the setting of Self-Proving
models.

Secondly, in comparing Algorithms 1 and 2, we see that the latter (RLVF) does not keep
track of the probabilities αs. This is because, in RL terms, RLVF is an on-policy algorithm;
it generates transcripts using the current learned model, unlike TL that samples them from
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Algorithm 2: Reinforcement Learning from Verifier Feedback (RLVF)
Hyperparameters: Learning rate λ ∈ (0, 1) and number of samples N ∈ N.
Input: An autoregressive model family {Pθ}θ∈Rd , initial parameters θ0 ∈ Rd, verifier

specification (code) V , and sample access to an input distribution µ.
Output: A vector of parameters θ̄ ∈ Rd.

1 for i = 0, . . . , N − 1 do
2 Sample x ∼ µ.
3 Initialize a0 := y ∼ Pθi(x).
4 foreach Round of interaction r = 1, . . . R do
5 Sample the rth query # Emulate the verifier

qr ∼ Vq(x, a0, q1, a1, . . . , qr−1, ar−1).

Sample the rth answer # Forwards pass

ar ∼ Pθi(x, a0, q1, a1, . . . , qr).

Let τr := (a0, q1, . . . , ar−1, qr).
6 for s ∈ [La] do
7 Let ar,s denote the sth token in ar. Compute # Backwards pass

d⃗s(θi) := ∇θ log Pr
σ∼pθi (xτr)

[σ = ar,s].

8 if V (x, y, q1, a1, . . . , qR, aR) accepts then
9 Update

θi+1 := θi + λ ·
∑

r∈[R]∪{0}
s∈[La]

d⃗s(θi).

10 Output θ̄ := 1
N

∑
i∈[N ] θi.

a distribution whose parameterization is unknown to the learner. Hence, the update step in
RLVF is simpler than TL.

We now prove that the update step in RLVF maximizes the Verifiability of Pθ; this
is analogous to Lemma 2.13 for TL. We leave it for future work to use Lemma 2.14 to
obtain convergence bounds on RLVF (analogous to Theorem 2.12). RLVF can be derived
by viewing Self-Proving as a reinforcement learning problem in which the agent (prover) is
rewarded when the verifier accepts. Indeed, RLVF is the Policy Gradient method (Sutton
et al., 1999) for a verifier-induced reward. Convergence bounds for Policy Gradient methods
are a challenging and active area of research (e.g. Agarwal et al. 2021), and so we leave the
full analysis to future work.
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Lemma 2.14 (RLVF gradient estimation). Fix an input distribution µ over Σ∗ and a verifier
V with round complexity R and answer length La. For any transcript (x, y, q1, . . . , aR) we let
AccV (x, y, q1, . . . , aR) denote the indicator random variable which equals 1 if and only if V
accepts the transcript. For any model Pθ, denote by ver(θ) the verifiability of Pθ with respect
to V and µ (Definition 2.4). Then, for any θ,

∇θver(θ) = E
x∼µ

y∼Pθ(x)

(qr,ar)Rr=1

AccV (x, y, q1, . . . , aR) · ∑
r∈[R]∪{0}
s∈[La]

d⃗s(θ)


where (qr, ar)

R
r=1 are as sampled in lines 5-6 of Algorithm 2, and d⃗s(θ) is as defined in line

8 therein.

Proof. Recall the transcript generator of Pθ, denoted by T θ
V (see Lemma 2.13). By the

definitions of Verifiability in Definition 2.4 and V (x, y, q1, . . . , aR) in the lemma statement,

ver(θ) := Pr
x∼µ

y∼Pθ(x)

[⟨V, Pθ⟩ (x, y) accepts ]

= E
x∼µ

y∼Pθ(x)

(qr,ar)Rr=1

[AccV (x, y, q1, . . . , aR)]

= E
x∼µ

[
Pr

π∼T θ
V (x)

[AccV (x, π) ]

]
(2.8)

Now, for every input x, let Π∗(x) ⊂ Σ∗ denote the set of accepting transcripts:

Π∗(x) := {π∗ ∈ Σ∗ : AccV (x, π
∗) = 1} .

We can assume that Π∗(x) has finite cardinality, since V ’s running time is bounded and
hence the number of different transcripts that it can read (and accept) is finite. For any
fixed input x, we can express its acceptance probability by the finite sum:

Pr
π∼T θ

V (x)
[AccV (x, π)] =

∑
π∗∈Π∗(x)

Pr
π∼T θ

V (x)
[π = π∗]. (2.9)

We will use Equations (2.3) through (2.7) in the proof of Lemma 2.13. Up to a change in
index notation, these show that, for any π∗,

∇θ Pr
π∼T θ(x)

[π = π∗] = Pr
π∼T θ(x)

[π = π∗] ·
∑

r∈R∪{0}
s∈[La]

∇θd⃗s(θ).
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Combining Equations (2.8) and (2.9), by linearity of expectation we have that

∇θver(θ) = E
x∼µ

 ∑
π∗∈Π∗(x)

∇θ Pr
π∼T θ(x)

[π = π∗]



= E
x∼µ

 ∑
π∗∈Π∗(x)

Pr
π∼T θ(x)

[π = π∗] ·
∑

r∈R∪{0}
s∈[La]

∇θd⃗s(θ)



= E
x∼µ

 E
π∼T θ(x)

AccV (x, π) · ∑
r∈R∪{0}
s∈[La]

∇θd⃗s(θ)




= E
x∼µ

π∼T θ(x)

AccV (x, π) · ∑
r∈R∪{0}
s∈[La]

∇θd⃗s(θ)



= E
x∼µ

y∼Pθ(x)

(qr,ar)Rr=1

AccV (x, y, q1, . . . , aR) · ∑
r∈R∪{0}
s∈[La]

∇θd⃗s(θ)

 ,

where in the last equality, the probability is over (qr, ar) sampled as in Algorithm 2, and it
follows from the definition of the transcript generator T θ(x).

2.2.3 Learning from annotated transcripts

To minimize the length of messages exchanged in an Interactive Proof system, the honest
prover is designed to send the shortest possible message to the verifier, containing only
essential information.

However, when training Self-Proving model, it may be useful for it to first generate an
“annotated” answer ã which is then trimmed down to the actual answer a to be sent to the
verifier. We adapt Sections 2.1 and 2.2 to this setting by considering Annotated Transcripts.
The TL and RLVF algorithms naturally extend to annotated transcripts as well. Table 2.2
shows that annotations significantly improve performance of TL.

Formally, we define a transcript annotator and an answer extractor incorporated into the
training and inference stages, respectively.

Fix a verifier V in an R-round proof system with question length Lq and answer length
La. An annotation system with annotation length L̃a consists of a transcript annotator A,
and an answer extractor E.
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In terms of efficiency, think of the annotator as an algorithm of the same computational
resources as an honest prover in the system (see Definition 2.2), and the answer extractor as
an extremely simple algorithm (e.g., trim a fixed amount of tokens from the annotation).

To use an annotation system the following changes need to be made:

• At training time, an input x and transcript π is annotated to obtain π̃ := A(x, π), e.g.
before the forwards backwards pass in TL (line 3 in Algorithm 1).

• At inference time (i.e., during interaction between V and Pθ), the prover keeps track
of the annotated transcript, but in each round passes the model-generated (annotated)
answer through the extractor E before it is sent to the verifier. That is, in each round
r ∈ [R], the prover samples

ãr ∼ Pθ(x, y, q1, ã1, . . . , ãr−1, qr).

The prover then extracts an answer ar := E(ãr) which is sent to the verifier.

Remark 2.15. Annotations can be viewed as adding Chain-of-Thought (Wei et al., 2022).
As a concrete example, consider our experiments on computing the GCD. As detailed in
Section 2.3.4, a proof π in this setting is the output of an iterative process—the extended
Euclidean algorithm—starting from the input x: x 7→ π1 7→ π2 7→ · · · 7→ π. The annotation
of the proof π consists the first T steps (π1, . . . , πT ) up to some fixed cutoff T . These are
prepended to the proof and shown to the model during TL training. At inference time, the
model is evaluated only on whether it generated the proof π correctly.

2.2.4 Background on Stochastic Gradient Descent

For convenience of the reader, we provide a description of Stochastic Gradient Ascent and
quote a theorem on its convergence. We adapt the presentation of Shalev-Shwartz and
Ben-David (2014), noting that they present Stochastic Gradient Descent (SGD) in its more
general form for non-differentiable unbounded functions. This section may be skipped by
readers familiar with SGD convergence.

Stochastic Gradient Ascent (SGA) is a fundamental technique in concave optimization.
Given a concave function f : Rd → [0, 1], SGA starts at w0 = 0⃗ ∈ Rd and tries to maximize
f(w) by taking a series of “steps.” Than directly differentiating f , SGA instead relies on an
estimation ∇f(w): in each iteration, SGA takes a step in a direction that estimates ∇f(w).

Definition 2.16 (Gradient estimator). Fix a differentiable function f : Rd → R for some d.
A gradient estimator for f is a randomized mapping Df : R

d → Rd whose expectation is the
gradient of f . That is, for all w ∈ Rd,

E
v∼Df (w)

[v] = ∇f(w).

Note that this is an equality between d-dimensional vectors.
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Algorithm 3: Stochastic Gradient Ascent
Hyperparameters: Learning rate λ > 0 and number of iterations N ∈ N.
Input: A function f : Rd → R to maximize and a gradient estimator Df for f .
Output: A vector w̄ ∈ Rd.

1 Initialize w0 := 0⃗ ∈ Rd.
2 for i = 1, . . . , N − 1 do
3 Sample vi ∼ Df (wi−1).
4 Update wi := wi−1 + λ · vi.
5 Output w̄ := 1

N

∑
i∈[N ] wi.

Theorem 14.8 of Shalev-Shwartz and Ben-David (2014) implies the following fact.

Fact 2.17. Fix a concave f : Rd → [0, 1], a norm ||·|| on Rd, and upper-bounds BNorm, BLip >
0. Let

w∗ ∈ argmax
w:||w||<BNorm

f(w),

and let w̄ denote the output of Algorithm 3 run for N iterations with learning rate

λ =
BNorm

BLip

√
N
.

If at every iteration it holds that ||vi|| < BLip, then

Ē
w
[f(w̄)] ≥ f(w∗)− BNorm ·BLip√

N
.

Learning with Stochastic Gradient Ascent/Descent. Fact 2.17 captures the general
case of using SGA for maximization of concave problems. It is more common for the literature
to discuss the equivalent setting of Stochastic Gradient Descent (SGD) for minimization
of convex problems. Specifically, a common application of SGD is for the task of Risk
Minimization: given a loss function and access to an unknown distribution of inputs, the
goal is to minimize the expected loss with respect to the distribution. Assuming that the
loss function is differentiable, the gradient of the loss serves as a gradient estimator (see
Definition 2.16) for the risk function. We refer the reader to Shalev-Shwartz and Ben-David
(2014, Section 14.5.1) for a complete overview of SGD for risk minimization.

For the sake of completeness, we formulate Transcript Learning (TL, Algorithm 1) in the
framework of Risk Minimization for Supervised Learning. Although multiple loss functions
may achieve our ultimate goal—learning Self-Proving models—in what follows we define the
loss that corresponds to TL. Fix a verifier V and let T ∗

V denote a distribution over accepting
transcripts. We define

loss (θ, (x, π∗)) := Pr
π∼T θ

V (x)
[π ̸= π∗] , (2.10)
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where π∗ and π share the same verifier messages (as in Lemma 2.13) so the inequality is
only over the prover’s messages, namely Prπ∼T θ

V (x) [π ̸= π∗] = Prπ∼T θ
V (x)[(y, a1, . . . , aR) ̸=

(y∗, a∗1, . . . , a
∗
R)].8

The risk function is the expected value of the loss over the joint distribution of inputs
and accepting transcripts µ× T ∗

V (µ):

Risk (θ) := E
x∼µ

π∗∼T ∗
V

[loss (θ, (x, π∗))] ,

which means that the agreement function defined in Theorem 2.12

A(θ) = Pr
x∼µ

π∗∼T ∗
V (x)

π∼T θ
V (x)

[π = π∗]

satisfies A(θ) = 1− Risk(θ).
Thus, maximizing the agreement is equivalent to minimizing the risk. The hypothesis

class over which the optimization is performed is the ball of radius BNorm, i.e.,
{
θ ∈ Rd : ||θ|| < BNorm

}
.

The assumption that A is concave in θ implies that the loss function is convex in θ, which is
the required assumption for using SGD for risk minimization.

Indeed, TL uses the natural gradient estimator for this setting, the gradient of the “com-
plement” of the loss: Prπ [π = π∗], since TL maximizes the agreement instead of minimizing
the risk. The proof of Lemma 2.13, i.e., ∇θA(θ) = Ex,π∗ [∇θ (Prπ [π = π∗])], follows from the
above discussion.

2.3 Training a Self-Proving transformer for the GCD
We describe our experimental setup, and present ablation studies that shed additional light
on the effect of annotation and representation on Verifiability.

2.3.1 Setup: Training transformers to predict the GCD of two
integers

Charton (2024) empirically studies the power and limitations of learning GCDs with trans-
formers. We follow their setup and two conclusions on settings that make for faster learning:
Training from the log-uniform distribution, and choosing a base of representation with many
prime factors.

We fix a base of representation B = 210 and use x to denote an integer x encoded as a
B-ary string.9 For sequences of integers, we write (x1x2) to denote the concatenation of x1

8This loss is not to be confused with those discussed in Definition 2.9. Here, we are simply explaining
how TL can be viewed as a supervised risk minimizer for the loss function defined in Equation (2.10).

9B = 210 is chosen following Charton (2024) to be an integer with many prime factors.
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with x2, delimited by a special token. The vocabulary size needed for this representation is
|Σ| ≈ 210.

We choose the input distribution µ to be the log-uniform distribution on [104], and train
the transformer on sequences of the form (x1x2y), where x1, x2 ∼ µ and y = GCD(x1, x2).
This is a scaling-down of Charton (2024), to allow single GPU training of Self-Proving
transformers. In all of our experiments, we use a GPT model (Vaswani et al., 2017) with
6.3M parameters trained on a dataset of 1024K samples in batches of 1024. Full details are
deferred to Section 2.3.6.

2.3.2 Setup: Proving correctness of the GCD

Following Charton (2024) as a baseline, we find that transformers can correctly compute
the GCD with over 99% probability over (x1, x2) ∼ µ. To what extent can they prove their
answer? To answer this question, we first devise a natural proof system based on Bézout’s
theorem.

Before we dive in, let us clarify what we mean by a proof system for the GCD. Prover
Paul has two integers 212 and 159; he claims that GCD(212, 159) = 53. An inefficient
way for Verifier Veronica to check Paul’s answer is by executing the Euclidean algorithm
on (212, 159) and confirm that the output is 53. In an efficient proof system, Veronica asks
Paul for a short string π∗ (describing two integers) with which she can easily compute the
answer—without having to repeat Paul’s work all over. On the other hand, if Paul were to
claim that “GCD(212, 159) = 51” (it does not), then for any alleged proof π, Veronica would
detect an error and reject Paul’s claim.

The verifier in the proof system relies on the following fact.

Claim 2.18 (Bézout’s identity (Bezout, 1779)). Let x0, x1 ∈ N and z0, z1 ∈ Z. If z0·x0+z1·x1

divides both x0 and x1, then z0 · x0 + z1 · x1 = GCD(x0, x1).

Any coefficients z0, z1 satisfying the assumption of Claim 2.18 are known as Bézout co-
efficients for (x0, x1). Claim 2.18 immediately gives our simple proof system: For input
x = (x0, x1) and alleged GCD y, the honest prover sends (alleged) Bézout coefficients (z0, z1).
The Verifier accepts if and only if y = z0 · x0 + z1 · x1 and y divides both x0 and x1.

In this proof system the Verifier does not need to make any query; to fit within Defi-
nition 2.2, we can have the verifier issue a dummy query. Furthermore, by Claim 2.18 it
is complete and has soundness error s = 0. Lastly, we note that the Verifier only needs to
perform two multiplications, an addition, and two modulus operations; in that sense, verifi-
cation is more efficient than computing the GCD in the Euclidean algorithm as required by
Remark 2.3.

Annotations. To describe how a proof z = (z0, z1) is annotated, let us first note how it
can be computed. The Bézout coefficients can be found by an extension of the Euclidean
algorithm. It is described in Algorithm 4.
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Algorithm 4: Extended Euclidean algorithm
Input: Nonzero integers x0, x1 ∈ N.
Output: Integers (y, z0, z1), such that y = GCD(x0, x1) and (z0, z1) are Bézout

coefficients for (x0, x1).
1 Initialize r0 = x0, r1 = x1, s0 = 1, s1 = 0, and q = 0.
2 while r1 ̸= 0 do
3 Update q := ⌊r0/r1⌋.
4 Update (r0, r1) := (r1, r0 − q × r1).
5 Update (s0, s1) := (s1, s0 − q × s1).
6 Output GCD y = r0 and Bézout coefficients z0 := s0 and z1 := (r0 − s0 · x0)/x1.

Referring to Algorithm 4, the annotation of a proof z = (z0, z1) will consist of intermediate
steps in its computation. Suppose that in each iteration of the While-loop, the algorithm
stores each of r0, s0 and q in an arrays r⃗0, s⃗0 and q⃗. The annotation z̃ of z is obtained by
concatenating each of these arrays. In practice, to avoid the transformer block (context) size
from growing too large, we fix a cutoff T and first trim each array to its first T elements.

We formalize this in the terminology of Section 2.2.3 by defining a Transcript Annotator
and Answer Extractor. Note that, since our proof system consists only of one “answer” z
send from the prover to the verifier, the entire transcript π is simply z = (z0, z1). Since the
verification is deterministic, this means that the proof system is of an NP type (however,
note that the search problem of finding the “NP-witness” z = (z0, z1) is in fact in P).

• Transcript Annotator A: For a fixed cutoff T and given input x = (x0, x1) and tran-
script z = (z0, z1), A executes Algorithm 4 on input x = (x0, x1). During the execution,
A stores the first T intermediate values of r0, s0 and q in arrays r⃗0, s⃗0 and q⃗. It outputs
A(x, z) := (r⃗0, s⃗0, q⃗, z).

• Answer Extractor E: Given an annotated transcript z̃ = (r⃗0, s⃗0, q⃗, z), outputs E(z̃) :=
z.

We note that the computational complexity of A is roughly that of the honest prover, i.e.,
Algorithm 4 (up to additional space due to storing intermediate values). As for E, it can
be implemented in logarithmic space and linear running time in |z̃|, i.e., the length of the
description.10

2.3.3 Experimental results

To measure Verifiability, we train a Self-Proving transformer using Transcript Learning on
sequences (x1x2yπ) and estimate for how many inputs x1, x2 ∼ µ does the model generate

10That is, if integers are represented by n-bits, then E has space complexity O(log n+log T ) and running
time O(n · T ).
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both the correct GCD y and a valid proof π. We test on 1000 pairs of integers x′
1, x

′
2 ∼ µ

held-out of the training set, prompting the model with (x′
1x

′
2) to obtain (y′π′), and testing

whether V (x′
1x

′
2y

′π′) accepts.
Table 2.2 shows our main experimental result, which has the following key takeaways:

1. Transcript Learning (TL) for 100K iterations (≈100M samples) results in a Self-Proving
transformer that correctly proves 60.3% of its answers.

2. A base Self-Proving Model with fairly low Verifiability of 40% can be improved to
79.3% via Reinforcement Learning from Verifier Feedback (RLVF). Although it does
not rely on honest transcripts, RLVF trains slowly: this nearly-twofold improvement
took four million iterations.

3. Most efficient is Annotated Transcript Learning, which yielded a model with 96%
Verifiability in 100K iterations.

We further investigate the effect of annotations next.

2.3.4 Models generalize beyond annotations

Recall that a proof π is annotated by including intermediate steps in its computation:
roughly speaking, the proof π for input (a,b) is obtained as the last element in a sequence
a,b, π1, π2, . . . computed by the Euclidean algorithm. We annotate the proof π by prepend-
ing to it the sequence of Euclidean steps (π1, . . . , πT) up to some fixed cutoff T .

Figure 2.3 shows how T affects the Verifiability of the learned model. As suggested by Lee
et al. (2024), training the model on more intermediate steps results in better performance;
in our case, increasing the number of intermediate steps T yields better Self-Proving models.
One might suspect that models only learn to execute the Euclidean algorithm in-context. To
rule out this hypothesis, we derive an upper bound on the possible efficacy of such limited
models. This bound is based on the Euclidean depth of integers (x1, x2), which we define
as the number of intermediate steps that the Euclidean algorithm makes before terminating
on input (x1, x2). Indeed, a model that only learns to compute (in-context) the simple
arithmetic of the Euclidean algorithm would only be able to prove the correctness of inputs
(x1, x2) whose depth does not exceed the annotation cutoff T .

Figure 2.3 tells a different story: For each cutoff T , we estimate the probability that
integers x1, x2 ∼ µ have Euclidean depth at most T on 105 sampled pairs. Larger annotation
cutoff T increases Verifiability, but all models exceed their corresponding Euclidean depth
bound.

2.3.5 Base of representation

As mentioned previously, Charton (2024) concludes that, for a given base of representation
B, transformers correctly compute the GCD of integers x1, x2 that are products of primes



CHAPTER 2. MODELS THAT PROVE THEIR OWN CORRECTNESS 87

Figure 2.3: Verifiability with increasing amounts of annotation. T is the number of
steps added in Annotated Transcript Learning. Dashed lines indicate Euclidean depth, that
bound the Verifiability of models that prove only for integers up to a certain number of steps.
Each T was run with three seeds, with mean ± standard error depicted. The upper graph
provides a zoomed-in view of the 82% to 98% range from the lower graph, which spans a
broader scale from 20% to 100%.

dividing B. Simply put, choosing a base B with many different prime factors yields models
with better correctness (accuracy), which suggests why base B = 210 = 2 · 3 · 5 · 7 yielded
the best results.

To test whether the factorization of B has a similar effect on Verifiability as well, we
train transformers on 68 bases varying the number of prime divisors ω(B) from ω(B) = 1
(i.e., B is a prime power) to ω(B) = 4. Figure 2.4 shows that ω(B) correlates not just with
correctness (Charton, 2024), but also with Verifiability. Although the finding is statistically
significant (no overlapping error margins), the overall difference is by a few percentage points;
we attribute this to the smaller (10%) number of samples on which models were trained,
relative to our other experiments.
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Figure 2.4: The number of prime divisors of a base ω(B) determines Verifiability.
For each o ∈ [4], we sampled 17 bases B ∈ {2, . . . , 1386} such that ω(B) = o. A Self-Proving
transformer was trained via Transcript Learning for twenty epochs on an identical dataset
of 1024K samples encoded in base B. For each ω(B) we depict the mean ± standard error.

2.3.6 Full experiment details

We provide details of how we implemented the experiments in Section 2.3 and additional
figures for each experiment. Code, data and models are available at https://github.com/
orrp/self-proving-models.

Model architecture. We use Karpathy’s nanoGPT 11 implementation of GPT. Note that
we train the model “from scratch” only on sequences related to the GCD problem, rather
than starting from a pretrained checkpoint. We use a 6.3M parameter architecture of 8
layers, 8 attention heads, and 256 embedding dimensions. We optimized hyperparameters
via a random hyperparameter search, arriving at learning rate 0.0007, AdamW β1 = 0.733
and β2 = 0.95, 10% learning rate decay factor, no dropout, gradient clipping at 2.0, no
warmup iterations, and 10% weight decay.

Data. We sample integers from the log10-uniform distribution over {1, . . . , 104}. Models
in Table 2.2 and Fig. 2.3 are trained for 100K iterations on a dataset of ≈10M samples. For
Figure 2.4 (base ablation) we train for 20K iterations on a dataset of ≈1M samples; this is
because this setting required 68 many runs in total, whereas the annotation-cutoff ablation
required 18 longer runs.

Compute. All experiments were run on a machine with an NVIDIA A10G GPU, 64GB of
RAM, and 32 CPU cores. The longest experiment was the single RLVF run, which took one
month and four days. The annotation-cutoff ablation runs took about 75 minutes each. Base
of representation ablation runs were shorter at about 15 minutes each. The total running
time of the Transcript Learning experiments was approximately 40 hours (excluding time
dedicated to a random hyperparameter search), and the RLVF experiment took another
month and four days. The overall disk space needed for our models and data is 4GB.

11https://github.com/karpathy/nanoGPT.

https://github.com/orrp/self-proving-models
https://github.com/orrp/self-proving-models
https://github.com/karpathy/nanoGPT
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Representing integers. We fully describe how integer sequences are encoded. As a run-
ning example, we will use base 210. To encode a sequence of integers, each integer is encoded
in base 210, a sign is prepended and a delimiter is appended, with a unique delimiter iden-
tifying each component of the sequence. For example, consider the input integers x0 = 212
(which is 12 in base 210) and x1 = 159. Their GCD is y = 53, with Bézout coefficients
z0 = 1 and z1 = −1. Therefore, the sequence (212, 159, 53, 1,−1) is encoded as

+,1,2,x0,+,159,x1,+,53,y,+,1,z0,-,1,z1

where commas are added to distinguish between different tokens. Null tokens are appended
to pad all sequences in a dataset to the same length. Both the input and the padding
components are ignored when computing the loss and updating parameters.

Annotations Annotations are encoded as above, with each component in an intermediate
step πt delimited by a unique token. Since different integer pairs may require a different
number of intermediate steps to compute the Bézout coefficients, we chose to pad all anno-
tations to the same length T by the last step πT in the sequence (which consists of the final
Bézout coefficients). This ensures that the final component output by the model in each
sequence should be the Bézout coefficient, and allows us to batch model testing (generation
and evaluation) resulting in a 1000x speed-up over sequential testing.

As an example, consider the inputs x0 = 46 and x1 = 39. Tracing through the execution
of Algorithm 4, we have

x0 x1 y s⃗0 r⃗0 q⃗ z0 z1
46 39 1 46 1

0 39 5
1 7 1
−5 4 1
6 3 3

1 −11 13

To encode this as an annotated transcript for the transformer, we must specify a base of
representation and an annotation cutoff. Suppose that we wish to encode this instance in
base B = 10 and cutoff T = 3. Then the input with the annotated transcript is encoded as

+,4,6,x0,+,3,9,x1,+,1,y,
+,1,z0’,+,4,6,z1’,+,1,q’,
+,0,z0”,+,3,9,z1”,+,5,q”,
+,1,z0”’,+,7,z1”’,+,1,q”’,

-,1,1,z0,+,1,3,z1

where commas are used to separate between tokens, and linebreaks are added only for clarity.
Notice the three types of tokens: signs, digits, and delimiters. Notice also that the output
y is added immediately after the input, followed by the annotated transcript (whose six
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tokens comprise the proof itself). Since the Self-Proving model we train has causal attention
masking, placing the output y before the proof means that the model “commits” to an output
and only then proves it.

Figure 2.5: Verifiability as a function of the number of samples N . Each iteration
(X axis) is a batch of 1024 samples from a dataset of ≈10M sequences. Every 10k iterations,
Verifiability was evaluated on a held-out dataset of 1k inputs (as described in Section 2.3).
T is the number of steps in Annotated Transcript Learning (Figure 2.3), and T = 0 is non-
annotated Transcript Learning. Each T was run with three seeds, with mean depicted by
the curve and standard error by the shaded area.
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Figure 2.6: RLVF Verifiability as a function of the number of samples N . Starting
from a base model with Verifiability 48% (obtained via Transcript Learning), in each iteration
a batch of 2048 inputs are sampled; the model generates a proof for each; the Verifier is used
to check which proofs are accepted; then, the model parameters are updated accordingly
(see Algorithm 2). Verifiability was evaluated on a held-out dataset of 1k inputs.

2.3.7 Limitations

Our experiments are focused on a single ground-truth capability, namely, computing the
GCD. Yet, the theoretical portion of our work holds for any ground-truth F ∗ that admits
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an Interactive Proof system. Training large Self-Proving models for more complex ground-
truths will likely pose additional practical learning challenges. With that said, we stress
that generating accepting transcripts for use in Transcript Learning is distinct from these
learning challenges. Collecting accepting transcripts is a purely computational task, and can
even be done “offline” prior to the model’s training.

2.4 Conclusion
Trust between a learned model and its user is fundamental. In recent decades, Interactive
Proofs (Goldwasser, Micali, and Rackoff, 1985) have emerged as a general theory of trust
established via verification algorithms. This work demonstrates that models can learn to
formally prove their answers in an Interactive Proof system. We call models that possess
this capability Self-Proving.

The definition of Self-Proving models forms a bridge between the rich theory of Interactive
Proofs and the contemporary topic of Trustworthy ML. Interactive Proofs offer formal worst-
case soundness guarantees ; thus, users of Self-Proving models can be confident when their
models generate correct answers—and detect incorrect answers with high probability.

We demonstrate the theoretical viability of our definition with two generic learning al-
gorithms: Transcript Learning (TL) and Reinforcement Learning from Verifier Feedback
(RLVF). The analyses of these algorithms is informed by techniques from theories of learn-
ing, RL, and computational complexity. This work can be extended in several directions:
finding conditions for the convergence of RLVF, improving sample complexity bounds for
TL, or designing altogether different learning algorithms (for example, by taking advantage
of properties of the verifier).

To better understand the training dynamics of (Annotated) TL, we train Self-Proving
transformers for the Greatest Common Divisor (GCD) problem. We train a small (6.3M
parameter) transformer that learns to generate correct answers and proofs with high accu-
racy. Facing forward, we note that Interactive Proofs exist for capabilities far more complex
than the GCD (Shamir, 1992); scaling up our experiments is the next step towards bringing
Self-Proving models from theory to practice.
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Chapter 3

Models That Prove Their Own
“Intelligence”

Recent works claim that GPT-4 achieves expert-level performance on complex reasoning
tasks (Katz et al., 2023; Lin et al., 2023), with some researchers concluding that it exhibits
sparks of intelligence (Bubeck et al., 2023).

But how should intelligence be evaluated? This question dates back to Descartes (1637),
formalized by Turing (1950), and continues to be the subject of recent discussion (Chollet
2019; Mitchell and Krakauer 2023; Burnell et al. 2023 inter alia). However, none of these
attempts prescribe a particular evaluator (e.g., sequence of questions) that guarantees the
intelligence of the evaluated model.

This is not a coincidence. We argue that intelligence is in the eye of the evaluator. This
maxim is particularly important for the future of natural language processing (NLP): progress
cannot be measured by static benchmarks (Raji et al., 2021; Hutchinson et al., 2022; Shirali,
Abebe, and Hardt, 2023), with contemporary models surpassing human performance on new
evaluations within a few years (Kiela et al., 2021), and benchmarks leaking into training
data (Elangovan, He, and Verspoor, 2021).

Instead, we define the notion of pseudointelligence. Analogous to pseudorandomness
(Blum and Micali, 1984; Yao, 1982), which measures a distribution by its distinguishability
from true randomness, pseudointelligence applies to the evaluation of the capabilities of
learned models. Importantly, a claim that a model has learned a certain capability is innately
entangled with the distinguishing ability of an evaluator.

With the future of NLP in mind, we focus on learned evaluators. These evaluators are
trained on samples specific to a given capability, much like the models they assess. Notably,
emerging evaluation methods, such as model-based evaluation (Perez et al., 2023; Ribeiro
et al., 2021) and adversarial evaluation (Jia and Liang, 2017; Nie et al., 2020; Bartolo et al.,
2020), can be viewed as specific instances of the framework we propose. Our main takeaways
are:

P1: A claim of intelligence must be supplemented by an explicitly-defined evaluator and
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Figure 3.1: Targeted evaluation of a pseudointelligent model. For each capability
µ, (1) iid samples are drawn and (2) fed to the learners, which (3) output a model and an
evaluator. (4) The distinction diste(g, µ) is computed as the expected difference in evaluator
output during a multi-round interaction with (5) the model g versus (6) the ground-truth
capability µ. (7) If diste(g, µ) < ε with probability1greater than (1 − δ), we say that LG is
pseudointelligent against LE w.r.t capabilitiesM. See Definition 3.3 for a formal definition.
Note that the targeted evaluator is trained on samples from the capability µ, and adaptively
interacts with the model g.

(intelligent) capabilities (Section 3.1.1).

P2: Increased resources dedicated to model development should be accompanied by in-
creased resources dedicated to evaluation. These include the number of examples of
the capability, and the complexity of the space of possible models and evaluators (Sec-
tion 3.1.2).

P3: Self-evaluation cannot support a claim of intelligence if the evaluator is directly de-
rived from the model. It might, however, be useful as means towards a different end
(Section 3.1.3).

Besides laying the foundation for theoretical analysis, our framework also provides a
unifying lens on existing evaluation methods (Section 3.2).

Background: Pseudorandomness and Turing’s Imitation Game

First, a brief introduction of pseudorandomness, which forms the conceptual backbone of
our framework. See Goldreich (2008b) for an extended introduction.

1Over the samples from µ, and any randomness used by the learners LG, LE , model g and evaluator e.
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Tessa and Obi are playing a game, and would like to decide who gets to go first. They
agree to make the decision based on a coin toss: Tessa tosses a coin, and Obi calls Heads or
Tails. If Obi calls the outcome correctly he gets to go first, and otherwise Tessa does. Now
consider two cases:

1. Obi is calling the coin based only on the information available to him from eyesight.

2. Obi has access to an array of sensors that measure the initial conditions of Tessa’s
coin toss, and a powerful computer that can perform complicated calculations in a
millisecond.

Tessa would not be happy with a coin toss in the second case, because Obi could call the coin
correctly with ease. In other words, the coin toss is no longer “random-enough” due to Obi’s
increased computational power. More generally, a distribution is pseudorandom against a
particular observer if she cannot distinguish it from a truly random. Formally,

Definition 3.1. Fix ε ∈ (0, 1) and a finite set X . Let UX denote the uniform distribution
over X . A distribution P over X is ε-pseudorandom against a class of distinguishers D if
for every d ∈ D, ∣∣∣∣ Prx∼P

[d(x) accepts ]− Pr
x∼UX

[d(x) accepts ]

∣∣∣∣ < ε.

One can view Definition 3.1 as consisting of an ideal source (uniformly random elements),
and a pseudoideal approximation to this source (pseudorandom elements). Unlike random-
ness, intelligence does not have a canonical mathematical operationalization.

Next, we revisit the Imitation Game of Turing (1950). In the Game, also known as the
Turing Test, an evaluator converses with either a machine or a human; the machine attempts
to convince the evaluator that it is human, while the evaluator aims to distinguish machine
from human. If the machine successfully fools the evaluator, Turing argued that it should
be considered as exhibiting intelligent behavior. However, while winning the Game (i.e.,
passing the Test) signifies that the machine is indistinguishable from human by a particular
evaluator, it alone does not imply human-level learning or comprehension (independent of
an evaluator). Pseudointelligence is defined with this intuition in mind; however, it explicitly
requires specifying the particular evaluator and (intelligent) capabilities against which the
machine is measured.

3.1 Defining Pseudointelligence
Our main message (P1) is that claims of intelligence should center the evaluator, and not
just the (allegedly) intelligent model. Put differently, a claim that a model is intelligent is
actually a claim that it is “intelligent-enough,” therefore it is meaningful only with respect
to a specific class of evaluators. We provide a complexity-theoretic framework in which
evaluators are placed front and center, formalizing Figure 3.1.
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3.1.1 Setup

A model is a (possibly randomized) mapping g : X → Y , where X is a set of queries and Y
is a set of responses.

A capability is a distribution µ over X ×Y . For a given query x ∈ X , we let µ(x) denote
a sample from the conditional distribution on acceptable responses µ(· | x); thus, µ can be
thought of as the ground-truth randomized mapping µ : X → Y against which models are
evaluated.

In this work, we study the perceived intelligence of a model. That is, how well a model
appears to posses certain capabilities as perceived by an evaluator.2 We formalize this by
considering an evaluator e which is an algorithm that is given black-box access to the model
g; for each of i ∈ [r] rounds, the evaluator queries g on xi to receive response yi; finally, the
evaluator “accepts” g if it thinks it is the ground-truth capability, and rejects it otherwise.
Note that the query xi may depend on previous responses y1, . . . , yi−1.

The degree to which an evaluator e is able to distinguish between the model g and a
(ground-truth) capability µ is defined next.

Definition 3.2 (Distinction). Let e be an evaluator, g : X → Y be a model and µ be a
capability over X ×Y. For any ε ∈ (0, 1), we say that e can ε-distinguish between g and µ if

|Pr [e accepts g]− Pr [e accepts µ]|︸ ︷︷ ︸
diste (g,µ)

> ε.

If diste (g, µ) ≤ ε then we say that e cannot ε-distinguish between g and µ.

The distinction diste (g, µ) captures the likelihood that an evaluator distinguishes a given
model g from the (ground-truth) capability µ. However, intelligence is not the same as
possessing a particular capability (Gunderson and Gunderson, 2008). Rather, we view it as
an ability to learn various capabilities. Thus, we consider a learner LG that learns a model
g ∈ G from finite samples of µ.

We will say that the learner is pseudointelligent if, with high probability, the evaluator
cannot distinguish between the learned model and the capability. Lastly, to allow for targeted
evaluation of the capability, we consider an evaluator learner LE that is also given (different)
samples from the capability, and outputs an evaluator e ∈ E targeted at it.

Definition 3.3 (Pseudointelligence). Fix a query set X , response set Y, and a class of
capabilities M. Fix sample complexity functions m,n : (0, 1)2 → N. Given a model class
G = (G,LG,m) and an evaluator class E = (E,LE, n), we say that G is pseudointelligent
with respect to E and capabilitiesM if, for any ε, δ ∈ (0, 1), whenever LG (resp. LE) is given
m := m(ε, δ) (resp. n := n(ε, δ)) iid samples from µ, with probability at least 1− δ,3 LG and

2We prefer evaluator over benchmark as it emphasizes its role as an active participant in an interaction,
rather than a passive dataset.

3Ibid., 1.
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LE output model g and evaluator e such that e cannot ε-distinguish between g and µ:

∀µ ∈M Pr
g∼LG◦µm

e∼LE◦µn

[diste(g, µ) ≤ ε] ≥ 1− δ.

Note that the number of rounds of interaction between the evaluator e and the model g
(denoted r := r(ε, δ) in Figure 3.1), also scales with ε and δ. Next, we examine two case-
studies to understand the effect of the implicit parameters in Definition 3.3 on the validity
of claims of intelligence.

3.1.2 Model resources vs. evaluator resources

Our main message (P2) underscores the importance of resources allocated to the evaluator
relative to those allocated to the model. There are several axes on which this comparison
can be made:

Samples. To evaluate capabilities M within error δ and distinction ε, the model learner
is given m(ε, δ) samples and the evaluator learner is given n(ε, δ) samples of each capability
µ ∈M. How do each of these grow as a function of δ and ε?

Learner expressivity. The model learner LG outputs a model g ∈ G, and the evaluator
learner LE outputs an evaluator e ∈ E. How expressive is the class of possible models G as
compared to the class of possible evaluators E? A naive measure of expressivity compares
the number of parameters needed to encode each: log |G| vs. log |E|. Supervised learning
theory has more refined measures that can be applied to infinite spaces and provide tighter
bounds (Natarajan, 1989; Daniely and Shalev-Shwartz, 2014). While these measures can be
applied to the model class, new measures must be developed to capture evaluator classes.

Learner compute resources. How much computational power is used to train LG and
LE? Note that learner expressivity is concerned only with the existence of a model g ∈ G
that is indistinguishable by the evaluator, but not with how to find it. This search takes
compute resources; the amount of resources available to LG vs. LE affects the outcome of
the evaluation.

Model and evaluator computational power. Given a query x ∈ X , how much com-
putational power is needed to compute a response g(x)? On the evaluator side, how much
power is needed to compute the ith query issued by the evaluator, given the preceding (i−1)
queries and responses? Additionally, given a full evaluation (xi, yi)

r
i=1, how much power is

needed by the evaluator to decide whether it accepts?
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3.1.3 Should a model evaluate itself?

One particularly interesting case is when the model is pitted against itself by playing a dual
rule: both model and evaluator. Self-evaluation can be used to assist human evaluators
(Saunders et al., 2022) or to increase model “honesty” (Kadavath et al., 2022). The validity
of self-evaluation for claims of intelligence remains contested (cf. Zhang et al., 2023 and the
discussion around it), and is the focus of this case study.

To consider self-evaluation in our framework, we first map models onto evaluators g 7→
eg.4 Once such a mapping is fixed, we map a model learner LG to an evaluator learner LEG

that, given samples S ∼ µn, computes g ∼ LG(S) and outputs eg.
Can LG be pseudointelligent with respect to LEG

? This is akin to asking whether LG is
pseudointelligent with respect to itself. This brings us to a crucial detail of our framework:
For self-evaluation to fit in our framework, LEG

and LG should receive independent samples
from µ. This is in stark contrast to the existing practice of deriving the evaluator directly
from the trained model ĝ 7→ eĝ (Kadavath et al., 2022; Saunders et al., 2022; Zhang et al.,
2023). Our main message (P3) is that this does not show that LG is pseudointelligent—
although it may be useful as means towards a different end, as in Kadavath et al. (2022) and
Saunders et al. (2022).

3.2 Existing evaluation methods through the lens of
Pseudointelligence

Pseudointelligence can serve a unifying role by allowing a direct comparison between different
evaluation methods. We cast several existing evaluation paradigms into our framework.

Static Datasets. The evaluator memorizes samples drawn from the capability, and queries
its black box on a random sample: Given samples S ∼ µn, LE outputs an evaluator eS that
draws a sample (x, y) ∼ S at random, queries the black box on x, and accepts if and only if
the response was y. Clearly, like all inductive inference settings, an evaluator can be fooled
by any pseudo-intelligent model that just happens to get the correct labels by learning simple
shortcuts.

Adversarial Evaluation (AE). AE requires access to some auxiliary model ĝ that LE

can use to search for a challenge test set, which can then be used by an evaluator. Concretely,
given seed samples S and an auxiliary model ĝ, LE filters out all examples where ĝ outputs
the correct response, thereby creating a challenge test set Ŝ. Such a filtering process can be
done in several rounds, where human annotators modify an initial query until ĝ makes an

4For example, consider the case that g models yes-no questions (Y = {0, 1}). Then one can obtain an
evaluator eg from a model g by sampling a query x, querying the black box to receive a response y, and
accepting if and only if g(x) = y.
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error (Bartolo et al., 2022). Intuitively, based on the quality of ĝ, such filtering can create
increasingly hard datasets. Thus, the central resources here are the amount of seed samples
S and the complexity of the auxiliary model ĝ.

Model-based Evaluation. These evaluators also use an auxiliary ĝ, albeit in a non-
adversarial way. For instance, Ribeiro et al. (2021) use human-generated templates, filled
in by a language model, as queries. Perez et al. (2023) use two auxiliary models: one to
generate queries, and the other to find those targeted at a particular capability.

3.3 Conclusion
This brief chapter introduces a principled framework for model evaluation, inspired by the
theory of pseudorandomness. Our main message is that claims about model capability must
be supplemented with a thorough discussion of the resources given to the evaluator, especially
in settings where model resources are largely unknown (e.g. OpenAI, 2023). Central to our
framework is a model-based evaluator that is targeted at specific capabilities as well as
specific models (via multi-round interactions). We hope our framework encourages rigorous
analysis of LLM evaluation, and helps unify the study of this increasingly-important topic.
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Part II

Translation
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Chapter 4

A Theory of Unsupervised Translation

Neural networks are capable of translating between languages—in some cases even be-
tween two languages where there is little or no access to parallel translations, in what is
known as Unsupervised Machine Translation (UMT). Given this progress, it is intrigu-
ing to ask whether machine learning tools can ultimately enable understanding animal
communication, particularly that of highly intelligent animals. We propose a theoretical
framework for analyzing UMT when no parallel translations are available and when it
cannot be assumed that the source and target corpora address related subject domains or
posses similar linguistic structure. We exemplify this theory with two stylized models of
language, for which our framework provides bounds on necessary sample complexity; the
bounds are formally proven and experimentally verified on synthetic data. These bounds
show that the error rates are inversely related to the language complexity and amount of
common ground. This suggests that unsupervised translation of animal communication
may be feasible if the communication system is sufficiently complex.

Recent interest in translating animal communication (Andreas et al., 2022b; Anthes,
2022; Berthet et al., 2022) has been motivated by breakthrough performance of Language
Models (LMs). Empirical work has succeeded in unsupervised translation between human-
language pairs such as English–French (Lample et al., 2018a; Artetxe, Labaka, and Agirre,
2019) and programming languages such as Python–Java (Rozière et al., 2022). Key to this
feasibility seems to be the fact that language statistics, captured by a LM (a probability
distribution over text), encapsulate more than just grammar. For example, even though
both are grammatically correct, The calf nursed from its mother is more than 1,000 times more
likely than The calf nursed from its father .1

Given this remarkable progress, it is natural to ask whether it is possible to collect and
analyze animal communication data, aiming towards translating animal communication to
a human language description. This is particularly interesting when the source language
may be of highly social and intelligent animals, such as whales, and the target language is a
human language, such as English.

1Probabilities computed using the GPT-3 API https://openai.com/api/ text-davinci-02 model.

https://openai.com/api/
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A B C
Have you seen any orcas to-
day? I just got back from the
reef. p(A1) ≈ 10−18

Have you seen mom? I just re-
turned from the ocean basin.
p(B1) ≈ 10−18

Hat out
hat dsjgh!!!
p(C1) ≈ 10−48

At the reef, there were a lot of
sea turtles. p(A) ≈ 10−22

At the reef, there were a lot of
sea turtles. p(B) ≈ 10−26

bicycle OMG and.
p(C) ≈ 10−72

Figure 4.1: LMs identify incoherent text. The probabilities of three two-paragraph texts
computed using the GPT-3 API. The probabilities of just the first paragraphs A1, B1, C1 are
also shown. Although p(A1) ≈ p(B1) and the second paragraphs of A and B are identical,
overall p(A)≫ p(B) due to coherence between the paragraphs. C is gibberish.

Challenges. The first and most basic challenge is understanding the goal, a question with a
rich history of philosophical debate (Wittgenstein, 1953). To define the goal, we consider a
hypothetical ground-truth translator. As a thought experiment, consider a “mermaid” fluent
in English and the source language (e.g. sperm whale communication). Such a mermaid
could translate whale vocalizations that English naturally expresses. An immediate worry
arises: what about communications that the source language may have about topics for
which English has no specific words? For example, sperm whales have a sonar sense which
they use to perform echolocation. In that case, lacking a better alternative, the mermaid
may translate such a conversation as (something about echolocation).2

Thus, we formally define the goal to be to achieve translations similar to those that
would be output by a hypothetical ground-truth translator. While this does not guarantee
functional utility, it brings the general task of unsupervised translation and the specific task
of understanding animal communication into the familiar territory of supervised translation,
where one can use existing error metrics to define (hypothetical) error rates.

The second challenge is that animal communication is unlikely to share much, if any,
linguistic structure with human languages. Indeed, our theory will make no assumption on
the source language other than that it is presented in a textual format. That said, one of our
instantiations of the general theory (the knowledge graph) shows that translation is easier
between compositional languages.

The third challenge is domain gap, i.e., that ideal translations of animal communica-
tions into English would be semantically different from existing English text, and we have
no precise prior model of this semantic content. (In contrast, the distribution of English
translations of French text would resemble the distribution of English text.) Simply put:
whales do not “talk” about smartphones. Instead, we assume the existence of a broad prior
that models plausible English translations of animal communication. LMs assign likelihood

2A better description might be possible. Consider the fact that some people who are congenitally blind
comprehend vision-related verbs as accurately as sighted people (Bedny et al., 2019).
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to an input text based not only on grammatical correctness, but also on agreement with
the training data. In particular, LMs trained on massive and diverse data, including some
capturing facts about animals, may be able to reason about the plausibility of a candidate
translation. See Figure 4.1 and the discussion in Section 4.7.

Overview of the framework and results

A translator3 is a function f : X → Y that translates source text x ∈ X into the target
language f(x) ∈ Y . We focus on the easier-to-analyze case of lossless translation, where f
is invertible (one-to-one) denoted by fθ : X ↪→ Y . See Section 4.6.1 for an extension to lossy
translation.

We will consider a parameterized family of translators {fθ : X → Y}θ∈Θ, with the goal be-
ing to learn the parameters θ ∈ Θ of the most accurate translator. Accuracy (defined shortly)
is measured with respect to a hypothetical ground-truth translator denoted by f⋆ : X → Y .
We make a realizability assumption that the ground-truth translator can be represented in
our family, i.e., ⋆ ∈ Θ.

The source language is defined as a distribution µ over x ∈ X , where µ(x) is the likelihood
that text x occurs in the source language. The error of a model θ ∈ Θ will be measured in
terms of err(θ) := Prx∼µ[fθ(x) ̸= f⋆(x)], or at times a general bounded loss function L(θ).
Given µ and f⋆, it will be useful to consider the translated language distribution τ over Y by
taking f⋆(x) for x ∼ µ.

In the case of similar source and target domains, one may assume that the target language
distribution ν over Y is close to τ . This is a common intuition given for the “magic” behind
why UMT sometimes works: for complex asymmetric distributions, there may a nearly
unique transformation in {fθ}θ∈Θ that maps µ to something close ν (namely f⋆ which maps
µ to τ). A common approach in UMT is to embed source and target text as high-dimensional
vectors and learn a low-complexity transformation, e.g., a rotation between these Euclidean
spaces. Similarly, translator complexity will also play an important role in our analysis.

Priors. Rather than assuming that the target distribution ν is similar to the translated
distribution τ , we will instead assume access to a broad prior ρ over Y meant to capture
how plausible a translation y is, with larger ρ(y) indicating more natural and plausible
translation. Section 4.7 discusses one way a prior oracle can be created, starting with an
LM ≈ ν learned from many examples in the target domain, and combined with a prompt,
in the target language, describing the source domain.

We define the problem of unsupervised machine translation (with a prior) to be finding
an accurate θ ∈ Θ given m iid unlabeled source texts x1, . . . , xm ∼ µ and oracle access to
prior ρ.

3In this work, a translator refers to the function f : X → Y while translation refers to an output y = f(x).
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MLE. Our focus is on the Maximum-Likelihood Estimator (MLE), which selects model
parameters θ ∈ Θ that (approximately) maximize the likelihood of translations

∏
i ρ
(
fθ(xi)

)
.

Definition 4.1 (MLE). Given input a translator family {fθ : X → Y}θ∈Θ, samples x1, . . . , xm ∈
X and a distribution ρ over Y, the MLE outputs

MLEρ(x1, x2, . . . , xm) := argmin
θ∈Θ

m∑
i=1

log
1

ρ(fθ(xi))

If multiple θ have equal empirical loss, it breaks ties, say, lexicographically.

We note that heuristics for MLE have proven extremely successful in training the break-
through LMs, even though MLE optimization is intractable in the worst case.

Next, we analyze the efficacy of MLE in two complementary models of language: one
that is highly structured (requiring compositional language) and one that is completely un-
structured. These analyses both make strong assumptions on the target language, but make
few assumptions about the source language itself. In both cases, the source distributions are
uniform over subsets of X , which (informally) is the “difficult” case for UMT as the learner
cannot benefit from similarity in text frequency across languages. Both models are parame-
terized by the amount of “common ground” between the source language and the prior, and
both are randomized. Note that these models are not intended to accurately capture natural
language. Rather, they illustrate how our theory can be used to study the effect of language
similarity and complexity on data requirements for UMT.

Knowledge graph model. Our first model consists of a pair of related knowledge graphs,
in which edges encode knowledge of binary relations. Each edge yields a text that described
the knowledge it encodes. For example, in Figure 4.2 edges encode which animal A eats
which other animal B, and text is derived as a simple description A eats B.4

Formally, there are two Erdős–Rényi random digraphs. The target graph is assumed to
contain n nodes, while the source graph has r ≤ n nodes corresponding to an (unknown)
subset of the n target nodes. The model has two parameters: the average degree d in
the (randomly-generated) target language graph, and the agreement α ∈ (0, 1] between the
source and the target graphs. Here α = 1 is complete agreement on edges in the subgraph,
while α = 0 is complete independence. We assume the languages use a compositional encod-
ing for edges, meaning that they encode a given edge by encoding both nodes, so we may
consider only |Θ| = n!/(n − r)! translators consistently mapping the r source nodes to the
n target nodes, which is many fewer than the number of functions f : X → Y mapping the
|X | = O(r2) source edges into the Y = O(n2) target edges. Human languages as well as
the communication systems of several animals are known to be compositional (Zuberbühler,
2020).5

4In a future work, it would be interesting to consider k-ary relations (hypergraphs) or multiple relations.
5A system is compositional if the meaning of an expression is determined by the meaning of its parts.
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Figure 4.2: An illustration of the knowledge graph model. In this example, the
Welsh graph is an exact subgraph of the English knowledge graph, but our model allows for
differences.

We analyze how the error of the learned translator depends on this “common knowledge”
α:

Theorem 4.2 (Theorem 4.18, simplified). Consider a source language µ and a prior ρ
generated by the knowledge graph model over r source nodes, n target nodes, average degree
d and agreement parameter α. Then, with at least 99% probability, when given m source
sentences x1, . . . , xm and access to a prior ρ, MLE outputs a translator θ̂ with error

err(θ̂) ≤ O

(
log n

α2d
+

1

α

√
r log n

m

)
.

The second term decreases to 0 at a O(m−1/2) rate, similar to (noisy) generalization
bounds (Mohri, Rostamizadeh, and Talwalkar, 2018). Note that the first term does not
decrease with the number of samples. The average degree d is a rough model of language
complexity capturing per-node knowledge, while the agreement parameter α captures the
amount of common ground. Thus, more complex languages can be translated (within a
given error rate) with less common ground. Even with m =∞ source data, there could still
be errors in the mapping. For instance, there could be multiple triangles in the source and
target graphs that lead to ambiguities. However, for complex knowledge relations (degree
d≫ 1/α2), there will be few such ambiguities.

Figure 4.2 illustrates an example of four English sentences and three sentences (corre-
sponding to an unknown subset of three of the English sentences) in Welsh. For UMT, one
might hypothesize that bwytaodd means eat because they both appear in every sentence. One
might predict that siarc means shark because the word siarc appears twice in a single Welsh
sentence and only the word shark appears twice in an English sentence. Next, note that
eog may mean salmon because they are the only other words occurring with siarc and shark.
Similar logic suggests that bennog means herring . Furthermore, the word order is consistently
permuted, with subject-verb-object in English and verb-subject-object in Welsh. This trans-
lation is indeed roughly correct. This information is encoded in the directed graphs as shown,
where each node corresponds to an animal species and an edge between two nodes is present
if the one species eats the other.
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“Common nonsense” model. The second model, the common nonsense model, assumes
no linguistic structure on the source language. Here, we set out to capture the fact that the
translated language τ = µ ◦ f⋆ and the prior ρ share some common ground through the fact
that the laws of nature may exclude common “nonsense” outside both distributions’ support.

Earlier work has justified alignment for UMT under the intuition that the target language
distribution ν is approximated by a nearly unique simple transformation, e.g., a rotation,
of the source distribution µ. However, for a prior ρ, our work suggests that UMT may
also be possible if there is nearly a unique simple transformation that maps τ so that it is
contained in ρ. Figure 4.3 illustrates such a nearly unique rotation—the UMT “puzzle” of
finding a transformation fθ of µ which is contained within ρ is subtly different from finding
an alignment.

In the common nonsense model, τ and ρ are uniform over arbitrary sets T ⊆ P ⊆ Y
from which a common α ∈ (0, 1/2] fraction of text is removed (hence the name “common
nonsense”). Specifically, τ and ρ are defined to be uniform over T̃ = T \ S, P̃ = P \ S,
respectively, for a set S sampled by including each y ∈ Y with probability α.

We analyze the error of the learned translator as a function of the amount of common
nonsense:

Theorem 4.3 (Theorem 4.13, simplified). Consider source language µ and a prior ρ gener-
ated by the common nonsense model over |T | source texts and common-nonsense parameter
α, and a translator family parameterized by |Θ|. Then, with at least 99% probability, when
given m source sentences x1, . . . , xm and access to a prior ρ, MLE outputs a translator θ̂
with error

err
(
θ̂
)
:= Pr

x∈X
[fθ(x) ̸= f⋆(x)] = O

(
ln |Θ|

αmin(m, |T |)

)
.

Theorem 4.14 gives a nearly matching lower bound. Let us unpack the relevant quantities.
First, we think of α as measuring the amount of agreement or common ground required, which
might be a small constant. Second, note that |T | is a coarse measure of the complexity of the
source language, which requires a total of Õ(|T |) bits to encode. Thus, the bound suggests
that accurate UMT requires the translator to be simple, with a description length that is
an α-factor of the language description length, and again α captures the agreement between
τ, ρ. Thus, even with limited common ground, one may be able to translate from a source
language that is sufficiently complex. Third, for simplicity, we require X ,Y ⊂ {0, 1}∗ to be
finite sets of binary strings, so WLOG Θ may be also assumed to be finite. Thus, log2 |Θ|
is the description length, a coarse but useful complexity measure that equals the number of
bits required to describe any model. (Neural network parameters can be encoded using a
constant number of bits per parameter.) Section 4.6.2 discusses how this can be generalized
to continuous parameters.

Importantly, we note that (supervised) neural machine translators typically use far fewer
parameters than LMs.6 To see why, consider the example of the nursing calf (page 1) and

6For example, a multilingual model achieves state-of-the-art performance using only 5 billion parameters
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Figure 4.3: The previous intuition behind UMT has the distributions of target language
ν (middle) close to ground-truth translations τ , which is assumed to be a low-complexity
transformation (in this example a rotation) of the source language µ (left). When source and
target are not aligned, restricting to prior ρ region (right) allows for translation, as long as
there are enough “nonsense” texts (black regions) so that there is a nearly unique rotation of
µ that is contained in ρ. For example, both distributions may assign negligible probability
to nonsensical texts such as I died 3 times tomorrow . (In this toy example, µ is uniform over
a two-dimensional shape that happens to look like a whale.)

the fact that a translator needs not know that calves nurse from mothers. On the other
hand, such knowledge is essential to generate realistic text. Similarly, generating realistic
text requires maintaining coherence between paragraphs, while translation can often be done
at the paragraph level.

As a warm-up, we include a simplified version of the common nonsense model, called the
tree-based model (Section 4.3), in which texts are constructed word-by-word based on a tree
structure.

Comparison to supervised classification. Consider the dependency on m, the number
of training examples. Note that the classic Occam bound O

(
1
m
log |Θ|

)
is what one gets for

noiseless supervised classification, that is, when one is also given labels yi = f⋆(xi) at training
time, which is similar to Theorem 4.3, and give Õ(m−1/2) bounds for noisy classification as
in Theorem 4.2. Furthermore, these bounds apply to translation, which can be viewed as a
special case of classification with many classes Y . Thus, in both cases, the data dependency
on m is quite similar to that of classification.

Experiments. We validate our theorems generating synthetic data from randomly-generated
languages according to each model, and evaluating translator error as a function of the num-
ber of samples and amount of common ground. The knowledge graph model (Figure 4.4, left)
is used to generate a source graph (language) on r = 9 nodes to a target graph (language)
on n = 10 nodes and average degree d ≈ 5, while varying the agreement parameter α. We

(Tran et al., 2021), compared to 175 billion for GPT-3 (Brown et al., 2020).
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r Accuracy
4 0.10± 0.05
7 0.74± 0.08
10 1.00± 0.00

Figure 4.4: Knowledge Graph model experiments, each run on twenty seeds with
standard errors shown. Left: error of the top-scoring translator vs. number of source
samples m. Right: effect of source language complexity (number of source nodes r) on
translator accuracy in the knowledge graph model. We report the accuracy of the top-
scoring translator after all source edges were input to the learning algorithm, i.e., as the
number of samples m→∞.

Figure 4.5: Common Nonsense model. The X-axis is the number of source samples m,
and the Y-axis is the average error among plausible translators (that have not been ruled-out
so far). Each experiment was run on five seeds, with standard error depicted by the shaded
area.

also vary r (Figure 4.4, right) supporting our main message: more complex languages can
be translated more accurately. For the common nonsense model (Figure 4.5) we simulate
translation of a source language of size |T | = 105 while varying the fraction of common
nonsense α. Sections 4.4 and 4.5 contain full details of the respective experimental setups.

Contributions. The first contribution of this work is formalizing and analyzing a model
of UMT. As an initial work, its value is in the opportunities which it opens for further
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work more than the finality and tightness/generality of its bounds. Our model applies
even to low-resource source languages with massive domain gap and linguistic distance. We
emphasize that this work is only a first step in the theoretical analysis of UMT (indeed,
there is little theoretical work on machine translation in general). Second, we exhibit two
simple complementary models for which we prove that: (a) more complex languages require
less common ground, and (b) data requirements may not be significantly greater than those
of supervised translation (which tends to use less data than training a large LM). These
findings may have implications for the quantity and type of communication data that is
collected for deciphering animal communication and for UMT more generally. They also
give theoretical evidence that UMT can be successful and worth pursuing, in lieu of parallel
(supervised) data, in the case of sufficiently complex languages. All of that said, we note that
our sample complexity bounds are information theoretic, that is, they do not account for
the computational complexity of optimizing the translator. Finally, animal communication
aside, to the best of our knowledge this work is the first theoretical treatment of UMT, and
may also shed light on translation between human languages.

4.1 The framework
We use f : X ↪→ Y to denote a 1–1 function, in which f(x) ̸= f(x′) for all x ̸= x′. For
S ⊆ X , we write f(S) := {f(x) | x ∈ S}. The indicator 1P is 1 if the predicate P holds,
and 0 otherwise. The uniform distribution over a set S is denoted by U(S), and log = log2
denotes base-2 logarithm.

Language and Prior. A source language is a distribution µ over a set of possible texts
X . Similarly, a target language is a distribution ν over a set of possible texts Y . When
clear from context, we associate each language with its corresponding set of possible texts.
A prior distribution ρ over translations Y aims to predict the probability of observing each
translation. One could naively take ρ = ν, but Section 4.7 describes how better priors can
focus on the domain of interest. Intuitively, ρ(y) measures how “plausible” a translation y is.
For simplicity, we assume that X ,Y ⊆ {0, 1}∗ are finite, non-empty sets of binary strings.
Section 4.6.2 discusses extensions to infinite sets.

Translators. A translator is a mapping f : X ↪→ Y . There is a known set of 1–1 functions
{fθ : X ↪→ Y | θ ∈ Θ} with parameter set Θ. Since parameters are assumed to be known
and fixed, we will omit them from the theorem statements and algorithm inputs, for ease of
presentation. Like X ,Y , the set Θ is assumed to be finite. Section 4.6.1 considers translators
that are not 1–1.

Divergence. A translator fθ and a distribution µ induce a distribution over y = fθ(x),
which we denote by fθ ◦µ. The divergence between this distribution and ρ is quantified using
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the Kullback–Leibler (KL) divergence,

D(θ) := KL(fθ ◦ µ ∥ ρ) = E
x∼µ

[
log

µ(x)

ρ
(
fθ(x)

)] =
∑
x

µ(x) log
µ(x)

ρ
(
fθ(x)

) ≥ 0.

Note that since D(θ) = Ex∼µ

[
− 1

m

∑
log ρ(fθ(xi))

]
−H(µ), and H(µ) is a constant independent

of θ, the MLE of Definition 4.1 approximately minimizes divergence.

Ground truth. In order to define semantic loss, we consider a ground-truth translator f⋆
for some ⋆ ∈ Θ. We can then define the (ground-truth) translated language τ = f⋆◦µ over Y ,
obtained by taking f⋆(x) for x ∼ µ. This is similar to the standard realizability assumption,
and some of our bounds resemble Occam bounds with training labels yi = f⋆(xi). Of course,
the ground-truth translator ⋆ is not known to the unsupervised learning algorithm. In our
setting, we further require that ground-truth translations never have 0 probability under ρ:

Definition 4.4 (Realizable prior). Prx∼µ[ρ(f⋆(x)) = 0] = 0, or equivalently D(⋆) <∞.

Semantic loss. The semantic loss of a translator is defined with respect to a semantic
difference function ℓ : Y × Y → [0, 1]. This function, unknown to the learner, measures the
difference between two texts from the target language Y , with ℓ(y, y) = 0 for all y. For a
given semantic difference ℓ and ground-truth translator f⋆, we define the semantic loss of a
translator fθ by

L(θ) := E
x∼µ

[
ℓ(f⋆(x), fθ(x))

]
.

Of particular interest to us is the semantic error err(·, ·), obtained when ℓ is taken to be
the 0-1 difference ℓ01 = (y, y′) = 1 for all y′ ̸= y. Note that since any semantic difference ℓ is
upper bounded by 1, the semantic error upper-bounds any other semantic loss L. That is,

L(θ) ≤ err(θ) := Pr
x∼µ

[fθ(x) ̸= f⋆(x)].

4.2 A model-free theorem: Translator revisions and
plausible ambiguities

Even though ⋆ is unknown, it will be convenient to define, for each θ ∈ Θ, a revision of f⋆
which is the permutation π⋆

θ : Y ↪→ Y between fθ and f⋆, π⋆
θ(y) := fθ(f

−1
⋆ (y)).7 We write

πθ = π⋆
θ when ⋆ is clear from context, and π⋆(y) ≡ y is the identity revision.

7Formally, fθ ◦ f−1
⋆ : f⋆(X ) ↪→ Y is only defined on f⋆(X ) but can be extended to a full permutation on

Y in many ways. For concreteness, we take the lexicographically smallest extension on Y ⊆ {0, 1}∗.
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Note that the divergence D(θ) and semantic loss L(θ) can equivalently be defined using
revisions,

D(θ) := KL(fθ ◦ µ ∥ ρ) = KL(τ ∥ π−1
θ ◦ ρ) = E

y∼τ

[
log

τ(y)

ρ(πθ(y))

]
,

L(θ) := E
x∼µ

[
ℓ(f⋆(x), fθ(x))

]
= E

y∼τ

[
ℓ(y, πθ(y))

]
.

To relate divergence and loss, it is helpful to define a notion of plausible ambiguities which
are θ whose revisions πθ(y ∼ τ) are not too unlikely under the prior. These may also be of
independent interest as they capture certain types of ambiguities that can only be resolved
with supervision.

Definition 4.5 (γ-Plausible ambiguities). For any γ ∈ [0, 1], ⋆ ∈ Θ, and distributions τ, ρ
over Y, the set of γ-plausible ambiguities Aγ = A⋆,τ,ρ

γ ⊆ Θ is:

Aγ :=

{
θ ∈ Θ

∣∣∣∣ Pry∼τ
[ρ(πθ(y)) = 0] ≤ γ

}
, and εγ := max

θ∈Aγ

L(θ).

For example, left↔right would constitute a γ-plausible ambiguity if one could swap the
two words, making a≤ γ fraction of the translations have 0 probability. Such a revision would
have low loss if such swaps are considered similar in meaning. Condition 4.4 is equivalent to
⋆ ∈ A0.

The quantity of interest is εγ, the maximum loss of any γ-plausible ambiguity.8 Next, we
prove that the loss of the translator output by the Maximum Likelihood Estimator is not
greater than εγ given m ≥ 1

γ
ln |Θ|

δ
examples.

Theorem 4.6. Let µ, ρ be probability distributions over X ,Y, resp., and f⋆ satisfy Condition
4.4: Prµ[ρ(f⋆(x)) = 0] = 0. Fix any δ ∈ (0, 1), m ≥ 1, and let γ ≥ 1

m
ln |Θ|

δ
. Then,

Pr
x1,...,xm∼µ

[
L(θ̂) ≤ εγ

]
> 1− δ,

where θ̂ = MLEρ(x1, . . . , xm) and εγ is from Definition 4.5.

Proof of Theorem 4.6. MLE minimizes v̂(θ) := 1
m

∑
i≤m log 1

ρ(πθ(yi))
over θ ∈ Θ, where yi =

fθ(xi). By the realizable prior assumption v̂(⋆) < ∞. Thus, for the algorithm to fail, there
must be a “bad” θ̂ ∈ B := {θ ∈ Θ | L(θ) > εγ} with v̂(θ) ≤ v̂(⋆) < ∞. If ρ(πθ(yi)) = 0
for any i, then v̂(πθ) = ∞. Note that by Definition 4.5, B ∩ Aγ = ∅, thus for all θ ∈ B:
Pr[ρ(πθ(y)) = 0] > γ and,

Pr [v̂(θ) <∞] < (1− γ)m ≤ e−γm ≤ δ

|Θ|
.

By the union bound over θ ∈ B, Pr[∃θ ∈ B v̂(θ) <∞] < δ since |B| ≤ |Θ|.
8For intuition, note that εγ can be bounded using γ: γ

εγ
≥ minθ∈Θ Pry∼τ

[
ρ(πθ(y)) = 0 | πθ(y) ̸= y

]
.



CHAPTER 4. A THEORY OF UNSUPERVISED TRANSLATION 112

Since εγ is non-decreasing in γ, as the number of examples increases the loss bound
εγ decreases to approach ε0. This bound is analogous to the realizable Occam bound of
supervised classification, which is provided next for convenience.

4.2.1 Comparison to supervised classification

In this work, for ease of presentation, we have stated that error decreases like O( 1
m
log |Θ|

δ
)

for noiseless supervised translation. This is based in the classic Occam bound for supervised
learning:

Theorem 4.7 (Occam bounds). Let X , Y, be sets, D be a joint distribution over X × Y,
ℓ : Y ×Y → [0, 1] be a loss, and fθ : X → Y be a family of functions parameterized by θ ∈ Θ,
and L(θ) := E(x,y)∼D[ℓ(y, fθ(x))]. For any δ > 0,

Pr
(x1,y1),...,(xm,ym)∼Dm

[
L
(
θ̂
)
≤ 1

m
ln
|Θ|
δ

]
≥ 1− δ if L(⋆) = 0,

Pr
(x1,y1),...,(xm,ym)∼Dm

[
L
(
θ̂
)
≤ L(⋆) +

√
1

m
ln
|Θ|
δ

]
≥ 1− δ if L(⋆) ̸= 0,

for θ̂ := argminθ∈Θ
∑

i ℓ(yi, fθ(xi)).9

Note that supervised translation is simply classification with many classes Y .

4.3 The tree-based model
The first model, which we view as secondary to the other two, is a simpler version of the
common nonsense model (Section 4.4). It can be viewed as a “warm-up” leading up to that
more general model, and we hope it helps illuminate that model by instantiating the language
therein with a simple tree-based syntax.

In the tree-based model, the nodes of a tree are labeled with random words, and plausible
texts (according to the prior ρ) correspond to paths from root to leaf. A translated language
τ (or equivalently, a source language µ) is then derived from root-to-leaf paths in a random
subtree H ⊆ G. We prove that, with high probability, a prior ρ and translated language
τ sampled by this process satisfy Condition 4.4 and semantic error εγ = O

(
1/min(m, an)

)
.

Therefore, MLE yields a semantically accurate translator for the sampled language with
high probability, for sufficiently large n.

The random tree language (RT) model is a randomized process for generating a tree-
based source language µ, translated language τ , and prior ρ. It is parameterized by a finite

9As in MLE, ties can be broken arbitrarily, e.g., lexicographically. Our bounds, like the Occam bound,
hold simultaneously for all minimizers. In the realizable case, the Empirical Risk Minimizer θ̂ will have∑

ℓ(yi, fθ(xi)) = 0.



CHAPTER 4. A THEORY OF UNSUPERVISED TRANSLATION 113

Figure 4.6: An example of a language tree of plausible texts and the subtree of ground-truth
translations illustrated in green.

vocabulary set W , depth n ∈ N, and arities a, b ∈ N such that 1 ≤ a ≤ b ≤ |W|/4. For
simplicity, the possible target texts are taken to be the set of all possible n-grams over W ,
namely, Y :=Wn. Again for simplicity, we also assume |X | = |Y| so that each fθ : X ↪→ Y is
a bijection. To generate an RT, first a full b-ary, depth n+1 tree G is constructed. Labeled
edges shall correspond to words, and paths shall correspond to texts (sentences), as follows:

1. Starting from the root node and proceeding in level-order traversal, for each node v:
sample b words w1, . . . , wb ∈ W uniformly at random and without replacement; label
each of v’s child edges with one of the sampled words.

2. The labels on each path from the root to a leaf (y1, . . . , yn) corresponds to a plausible
text, giving a set of plausible texts

P := {y | y = (y1, . . . , yn) labels of a path in G} .

3. A subtree H ⊆ G is obtained by sampling uniformly at random a out of b of the
children at each level of the tree, in level-order traversal. The set of translated texts is
analogously defined as

T := {y | y = (y1, . . . , yn) labels of a path in H} ⊆ P.

The prior ρ = U(P ) is uniform over plausible texts P , while µ = is uniform over f−1
⋆ (T ). We

let (µ, ρ) ∼ RT(W , n, a, b) denote the sampling of a prior and translated language obtained
via this randomized process. When the parameters W , n, a, b are clear from context we
simply write RT.

Note that Θ and f⋆ ∈ Θ may be arbitrary, and by definition of τ , µ = U(f−1
⋆ (T )) is

uniform over T ’s preimage. Since we assumed |X | = |Y| above, f⋆ is invertible.
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Next, we will argue that a random tree language sampled in this process satisfies realiz-
ability (Condition 4.4) and Definition 4.5 with appropriate choice of parameters. While we
make no assumptions on Θ, it is important that the plausible texts P are sampled after the
possible permutations (ambiguities) Π are specified. Otherwise, if an adversary were able
to choose a permutation π : Y → Y based on P , then they could arbitrarily permute P ,
resulting in a permutation π with high expected loss but no change in likelihood according
to the prior ρ—thereby violating Definition 4.5.

You can think of Theorem 4.8 as pointing to the required text length n and an upper
bound on the number of parameters |Θ| for which Condition 4.4 and Definition 4.5 hold with
high probability. As we know from Theorem 4.6, and state clearly next, these in turn imply
translatability of a random tree language.

Theorem 4.8 (Translatability in the RT model). Fix any m ≥ 1, δ ∈ (0, 1) vocabulary set
W, and tree arities a ≤ b ≤ |W|/4. Then, for any Θ and any ⋆ ∈ Θ, with probability at least
1− δ over (µ, ρ) ∼ RT(W , n, a, b) and iid samples x1, x2, . . . , xm ∼ µ,

err(θ̂) ≤ 16max

(
1

m
,
4

an

)
· ln 6|Θ|

δ
,

where θ̂ = MLEρ(x1, x2, . . . , xm) and MLE is from Definition 4.1

Note that the probability in the corollary is over both (µ, ρ) ∼ RT and the m iid training
samples. Again, note how the first term is similar to the 1

m
log |Θ|

δ
term from realizable super-

vised learning (see Theorem 4.7), and the second term is additional due to the unsupervised
case. The proof, given in Section 4.3, uses Theorem 4.6 and a lemma stating that εγ ≤ 16γ
for γ that are not too small. The main challenge is that there are dependencies between the
paths, so one cannot directly use standard concentration inequalities.

To better understand Theorem 4.8, let us consider two possible families of translators
and suppose we are trying to apply Theorem 4.8 to get bounds on the sample complexity
m needed to translate (µ, ρ) ∼ RT(W , n, a, b) with small constant loss and small constant
failure probability.

First, since |X | = |Y| = |W|n, the above bound is meaningless (bigger than 1) if Θ is
the family of all translators, as the set of all translators has log(|X |!) = O(|W|n · n log |W|)
parameters which is much larger than an. In other words, no free lunch.

On the other hand, let us consider the family of word-for-word translators Θw, which work
by translating each word in a text separately, ignoring the surrounding context. The number
of such translators is the same as the number of word-to-word permutations, i.e., |Θw| = |W|!.
So Theorem 4.8 gives a sample complexity bound of m = O(logW !) = O(|W| log |W|). The
number of words in the English language is about N ≈ 105. The quantity a is equal
to what is called the perplexity of µ, the effective number of words that may typically
appear after a random prefix. For a constant a, the minimum text (or communication)
length n = O(logN) needed is thus logarithmic in the vocabulary size. While word-for-word
translators are poor, this analysis still sheds some light on the possible asymptotic behavior
(barring computational constraints) of translation, at least in a simplistic model.
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Common tree analysis. The tree model helps us demonstrate the generality of the com-
mon nonsense model. Instead of the fixed arities a ≤ b in the tree model, one can consider
an arbitrary language tree over plausible texts P and an arbitrary subset T ⊆ P corre-
sponding to a subtree of ground-truth translations. The common nonsense model implies
that if the sets are perturbed by removing, say, a α = 0.01 common fraction of translations,
then with high probability MLE’s error decreases at an Õ(1/min(m, |T |)) rate. Note that
Theorem 4.13 does not directly apply to the random tree LM because in that LM, the choice
of which branches to include are not independent due to the fixed a-arity constraint.

4.3.1 Proof of Theorem 4.8

The proof of Theorem 4.8 follows from Lemma 4.9 below. In this section, we will prove this
lemma and then derive the theorem from it.

Lemma 4.9 (RT conditions). Consider any vocabulary set W, tree arities a ≤ b ≤ |W|/4,
tree depth n ∈ N. Then, for any δ ∈ (0, 1) and γ ≥ 4a−n ln(4|Θ|/δ), with probability ≥ 1− δ,
(µ, ρ) give,

Pr
(µ,ρ)∼RT

[εγ ≤ 16γ] ≥ 1− δ. (4.1)

Moreover, any µ, ρ sampled from RT(W , n, a, b) satisfy Prx∼µ[ρ(f⋆(x)) = 0] = 0 as needed
for the realizability Condition 4.4.

The proof of Lemma 4.9 requires two additional lemmas, stated and proved next. The
first is a known variant of the Chernoff bound for so-called 0-negatively correlated random
variables.

Lemma 4.10 (Chernoff bound for 0-negatively correlated random variables). Let Z1, . . . , Zn

be 0-negatively correlated Boolean random variables, that is, they satisfy

∀I ⊆ [n] Pr [∀i ∈ I Zi = 0] ≤
∏
i∈I

Pr [Zi = 0] .

Then, letting Z :=
∑n

i=1 Zi it holds that

Pr

[
Z ≤ E[Z]

2

]
≤ e−

E[Z]
8

Lemma 4.10 follows from (Doerr, 2019, Theorem 1.10.24(a)) with δ := 1/2, ai := 0,
bi := 1 and Yi := Xi. That theorem, in turn, is simply Theorem 1.10.10 for 0-negatively
correlated random variables.

The second lemma used for the proof of Lemma 4.9 is a combinatorial argument that we
prove below.
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Lemma 4.11. Given any π : Y ↪→ Y, it is possible to partition A = {y ∈ Y | π(y) ̸= y} into
four disjoint sets A = A1 ∪ A2 ∪ A3 ∪ A4 such that, for each i = 1, 2, 3, 4, the following two
conditions hold:

π(Ai) ∩ Ai = ∅

∀z ∈ Wn−1 |{y ∈ Ai | y begins with z}| ≤ |W|
2

Proof. of Lemma 4.11. We will partition A greedily to achieve the two conditions. Begin
with four empty sets A1 = A2 = A3 = A4 = ∅. For each y ∈ A in turn, assign it to one of
the 4 sets as follows.

1. Let i be the index of the set Ai such that π(y) ∈ Ai has already been assigned to. If
π(y)) has not yet been assigned, let i = 1.

2. Similarly, if π(y) ∈ Aj has been assigned, let j be its index otherwise j = 1.

3. Let z be the first n − 1 elements of x. Let k be the index of the set Ak such that
|{y ∈ Ai | y begins with z}| ≥ |W|/2 if there is such a set, otherwise k = 1. Note that
there can be at most one such k because there are at most |W| − 1 other elements
beginning with z that have been assigned already.

Thus S = {1, 2, 3, 4} \ {i, j, k} ̸= ∅ and we can assign x to any (say the minimum) element
in that set. By induction, we preserve the two properties stated in the lemma.

With Lemmas 4.10 and 4.11 in hand, we are ready to prove Lemma 4.9.

Proof. of Lemma 4.9. The realizability Condition 4.4, Prx∼µ[ρ(f⋆(x)) = 0] = 0, follows
immediately from the fact that ρ is uniform over P and that τ is supported on T ⊆ P . To
prove the lemma, it suffices to show that for any γ ≥ 4a−n ln(4|Θ|/δ),

Pr
(µ,ρ)∼RT

[
∃θ ∈ Θ err(θ) > 16γ, Pr

y∼τ
[ρ(πθ(y)) = 0] ≤ γ

]
≤ δ.

Note that err(θ) = Pry∼τ [y ̸= πθ(y)], and that ρ(πθ(y)) = 0 if and only if πθ(y) /∈ P .
Therefore, by the union bound over θ ∈ Θ, it suffices to show that, for each θ ∈ Θ,

Pr
(µ,ρ)∼RT

[
Pr
y∼τ

[y ̸= πθ(y)] > 16γ, Pr
y∼τ

[πθ(y) /∈ P ] ≤ γ

]
≤ δ

|Θ|
. (4.2)

We will show that, more generally, for any permutation π : Y ↪→ Y . Equation (4.2) can be
restated in terms of ambiguous texts A := {y ∈ Y | π(y) ̸= y} and implausible ambiguities
B := {y ∈ Y | π(y) /∈ P} :

Pr
(µ,ρ)∼RT

[τ(A) > 16γ, τ(B) ≤ γ] <
δ

|Θ|
.
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Using Lemma 4.11, partition A into four disjoint sets A = A1 ∪ A2 ∪ A3 ∪ A4 such that
for each i ∈ [4], the following two conditions hold:

π(Ai) ∩ Ai = ∅ (4.3)

∀z ∈ Wn−1 |{y ∈ Ai | y begins with z}| ≤ |W|
2

. (4.4)

By the union bound, it suffices to show that,

∀i ∈ [4] Pr
(µ,ρ)∼RT

[τ(Ai) > 4γ, τ(B) ≤ γ] <
δ

4|Θ|
,

because τ(A) =
∑4

i=1 τ(Ai), so if τ(A) > 16γ then it must follow that τ(Ai) > 16γ/4 for
some i. It suffices to show that this holds conditioned on any value of Ai ∩ T :

∀V ⊆ Ai Pr
(µ,ρ)∼RT

[τ(Ai) > 4γ, τ(B) ≤ γ | Ai ∩ T = V ] ≤ δ

4|Θ|
. (4.5)

Thus, fix any V ⊆ Ai. We proceed by analyzing two cases, based on |V | versus |T | = an.10

Case 1: |V | ≤ 4γ|T |. Then Equation (4.5) holds with probability 0, because conditioning
on Ai ∩ T = V , we have

τ(Ai) :=
|Ai ∩ T |
|T |

=
|V |
|T |
≤ 4γ.

Case 2: |V | > 4γ|T |. For each v ∈ V we define a Boolean random variable Zv = 1v∈B,
i.e.,

Zv =

{
1 v ∈ B

0 v /∈ B.

We claim that the Zv’s satisfy the condition of Lemma 4.10, which follows inductively
from the fact any subset of Zv’s being 0 only makes it less likely for another Zv to be 0,
because the way that the Zv’s are chosen is such that there are exactly b many 1’s among
the Zv’s (and other symmetric random variables which we have not named).

Therefore, if we define Z :=
∑

v∈V Zv and ζ := E[Z | Ai ∩ T = V ], Lemma 4.10 gives,

Pr

[
Z ≤ ζ

2

∣∣∣∣ Ai ∩ T = V

]
≤ e−ζ/8. (4.6)

We conclude by bounding both sides of Equation (4.6) to obtain Equation (4.5).
10Note that while T is randomly sampled, |T | = an always, and therefore the case-analysis is valid.
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• For the right-hand side of Eq. (4.6), we claim that Pr [Zv = 1 | Ai ∩ T = V ] ≥ 1/2 for
each v ∈ V : Fix v and let

Q = {y ∈ Y | y and π(v) agree on the first n− 1 words}.

So |Q| = |W| and |Q ∩ P | = b. Equation (4.3) implies that π(v) /∈ Ai, and Eq. (4.4)
implies that |Q \ Ai| ≥ |W|/2. Thus, there are ≥ |W|/2 elements in Q \ Ai that, by
symmetry, are as likely to be in Q∩P as π(v) is, and Q∩P contains exactly b ≤ |W|/4
elements, thus the conditional probability that π(v) is in Q∩P (equivalently, π(v) ∈ P )
is at most:

|W|/4
|W|/2

≤ 1

2
.

Since π(v) /∈ P is equivalent to Zv = 1, this means that Pr [Zv = 1 | Ai ∩ T = V ] ≥ 1/2,
and hence:

ζ = |V | · E[Zv | Ai ∩ T = V ] = |V | · Pr [Zv = 1 | Ai ∩ T = V ] ≥ |V |
2

.

Because we are in the case that |V | > 4γ|T |, we have

ζ ≥ |V |
2

>
1

2
· 4γ · |T | = 2γ · an. (4.7)

Therefore the right-hand side of Eq. (4.6) satisfies

e−ζ/8 ≤ e−γan/4 ≥ δ

4 |Θ|
,

where the rightmost inequality holds because by our assumption that γ ≥ 4a−n ln(4|Θ|/δ).

• For the left-hand side of Eq. (4.6), note that

Z :=
∑
v∈V

Zv :=
∑
v∈V

1v∈B = |V ∩B|.

and therefore, using Eq. (4.7), the left-hand side of Eq. (4.6) satisfies

Pr

[
Z <

ζ

2

∣∣∣∣ Ai ∩ T = V

]
≥ Pr

[
|V ∩B|
|T |

≤ γ

∣∣∣∣ Ai ∩ T = V

]
.

We claim that V ∩ B ⊆ B ∩ T : Due to the conditional event, we have V ∩ B =
Ai ∩ T ∩ B ⊆ A ∩ T ∩ B. However, we argue that A ∩ T ∩ B ⊆ T ∩ B, i.e., that
T ∩ B ⊆ A. Indeed, by definition, if y ∈ T ∩ B then y ∈ T but π(y) /∈ P , and since
P ⊇ T , this implies that π(y) ̸= y; that is, that y ∈ A, as needed.
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We have just shown that V ∩B ⊆ B ∩ T , and therefore

Pr

[
|V ∩B|
|T |

≤ γ

∣∣∣∣ Ai ∩ T = V

]
≥ Pr

[
|B ∩ T |
|T |

≤ γ

∣∣∣∣ Ai ∩ T = V

]
= Pr [τ(B) ≤ γ | Ai ∩ T = V ] .

This shows that the left-hand side of Eq. (4.6) upper bounds that of Eq. (4.5), and
concludes the proof.

Lastly, we prove Theorem 4.8 using Lemma 4.9

Proof. of Theorem 4.8. Let γ be,

γ := max

(
1

m
,
4

an

)
ln

6|Θ|
δ

.

Lemma 4.9 below shows that with probability ≥ 1− 2δ/3 over µ, ρ, we have that εγ ≤ 16γ.
Theorem 4.6 implies that with probability ≥ 1 − δ/3 over x1, . . . , xm, we have err(θ̂) ≤ εγ.
Thus, by the union bound, with probability ≥ 1− δ we have

err(θ̂) ≤ εγ ≤ 16γ = 16max

(
1

m
,
4

an

)
ln

6|Θ|
δ

.

4.4 The common nonsense model
We next perform a “smoothed analysis” of arbitrary Language Models (LMs) µ, ρ that are
uniform over sets that share a small amount of randomness, i.e., a small common random
set has been removed from both. This shared randomness captures the fact that some texts
are implausible in both languages and that this set has some complex structure determined
by the laws of nature, which we model as random.

The α-common-nonsense distribution is a meta-distribution over pairs (µ, ρ) which them-
selves are uniform distributions over perturbed versions of P, T . This is inspired by Smoothed
Analysis (Spielman and Teng, 2009). Recall that U(S) denotes the uniform distribution over
the set S.

Definition 4.12 (Common nonsense). The α-common-nonsense distribution DP,T
α with re-

spect to nonempty sets T ⊆ P ⊆ Y is the distribution over
(
ρ = U(P ∩ S), τ = U(T ∩ S)

)
where S ⊆ Y is formed by removing each y ∈ Y with probability α, independently.11

11Again, in the exponentially unlikely event that either P ∩ S or T ∩ S is empty, we define both τ, ρ to
be the singleton distribution concentrated on the lexicographically smallest element of Y, so MLE outputs
a 0-error translator.
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To make this concrete in terms of a distribution µ on X , for any ground-truth translator
f⋆ : X ↪→ Y , we similarly define a distribution DP,T

α,⋆ over (µ, ρ) where µ := U(f−1
⋆ (T ∩ S))

is the uniform distribution over the subset of X that translates into τ . We now state the
formal version of Theorem 4.3.

Theorem 4.13 (Translatability in the CN model). Let {fθ : X ↪→ Y | θ ∈ Θ} a family of
translators, ⋆ ∈ Θ, α, δ ∈ (0, 1/2], T ⊆ P ⊆ Y, and m ≥ 1. Then with probability ≥ 1 − δ,
MLE run on ρ and m ≥ 1 iid samples from µ outputs θ̂ with,

err(θ̂) ≤ 6

α
max

(
1

m
,
16

|T |

)
· ln 6|Θ|

δ
.

Note that the probability is over both (µ, ρ) drawn from DP,T
α,⋆ , and the m iid samples from µ.

More simply, with probability ≥ 0.99,

err(θ̂) = O

(
log |Θ|

αmin(m, |T |)

)
.

When the amount of shared randomness α is a constant, then this decreases asymptot-
ically like the bound of supervised translation (Theorem 4.7) up until a constant, similar
to Theorem 4.18. For very large m, each extra bit describing the translator (increase by 1
in log |Θ|) amounts to a constant number of mistranslated x’s out of all X . The proof is
deferred to Section 4.4.

We also prove the following lower-bound that is off by a constant factor of the upper
bound.

Theorem 4.14 (CN lower-bound). There exists constants c1, c2 ≥ 1 such that: for any set
T ⊆ Y, for any m ≥ 1, any α ∈ (0, 1/2], and any Θ with c1 ≤ log |Θ| ≤ αmin(m, |T |), there
exists Θ′ of size |Θ′| ≤ |Θ| such that, for any P ⊇ T and any algorithm Aρ : Xm → Θ′, with
probability ≥ 0.99 over ⋆ ∼ U(Θ′) and (µ, ρ) drawn from DP,T

α,⋆ and x1, . . . , xm ∼ µ,

err
(
θ̂
)
≥ log |Θ|

c2αmin(m, |T |)
,

where θ̂ = Aρ(x1, x2, . . . , xm).

The only purpose of Θ in the above theorem is to upper-bound the description length of
translators, as we replace it with an entirely different (possibly smaller) translator family Θ′

that still has the lower bound using log |Θ| ≥ log |Θ′|. Since U(Θ′) is the uniform distribution
over Θ′, the ground-truth classifier is uniformly random from Θ′. A requirement of the form
log |Θ| = O

(
αmin(m, |T |)

)
is inherent as otherwise one would have an impossible right-hand

side error lower-bound greater than 1, though the constants could be improved.
The proof of this theorem is given in Section 4.4.2, and creates a model with O(log n) in-

dependent “ambiguities” that cannot be resolved, with high probability over S, x1, x2, . . . , xm.
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4.4.1 Proving Theorem 4.13

First, to convey intuition, we think of the case of say δ = 99%, and we omit constants in
the following discussion. Recall that Theorem 4.6 asserts that with high probability, the
learned translator θ̂ has error at most εγ for γ = log |Θ|/min(m, |T |) ≥ log |Θ|/m. As such,
the main technical challenge in this proof is to show that, with high probability over the
generated source language µ and the prior ρ, it holds that

εγ ≲
γ

α
.

By definition of εγ, we ought to show that w.h.p over µ and ρ, any θ ∈ Θ with large
semantic error must have many translations fθ(x) deemed implausible by ρ. Slightly more
formally: Since any y ∈ Y is implausible (ρ(y) = 0) only if y /∈ S, a union bound over θ ∈ Θ
means that is suffices to show that

Pr
S,µ,ρ

[
Pr
x∼µ

[fθ(x) ̸= f⋆(x)] ≲
γ

α
, Pr

x∼µ
[fθ(x) /∈ S] ≳ γ

]
≲ exp(−γ|T |)) ≤ 1

|Θ|
,

where the right inequality is by choice of γ := log |Θ|/min(m, |T |). The above inequality
“looks like” it could be proven by a Chernoff bound, but a closer look reveals a subtle flaw
with this argument.

To use a Chernoff bound, we’d first want to fix (i.e., condition on) each supp(µ) :=
f−1
⋆ (S ∩ T ) and then use Chernoff over the conditional random variables 1fθ(x)/∈S for each
x ∈ supp(µ) such that fθ(x) ̸= f⋆(x). Unfortunately, these conditional random variables are
not independent. To see this, consider the case that fθ(x) = f⋆(x

′) for two different x ̸= x′.
Then, since we are considering x′ ∈ supp(µ), we have fθ(x) = f⋆(x

′) ∈ S with probability 1.
To avoid this dependency, we prove a combinatorial lemma showing that it is possible to

partition the set
A := {x ∈ X | fθ(x) ̸= f⋆(x)}

into three parts A = A1∪A2∪A3 such that fθ(Ai)∩f⋆(Ai) = ∅ for each i ∈ [3]. This resolves
the dependency issue demonstrated above. We then proceed by applying a Chernoff bound
separately for each Ai, which suffices since a union bound (over i ∈ [3]) loses only a constant
factor in the upper-bound.

The full proof of Theorem 4.13 follows from the following main lemma. We first prove
this lemma, and then show how the theorem follows from it.

Lemma 4.15. Let α, δ ∈ (0, 1) and T ⊆ P ⊆ Y. Then, for any γ ≥ 8
(1−α)·|T | ln

4|Θ|
δ

:

Pr
(µ,ρ)∼DP,T

α

[
εγ ≤

6γ

α

]
≥ 1− δ.

The proof of Lemma 4.15 relies on a simple combinatorial proposition. This proposition
is a special case of Lemma 4.11, but since it is much simpler we give a self-contained proof.
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Proposition 4.16. For any finite set Y and any π : Y ↪→ Y, it is possible to partition
{y ∈ Y|π(y) ̸= y} = A1 ∪ A2 ∪ A2 into three sets such that, π(Ai) ∩ Ai = ∅ for i = 1, 2, 3.

Proof. Let S := {y ∈ Y | π(y) ̸= y}. We proceed iteratively, dividing each (non-trivial) cycle
of π separately into the three Ai’s: Fix a cycle {s1, s2, . . . , sn} such that π(si) = si+1 and
π(sn) = s1. If n is even we can just partition it into two sets: put the si for even i’s into
A1 and odd i’s into A2. If n is odd, we can do the same except put the last element sn into
A3.

We can now prove Lemma 4.15.

Proof. of Lemma 4.15. Note that the lemma holds trivially for any γ > 1/6 because we
always have εγ ≤ 1. Assume that γ ≤ 1/6. Let a := 6

α
γ. The probabilities in this proof are

over the choice of S ⊆ Y . It suffices to show that,

Pr
S

[
∃θ ∈ Θ Pr

τ
[πθ(y) ̸= y] > a ∧ Pr

τ
[πθ(y) /∈ S] ≤ γ

]
≤ δ, (4.8)

because ρ(πθ(y)) = 0 whenever πθ(y) /∈ S, thus Aγ = {θ ∈ Θ | Prτ [πθ(y) /∈ S] ≤ γ}. The set
S determines the perturbed sets T̃ := T ∩S and P̃ := P ∩S and the distributions τ = U(T̃ )
and ρ = U(P̃ ).

Define β := 1− α. Since E
[
|T̃ |
]
= β|T |, a multiplicative Chernoff bound12 gives

Pr
S

[
|T̃ | ≤ β

2
|T |
]
≤ exp

(
−β

8
|T |
)
≤ exp

(
−β

8
· 8

βγ
ln

4|Θ|
δ

)
<

δ

4|Θ|
≤ δ

4
.

Thus, to show Eq. (4.8), it suffices to show that

Pr

[
|T̃ | ≥ β

2
|T | ∧ ∃θ ∈ Θ Pr

τ
[πθ(y) ̸= y] > a ∧ Pr

τ
[πθ(y) /∈ S] ≤ γ

]
≤ 3δ

4
. (4.9)

By the union bound, to show Eq. (4.9) it thus suffices to show that for any π : Y ↪→ Y ,

Pr

[
|T̃ | ≥ β

2
|T | ∧ Pr

τ
[π(y) ̸= y] > a ∧ Pr

τ
[π(y) /∈ S] ≤ γ

]
≤ 3δ

4|Θ|
. (4.10)

Fix any π : Y ↪→ Y . By Proposition 4.16, we can partition {y ∈ Y | π(y) ̸= y} = A1∪A2∪A3

such that π(Ai) ∩ Ai = ∅, and hence Prτ [π(y) ̸= y] =
∑

i τ(Ai). So if Prτ [π(y) ̸= y] > a,
then τ(Ai) > a/3 for some i. Therefore, it suffices to show that

Pr

[
|T̃ | ≥ β

2
|T | ∧ ∃i ∈ [3] τ(Ai) >

a

3
∧ Pr

τ
[π(y) /∈ S] ≤ γ

]
≤ 3δ

4|Θ|
.

12Specifically, that the probability that a sum of binary random variables is less than half its mean β|T |
is at most exp(−β|T |/8).
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With a union bound over i ∈ [3], it suffices to show that for each i ∈ [3]

Pr

[
|T̃ | ≥ β

2
|T | ∧ τ(Ai) >

a

3
∧ Pr

τ
[π(y) /∈ S] ≤ γ

]
≤ δ

4|Θ|
. (4.11)

Thus, now in addition to fixing π, we fix i ≤ 3, thus fixing Ai. To continue, imagine we
are picking S by first selecting Ai ∩ S, and subsequently selecting S \Ai. We will show that
Equation (4.11) holds when conditioning on each possible value for the first selection, that
is, each possible Ai∩S. Formally, we fix V ⊆ Ai and condition on Ai∩S = V , claiming that

Pr

[
|T̃ | ≥ β

2
|T | ∧ τ(Ai) >

a

3
∧ Pr

τ
[π(y) /∈ S] ≤ γ

∣∣∣∣V = Ai ∩ S

]
≤ δ

4|Θ|
. (4.12)

First, observe that

τ(Ai) =
|Ai ∩ T̃ |
|T̃ |

=
|Ai ∩ S|
|T̃ |

=
|V |
|T̃ |

,

therefore if |V | < βa|T |/6 then Equation (4.12) holds with probability 0 (due to the first
two events in the conjunction). Thus, we can assume that |V | ≥ βa|T |/6.

Note that τ(V ) = τ(Ai), and that τ(Ai) ≥ a/3 implies

Pr
y∼τ

[π(y) /∈ S] ≥ Pr
y∈V

[π(y) /∈ S] · τ(V ) ≥ Pr
y∈V

[π(y) /∈ S] · a
3
,

therefore the left-hand side of Equation (4.12) is upper-bounded by

Pr

[
Pr
y∈V

[π(y) /∈ S] ≤ 3 · γ
a

∣∣∣∣ V = Ai ∩ S

]
= Pr

[
Pr
y∈V

[π(y) /∈ S] ≤ a

2

∣∣∣∣ V = Ai ∩ S

]
. (4.13)

We conclude the proof by upper-bounding Equation (4.13) with a Chernoff bound. Con-
sider the random variables Zy = 1π(y)/∈S for y ∈ V . These random variables are independent
by definition of α-common-nonsense. Furthermore, due to the fact that π(Ai) ∩ Ai = ∅,
they remain independent even when conditioning on the event Ai ∩ S = V . By linearity of
expectation,

E

[∑
y∈V

Zy

∣∣∣∣∣ V = Ai ∩ S

]
= α|V |.

Using the same Chernoff bound as above, we have

Pr

[∑
y∈V Zy

|V |
≤ α

2

∣∣∣∣ V = Ai ∩ S

]
≤ exp(−α|V |/8)

Noting that
∑

Zy/|V | = Pry∈V [π(y) /∈ S], we conclude that that Equation (4.13) is upper-
bounded by

exp

(
−α|V |

8

)
≤ exp

(
−αβa|T |

48

)
≤ δ

4|Θ|
.

This proves the inequality in Equation (4.12), thereby concluding the proof.
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Finally, with the main technical lemma in hand, we prove Theorem 4.13.

Proof. of Theorem 4.13. The proof is very similar to that in Section 4.3. First, the realizabil-
ity Condition 4.4, Prx∼µ[ρ(f⋆(x)) = 0] = 0, follows immediately from the fact that µ, ρ are
uniform distributions with f⋆(supp(µ)) ⊆ supp(ρ) which follows from the fact that T ⊆ P
and the definitions of µ, ρ.

Let β := 1− α and define γ by,

γ := max

(
1

m
,

8

β|T |

)
ln

6|Θ|
δ

.

Lemma 4.15 below shows that with probability ≥ 1−2δ/3 over µ, ρ, we have that εγ ≤ 6γ/α.
Theorem 4.6 implies that with probability ≥ 1 − δ/3 over x1, . . . , xm, we have err(θ̂) ≤ εγ.
Thus, by the union bound, with probability ≥ 1− δ we have

err(θ̂) ≤ εγ ≤
6γ

α
=

6

α
max

(
1

m
,

8

β|T |

)
ln

6|Θ|
δ

.

4.4.2 Proving Theorem 4.14

The proof of the lower bound works by creating log n candidate “plausible ambiguities” and
arguing that a constant fraction of them survive the random removal of elements.

Proof of Theorem 4.14. The constants c1, c2 will be determined through this proof to be large
enough to satisfy multiple conditions defined below. No effort has been made to minimize
the constants in this proof.

Let n := |Θ|.
We will lay out two a× b grids X ⊆ X and Y ⊆ Y , for:

a := ⌊log n⌋, b :=
⌊
1

α
max

(
1,
|T |
105m

)⌋
.

For integer t, denote [t] := {1, 2, . . . , t}. For i ∈ [a], j ∈ [b], choose distinct elements xij ∈ X
and yij ∈ T . To ensure this is even possible, we must make sure ab ≤ |T |, which holds
because we assumed log n ≤ αmin(m, |T |) thus,

ab ≤ αmin(m, |T |) 1
α
max

(
1,
|T |
m

)
= min(m, |T |) ·max

(
1

|T |
,
1

m

)
|T | = |T |.

Let X := {xij | i ∈ [a], j ∈ [b]} and Y := {yij | i ∈ [a], j ∈ [b]}. Let h : X \X ↪→ Y \ Y be
a fixed 1–1 mapping, say the lexicographically smallest. The parametrized translator family
is defined by,

Θ′ = Θm,n,Y := {−1, 1}a, fθ(xij) :=

{
yij, θi = 1

yi(j+1 mod b), θi = −1
, ∀x /∈ X fθ(x) = h(x).



CHAPTER 4. A THEORY OF UNSUPERVISED TRANSLATION 125

Clearly |Θ′| = 2a ≤ n = |Θ| as needed. Let x = (x1, x2, . . . , xm). It suffices to show:

Pr
S,x

[
err
(
θ̂
)
≥ log n

c3αmin(105m, |T |)

]
≥ 0.99,

for some constant c3 sufficiently large, because we can set c2 = 105c3. The above equation is
equivalent to the following two cases based on m:

Case 1. 105m > |T | =⇒ Pr
S,x

[
err
(
θ̂
)
≥ log n

c3α|T |

]
≥ 0.99 (4.14)

Case 2. 105m ≤ |T | =⇒ Pr
S,x

[
err
(
θ̂
)
≥ log n

c3α105m

]
≥ 0.99 (4.15)

In both cases, it will be convenient to notice that, for any z ≥ 2, ⌊z⌋ ≥ z − 1 ≥ z
2
. Since

b ≥ 2 (because α ≤ 1/2), we therefore have

1

2α
max

(
1,
|T |
105m

)
≤ b ≤ 1

α
max

(
1,
|T |
105m

)
(4.16)

Case 1: 105m > T . In this case 1
2α
≤ b ≤ 1

α
by Equation (4.16). We will show Equa-

tion (4.14). Now, consider the “full rows”:

C(S) := {i ∈ [a] | ∀j ∈ [b] yij ∈ S}.

These rows will be useful to consider because nothing has been removed from the entire row,
no information about θi has been revealed and (on average) one cannot achieve error < 1/2
on these examples, because one cannot distinguish between the two permutations on this
row.

Note that the membership of different i, i′ ∈ C(S) is independent since S is chosen
independently, and by definition of C and S:

E[|C(S)|] = (1− α)ba ≥ (1− α)1/αa ≥ a

4
,

since (1 − α)1/α is decreasing in α and α ≤ 1/2. Thus, by multiplicative Chernoff bounds
(specifically, Pr[Z ≤ E[Z]/2] ≤ e−E[Z]/8),

Pr
S

[
|C(S)| ≤ a

8

]
≤ e−a/32 ≤ e−⌊c1⌋/32 ≤ 0.001, (4.17)

for sufficiently large c1. Thus, PrS[|C(S)| > a/8] ≥ 0.999. Let C ′(S,x) ⊆ C(S) be those i
which θ̂i ̸= ⋆i,

C ′(S,x) := {i ∈ C(S) | θ̂i ̸= ⋆i}.
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Clearly, for any algorithm and any C(S), Ex[|C ′(S,x)| | S] = |C(S)|/2 because no infor-
mation whatsoever has been revealed about θi for any i ∈ C. Thus, by the same Chernoff
bound, we have:

Pr
S,x

[
|C ′(S,x)| ≤ 1

4
|C(S)|

∣∣∣ |C(S)| > a

8

]
≤ e−

a
16

· 1
8 ≤ 0.001,

for sufficiently large c1, because a ≥ c1. By the union bound over this and Equation (4.17),

Pr
S,x

[
|C ′(S,x)| ≥ a

32

]
≥ 0.998.

Since each row i ∈ C ′ incurs b errors on examples x, one for each j because f⋆(xij) ∈ S:

err
(
θ̂
)
≥

b ·
∣∣C ′(S,x)

∣∣
|T |

.

Thus,

Pr
S,x

[
err
(
θ̂
)
≥ ba

32α|T |

]
≥ 0.998.

Now, a ≥ 1
2
log n for sufficiently large c1 and as mentioned b ≥ 1

2α
. Thus,

Pr
S,x

[
err
(
θ̂
)
≥ log n

128α|T |

]
≥ 0.998.

This establishes Equation (4.14) as long as c3 ≥ 128.
It remains to prove Equation (4.15).

Case 2: 105m ≤ T . In this case |T |
2α105m

≤ b ≤ |T |
α105m

by Equation (4.16). Next, consider
the set of rows with at least 1/2 of the elements in S:

D(S) :=

{
i ∈ [a]

∣∣∣∣ ∣∣{j ∈ [b] | yij ∈ S}
∣∣ ≥ b

2

}
.

Intuitively, any row i ∈ D(S) is “dangerous” in the sense that if θ̂i ̸= ⋆i, then it causes
errors on b/2 different x’s in the support of µ, i.e., for which f⋆(xij) ∈ S. Observe that
E[|D(S)|] ≥ a/2 since each size s =

∣∣{j ∈ [b] | yij ∈ S}
∣∣ ≥ b/2 is at least as likely as the size

b− s, since α ≤ 1/2. And also, membership of i, i′ ∈ D(S) since S is independent. Thus, by
the same Chernoff bound as above, for sufficiently large c1,

Pr
S

[
|D(S)| ≤ a

4

]
≤ e−a/16 ≤ e−⌊c1⌋/16 ≤ 0.001. (4.18)

Let −θ := (−θ1,−θ2, . . . ,−θa). This makes it convenient to define the giveaways G(S) ⊆ X
to be,

G(S) := {xij | i ∈ [a], j ∈ [b], f⋆(xij) ∈ S, f−⋆(xij) /∈ S}.
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These are the points xij which we might observe f⋆(xij) which would imply that θi = ⋆i (and
not its negative). Also let,

Ĝ(S,x) = {x1, x2, . . . , xm} ∩G(S).

(Note that if for a give row i, we do not have any xij ∈ Ĝ(S,x), then we have no informa-
tion about θi. As a preview to what is to come, we now argue that with high probability
|Ĝ(S,x)| < a/8 which will mean that, if |D(S)| > a/4, then we have no information about
θi for at least a/8 of the rows i ∈ D(S).)

For any fixed i, j, observe that Pr[xij ∈ G(S)] = α(1−α) so E[|G(S)|] = α(1−α)ab ≤ αab.
By the Chernoff bound that Pr[Z ≥ 2E[Z]] ≤ e−E[Z]/3,

Pr
S
[|G(S)| ≥ 2αab] ≤ e−αab/3 ≤ e−a/3 ≤ 0.001,

for sufficiently large c1. (We have used the fact that the above probability is smaller than if
E[|G(S)|] were actually αab.)

Also, ES[|T ∩ S|] ≥ |T |/2 since α ≤ 1/2. So, by the Chernoff bound Pr[Z ≤ E[Z]/2] ≤
e−E[Z]/8,

Pr
S

[
|T ∩ S| ≤ |T |

4

]
≤ e−|T |/16 ≤ 0.001,

for sufficiently large c1 since |T | ≥ log n ≥ c1.
Thus, by the union bound:

Pr
S

[
|T ∩ S| ≤ |T |

4
∨ |G(S)| ≥ 2αab

]
≤ 0.002. (4.19)

Also,

E
x

[
|Ĝ(S,x)| | S

]
≤ m

|G(S)|
|T ∩ S|

.

Thus, using Markov’s inequality in the second line below,

E
x,S

[
|Ĝ(S,x)|

∣∣∣∣ |T ∩ S| > |T |
4
, |G(S)| ≤ 2αab

]
≤ m

2αab

|T |/4
=

8αabm

|T |
,

Pr
x,S

[
|Ĝ(S,x)| > 8000αabm

|T |

∣∣∣∣ |T ∩ S| > |T |
4
, |G(S)| ≤ 2αab

]
≤ 0.001.

By the union bound over the above and Equation (4.19), since Pr[E] ≤ Pr[E|F ] + Pr[¬F ]

Pr
x,S

[
|Ĝ(S,x)| > 8000αabm

|T |

]
≤ 0.001 + 0.002.



CHAPTER 4. A THEORY OF UNSUPERVISED TRANSLATION 128

Finally, since

b ≤ |T |
α105m

8000αabm

|T |
≤ 0.08 · a ≤ a

8

Pr
x,S

[
|Ĝ(S,x)| > a

8

]
≤ 0.003

By the union bound with Equation (4.18),

Pr
x,S

[
|D(S)| ≤ a

4
∨ |Ĝ(S,x)| > a

8

]
≤ 0.004

Let
F (S,x) := {i ∈ D(S) | ∀j ∈ [b] xij /∈ Ĝ(S)(S,x)} ⊆ D.

Clearly |F (S,x)| ≥ |D(S)|− |Ĝ(S,x)| because each x ∈ Ĝ(S,x) can remove at most one row
from D(S). Thus,

Pr
x,S

[
|F (S,x)| ≤ a

8

]
≤ 0.004. (4.20)

F (S,x) will function exactly like C in the analysis above of Equation (4.14). We repeat
this analysis for completeness, replacing C by F . Let F ′(S,x) ⊆ F (S,x) be those i which
θ̂i ̸= ⋆i,

F ′(S,x) := {i ∈ F (S,x) | θ̂i ̸= ⋆i}.

For any algorithm and any F (S,x), Ex[|F ′(S,x)| | S] = |F (S,x)|/2 because no information
whatsoever has been revealed about θi for any i ∈ F . Thus, by the same Chernoff bound,
we have:

Pr
S,x

[
|F ′(S,x)| ≤ 1

4
|F (S,x)|

∣∣∣ |F (S,x)| > a

8

]
≤ e−

a
16

· 1
8 ≤ 0.001,

for sufficiently large c1. By the union bound over this and Equation (4.20),

Pr
S,x

[
|F ′(S,x)| ≥ a

32

]
≥ 0.995.

Since each row i ∈ F ′ incurs ≥ b/2 errors on examples x by definition of F ′ and D, since
F ′ ⊆ D and thus at least b/2 errors on j for which f⋆(xij) ∈ S. Thus,

err
(
θ̂
)
≥

b ·
∣∣F ′(S,x)

∣∣
2|T |

.

Thus,

Pr
S,x

[
err
(
θ̂
)
≥ ba

64α|T |

]
≥ 0.995.
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Name Symbol Value
Number of source sentences |T | 105

Number of target sentences |P | 106

Number of training data m 1, . . . , 100
Number of validation data 1000

Fraction of common nonsense α 0, 0.1, . . . , 0.8

Figure 4.7: Parameters for experiments in the common nonsense model (Fig-
ure 4.5). The experiments were run in parallel on an AWS r6i.4xlarge for a total of four
CPU-hours.

Now, a ≥ 1
2
log n for sufficiently large c1 and we also have b ≥ |T |

2α105m
by Equation (4.16)

since |T |
α105m

≥ 2 since α ≤ 1/2 and we are in the case where 105m ≤ |T |. Thus,

Pr
S,x

[
err
(
θ̂
)
≥ log n

256α105m

]
≥ 0.995.

This establishes Equation (4.15) for c3 ≥ 256× 105.

4.4.3 Experiments

Since in the common nonsense model the structure of sentences is arbitrary, we represent
sentences by integer IDs, [105] = 1, 2, . . . , 105 and [106] for the target language. We generate a
prior ρ from the common nonsense model by taking the target sentence ids [106] and labeling a
random α-fraction of them as nonsense; the remaining sentences are called sensical S. Given
a ground-truth translator f⋆ : [10

5] → [106], the source language then distributes uniformly
over the back-translation of sensical sentences, f−1

⋆ (S).
The translator family {fθ|θ ∈ Θ} is taken to be a set of 105 random one-to-one translators,

of which one is secretely chosen to be ground-truth f⋆. We then train an MLE algorithm
on random samples from the source language: Each sample x ∼ µ rules-out a subset of
translators, namely, all θ ∈ Θ such that fθ(x) /∈ S, i.e., is nonsensical.

Figure 4.5 shows that as the number of samples increases, the average error over the
plausible translators (that have not been ruled-out) decreases. To show how language com-
plexity / common ground affect translatability, we ablate the parameter α which determines
the fraction of common nonsense. Our experiments validate the intuition that increased
common nonsense results in lower translation error. The error of a translator is computed
as the fraction of disagreements with the ground-truth on a hold-out validation set of size
1000. The values with which the model is instantiated are detailed in Figure 4.7.
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4.5 The knowledge-graph model
In this section, we define a model in which each text represents an edge between a pair
of nodes in a knowledge graph. Both languages have knowledge graphs, with the source
language weakly agreeing with an unknown subgraph of the target language.

We fix X = X × X = X2 and Y = Y × Y = Y 2 with r := |X| and n := |Y |. The
set of translators considered is all mappings from the r source nodes to the n target nodes,
namely ΘXY = {θ : X ↪→ Y } and fθ

(
(u, v)

)
:=
(
θ(u), θ(v)

)
. The random knowledge graph is

parametrized by the number of source nodes r, target node set Y , an edge density parameter
p ∈ (0, 1) representing the expected fraction of edges present in each graph, and an agreement
parameter α ∈ (0, 1] representing the correlation between these edges. In particular, α = 1
corresponds to the case where both graphs agree on all edges, and α = 0 corresponds to the
case where edges in the graphs are completely independent. These parameters are unknown
to the learner, who only knows X and Y (and thus X = X2,Y = Y 2).

Definition 4.17 (Random knowledge graph). For a natural number r ≤ |Y |, the KG =
KG(Y, r, p, α) model determines a distribution over sets T, P ⊆ Y (which determine distri-
butions ρ and µ). The sets T and P are sampled as follows:

1. Set P ⊆ Y is chosen by including each edge y ∈ Y with probability p, independently.

2. Set S ⊆ Y of size |S| = r is chosen uniformly at random.

3. Set T ⊆ S2 is chosen as follows. For each edge y ∈ S2, independently,

a) With probability α, y ∈ T if and only if y ∈ P .

b) With probability 1 − α, toss another p-biased coin and add y to T if it lands on
“heads”; that is, y ∈ T with probability p, independently.

It is easy to see that T ⊆ S2 and P ⊆ Y 2 marginally represent the edges of Erdős–Rényi
random graphs Gr,p and Gn,p, respectively. Moreover, the event that y ∈ T is positively
correlated with y ∈ P : for each y ∈ S2, since with probability α > 0 they are identical and
otherwise they are independent. Formally, the equations below describe the probability of
y ∈ T for each y ∈ S2 after we fix S and choosing T ⊆ S2. Letting q := (1 − p), for each
y ∈ S2:

Pr[y ∈ T ] = Pr[y ∈ P ] = p (4.21)
Pr[y ∈ T \ P ] = Pr[y ∈ P \ T ] = (1− α)pq (4.22)

Pr[y /∈ P | y ∈ T ] = Pr[y /∈ T | y ∈ P ] =
(1− α)pq

p
= (1− α)q (4.23)

The last equality, shows that the probability of excluding a random y ∈ T from P is smaller
than the probability of excluding a random “incorrect translation” y′ ̸= y, Pr[y′ /∈ P ] = q >
(1− α)q.
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We now describe how ρ, τ, are determined from T, P and how µ, ⋆ may be chosen to
complete the model description. The ground-truth target translated distribution τ := U(T )
is uniform over T . The prior ρ is uniform over P , and then “smoothed” over the rest of the
domain Y . Formally,

ρ(y) :=

{
1
2
·
(

1
|P | +

1
|Y|

)
if y ∈ P

1
2|Y| if y /∈ P.

The ground-truth translator ⋆ ∈ Θ is obtained by sampling a uniformly random ⋆ : X ↪→ S.
Lastly, we take µ = U(f−1

⋆ (T )), which agrees with the definition of τ .13

Next, we state the main theorem for this model, formalizing Theorem 4.2 from the
introduction.

Theorem 4.18 (Translatability in the KG model). Fix any m ≥ 1, ∅ ̸= S ⊆ Y, δ, α, p ∈
(0, 1), and let r := |S|, n := |Y |, q = 1 − p. Then, with probability ≥ 1 − δ over T, P from
KG(S, Y, p, α),

err
(
θ̂
)
≤ max

(
64

α2pq2r2
ln

6nr

δ
,
2

αq

√
2

m
ln

6nr

δ

)
,

where θ̂ = MLEρ(x1, x2, . . . , xm) is from Definition 4.1. Simply, for p < 0.99, with probability
≥ 0.99,

err(θ) = O

(
log n

α2pr
+

1

α

√
r log n

m

)
.

4.5.1 Proving Theorem 4.18

Our goal in this section is to prove Theorem 4.18. The proof is based on the following main
lemma. We first state and prove this lemma, and then derive the theorem from it. Recall
that the sets T, P ⊆ Y = Y × Y = Y 2 represent the edges of the two knowledge graphs.

Lemma 4.19. Fix ∅ ≠ S ⊆ Y , π : Y 2 ↪→ Y 2, δ, p, α ∈ (0, 1), q := 1− p, and

ε ≥ 32 · ln(1/δ)

pα2q2|S|2
.

13Formally, the KG model outputs T, P which may not determine S if some nodes have zero edges. In
that case, we choose ⋆ randomly among θ such that fθ(X ) ⊇ T . In the exponentially unlikely event that
either S or T is empty, we define both τ, ρ to be the singleton distribution concentrated on (y, y) for the
lexicographically smallest y ∈ Y and µ to concentrated on (x, x) for x = f−1

⋆ (y). It is not difficult to see
that MLE selects a translator with 0 error.
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For any (T, P ) ∼ KG(S, Y, p, α) chosen from the random knowledge graph distribution, we
define

A := {y ∈ T | π(y) ̸= y}
B := {y ∈ A | π(y) /∈ P}
C := {y ∈ A | y /∈ P}

Then,
Pr
T,P

[
|A| ≥ ε|T | ∧ |B| − |C| ≤ αq

2
|A|
]
≤ 5δ.

Proof. Let A′ := {y ∈ S2 | π(y) ̸= y}, so A ⊆ A′. If π is the identity then the lemma holds
trivially, therefore we can assume that A′ ̸= ∅. If ε > 1 then the lemma holds trivially as
well, because A ⊆ T and therefore |A| ≤ |T |, so we assume ε ∈ (0, 1].

For each y ∈ A′, Equations (4.21) and (4.22) under Definition 4.17 imply that Pr[y ∈
C] = Pr[y ∈ T \ P ] = (1− α)pq and Pr[y ∈ A] = Pr[y ∈ T ] = p, thus Bayes rule gives

∀y ∈ A′ Pr[y ∈ C | y ∈ A] =
(1− α)pq

p
= (1− α)q.

Now suppose we fix V ⊆ A′ and condition on A := A′ ∩ T = V . Note that the event y ∈ C
is independent for different y ∈ V , therefore for any y ∈ V it holds that

Pr
T,P

[y ∈ C | A = V ] = Pr
T,P

[y ∈ C | y ∈ A] = (1− α)q.

Therefore, E[|C| | A = V ] = (1− α)q|A|, and so a Chernoff bound gives

∀V ⊆ A′ Pr
T,P

[
|C| ≤ (1− α)q|A|+

√
1

2
|A| ln 1

δ

∣∣∣∣∣ A = V

]
≥ 1− δ.

(Normally, Chernoff bounds would give the tight inequality that Pr[|C| < . . .] ≥ 1 − δ, but
the ≤ in the above is necessary for the case in which A = ∅ in which case Chernoff bounds
do not apply because it would be over |A| = 0 coin flips.) Since this holds for every V , we
have:

Pr
T,P

[
|C| ≤ (1− α)q|A|+

√
1

2
|A| ln 1

δ

]
≥ 1− δ. (4.24)

By Proposition 4.16, we can partition A′ into three disjoint sets,

A′ = A′
1 ∪ A′

2 ∪ A′
3 such that π(A′

i) ∩ A′
i = ∅.

As above, we are going to condition on the value of Ai := A′
i ∩ T . Also, define,

Bi := {y ∈ Ai | π(y) /∈ P} = B ∩ Ai.
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Now, fix any i ∈ [3] and any set V ⊆ A′
i. We now claim that for all i ∈ [3], V ∈ A′

i, and
y ∈ V

Pr
T,P

[y ∈ Bi | Ai = V ] = Pr
T,P

[π(y) /∈ P | y ∈ T ] = q.

The rightmost equality follows from the fact that π(y) ̸= y so π(y) /∈ P is independent of
y ∈ T . The leftmost equality follows similarly: Since π(A′

i) ∩ A′
i = ∅, the event Ai = V is

independent of π(y) /∈ P . Thus, again by Chernoff bounds we have

∀i ∈ [3] ∀V ⊆ A′
i Pr

T,P

[
|Bi| ≥ q|Ai| −

√
1

2
|Ai| ln

1

δ

∣∣∣∣∣ Ai = V

]
≥ 1− δ.

Since this holds for all V , it holds unconditionally, and by the union bound it follows that

Pr
T,P

[
∀i ∈ [3] |Bi| ≥ q|Ai| −

√
1

2
|Ai| ln

1

δ

]
≥ 1− 3δ. (4.25)

Now, since the sets Bi partition B and Ai partition A, we have |B| =
∑

i |Bi| , |A| =
∑

i |Ai|
, and also

∑3
i=1

√
|Ai| ≤

√
3|A| by Cauchy–Schwartz. Thus, summing the three equations

in Equation (4.25) probability implies

Pr
T,P

[
|B| ≥ q|A| −

√
3

2
|A| ln 1

δ

]
≥ 1− 3δ.

Combining with Equation (4.24) gives, by the union bound,

Pr
T,P

[
|B| − |C| ≥ q|A| −

√
3

2
|A| ln 1

δ
− (1− α)q|A| −

√
1

2
|A| ln 1

δ

]
≥ 1− 4δ.

Since
√

3/2 +
√

1/2 ≤ 2, this implies:

Pr
T,P

[
|B| − |C| ≥ αq|A| − 2

√
|A| ln 1

δ

]
≥ 1− 4δ.

Or equivalently,

Pr
T,P

[
|B| − |C| < αq|A| − 2

√
|A| ln 1

δ

]
≤ 4δ.

Since adding additional restrictions can only reduce a probability, we have:

Pr
T,P

[
p|S|2

2
≤ |T | ≤ |A|

ε
∧ |B| − |C| < αq|A| − 2

√
|A| ln 1

δ

]
≤ 4δ.
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But if p|S|2
2
≤ |T | ≤ |A|

ε
then 2|A| ≥ εp|S|2 and then, since ε ≥ 32

α2q2p|S|2 ln
1
δ
:

2

√
|A| ln 1

δ
≤ 2

√
2|A|
εp|S|2

· |A| ln 1

δ
≤ 2|A|

√
2

p|S|2 32
α2q2p|S|2 ln

1
δ

ln
1

δ
=

αq

2
|A|.

Thus,

Pr
T,P

[
p|S|2

2
≤ |T | ≤ |A|

ε
∧ |B| − |C| < αq

2
|A|
]
≤ 4δ.

Since, in general, for any two events X and Y it holds that Pr[Y ] ≤ Pr[X, Y ] + Pr[X],
we have

Pr
T,P

[
|T | ≤ |A|

ε
∧ |B| − |C| < αq

2
|A|
]
≤ Pr

T,P

[
p|S|2

2
≤ |T | ≤ |A|

ε
∧ |B| − |C| < αq

2
|A|
]
+

+ Pr
T,P

[
p|S|2

2
> |T |

]
≤ 4δ + Pr

T,P

[
p|S|2

2
> |T |

]
≤ 4δ + δ,

which is equivalent to the statement in the lemma. To see the last step above, note that
E[|T |] = p|S|2 and thus by multiplicative Chernoff bounds,

Pr

[
|T | < p|S|2

2

]
≤ exp

(
−p|S|2

8

)
≤ exp

(
−p|S|2

8
· 1
ε
· 32

α2q2p|S|2
ln

1

δ

)
= δ

4
εα2q2 ≤ δ.

In the last step we have utilized the fact that α, q, δ ∈ (0, 1], and the fact (observed in
the first paragraph of this proof) that we may assume that ε ∈ (0, 1] else the lemma holds
trivially.

Using the above lemma, we now prove our main theorem regarding knowledge graphs.

Proof. of Theorem 4.18. Let q := 1− p and,

ε := max

(
64

α2pq2|S|2
ln

6n|S|

δ
,
2

αq

√
2

m
ln

6n|S|

δ

)
.

For any θ ∈ Θ define,

Aθ := {y ∈ T | πθ(y) ̸= y}
Bθ := {y ∈ Aθ | πθ(y) /∈ P}
Cθ := {y ∈ Aθ | y /∈ P}
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Note that since err(θ) = |Aθ|/|T |, our goal is to show that, with probability ≥ 1− δ, we will
not output any θ with |Aθ| ≥ ε|T |.

Recall that |Θ| ≤ n|S|. By Lemma 4.19 substituting δ′ = 1
6n|S| δ and the union bound over

θ ∈ Θ which is of size |Θ| ≤ n|S|,

Pr
T,P

[
∃θ ∈ Θ |Aθ| ≥ ε|T | ∧ |Bθ| − |Cθ| ≤

αq

2
|Aθ|

]
≤ 5δ

6
.

Using err(θ) = |Aθ|/|T |, this implies,

Pr
T,P

[
∃θ ∈ Θ err(θ) ≥ ε ∧ |Bθ| − |Cθ| ≤

αqε|T |
2

]
≤ 5δ

6

Pr
T,P

[
∃θ ∈ Θ err(θ) ≥ ε ∧ |Bθ|

|T |
− |Cθ|
|T |
≤ αqε

2

]
≤ 5δ

6
(4.26)

Finally, define the empirical “errors” for any θ to be,

êθ =
1

m
{i | fθ(xi) /∈ P}.

It is not difficult to see that the algorithm outputs a θ with minimal êθ, and thus it will not
output any θ with êθ − ê⋆ > 0. Now, it is also not difficult to see that êθ − ê⋆ is the mean of
m random variables in {−1, 0, 1} and

E[êθ − ê⋆] = Pr
y∼τ

[πθ(y) /∈ P ]− Pr
y∼τ

[y /∈ P ] =
|Bθ|
|T |
− |Cθ|
|T |

.

The last step above follows because π⋆ is the identity, and because if y = πθ(y) then y ∈
P ⇐⇒ πθ(y) ∈ P . (Formally, one may define Eθ := {y ∈ T | πθ(y) /∈ P} and observe that
Bθ ⊆ Eθ, Cθ ⊆ E⋆ and Eθ \Bθ = E⋆ \ Cθ). Thus, by Chernoff bounds,

∀θ ∈ Θ Pr
x1,...,xm

[
êθ − ê⋆ ≤

|Bθ|
|T |
− |Cθ|
|T |

+

√
2

m
ln

6|Θ|
δ

]
≤ δ

6|Θ|
.

By the union bound over θ ∈ Θ,

Pr
x1,...,xm

[
∃θ ∈ Θ êθ − ê⋆ ≤

|Bθ|
|T |
− |Cθ|
|T |

+

√
2

m
ln

6|Θ|
δ

]
≤ δ

6
.

Combining with Equation (4.26) gives,

Pr
T,P

[
∃θ ∈ Θ err(θ) ≥ ε ∧ êθ − ê⋆ ≤

αqε

2
−
√

2

m
ln

6|Θ|
δ

]
≤ 5δ

6
+

δ

6
= δ.
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Since, for our choice of ε ≥ 2
αq

√
2
m
ln 6|Θ|

δ
,

Pr
T,P

[∃θ ∈ Θ err(θ) ≥ ε ∧ êθ − ê⋆ ≤ 0] ≤ δ.

Put another way,
Pr
T,P

[∀θ ∈ Θ err(θ) ≤ ε ∨ êθ − ê⋆ > 0] ≥ 1− δ.

We claim that we are done: Observe that if MLE outputs some θ ̸= ⋆ then, b̂θ ≤ b̂⋆. To
see this, recall the definition of the prior ρ,

ρ(fθ(x)) :=

{
1
2
·
(

1
|P | +

1
|Y|

)
if fθ(x) ∈ P

1
2|Y| if fθ(x) /∈ P.

and therefore the objective function minimized by MLE, namely, 1
m

∑m
i=1− log(ρ(fθ(xi))),

is strictly monotonic in b̂θ:

1

m

m∑
i=1

− log(ρ(fθ(xi))) = b̂θ · log
2

1/|Y|
+ (1− b̂θ) log

2

1/|P |+ 1/|Y|

= log
2

1/|P |+ 1/|Y|
+ b̂θ · log

1/|P |+ 1/|Y|
1/|Y|

so the θ output by MLE necessarily minimizes bθ.
Finally, for the simplification in the theorem, note that for p < 0.99, 1/q < 100 is at most

a constant and note that a maximum is never more than a sum.

It is interesting to note that it is possible to prove the same theorem using a generalization
of Plausible Ambiguities, though we use the shorter proof above here because it is somewhat
more involved. This generalization may be useful for other priors of full support. Many
LMs, in practice, assign non-zero probability to every string due to softmax distributions
or a process called “smoothing.” A full-support prior ρ has full support, then Aγ = Θ and
so the parameter εγ becomes too large to be meaningful even for γ = 0. To address this,
we refine our definition of plausible ambiguities as follows. For generality, we state them in
terms of arbitrary loss L, though we only use them for the semantic error L = err.

Definition 4.20 ((γ, κ)-plausible ambiguities). For any γ, κ ∈ [0, 1], the set of (γ, κ)-
plausible ambiguities is:

Aγ,κ :=

{
θ ∈ Θ

∣∣∣∣ Pry∼τ
[ρ(π⋆

θ(y)) ≤ κ] ≤ γ

}
, and εγ,κ := max

θ∈Aγ

L(θ).

Furthermore, Aγ = Aγ,0 and εγ = εγ,0.
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Name Symbol Value
Number of source nodes r 1, 4, 7, 10
Number of target nodes n 10
Number of training data m 1, 2, . . . up to all edges

Edge density (probability of including an edge) p 0.5
Agreement parameter α 0, 0.33, 0.66, 1

Figure 4.8: Parameters for experiments in the knowledge graph model (Fig-
ure 4.4). For ablations on r we take α = 0.5, and for ablations on α we take r = 9.
The experiments were run in parallel on an AWS r6i.4xlarge for a total of two and a half
CPU-hours.

4.5.2 Experiments

In the knowledge graph model, text describes relations between nodes in a directed graph.
Due to computational constraints, we consider ten nodes, each corresponding to a different
word in the target language. To generate edges corresponding to the target language P ,
two nodes are connected with a directed edge independently, with probability 0.5. We then
consider source languages with r ≤ 10 words. Given a ground-truth translator f⋆ : [r]→ [10],
the source language graph T is obtained by choosing a random subset of nodes S of size r,
taking the pre-image of graph induced on S under f⋆, and (3) adding noise by redrawing
each edge with probability 1− α for a fixed agreement coefficient α ∈ (0, 1).

The prior ρ is derived from the edges of P , and the source language µ is derived from the
(noisy) permuted subgraph T . We consider the translator family {fθ|θ ∈ Θ} of all node-to-
node (word-to-word) injective translators, of which one is secretly chosen to be ground-truth.
Similarly to the previous setting, we train an MLE algorithm on randomly chosen edges from
T , which correspond to sentences in the source language. For each sampled edge (x1, x2), we
increase the "score" of each translator that agrees with the edge, that is, that (fθ(x1), fθ(x2))
is an edge in the graph P .

To show how common ground affects translatability, we ablate the parameter α deter-
mines the fraction of edges on which the source language graph T and the target language
graph P agree. Figure 4.4 validates the intuition that increased agreement results in lower
translation error, and that as the number of samples increases, the error of the top-scoring
translator decreases.

To show how language complexity affects translatability, we ablate r, which is the size of
the subgraph corresponding to the source language. Figure 4.4 (right) validates the intuition
that a larger subgraph results in lower translation error.

The error of a translator is computed as the fraction of edges whose labels are different
than the ground-truth. The values with which the model is instantiated are detailed in
Figure 4.8.
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4.6 Generalizing the framework

4.6.1 Lossy Translation

Many things can be included in textual transcriptions suitable for translation. For instance,
one can distinguish the speakers, e.g., “Whale 1: ... Whale 2: ... Whale 1: ...” if the source
data is annotated with speaker identifiers. Some aspects of the way one is speaking can be
transcribed, e.g., “Whale 1 (fast tempo clicking): ... Whale 2 (slow, loud clicking): ...” It may be
possible to encode these textually in x.

However, if x is encoded in a more flexible format, such as arbitrary binary files, one
can include as much raw information as possible, including the source audio recording, to
provide the translator with as much context as possible. In that case, lossless translation
will no longer be possible, because one cannot compute the raw x from a textual translation.

Given the possible benefits of such annotations, we propose an extension of our theory to
the lossy setting. A natural generalization of the maximum-likelihood approach is as follows:

min
θ∈Θ

1

m

m∑
i=1

− log ρ(fθ(xi))−
1

λ
log ϕθ(xi | y = fθ(xi)).

Here ϕθ : X ×Y → [0, 1] is a probabilistic inverse (“randomized back translation”) of f whose
parameters are also encoded in θ. Note that the family {(fθ, ϕθ) | θ ∈ Θ} must satisfy that
for all y ∈ Y ,

∑
x∈f−1(y) ϕθ(x | y) = 1, though it is no longer required that fθ be 1–1.

As λ decreases to 0, the optimal solution would assign infinite loss to any fθ : X ↪→ Y and
ϕθ that are not perfect inverses, where there is some x (with positive probability under µ)
such that ϕθ(x | y = fθ(x)) < 1. Thus, for sufficiently small λ, the algorithm is exactly the
minimum cross-entropy (maximum likelihood) algorithm of Definition 4.1. For arbitrarily
large λ, the algorithm will collapse to always outputting the most likely y ∈ Y under ρ. For
example, everything could be translated to Hello regardless of its contents.

For intermediate values of λ, the chosen translator trades off naturalness in the form of
ρ(fθ(x)) versus information loss which is inversely related to ϕθ(xi | y = fθ(xi)). This trade-
off makes it challenging to define and analyze the success of a lossy unsupervised translation
algorithm. Nonetheless, the algorithm is intuitive.

4.6.2 Infinite parameter sets Θ

In some cases, one can learn with many fewer examples, which is important when parame-
ters are real-valued and |Θ| = ∞ or when the model is over-parameterized. However, one
can analyze even these cases in our model using the following “trick.” Suppose one has a
supervised translation algorithm Super that takes m labeled examples (xi, yi) as input and
outputs θ ∈ Θ. A simple observation in these cases is that one could use an initial set of m
unlabeled examples, x1, . . . , xm, to define a subset of translators:

Θ :=
{
Super

(
(x1, y1), (x2, y2), . . . , (xm, ym)

)
| y1, y2, . . . , ym ∈ Y

}
.
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Sentence Probability
I just ate a giant squid. 1.5× 10−9

I just ate a giant cheeseburger. 1.9× 10−8

A sperm whale said: I just ate a giant squid. 6.8× 10−14

A sperm whale said: I just ate a giant cheeseburger. 1.2× 10−17

Figure 4.9: Without using a prompt, the sentence I just ate a giant cheeseburger is more likely,
but using the prompt A sperm whale said:, the sentence I just ate a giant squid is much more
likely. Probabilities are from the GPT-3 API.

That is, we restrict attention to the set of possible translators that we could output for
any given ground-truth translations, then it is not difficult to see log |Θ| ≤ m log |Y|. If
we assume that one of these is accurate and natural, then restricting the attention of MLE
to this set will suffice, and Theorem 4.6 means that the number of examples required is
O(log |Θ|) = O(m log |Y|) which is a linear blowup in the number of examples m used for
supervised translation. To make this formal, one would start from only assuming that one
of the translators had negligible error—this is left to future work.

4.7 Where might we find a good prior?
The most direct way to improve a prior is to train (or fine-tune) the LM on a dataset that
includes a large number of articles relevant to the source language, e.g., volumes of oceanic
research, for whales. In addition, training on a wide variety of sources including multiple
languages, diverse sources, and encoding systems may be helpful. It is possible that a system
that has how to transfer knowledge between hundreds of languages and even programming
languages, may have a better prior.

Another general strategy for creating a prior is to use prompting: Given a prompt string
s, one can define ρ(y) ∝ ν(s y), that is the prior distribution of text that that LM generates
conditioned on the text beginning with s. Figure 4.9 illustrates some toy examples of how
even a simple prompt like A sperm whale said: can help focus on translations that are more
likely for a sperm whale to say, and eliminate irrelevant translations.

Background prompts. There is a natural and potentially powerful idea that an unsu-
pervised translator, in addition to outputting translations, would automatically generate a
background prompt that increases the intelligibility of many translations.14 Suppose, for ex-
ample, across numerous communications, the unsupervised translator determines that sperm

14In general, the problem of AI-based prompt generation has recently attracted attention, e.g., Shin et al.,
2020.
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whales measure time in “number of naps” and that typical nap duration varies by age. Then,
rather than having to repeatedly explain this in each translation, it can be explained once in
a background prompt that is automatically inserted before each translation. For example,
following the prompt

s = Sperm whales measure time in numbers of naps, but each whale’s typical nap duration depends on
their age. So if a whale’s nap duration is 9 minutes, then 4 naps is about 36 minutes (though
whales tend to exaggerate times). A sperm whale said:

would make translations like Wow, I just dove for 6 naps or How many naps ago was that? both
more likely and more understandable.

4.8 Conclusion
We have given a framework for unsupervised translation and instantiated it in two stylized
models. Roughly speaking, in both models, the error rate is inversely related to the amount of
samples, common ground, and the language complexity. The first two relations are intuitive,
while the last is perhaps more surprising. All error bounds were information-theoretic,
meaning that they guarantee a learnable accurate translator, but learning this translator
might be computationally intensive.

In both models, the translators are restricted. In the knowledge graph, the translators
must operate node-by-node following an assumed compositional language structure.15 In
the common nonsense model, the restriction is based on the translator description bit length
log |Θ|. To illustrate how such restrictions can be helpful, consider block-by-block translators
which operate on limited contexts (e.g., by paragraph). Consider again the hypothetical ex-
ample of Figure 4.1. Suppose the three texts are outputs of three translators Θ = {A,B,C}.
Let us suppose that translator A always produces accurate and natural translations, and
further that all translators work paragraph-by-paragraph, as modern translation algorithms
operate within some limited context window. In fact, one can imagine the translators of dif-
ferent paragraphs as a set of isolated adversaries where each adversary is trying to mistrans-
late a paragraph, knowing the ground-truth translation of their paragraph, while attempting
to maintain the plausibility of the entire translation. If only the first-paragraph adversary
mistranslates reef to ocean basin, then the translation lacks coherence and is unlikely. If the
adversaries are in cahoots and coordinate to all translate reef to ocean basin, they would
generate: Have you seen mom? I just returned from the ocean basin. At the basin, there were a lot
of sea turtles. which has low probability ≈ 10−25, presumably because encoded in GPT-3’s
training data is the knowledge that there are no turtles deep in the ocean near the basin.
While the adversary could also decide to change the word turtle to something else when it

15That is, we assume that each translator has a latent map from nodes in the source graph into nodes in
the target graph, and edges are mapped from the source to target graphs in the natural way. The study of
compositional communication systems, among humans and animals, has played a central role in linguistics
(Zuberbühler, 2020).
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appears near basin, eventually it would get caught in its “web of deceit.” The intuition is
that, across sufficiently many translations, the prior will not “rule out” the ground-truth
translations while very incorrect translators will be ruled out.

Judging success. Our analysis sheds some light on whether it is even possible to tell if
translation without parallel data (UMT) is successful. A positive sign would be if millions of
translations are fluent English accounts that are consistent over time across translations. In
principle, however, this is what LM likelihood should measure (excluding consistencies across
translations which sufficiently powerful LMs may be able to measure better than humans).
We also considered a statistical distance (KL divergence) between the translations fθ̂(x) for
x ∼ µ and the prior y ∼ ρ, and µ could be estimated given enough samples. If this distance
is close to zero, then one can have predictive accuracy regardless of whether the translations
are correct. This raises a related philosophical quandary: a situation in which two beings are
communicating via an erroneous translator, but both judge the conversation to be natural.

Future Work. Our initial exploration leaves plenty of room for future work. In particular,
we propose the following possible directions:

1. In our lossless models, the target language subsumes the source language in the sense
that everything that is representable in the source language can also be represented
in the target language. It would be interesting to extend our work to the partially-
overlapping case.

2. The language distribution in our models are all uniform. It would be interesting to
examine non-uniform distributions such as Zipfian or power-law distributions.

3. As stated earlier, our analysis is purely information-theoretic and leaves the question
of the efficiency of UMT open.

4. A good starting point for the efficiency question would be to design efficient UMT
algorithms for one of the randomized models of language presented in this chapter.
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Chapter 5

Towards A Translative Model of Sperm
Whale Vocalizations

Understanding the communication of sperm whales (Physeter macrocephalus) is among the
most fascinating questions in animal behavioral studies.

Sperm whales communicate using codas—short sequences of clicks that vary in number,
rhythm, and tempo (Watkins and Schevill, 1977; Weilgart and Whitehead, 1993; Sharma
et al., 2024a). They live in stable, female-led social units that form larger vocal clans based
on dialect (Rendell and Whitehead, 2003). That is, the dialect of a social unit determines
its clan, with social units associating exclusively with other units from their clan (Gero et
al., 2016). Furthermore, dialects are believed to be learned socially rather than inherited
genetically (Cantor and Whitehead, 2015; Rendell et al., 2012).

The complexity of these learned vocal patterns has motivated new computational ap-
proaches to understanding codas and their functionality. Leitao et al. (2024) modeled codas
as (variable-length) Markov chains, revealing new patterns of inter-clan social learning. Be-
guš et al. (2023) study vowel-like spectral properties of codas, which were initially suggested
by interpreting the codebook of a Generative Adversarial Network (GAN). Most recently,
Sharma et al. (2024b) train a transformer on click timings (inter-click intervals), which is
able to predict codas in an exchange based on long-term dependencies, as well as future
diving behavior. These studies collectively highlight how machine learning—particularly
transformer architectures—can decode patterns imperceptible to traditional methods.

Transformers (Vaswani et al., 2017) originated in natural language translation, where
they revolutionized the field by enabling high-quality, context-aware machine translation.
Whereas transformers have since become ubiquitous across machine learning (e.g. Chen
et al. 2021; Khan et al. 2022; Moussad, Roche, and Bhattacharya 2023), in this work we
propose again to use transformers towards translation—of animal communication.

While transformers have been used in settings where parallel data is nonexistent (Con-
neau and Lample, 2019) and for translation from audio (Kano, Sakti, and Nakamura, 2021),
applying these advances to animal communication presents deep challenges. Even merely
defining the problem has been the subject of studies spanning theoretical computer sci-
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Figure 5.1: Left: WhAM is trained by finetuning VampNet (García et al., 2023), an audio-
to-audio transformer pretrained on a large music dataset (a). Namely, we perform domain
adaptation (b) on animal vocalizations followed by species-specific finetuning (c) on a
novel sperm whale coda dataset. Right: WhAM synthesizes context-aware variations (d)
of input codas and acoustically translates (e) natural and (f) artificial audio into coda-like
audio. Illustration ©Alex Boersma.

ence (Goldwasser et al., 2023), biology (Yovel and Rechavi, 2023; Amphaeris et al., 2023),
linguistics (Berwick and Chomsky, 2016; Amphaeris, Shannon, and Tenbrink, 2022), and
philosophy (Suzuki, Wheatcroft, and Griesser, 2020; Hobaiter, Graham, and Byrne, 2022).

Existing approaches to modeling sperm whale codas have made significant advances in our
understanding of sperm whale codas. Bermant et al. (2019) developed effective methods for
coda detection and classification, while generative models based on GANs (Beguš, Leban,
and Gero, 2023; Kopets et al., 2024) have shown the potential for synthesizing coda-like
audio. The aforementioned timing-based analyses of Leitao et al. (2024) and Sharma et
al. (2024b) have yielded new insight into the social and behavioral aspects of sperm whale
communication.

Our work will address challenges left open by these works: While GAN-based models can
generate coda-like audio (Beguš, Leban, and Gero, 2023; Kopets et al., 2024), they cannot
easily condition on a given context. Timing-based approaches (Leitao et al., 2024; Sharma
et al., 2024b) capture important temporal patterns but may miss features only present in
the raw audio, such as the recently discovered vowels (Beguš et al., 2023). Moreover, cur-
rent methods train separate models for classification (Bermant et al., 2019) and generation,
despite the intuition that a model capable of realistic generation should also learn represen-
tations useful for classification. Lastly, none of these tackled the issue of translating across
acoustic domains.

To address these challenges, we introduce the Whale Acoustics Model (WhAM, Fig-
ure 5.1), a new approach to modeling sperm whale codas that unifies three capabilities:

• Acoustic translation:1 WhAM can translate an audio prompt (e.g. other animal
1We emphasize that translation is in the acoustic sense; semantic translation remains a distinct and more
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vocalizations or even noise) into the acoustic style of sperm whale codas, acting as a
form of cross-domain style transfer.

• Generation: WhAM can generate novel “pseudocodas” that are perceptually similar
to real codas, as evaluated by expert listeners.

• Classification: WhAM’s learned representations are useful for a range of classification
tasks, including rhythm type (Sharma et al., 2024a), social unit classification (Best,
1979; Christal and Whitehead, 2001; Gero, Whitehead, and Rendell, 2016a), and the
recently discovered vowel-like features of Beguš et al. (2023)—despite being trained
primarily for generation.

Contributions. This chapter presents the first unified model of sperm whale codas capable
of acoustic translation, generation, and classification. Notably, WhAM demonstrates that
meaningful bioacoustic features emerge from purely generative training, aligning with recent
work on self-supervised (non-generative) modeling of animal vocalizations (Hagiwara, 2023).

WhAM serves as a proof of concept, applying advances in neural audio modeling to
bioacoustics in a novel and unifying way. To facilitate further research, we will release the
model and its training and evaluation code. Remarkably, WhAM achieves strong results
after just five days of training on a single GPU. While the dataset is small compared to
those used for large audio models (Borsos et al., 2023; Agostinelli et al., 2023), our results
suggest that scaling up could yield even greater improvements.

Finally, WhAM was developed in close collaboration with marine biologists and under-
water acousticians with domain expertise in sperm whale vocalizations. The model was
evaluated through perceptual studies conducted by an interdisciplinary team of specialists.
To our knowledge, this is the first work to evaluate the perception of experts on synthetically
generated codas, igniting a crucial discourse for validating the utility of generative models
in bioacoustics research.

5.1 Sperm whale vocalizations
Sperm whales have evolved remarkable acoustic capabilities. Figure 5.2 illustrates the key
anatomical and acoustic aspects of these capabilities, which form the basis for their complex
communication system.

Sperm whales live in a multileveled social structure with female lines living together in
’units’ with stable membership (Whitehead, 2003). Early acoustic research proposed that
codas might serve as individual signatures (Watkins and Schevill, 1977), but subsequent
studies instead suggested that different coda types may have distinct functions (Antunes
et al., 2011), and that variation of coda usage among units suggested a function in unit-level
social identity (Moore, Watkins, and Tyack, 1993; Weilgart and Whitehead, 1993; Weilgart

ambitious goal.
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Figure 5.2: Left: The sperm whale head contains the spermaceti organ (c), a cavity filled
with almost 2kL of wax-like liquid, and the junk compartment (f), comprising a series of
wafer-like bodies believed to act as acoustic lenses. The spermaceti organ and junk act
as two connected tubes, forming a bent, conical horn of about 10m in length and 0.8m
aperture in large mature males. The sound emitted by the phonic lips (i) in the front of the
head is focused by traveling through the bent horn, producing a flat wavefront at the exit
surface. Right: Typical temporal structure of sperm whale echolocation and coda clicks.
Echolocation signals are produced with consistent inter-click intervals (of approximately
0.4s) while coda clicks are arranged in stereotypical sequences called “codas” lasting less
than 2s. Codas are characterized by the different number of constituent clicks and the
intervals between them (called inter-click intervals). Codas are typically produced in multi-
party exchanges that can last from about 10s to over half an hour. Each click, in turn,
presents itself as a sequence of equally spaced pulses, with inter-pulse interval of an order of
3–4ms in an adult female, which is the result of the sound reflecting within the spermaceti
organ. Figures and captions reproduced with permission from Andreas et al. (2022a).

and Whitehead, 1997). Even when living in the same waters, whales from different social
units will only associate with units which share a similar repertoire of codas. This social
segregation based on acoustic similarity was used to delineate the highest level of social
organization which structures their populations, the vocal clan; and that codas function as
symbolic markers of these cultural groups (Rendell and Whitehead, 2003; Gero et al., 2016;
Hersh et al., 2022). Importantly, there is good evidence that these distinct dialects of codas,
with variation in number of clicks, as well as rhythm and tempo, are the product of social
learning, and not genetically inherited (Cantor and Whitehead, 2015; Rendell et al., 2012).
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5.2 Training the Whale Acoustics Model

5.2.1 Masked Acoustic Token Modeling with VampNet

VampNet (García et al., 2023) is an audio-to-audio generative model, pretrained on 797k
music tracks from thousands of artists. VampNet consists of three neural models: a
tokenizer, a coarse-token model, and a coarse-to-fine model. For simplicity of presentation
we will avoid the distinction between coarse and fine tokens, instead decomposing VampNet
into an Acoustic Tokenizer and a Masked Acoustic Token Model. The reader is referred to
García et al. (2023) for full details of the model, and Section 5.6.2 for a specification of
hyperparameters used in training WhAM.

Acoustic Tokenizer. The tokenizer takes as input an Nsec-second audio snippet sampled
at Nsam Hz, and outputs a sequence of ℓ discrete tokens from a finite vocabulary Σ. A
jointly-trained detokenizer will convert token sequences back into audio:

T : RNsec×Nsam → Σℓ

T−1 : Σℓ → RNsec×Nsam .

VampNet uses a residual vector quantization approach known as the Descript Audio Codec
(DAC, Kumar et al. 2023). At a high level, audio is tokenized in a temporal and hierarchical
fashion, such that each interval of samples is replaced with a “stack” of tokens; this means
that neighboring stacks of tokens correspond to contiguous intervals of samples in the audio.
For example, the first five token stacks (σ1, . . . , σ5) could correspond to the first 0.5 seconds
of audio.

Masked Acoustic Token Model (MATM). A bidirectional transformer M is trained
to perform the cloze task on acoustic token sequences. That is, each audio snippet in the
pretraining dataset is tokenized, and then a bidirectional transformer is trained to predict a
random subset of masked tokens.

M : (Σ ∪ {[MASK]})ℓ → Σℓ

A pretrained MATM can be finetuned in various ways. Following García et al. (2023),
we finetune using Low Rank Adaptation (LoRA, Hu et al. 2022).

Generation. After training a tokenizer T , detokenizer T−1 and a (possibly finetuned)
MATM M , VampNet can be used to generate variations of given “prompt” audio snippets.
This is done in the natural way, by randomly masking the tokenized audio; importantly,
the masking scheme used in generation time does not need to be uniformly random. For
example, the scheme can leave (classically-detected) beats unmasked, so as to preserve the
rhythm of the prompt. Rather than generating all masked tokens simultaneously (e.g. as
in BERT, Devlin et al. 2019), VampNet uses iterative parallel decoding (Chang et al., 2022)
wherein tokens are gradually “unmasked” in a sequence of forward passes through the model.
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Figure 5.3: Overview of VampNet’s generation pipeline. Input audio is first converted
into a grid of tokens by the Tokenizer. These tokens are then partially masked to create
a prompt. The Masked Acoustic Token Model (MATM) uses parallel iterative decoding to
generate new tokens, which are finally converted back into audio by the Detokenizer. The
colored squares represent acoustic tokens, with grey squares indicating masked positions.

5.2.2 Data

WhAM is trained by finetuning VampNet (Section 5.2.1) on various datasets.

FSD. The Freesound Dataset (Font, Roma, and Serra, 2013) consists of 50k human-labeled
recordings. We used recordings with the animal tag, which totaled 7h45m of audio.

AudioSet. A dataset of two million human-labeled audio clips taken from YouTube (Gem-
meke et al., 2017a). Of these, we used audio with the animal tag, totaling at about 5
hours.

WMMS. The Watkins Marine Mammal Sound Database (Sayigh et al., 2016) totaling 4h8m.
It includes audio collected over seven decades in at least 67 sites around the world.
Sperm whales are among the 51 species recorded.

DSWP. A dataset of 2507 annotated codas (1h26m) collected over thirteen years in a
2000km2 area off the coast of Dominica. It consists of codas recorded using far-field
boat-based hydrophones and noninvasive animal-borne tags.

CETICETI. A growing dataset of sperm whale vocalizations consisting of 7653 annotated
codas (4h33m) at time of model training.
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Figure 5.4: Fréchet Audio Distance between natural sperm whale codas and various audio
sources, before and after translation through WhAM. Lower FAD indicates greater acoustic
similarity to natural codas. Full names of animals along with the number of samples from
each can be found in Table 5.3

The training of WhAM is split into two phases: (1) Domain adaptation, in which the
base VampNet is finetuned on FSD+AudioSet+WMMS for 500k iterations; (2) species-
specific finetuning, in which domain-adapted VampNet is finetuned on DSWP+CETI for an
additional 500k iterations. Both phases follow the same (LoRA) finetuning procedure, but
we find this split to be conceptually useful. Additional details are deferred to Section 5.6.1

5.3 Experimental results
We evaluate WhAM through three complementary analyses. First, we assess the quality
of WhAM’s synthetic codas through quantitative metrics, specifically the Fréchet Audio
Distance (FAD, Kilgour et al. 2019) between generated and natural codas. Second, we
conduct a perceptual study with expert marine biologists to evaluate how well our synthetic
codas preserve the characteristic features of natural sperm whale vocalizations. Finally, we
evaluate WhAM’s learned representations on downstream classification tasks to investigate
whether our model captures meaningful acoustic features of sperm whale communication.

5.3.1 Fréchet Distance of Audio Translation

A key aspect of WhAM is its ability to “translate” audio inputs into the acoustic style of
sperm whale codas. To evaluate this capability quantitatively, we measure the Fréchet Audio
Distance (FAD, Kilgour et al. 2019) between natural and WhAM-generated synthetic codas.



CHAPTER 5. TOWARDS A TRANSLATIVE MODEL OF SPERM WHALE
VOCALIZATIONS 149

FAD measures the similarity between two audio datasets by comparing embeddings of the
audio signals; lower FAD indicates greater acoustic similarity between the datasets.

While FAD can use embeddings from various models, we chose the Contrastive Language-
Audio Pretraining (CLAP, Wu et al. 2023) based on a principled calibration experiment that
compared the sensitivity of different embeddings to the rhythmic patterns crucial to coda
structure (Section 5.4.1). We evaluate WhAM’s translation ability using audio prompts from
three domains:

1. Natural codas : Recordings of codas produced by sperm whales (see Section 5.2.2).
These natural codas serve as a control group, as the FAD of a dataset to itself is zero.
When passing natural codas through WhAM, we expect a increase in FAD due to the
distortion introduced by the translation process. Indeed, the FAD between the original
and WhAM-processed natural codas increased from 0 to 0.288.

2. Animal sounds : Vocalizations from 12 species of marine mammals. Figure 5.4 shows
that WhAM consistently reduces the acoustic distance to natural codas, effectively
translating these diverse inputs into the acoustic style of sperm whale codas. Among
the 12 mammals tested, the Beluga vocalization samples were the only audio source for
which WhAM failed to produce a better output, possibly due to the subjectively louder
noise profile present in the Beluga audio compared to the remainder of the WMMS
dataset (Sayigh et al., 2016).

3. Non-Coda Acoustic Impulses (NCAI): Artificial samples generated by initializing an
array of zeros and randomly selecting points to assign a peak amplitude of 1. WhAM
reduced the FAD of these samples from 0.88 to 0.52, demonstrating its ability to
translate even highly abstract acoustic patterns into coda-like structures.

The FAD results across these three domains demonstrate WhAM’s effectiveness in cap-
turing and translating the essential temporal patterns of coda structures. The slight increase
in FAD for natural codas serves as a baseline, quantifying the distortion introduced by the
translation process itself. The consistent FAD reduction for animal sounds and NCAI
samples showcases WhAM’s ability to project diverse acoustic inputs onto the manifold of
sperm whale vocalizations.

5.3.2 Expert Perceptual Study

To evaluate the perceptual quality of WhAM’s synthetic codas, we conducted a comprehen-
sive study with domain experts to assess how well our generated outputs match natural sperm
whale vocalizations. This study aimed to measure both audio-only and spectrogram-based
discrimination performance, while also gathering qualitative insights about specific acoustic
features that distinguish synthetic from natural codas. Additional details are deferred to
Section 5.6.5.
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Figure 5.5: Expert performance on audio-
only 2AFC (Task 1), mixed classification
(Task 2), and spectrogram-assisted 2AFC
(Task 3). Error bars show standard devi-
ation across experts. While all tasks elicited
above-chance performance (dashed line),
spectrogram analysis showed the greatest
variability between experts (σ = 0.17). Task
1 and 3 had 30 items each, Task 2 had 25.
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Figure 5.6: Domain-specific accuracy in
mixed classification (Task 2). Error bars
show standard deviation across experts.
Natural codas (left) were misclassified as
synthetic 36% of the time. The remaining
columns depict performance on synthetic co-
das generated by WhAM from walrus vocal-
izations, non-coda acoustic impulses, and co-
das (respectively). There were five synthetic
codas from each domain, plus ten natural
codas for a total of 25 items.

Expert backgrounds. Five academic experts participated in the perceptual study. Three
identified as marine biologists, and two as underwater acoustics specialists. They listed
between 3 and 20 years of experience working with coda audio, specifically field recordings,
manual detection and classification, and the development of automatic detection systems.
All experts had experience analyzing coda audio and spectrograms, which are the two media
through which the experiment was carried out.

Experiment design. We designed a four-task study to be completed sequentially by each
expert:

1. Audio-only two-alternative forced choice (2AFC): Experts compared pairs of
codas (one natural, one synthetic) in audio-only conditions, and were asked to identify
the synthetic coda. Synthetic codas were generated by WhAM using the paired natural
coda as input.

2. Mixed Collection Classification: Experts classified clips as natural or synthetic.
Clips were either natural codas, or synthetic codas generated from three different source
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domains: natural codas, non-coda acoustic impulses (NCAI),2 or walrus vocalizations
(Sayigh et al., 2016). This task measured false positives (natural misclassified) and
false negatives (synthetic undetected).

3. Spectrogram-assisted 2AFC: Experts repeated the first task while visualizing audio
with software of their choice. The experts were given the exact same samples as in
the first task, ensuring direct comparability between audio-only and spectrogram-aided
performance. This task mirrored real-world analysis workflows while quantifying the
perceptual “advantage” of multimodal inspection.

4. Qualitative assessment: Experts were given five representative samples of synthetic
codas. They were then asked questions about how well synthetic codas captured /
missed characteristics of natural codas, whether any non-natural patterns appeared in
synthetic codas, and which features did they use to distinguish between codas in each
of the previous tasks.

Fleiss’s κ quantified inter-expert agreement (Fleiss, 1971), and accuracy was calculated
relative to ground-truth labels. Task order was chosen towards minimizing bias (audio-first
to avoid visual priming), with background information collected in a final section.

Quantitative analysis

Experts achieved 81% accuracy (κ = 0.41), in audio-only 2AFC (Task 1), rising marginally
to 83% (κ = 0.41) with spectrograms visualized (Task 3). This 2% improvement suggests
WhAM’s synthetic codas lack glaring spectro-temporal artifacts detectable by trained ana-
lysts. As expected, accuracy with spectrograms was generally better per-expert, with one
expert’s performance dramatically increasing from 66% to 93% (another expert even achieved
a perfect score). Surprisingly, one expert’s performance decreased from 83% in Task 1 to
66% in Task 3; comments in the qualitative section did not suggest an explanation.

Performance varied substantially across tasks and among experts (Figure 5.5). The most
experienced expert ranked highest in both 2AFC tasks, but not in mixed classification. These
variations reflect diverging expert strategies—some focused on inter-click patterns, others
on spectral properties: “rhythm” to quote one expert, versus “DC offsets” and “inter-pulse
structures” (Møhl et al., 2003) to quote others.

Misclassification rates in Task 2 (Figure 5.6) revealed WhAM’s efficacy in acoustic trans-
lation: on average, experts correctly flagged walrus-to-coda audio only 75% of the time—less
than NCAI or coda-to-coda outputs of WhAM. For one expert, walrus-to-coda audio was
detected only 50% of the time (random chance).

Fleiss’s κ values (0.41–0.44) indicated moderate agreement across tasks, with experts
showing greatest consensus on mixed classification (κ = 0.44). Performance on spectrogram-
aided 2AFC performance was the most diverse—one expert achieved perfect performance
while another approached chance (60%).

2i.e., an artificial sequence of clicks
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Qualitative feedback

Synthetic codas successfully replicated key acoustic features of natural codas. Most experts
noted preservation of rhythm, referred to as inter-click intervals (ICI); that is, clicks occur
“at the right time” in synthetic codas. Additionally, one expert answered that “spectral
components” were overall preserved in synthetic codas.

That said, experts identified missing components which can be partitioned into three
categories:

• Within a single click: Some clicks “came on and disappeared too strongly,” had “varying
amplitude [within a single coda],” and “inverted peaks.” On a spectral level, an expert
answered that clicks were too “broadband” compared to natural clicks which have a
low-frequency bias.

• Rhythmic/temporal: One expert noted that the timing of clicks fit echolocation moreso
than codas.3

• Recording-level anomalies: One expert noted a “DC offset” which they described as
the unrealistic background noise on synthetic codas. Similarly, another noted that
background noise in synthetic codas oscillated too much.

5.3.3 Utility of embeddings for downstream tasks

We test whether WhAM’s internal representations capture meaningful features of sperm
whale vocalizations through three downstream classification tasks. For each task, we train a
small (two-layer) classifier head that takes coda embeddings as input. We compare WhAM
to naive random-embedding and majority-class baselines, as well as AVES (Hagiwara, 2023),
a self-supervised model achieving state-of-the-art performance on bioacoustic classification
tasks. Full details of the experimental setup are deferred to Section 5.6.6.

The downstream tasks are:

1. Coda detection: Given a snippet of audio, determine whether it contains a coda. The
classifier is trained on positive (coda) and negative (no coda) snippets, with negative
examples drawn from the same recording conditions to ensure the model learns coda
features rather than recording artifacts.

2. Rhythm type: Given a snippet of audio, classify its temporal pattern. Rhythm of inter-
click intervals serves as a key axis for classification of sperm whale codas in cetacean
research (Schulz et al., 2011; Bermant et al., 2019; Sharma et al., 2024a).

3. Social unit classification: The lowest level of sperm whale social structure are called
social units (SU) and have stable, matrilineally-related membership of females and their

3Echolocation clicks have consistent inter-click intervals, whereas codas have irregular rhythmic patterns.
See Section 5.1.
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Table 5.1: Classification accuracies (%) of different audio embeddings. For AVES
and WhAM, the classifier head is trained with different random seeds, with mean±stderr
reported. Random baseline uses randomly initialized AVES (training only the classifier);
Majority predicts most common class.

Task AVES WhAM Baseline

Rand. Maj.

Detection 92.8 ± 0.2 91.3 ± 0.1 60.9 60.9
Rhythm 90.4±1.6 84.4±1.6 66.3 60.9
Social Unit 92.0±5.6 70.5±0.7 42.5 35.1
Vowel 91.8±2.5 79.6±2.9 66.3 66.3

young (Christal, Whitehead, and Lettevall, 1998). Importantly, all SUs in DSWP+CETI
belong to the same vocal clan and thus share a common repertoire of coda types, mak-
ing this more of a speaker identification task than dialect classification.4

4. Vowel type: Given a coda recording, classify the recently discovered vowel-like features
of Beguš et al. (2023).

Table 5.1 shows classification accuracies for each task. While AVES consistently out-
performs WhAM, this is expected as AVES is a non-generative model specifically designed
for bioacoustic classification tasks, serving more as a performance ceiling than a baseline.
Notably, WhAM’s representations are useful despite being trained only for generation, out-
performing both naive baselines. This suggests that meaningful acoustic features emerge
naturally from training for coda generation, even without explicit supervision for these tasks.

We conducted an ablation study to assess how fine-tuning affects embedding quality
by evaluating different WhAM variants with specific components removed (detailed in Sec-
tion 5.4.2). The results reveal that fine-tuning did not significantly alter WhAM’s down-
stream utility compared to base VampNet embeddings, despite WhAM’s specialization on
whale codas. However, as shown in Section 5.4.3, species-specific fine-tuning was essential
for enabling WhAM’s core capability of translating audio into sperm whale vocalization
acoustics.

4By analogy to human language, consider the task of classifying speakers by city of origin. It would be
significantly easier to distinguish between speakers from cities that use different dialects; indeed, this is not
the case in our data.
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5.4 Supplementary experiments

5.4.1 FAD Embedding Selection

The Fr’echet Audio Distance (FAD) measures similarity between audio datasets using em-
beddings to map the audio into a feature space. The choice of embedding is crucial, as
different embeddings capture different aspects of the signal. For analyzing sperm whale co-
das, we sought an embedding that prioritizes the temporal patterns critical to coda structure
over background noise. This appendix describes the calibration experiment we conducted to
select the most suitable embedding for our FAD analysis.

Let the coda recordings in DSWP+CETI be denoted by {x1, ..., xn}, we:

1. Created denoised versions {x̂1, ..., x̂n} as detailed in Section 5.6.1

2. Isolated the removed noise components {x1 − x̂1, ..., xn − x̂n}

3. For each candidate embedding fi, compared:

• di1 = FAD score between codas and their denoised versions:

• di2 = FAD score between codas and their noise components:

We evaluated four common audio embeddings VGGish (Gemmeke et al., 2017b; Hershey
et al., 2017), Encodec-embd (Défossez et al., 2023), LAION CLAP Music, and LAION CLAP
Audio (Wu* et al., 2023; Chen et al., 2022) using the Fréchet Audio Distance implementation
of Gui et al. (2024). The ratio di2/d

i
1 indicates how much more weight embedding i gives to

background noise versus temporal structure. A larger ratio indicates stronger emphasis on
temporal patterns and better suitability for the quantitative assessment of audio translation
experiment. Table 5.2 shows these ratios for each embedding.

Table 5.2: Comparison of Audio Embeddings for Temporal Structure Sensitivity.

Embedding d1 (Coda vs. Denoised) d2 (Coda vs. Noise) d2/d1 Ratio

VGGISH 2.0844 1.5027 0.7209
Encodec-embd 25.9716 3.156 0.1215
LAION CLAP Music 0.1483 0.1080 0.7282
LAION CLAP Audio 0.1144 0.1098 0.9597

Based on these results, we selected LAION CLAP Audio for our main FAD experiments,
as it showed the strongest preference for temporal structure.
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5.4.2 Downstream Task Ablation Study

To evaluate the contributions of different components in WhAM, we conduct an ablation
study by progressively removing elements and assessing performance across the same set of
downstream tasks. The results are presented in Figure 5.7.

No finetuning. We test the effect of skipping domain-adaptation (step (b) in Figure 5.1),
or skipping finetuning of VampNet altogether (steps b,c) in Figure 5.1). For all tasks except
Social Unit classification, removing species-specific finetuning or domain adaptation does not
have a significant impact on the accuracy. This indicates that the inclusion of these steps in
WhAM does not significantly degrade the performance on most downstream tasks.

Tokenizer-only. We falsify the hypothesis that the neural audio codec is sufficient for
capturing semantic properties in the audio by testing downstream classification directly on
the acoustic tokens (Figure 5.3), without embedding them through the MATM. This causes
a statistically significant performance drop, particularly in Social Unit classification (-10.9
points, from 70.5% ± 0.7% to 59.6% ± 2.0%)

5.4.3 Fréchet Ablation Study

To complement the ablation study of Section 5.4.2, the experiments detailed in Section 5.3.1
were repeated twice with marine mammal sounds. First using the model without Species-
Specific Fine-Tuning (SSFT, step (c) in Figure 5.1), and then with the Tokenizer-only
model (as in Section 5.4.2). These results (Figure 5.8) show that, as expected, fine-tuning
WhAM on sperm whale data results in outputs that are more similar to sperm whale vocal-
izations.

5.5 Limitations and future work
The most immediate technical limitation concerns the audio codec architecture. Our current
implementation only finetunes the MATM while keeping the codec fixed (see Section 5.2.1).
This design choice, while computationally efficient, may limit the model’s ability to capture
nuanced acoustic features specific to sperm whale vocalizations. For instance, the recently
discovered vowel-like features in the 3.7–5.7kHz band (Beguš et al., 2023) may be inad-
equately represented by a codec primarily trained on human music. Future work could
explore either finetuning the entire codec or developing specialized codecs for bioacoustic
signals.

Expert feedback (Section 5.3.2) highlighted specific limitations in click generation: un-
natural onset and decay patterns, inconsistent background noise, and click properties more
reminiscent of echolocation than communication codas. These limitations might be addressed
through architectural modifications, such as incorporating adversarial components (Beguš,
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Figure 5.7: Accuracy scores downstream tasks ablation study.

Leban, and Gero, 2023) or introducing specialized modules that leverage domain knowledge
about sperm whale click structure. Notably, the observation about echolocation-like prop-
erties led to an unexpected finding in our dataset preparation: the presence of echolocation
sequences in datasets intended for communication codas. This discovery highlights a broader
challenge in bioacoustics research—the difficulty of building clean, well-labeled datasets at
scale. Future work should focus on developing robust methods for distinguishing between
different types of vocalizations, perhaps by leveraging existing automated detection systems
(Bermant et al., 2019).

These data quality challenges underscore the importance of thorough evaluation proto-
cols. Expanding the expert panel would provide more robust perceptual assessments, though
we acknowledge the practical challenges in recruiting specialists in sperm whale vocalizations.
Additionally, developing more principled evaluation methods—and meta-evaluating these—
would help establish standardized benchmarks for bioacoustic generation tasks.

While our results demonstrate impressive performance with relatively small datasets—
orders of magnitude smaller than typical in modern acoustic model training—scaling up the
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Figure 5.8: Ablation Study FAD Results.

training data could yield substantial improvements. This would require significant effort
in aggregating and preprocessing additional sperm whale datasets, as our experience with
DSWP+CETI highlighted the technical challenges involved in preparing bioacoustic data
for machine learning pipelines.

Looking beyond technical improvements, future work could explore unsupervised learn-
ing approaches to uncover new coda features, following the success of similar approaches in
bioacoustics (Beguš et al., 2023). This could lead to discoveries about sperm whale commu-
nication that complement traditional analytical methods while providing new directions for
improving generative models of animal vocalizations.

Our methodological framework—from the two-phase training approach to the expert
evaluation protocol—could be adapted for studying other animal communication systems.
Our experience suggests that success will require careful attention to species-specific acoustic
features and close collaboration with domain experts who can identify subtle but important
characteristics of vocalizations.

The gap between generating vocalizations and understanding their meaning remains vast.
While WhAM represents the first attempt at acoustic translation in the context of sperm
whale communication, future work should explore ways to bridge this semantic gap while
maintaining minimal assumptions about the underlying communication system.
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5.6 Here be dolphins: full details of the model and
experimental setup

5.6.1 Data

FSD. The FSD50k dataset includes 3,159 audio recordings labeled with the “animal” tag,
amounting to a total duration of 7 hours and 45 minutes. Noisy segments were retained to
preserve real-world variability in training data.

AudioSet. The AudioSet dataset was used to supplement training with additional animal
vocalizations. It contains 5h8m hours of audio.

WMMS. The Watkins Marine Mammal Sound Database consists of raw, unlabeled audio
recordings. The dataset contains a total of 4 hours and 8 minutes of audio. Each recording
was segmented into 10-second snippets for training. No additional denoising was applied.
The dataset contained vocalizations from the following mammals (names as listed on the
WMMS website):

Atlantic Spotted Dolphin Bearded Seal Beluga (White Whale)

Bottlenose Dolphin Boutu (Amazon River Dolphin)Bowhead Whale

Clymene Dolphin Commerson’s Dolphin Common Dolphin

Dall’s Porpoise Dusky Dolphin False Killer Whale

Fin, Finback Whale Finless Porpoise Fraser’s Dolphin

Grampus (Risso’s Dolphin) Gray Seal Gray Whale

Harbor Porpoise Harbour Seal Harp Seal

Heaviside’s Dolphin Hooded Seal Humpback Whale

Irrawaddy Dolphin Juan Fernandez Fur Seal Killer Whale

Leopard Seal Long-Beaked (Pacific) Com-
mon Dolphin

Long-Finned Pilot Whale

Melon-Headed Whale Minke Whale Narwhal

New Zealand Fur Seal Northern Right Whale Pantropical Spotted Dolphin

Ribbon Seal Ringed Seal Ross Seal

Rough-Toothed Dolphin Sea Otter Short-Finned (Pacific) Pi-
lot Whale

Southern Right Whale Sperm Whale Spinner Dolphin



CHAPTER 5. TOWARDS A TRANSLATIVE MODEL OF SPERM WHALE
VOCALIZATIONS 159

Spotted Seal Steller Sea Lion Striped Dolphin

Tucuxi Dolphin Walrus Weddell Seal

West Indian Manatee White-beaked Dolphin White-sided Dolphin

DSWP. The dataset consists of codas collected between 2005–2018 in a 2000km2 area
off the coast of Dominica. Codas were recorded using various recording systems including
far-field boat-based hydrophones and animal-borne tags. Recording setups were as follows:

2005: A Fostex VF-160 multitrack recorder (44.1kHz sampling rate) and a custom built
towed hydrophone (Benthos AQ-4 elements, frequency response: 0.1–30kHz) with a
filter box with high-pass filters up to 1 kHz resulting in a recording chain with a flat
frequency response across a minimum of 2–20kHz.

2006: No recordings during this short season.

2007,2009,2011: A Zoom H4 portable field recorder (48kHz sampling rate) and a Cetacean
Research Technology C55 hydrophone (frequency response: 0.02–44kHz) and no filters.

2008,2010,2012,2015: A custom-built towed hydrophone (Benthos AQ-4 elements, fre-
quency response: 0.1–30kHz) with a filter box with high-pass filters up to 1 kHz re-
sulting in a recording chain with a flat frequency response across a minimum of 2–20
kHz. This was connected to a computer based recording system as a part of the Interna-
tional Fund for Animal Welfare’s (IFAW) LOGGER software package (48kHz sampling
rate) or PAMGUARD (minimum 48 kHz sampling rate). In addition, recordings were
also made through the deployment of animal-borne sound and movement tags (DTag
generation 3, Johnson and Tyack 2003).

CETI. All systems were sampling above 96kHz with a 16bit resolution with a minimum
flat (±2dB) frequency response within 1–45kHz.

The DSWP and CETI dataset contain background noise such as water sounds. To
improve model performance, we denoise datasets before training on the model. A noise profile
of each recording in the frequency domain was generated by sampling sections which did not
contain codas. Then, we perform spectral subtraction to remove noise in the frequency
domain, and transform back to the time domain of the audio signal.

All audio samples were downsampled to 16 kHz and normalized to have zero mean and
unit variance when passed into VampNet.

5.6.2 Model Training

The model training procedure consisted of two phases: domain adaptation and species-
specific fine-tuning.
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Table 5.3: Quantitative Assessment Data Summary.

Full Name Shortened Name Num. Samples

Atlantic Dolphin A. Dolphin 58
Bearded Seal B. Seal 37
Bowhead Whale B. Whale 60
Beluga Whale, White Whale Beluga 50
Walrus Walrus 38
Clymene Dolphin C. Dolphin 63
Narwhal Narwhal 50
Leopard Seal L. Seal 10
Long-finned Whale L. Whale 10
Killer Whale (Orca) Orca 35
Ross Seal Ross Seal 50
Risso’s Dolphin Risso 67

Acoustic Tokenizer Settings. Discrete token vocabulary size (Σ) = 1024. Frequency of
Input Audio Nsam = 16kHz. Tokenizer input length Nsec = 10.

Domain Adaptation. In the first phase, the model was pretrained on a mixture of general
animal vocalizations, including data from FSD and AudioSet. This step aimed to establish
a broad understanding of bioacoustic patterns. The model was trained for 500,000 iterations
using the AdamW optimizer with a learning rate of 0.0001. A batch size of 6 was used, and
gradient clipping was applied to stabilize training. The model took 123 hours to train using
an NVIDIA A10 GPU.

Species-Specific Fine-Tuning. Following domain adaptation, the model was fine-tuned
on whale-specific data from DSWP+CETI to adapt its representations to sperm whale vocal-
izations. The fine-tuning process used the same optimizer and learning rate as the pretraining
phase and a batch size of 6. Training continued for another 500,000 iterations. This took 39
hours to run using an NVIDIA A10 GPU.

5.6.3 Generating data for Sections 5.3.1 and 5.3.2

Three different input sources were used to generate samples for both the Quantitative As-
sessment of Audio Translation and the Expert Perceptual Evaluation. The prompt
settings for each input type are summarized in Table 5.4
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Table 5.4: Prompt settings for each input type.

Input Periodic Onset Num. of Typical Sample
Prompt Mask Width Steps Mass Cutoff

Codas 12 21 50 0.102 0.17
NCAI 12 21 50 0.102 0.17
A. Dolphin 16 5 74 0.15 0.39
B. Seal 7 1 70 0.15 0.44
B. Whale 7 1 70 0.15 0.44
Beluga 13 13 85 0.15 0.39
Walrus 18 1 107 0.15 0.33
C.Dolphine 12 14 72 0.15 0.25
Narwhal 6 4 39 0.15 0.21
L. Seal 6 4 46 0.15 0.39
L. Whale 15 19 57 0.15 0.42
Orca 13 2 46 0.15 0.39
Ross Seal 18 3 66 0.15 0.49
Risso 13 13 85 0.15 0.39

Watkins Marine Mammals. Eleven species were selected from the “Best of Watkins
Marine Mammals” dataset. Due to variations in vocalization characteristics and recording
conditions, prompt settings were manually optimized for each species. These species and
prompt settings can be found in Table 5.4.

Non-Coda Acoustic Impulses (NCAI). Five NCAI sequences were generated. Each
snippet was initialized as a zero-filled array at a 44.1 kHz sample rate. Clicks were simulated
by selecting random indices and setting them to a peak amplitude of 1. To ensure realistic
timing and rhythm, real coda sequences were prepended to each generated sample before
synthesis. These prepended codas were then removed after generation.

5.6.4 Quantitative Assessment of Audio Translation

For each input type listed in Table 5.4, samples were generated using the specified prompt
configurations. The Fréchet Audio Distance (FAD) was computed between the generated
samples and real codas using LAION CLAP Audio embeddings.

5.6.5 Expert Perceptual Evaluation

Five domain experts in sperm whale bioacoustics participated in the evaluation. Given the
highly specialized nature of sperm whale vocalization analysis, the pool of qualified experts
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with years of direct experience analyzing and annotating these vocalizations is notably small.
All participants were recruited from an established research collaboration studying cetacean
communication, and each had at least three years of experience working with sperm whale
codas.

The evaluation was conducted via Google Form. The form began with the following
introduction:

Welcome

Thank you for participating in this study. Your expertise in analyzing sperm whale
vocalizations is invaluable for evaluating our model.
The study consists of four parts, to be completed in order. A final section includes
three short questions about your background.
Technical Setup

• Download and extract the listener_evaluation.zip file from a provided link

• Use headphones for all listening tasks

• Complete the experiment in a quiet environment

• You can take breaks between sections as needed

If you encounter any technical difficulties or have questions about the procedure, please
contact [omitted].

Participant Identification
Name (used for tracking responses only):

Audio-Only Two-Alternative Forced Choice (2AFC)

Listeners were presented with 30 pairs of codas. Each pair contained an original, denoised
coda and a model-generated counterpart. Participants were asked to identify which sample
was the original and which was generated.
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Task Instructions

In this section, you will listen to pairs of codas. For each pair, one is a natural recording
and one is synthetic. Please indicate which one you believe is synthetic.
The audio files are located in the ***section1/*** folder. Each pair consists of two
files:

• *1a.wav* + *1b.wav*

• *2a.wav* + *2b.wav*

• etc.

Please listen to each file **at most three times**. Base your decision only on the
provided audio. Do not visualize the audio.

Mixed Two-Alternative Forced Choice (2AFC)

Listeners were presented with 25 individual samples: 10 real codas, 5 generated from real
codas, 5 generated from walrus vocalizations, and 5 generated from Non-coda Acoustic Im-
pulses (NCAI). Each listener classified each sample as either real or generated.

Task Instructions

In this section, you will listen to individual codas and classify each as either natural
or synthetic.
The audio files are located in the ***section2*** folder:

• *1.wav*

• *2.wav*

• etc.

Please listen to each file at most three times. **Base your decision only on the provided
audio. Do not visualize the audio.**

Visualized Two-Alternative Forced Choice (2AFC)

This experiment was identical to the Audio-Only 2AFC condition, except participants
were allowed to inspect the spectrograms of each recording using their preferred software
before making their decision. Marine biologists preferred Adobe Auditions, while underwater
acoustics experts used Matlab.
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Task Instructions

Once again, you will listen to pairs of codas (a.wav and b.wav). For each pair, one
is a natural recording and one is synthetic. Please indicate which one you believe is
synthetic.
The audio files are located in the ***section3/*** folder. Each pair consists of two
files:

• *1a.wav* + *1b.wav*

• *2a.wav* + *2b.wav*

• etc.

Please listen to each file at most three times. **You may now visualize the audio using
any software you are familiar with.**
What software will you use to visualize the audio?

Qualitative Assessment

Task Instructions

For this final section, please first listen to the reference synthetic codas provided in the
section4 folder. These examples were chosen to represent typical outputs of our model.
Then, based on these examples and your experience with all parts of the experiment,
please answer the following questions
What characteristics of natural codas are well represented in the synthetic ones?
What characteristics of natural codas are missing or different in the synthetic ones?
Did you observe any patterns in the synthetic codas that do not occur in natural ones?
When **only listening** to the audio (sections 1 and 2), what helped you distinguish
between natural and synthetic codas?
When **visualizing** the audio pairs (section 3), what helped you distinguish between
natural and synthetic codas?
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Background Information

Task Instructions

To help contextualize the evaluations, please tell us about your experience working
with sperm whale codas.
How many years have you spent professionally analyzing sperm whale codas (e.g., in
research, conservation, or educational contexts)?
What types of coda work have you performed?

• *Recording of codas in the field*

• *Development of recording methods for codas*

• *Manual detection, classification or annotation of codas*

• *Development of automatic detection, classification or annotation systems*

• *Meta-analysis (e.g. methodology development, literature review)*

• *Other...*

In what contexts have you worked with coda recordings?

• *Academic research*

• *Conservation work*

• *Industry/commercial projects*

• *Educational/training contexts*

• *Government/regulatory work*

What is your primary field of expertise?

5.6.6 Utility of Embeddings for Downstream Tasks

Model Details. We run a forward pass through WhAM and AVES to obtain embeddings
from the audio. Both WhAM and AVES output varying embeddings over time, so we
average the embeddings over time to obtain 1 unified embedding for 1 audio snippet. After
the embedding is obtained, we attach a two-layer feed-forward neural network as a classifier.
The network consists of a fully connected layer that projects the embedding into a 128-
dimensional hidden layer, followed by a ReLU activation. A second fully connected layer
then generates class probabilities.

We evaluate embeddings from WhAM and AVES, comparing their performance against
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Table 5.5: Dataset sizes for downstream classification tasks.

Task Number of Samples

Coda Detection 3,100
Rhythm Type Classification 916
Social Unit Classification 2,659
Vowel Classification 486

a random embedding baseline as well as a majority baseline classifier.

Training Data. For downstream task evaluation, we leveraged annotations in the DSWP+CETI
datasets. Using human-annotated timestamps, we identified and extracted audio segments
containing codas, each spanning 1–2 seconds. Each coda was labeled for one of the following
classification tasks:

• Coda Detection: Determine whether a given audio snippet contains a whale coda.

• Rhythm Type Classification: Classify codas according to their rhythmic patterns.
For this task, we choose to include samples whose rhythm types are among the 5
most common, because the remaining ones appear too infrequently for classifiers to be
accurate.

• Social Unit Classification: Identify the social unit associated with each coda.

• Vowel Classification: Detect vowel-like elements within whale vocalizations.

Table 5.5 summarizes dataset sizes for each task.

Training Process. We split the dataset into 80% training and 20% testing, using strat-
ified sampling of labels to ensure consistent label distribution. The embedding model is
frozen, and only the classifier parameters are trained. Training is performed on an NVIDIA
A10G GPU for 10 epochs, using a learning rate of 10−4 and a batch size of 32. Model check-
points are saved at each epoch, and the best-performing model is selected based on test set
performance.
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Appendix A

Related Work

A.1 Work related to Chapter 1
There have been several works that construct PCPs with certain structural properties and
then used these PCPs to construct “hard” objects. We first discuss some of the previous
results and compare them to ours, then talk about subsequent works which are based on our
construction of rectangular PCPs.

PCPs with structured queries. We view Theorem 1.3 as continuing a line of work that
explores the connection between the randomness of a PCP and the structure of its queries.
A prominent advance in this direction is the work of Ben-Sasson and Viola (2014). They
constructed short and efficient PCPs in which queries are a function of the input and a
simple projection of the randomness (namely, a 1-local function: for a fixed input, each bit
in each query location is a fixed bit of the randomness or its negation).1 Although the query
structure in the PCPs due to Ben-Sasson and Viola (2014) (and follow-up by Viola (2020))
are very simple, it is unclear whether these PCPs are almost-rectangular or smooth, that is,
whether it has the two main properties of our construction that are used for its application
to rigid matrices.

In a different direction, Feige and Jozeph (2012) constructed PCPs in which the queries
depend only on the randomness but not on the input. Recently, Austrin, Brown-Cohen, and
Håstad (2021) improved this result to have optimal soundness error for certain verification
predicates such as 3SAT and 3LIN.

Circuit Lower Bounds from Algorithms. The maxim “hard claims have complex
proofs” is inspired by a result of Williams (2016), showing that witnesses for NTIME(2n) \

1Interestingly, the construction of Ben-Sasson and Viola (2014) is also an adaptation of a PCP from
Ben-Sasson et al. (2005), but not the same one as in our work. Namely, we build upon the Reed–Muller
based PCP of Ben-Sasson et al. (2005), whereas Ben-Sasson and Viola (2014) build upon the Reed–Solomon
based PCP in the same paper.
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NTIME(2n/n) cannot be truth-tables of certain small-size low-depth circuits (specifically,
ACC0 circuits). That work is a part of Williams’s algorithmic approach to circuit lower
bounds originating in the work of Williams (2013) and Williams (2014). Roughly speaking,
Williams’s framework shows how to obtain lower bounds against a certain circuit class by
designing non-trivial (i.e., better than exhaustive search) SAT algorithms for circuits in the
class. Williams (2013) also observed the usefulness of PCPs within this framework: using
PCPs, one can obtain circuit lower bounds from any non-trivial derandomization.2 San-
thanam and Williams (2014), Ben-Sasson and Viola (2014), and Chen and Williams (2019)
further explored and tightened this connection. In this light, the overall proof strategy of
Alman and Chen (2022) can be seen as a surprising instantiation of Williams’s framework
for average-case hardness of the computational model of low-rank matrices.

Applications to Probabilistic Degree. Viola (2020) showed3 the existence of functions
on n variables in ENP with approximate probabilistic degree Ω(n/ log2 n) over F2, for infinitely
many n ∈ N. Using the known relation between matrix rigidity and approximate rank
(see Alman and Chen, 2022, Proposition 7.5), Theorem 1.2 implies a similar lower bound
on the approximate probabilistic degree. Also, in Viola (2020) suggested that improved
PCP constructions with better structural properties (query-wise) may yield improved matrix
rigidity bounds.

Subsequent work using rectangular PCPs. Since the initial publication of this work
(Bhangale et al., 2020), the rectangular PCPs constructed herein were used in several works
obtaining better rigid matrices. We describe these subsequent works below, noting that all
of them rely on the rectangular PCPs of Theorem 1.3 as a building block.

One limitation of Theorem 1.2 is that it offers N × N rigid matrices only for infinitely
many N , as opposed to all N . Chen et al. (2020) removed this limitation, giving an FNP con-
struction that, for all N , on input 1N outputs an N ×N matrix whose rigidity is comparable
to Theorem 1.2 in both rank and distance.4

Later, Huang and Viola (2021) gave an infinitely-often FNP construction that improves
on the distance parameter of Theorem 1.2: For any ε ∈ (0, 1), rigidity for rank 2log

1−ε N is
attained with distance (1/2− exp(− logε/2N)) ·N2, as opposed to δ ·N2 for a small constant
δ > 0 in Theorem 1.2. More precisely, for any k < Θ(

√
logN) and ρ < 2logN/Ω(k·(log logN+k)),

their construction outputs N × N matrices that are rigid for rank ρ and distance (1/2 −
exp (−k)) ·N2, infinitely often.

2More precisely, from any non-trivial deterministic estimation of the acceptance probability of a circuit,
up to a constant additive error.

3We note that while Viola’s work appeared in the public domain prior to ours, the two results (ours and
Viola’s) were obtained independently of each other.

4Chen et al. (2020) state that this construction works for almost all N , i.e., for all but finitely many
N . As is common in complexity theory, one can hard-wire outputs for these finitely many N to obtain a
construction that works for all N .
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Independently of the result of Huang and Viola (2021), Chen and Lyu (2021) improved
the distance even further to (1/2 − exp(− log2ε/3N)) · N2; furthermore, like the result of
Chen et al. (2020), this construction offers N ×N rigid matrices for all N .

Lastly, Ren, Santhanam, and Wang (2022) construct rectangular PCPs of proximity and
use them to obtain FPNP algorithms for the range avoidance problem for De Morgan formulas

A.2 Work related to Chapter 2
Chapter 2 is situated at the intersection of machine learning (ML) and Interactive Proof
systems (IPs). We briefly discuss recent relevant work from these literatures.

ML and IPs. IPs have found numerous applications in ML towards a diverse set of goals.
Anil et al. (2021) introduce Prover–Verifier Games (PVGs), a game-theoretic framework for
learned provers and learned verifiers. Since our paper initially appeared, PVGs were fur-
ther investigated in at least two subsequent works: Hammond and Adam-Day (2024) study
multi-prover and Zero Knowledge variants of PVGs. Additionally, Kirchner et al. (2024) suc-
cessfully utilize PVGs towards obtaining human-legible outputs from LLMs. Notably, they
require a relaxed completeness guarantee of their learned proof system—this requirement is
the same as our Definition 2.4 of Self-Proving models.

Beyond PVGs, Wäldchen et al. (2024) cast the problem of model interpretability as a
Prover–Verifier interaction between a learned feature selector and a learned feature classifier.
Debate systems (Condon et al., 1995), a multiprover variant of IPs, were considered for
aligning models with human values (Irving, Christiano, and Amodei, 2018; Brown-Cohen,
Irving, and Piliouras, 2023). In such Debate systems, two competing models are each given
an alleged answer y ̸= y′, and attempt to prove the correctness of their answer to a (human
or learned) judge. Lastly, Murty, Paradise, and Sharma (2023) define Pseudointelligence: a
model learner LM and an evaluator learner LE are each given samples from a ground-truth;
LM learns a model of the ground-truth, while LE learns an evaluator of such models; the
learned evaluator then attempts to distinguish between the learned model and the ground-
truth in a Turing Test-like interaction.

All of these works consider learned verifiers, whereas our work focuses on training models
that interact with a manually-defined verifier. More related in this regard is IP-PAC (Gold-
wasser et al., 2021), in which a learner proves that she learned a model that is Probably
Approximately Correct (Valiant, 1984). We, however, consider models that prove their own
correctness on a per-input basis, rather than learners that prove average-case correctness of
a model.

Models that generate formal proofs. Self-Proving models are verified by an algorithm
with formal completeness and soundness guarantees (see Definition 2.2). In this sense, Self-
Proving models generate a formal proof of the correctness of their output. Several works
propose specialized models that generate formal proofs.
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AlphaGeometry (Trinh et al., 2024) is capable of formally proving olympiad-level geom-
etry problems; Others have trained models to produce proofs in Gransden, Walkinshaw, and
Raman (2015) and Polu and Sutskever (2020) and others train models to produce proofs
in Coq (Gransden, Walkinshaw, and Raman, 2015), Metamath (Polu and Sutskever, 2020),
Lean (Yang et al., 2023), or manually-defined deduction rules (Tafjord, Dalvi, and Clark,
2020); FunSearch (Romera-Paredes et al., 2024) evolves LLM-generated programs by sys-
tematically evaluating their correctness. Indeed, all of these can be cast as Self-Proving
models developed for specific proof systems. Meanwhile, this work defines and studies the
class of such models in general. Several works (e.g. Welleck et al. 2022) consider models
that generate natural language proofs or explanations, which are fundamentally different
from formal proofs (or provers) verified by an algorithm.

Training on intermediate steps. Chain-of-Though (CoT, Wei et al. 2022) refers to
additional supervision on a model in the form of intermediate reasoning steps. CoT is
known to improve model performance whether included in-context (Wei et al., 2022) or in
the training phase itself (Yang et al., 2022). Transcript Learning (TL, Section 2.2.1) can be
viewed as training the model on a Chain-of-Thought induced by the interaction of a verifier
and an honest prover (Definition 2.2).

To complete the analogy, let us adopt the terminology of Uesato et al. (2022), who
consider outcome supervision and process supervision. In our case, the outcome is the de-
cision of the verifier, and the process is the interaction between the verifier and the model.
Thus, Reinforcement Learning from Verifier Feedback (RLVF, Section 2.2.2) is outcome-
supervised while TL is process-supervised. In a recent work, Lightman et al. (2024) find
that process-supervised transformers outperform outcome-supervised ones on the MATH
dataset (Hendrycks et al., 2021).

Transformers for arithmetic. In Section 2.3 we train and evaluate Self-Proving trans-
formers to generate the GCD of two integers and prove its correctness to a verifier. These
experiments leverage a long line of work on neural models for arithmetic tasks originating
with Siu and Roychowdhury (1992), and in particular modular arithmetic, which is known
to be challenging (Palamas, 2017). Of particular relevance is the recent paper of Charton
(2024), who trains transformers to generate the GCD—without a proof of correctness. We
benefit from conclusions suggested in their work and start from a similar (scaled-down)
experimental setup. Our main challenge (obtaining Self-Proving models) is overcome by
introducing Annotated Transcript Learning (ATL).

We conduct ablation experiments to find two deciding factors in ATL. First, we study
the effect of the amount of annotation given in the form of intermediate steps (Lee et al.,
2024), which is related to autoregressive length complexity (Malach, 2023). Second, we
characterize ATL efficacy in terms of an algebraic property of the tokenization scheme (cf.
Nogueira, Jiang, and Lin 2021; Charton 2022; Charton 2024).
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A.3 Work related to Chapter 4
Project CETI. The sperm whale data collection effort began with a longitudinal dataset
from a community of whales off the coast of Dominica that revealed interesting communi-
cation findings, such as dialects and vocal clans (Gero, Whitehead, and Rendell, 2016b).
A recent effort by the Cetacean Translation Initiative (Project CETI) has been to collect
custom-built passive bioacoustic arrays (installed in Fall 2022) covering a 20× 20 kilometer
area where these whale families reside (collecting over 3 TB/month) in tandem with on-whale
robotic acoustic and video tags, underwater (robotic swimming fish) and aerial drones as well
as other observation techniques in effort to augment rich contextual communication data.
CETI’s scientific team consists of specialists in machine learning, robotics, natural language
processing, marine biology, linguistics, cryptography, signal processing and bio-acoustics.
Andreas et al. (2022b) present CETI’s initial scientific roadmap for understanding sperm
whale communication, identifying the potential for unsupervised translation to be applied
to whale communication. That roadmap suggests training a full generative LM for whale
communication (often using trillions of bits for parameters (Brown et al., 2020; Chowdhery
et al., 2022)). In contrast, our analysis suggests that the data requirements for translation
may be similar to those of supervised translation, which is often several orders of magnitude
smaller (Tran et al., 2021).

With this setting in mind, our requirements from source and target language are not
symmetric: it would be unreasonable (and unnecessary) for our framework to assume that
any sentence in the target language could be expressed in the source language. Put simply:
whales need not understand what a smartphone is for us to gain some understanding of
their communication. Also note, regarding domain gap, that some (although not all) knowl-
edge can be inferred by training data from, e.g., online catalogs of hundreds of thousands
of marine species (Ahyong et al., 2022)). Of course, there are also data-collection and tran-
scription challenges, a challenge also present in the setting of low-resource (human) language
translation (Ranathunga et al., 2021). While these challenges are outside the scope of this
paper, our theoretical bounds on the data requirements may inform how much and what
types of data are collected. For instance, it is less expensive to acquire textual data alone
than both textual and video data. Therefore, if it is believed that an adequate translation is
statistically possible using textual data alone, then greater effort may be placed on collecting
this data and on UMT algorithms.

Unsupervised translation. In unsupervised machine translation (Ravi and Knight, 2011),
a translator between two languages is learned based only on monolingual corpora from each
language. A body of work on UMT uses neural networks (Miceli Barone, 2016; Lample
et al., 2018a; Artetxe, Labaka, and Agirre, 2019; Lample et al., 2018b; Song et al., 2019)
or statistical methods (Lample et al., 2018c; Artetxe, Labaka, and Agirre, 2018) for this
task. Empirical evaluation of UMT found that it is outperformed by supervised machine
translation, even when UMT is trained on several orders of magnitude more data (Marchisio,
Duh, and Koehn, 2020; Kim, Graça, and Ney, 2020). Among the key barriers for UMT iden-
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tified in these evaluations are the domain gap and the data gap, and recent works propose
techniques for bridging these gaps (Edmiston, Keung, and Smith, 2022; He et al., 2022).
Our theory suggests that sample complexity should remain roughly the same between the
supervised and unsupervised settings, barring computational constraints. This, we hope,
will encourage practitioners to bridge the remaining gaps.

Language models (LMs). In recent years, LMs such as GPT (Brown et al., 2020), BERT
(Devlin et al., 2018) and PaLM (Chowdhery et al., 2022) were shown to achieve state-of-the-
art performance on many tasks in natural language processing (NLP) such as text generation,
summarization, or (supervised) MT. These models are indeed large, with hundreds of billions
of parameters, and are pre-trained on hundreds of billions of tokens.

LMs are useful for machine translation in a variety of ways (e.g. Brants et al. 2007; Han
et al. 2021). Of particular relevance are empirical works that use target LMs as priors to
improve machine translation (Lynum et al., 2012; Baziotis, Haddow, and Birch, 2020). To
our knowledge, our work is the first theoretical work formally proving error bounds for prior-
assisted translation. Section 4.7 discusses the use of LMs to establish priors for translation.

Goal-oriented communication. It is interesting to contrast our work with the work on
goal-oriented communication, which was introduced by Juba and Sudan (2008) and extended
by Goldreich, Juba, and Sudan (2012). They study the setting of two communicating par-
ties (one of which is trying to achieve a verifiable goal) using each a language completely
unknown to the other. They put forward a theory of goal-oriented communication, where
communication is not an end in itself, but rather a means to achieving some goals of the
communicating parties. Focusing on goals provides a way to address “misunderstanding”
during communication, as in when one can verify whether the goal is (or is not) achieved.
Their theory shows how to overcome any initial misunderstanding between parties towards
achieving a given goal. Our setting is different: Informally, rather than be a participant in a
communication with someone speaking a different language, we wish to translate communi-
cations between two external parties speaking in a language unknown to us and there is no
verifiable goal to aid us in this process.

Subgraph isomoprhism. For simplicity, we model the knowledge graphs of Section 4.5
as a pair of correlated Erdős–Rényi (ER) graphs. The computational problem of identifying
a subgraph of an ER graph has been studied by Babai, Erdo˝s, and Selkow (1980), Livi
and Rizzi (2013), and Hu, Wang, and Yu (2022). In particular, Hu, Wang, and Yu (2022)
consider a model in which two correlated graphs P, T are derived from a “parent graph”
G by independently deleting rows and edges G, and then applying a permutation π∗ to
the vertices of T . Although their model differs from our knowledge graph model,5 they
propose efficient algorithms for recovering the latent permutation π∗ and provide an empirical

5In the knowledge graph (a) the vertices of T are always a subset of the vertices of P , and (b) the deleted
vertices are fixed rather than randomly chosen
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evaluation on synthetic and real-world data. Given the similarity between our models, it
would be interesting to see if their algorithm can be adapted to our setting, which would
nicely complement our formally-proven-yet-inefficient algorithm.

A.4 Work related to Chapter 5
Audio Generation. The vast majority of studies on deep generative audio models focus
on human speech or music (e.g. Oord et al. 2016; Dong et al. 2018; Dhariwal et al. 2020;
Lakhotia et al. 2021; Agostinelli et al. 2023). Some works are dedicated to generating the
vocalizations of animals (bioacoustics) such as birds (Bhatia and Kinnunen, 2022; Guei et al.,
2024), mice (Reilly et al., 2023), cetaceans (Bergler et al., 2022; Zhang et al., 2022; Honghui
and Lanhao, 2022; Kim et al., 2024), and in particular sperm whales (Beguš, Leban, and
Gero, 2023; Kopets et al., 2024). However, to our knowledge, all techniques for bioacoustic
generation are based on generative adversarial networks (GANs). Unlike our transformer-
based WhAM, GANs do not allow for conditioning on context in the form of an audio
prompt. We emphasize that WhAM enables translation of input sounds into the acoustic
style of sperm whale vocalizations, operating purely at the signal level. This is distinct from
semantic translation between communication systems, which remains a far more ambitious
goal requiring a deep understanding of animal cognition and communication (e.g. Goldwasser
et al. 2023; Yovel and Rechavi 2023; Amphaeris et al. 2023).

Animal Vocalization Modeling. Deep learning techniques have been applied towards
other, non-generative, ends in bioacoustics research. Learned audio representations have
been used for species recognition (Chen et al., 2014; Hafemann, Oliveira, and Cavalin, 2014;
Xu et al., 2019; Kahl et al., 2021; Xie et al., 2023) and automatic annotation (i.e., vocalization
detection and classification) of bioacoustic data (Bergler et al., 2019; Coffey, Marx, and
Neumaier, 2019; Bermant et al., 2019; Premoli et al., 2021). AVES (Hagiwara, 2023) utilizes
HuBERT’s (Hsu et al., 2021) self-supervised learning framework towards state-of-the-art
performance in species classification and detection tasks. While AVES demonstrates the
power of learned audio representations, its encoder-only architecture limits it to analysis
tasks, contrasting with WhAM’s generative capabilities. As we show in Section 5.3.3, while
AVES outperforms WhAM on classification tasks as expected given its specialized design,
WhAM still learns meaningful representations as a byproduct of its generative training,
outperforming baseline approaches despite having a different primary objective.

Sperm whale communication. Understanding sperm whale communication has been a
central challenge in marine biology for over six decades (Backus and Schevill 1966; Watkins
and Schevill 1977; Whitehead and Weilgart 1991; Andreas et al. 2022a; see also Section 5.1).
Recent computational approaches have focused on analyzing click timing patterns within
codas and do not directly address the acoustic properties of individual clicks within codas
(Sharma et al., 2024a; Leitao et al., 2024; Sharma et al., 2024b). WhAM extends this
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computational trajectory by enabling systematic manipulation of click acoustics, potentially
allowing a quantitative analysis of acoustic variations between clan dialects and investigation
of features that make codas recognizable. While WhAM’s synthetic codas may not yet match
the quality needed for playback experiments, WhAM represents progress towards stimuli
generation in a responsible behavioral study (Tyack 1983; Deecke 2006; King and Jensen
2023; see also Appendix B).
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Appendix B

Ethics and Impact

Chapter 2 proposes a theoretically-grounded approach to enhancing trust in learned models.
By ensuring that models not only generate outputs but also prove their correctness to a
verification algorithm, we tackle fundamental issues of trust and accountability in machine
learning.

Self-Proving models build trust between models and users by offering formal worst-case
soundness guarantees. This is particularly beneficial in high-stakes applications, such as
healthcare and finance, where incorrect outputs can have severe consequences. The ability
to verify correctness on a per-instance basis helps prevent potentially harmful decisions. It
allows any user to decide for herself whether she trusts a particular output generated by the
model, rather than relying on average-case guarantees (e.g., high scores on benchmarks as
reported by the model’s developer).

Furthermore, Self-Proving models promote accountability by allowing stakeholders to
independently verify the correctness of a model’s outputs. In particular, lawmakers and
regulators could require models used in sensitive settings to be Self-Proving.

With that said, Self-Proving models also introduce challenges which must be addressed.
First, we expect Self-Proving models to be harder to learn (in practice), which may limit
their applicability in more complex tasks. Second, as with any learned model, Self-Proving
models could be used in harmful ways; developers of a model (and verification algorithm)
must consider the impact of their systems in the specific context in which they are deployed
(Suresh et al., 2023). In other words, the fact that a Self-Proving model’s outputs are
provably correct does not mean that these outputs were ought to be generated in the first
place.

Chapter 3 is focused on motivating and defining pseudointelligence, as well as demon-
strating its potential use for unifying and analysing LLM evaluation. Deeper analyses, such
as provable bounds comparing model and evaluator sample complexities (m vs. n), are left
for future work.

The impact of large language models extends far beyond their alleged (pseudo-)intelligence
Bommasani et al., 2021. Pseudointelligence does not, for example, correspond to an ability
to respond to queries in an ethical or responsible manner. In general, psueodintelligence is
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concerned with the distinguishing ability of a class of evaluators, but does not consider the
usage of a model in a real-world context which may not conform to this class (cf. Mitchell
et al., 2019; Suresh et al., 2023). Finally, like all abstract definitions, it must not be used as
a rubber stamp; that is, it cannot replace a case-by-case assessment of potential impacts of
models prior to their deployment.

Chapter 5 has potential implications for both scientific understanding and conserva-
tion efforts. Historically, advances in understanding cetacean communication have played
crucial roles in conservation—notably, the discovery of humpback whale song by Payne and
McVay (1971) contributed significantly to public awareness and the subsequent “Save the
Whales” movement (Campagna and Guevara, 2022; Comuzzo, 2023). While we maintain
that sperm whales deserve protection regardless of our ability to understand their communi-
cation, we recognize that deeper scientific understanding often catalyzes public engagement
with conservation efforts.

WhAM’s capabilities might naturally suggest applications in behavioral experiments
through playback studies. This is particularly tempting given that sperm whales often
produce codas simultaneously—a behavior that our bidirectional model could theoretically
capture by conditioning on one whale’s clicks while generating the overlapping clicks of an-
other. However, we strongly caution against such applications at this stage. Without a
deeper understanding of coda semantics and functionality, playback experiments using syn-
thetic vocalizations could have unintended and potentially harmful consequences for these
social marine mammals. Instead, we propose that this work demonstrates the potential
of learning from passive acoustic observation—studying these remarkable animals through
careful listening rather than active intervention. With this approach, this chapter could
potentially play a role in assisting efforts to reinforce existing protections or create new legal
protections for whales (Rodríguez-Garavito et al., 2025).

As noted in Section 5.5, the methodological framework of Chapter 5 could extend be-
yond sperm whales, potentially benefiting research on other marine mammals and, more
broadly, any species that communicates acoustically. This scalability is particularly rele-
vant as biodiversity monitoring becomes increasingly critical in the face of environmental
changes. However, our experience underscores the importance of deep collaboration with
domain experts—the success of this work relied on guidance from marine biologists and
acousticians with decades of experience studying sperm whales. We encourage future work
in this direction to similarly prioritize partnerships with species-specific domain experts, as
their insights are crucial for both model development and responsible deployment.
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