Deep Learning: Progress in Theory and Attention Mechanisms

Yoshua Bengio
Professor of Computer Science and Operations Research
University of Montreal

Abstract
Although neural networks have long been considered lacking in theory and much remains to be done, theoretical evidence is mounting and will be discussed, to support distributed representations, depth of representation, the non-convexity of the training objective, and the probabilistic interpretation of learning algorithms (especially of the auto-encoder type, which were lacking one). Beyond theory, this talk will report about an exciting new development in deep learning research regarding the role of attention. Could some form of attention mechanism be useful in machine learning systems? We introduced a few months ago an attention mechanism in recurrent neural networks for neural machine translation in order to cope with the difficulty of handling long sequences of words in encoder-decoder neural machine translation architectures. Attention allows the network a kind of bypass to just the pieces of evidence that it needs to focus on in order to compute its next state or output. With early successes of this attention mechanism for machine translation, we decided to try the same idea (and almost the same code) on speech recognition, and later on caption generation, with surprising and quick success. In the long term, we conjecture that such mechanisms, applied to a very large set of memorized elements (and not just the words or the pixels in the current input), could be a key for bypassing the difficulty of learning very long term dependencies.
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