Frequency Translation Techniques for High-Integration High-Selectivity
Multi-Standard Wireless Communication Systems

by

Jacques Christophe Rudell

B.S. (University of Michigan, Ann Arbor) 1989
M.S. (University of California, Berkeley) 1994

A dissertation submitted in partial satisfaction of the
requirements for the degree of

Doctor of Philosophy
in
Engineering - Electrical Engineering
and Computer Sciences
in the
GRADUATE DIVISION
of the
UNIVERSITY OF CALIFORNIA, BERKELEY

Committee in charge:
Professor Paul R. Gray, Chair

Professor Robert G. Meyer
Professor Paul K. Wright

Fall 2000



Frequency Translation Techniques for High-Integration High-Selectivity
Multi-Standard Wireless Communication Systems

Copyright © Fall 2000

by

Jacques Christophe Rudell



ACKNOWLEDGEMENTS

Although a thesis published at any university may only have one name on the
cover, there are undoubtedly many others who have made a critical contribution toward
the eventual completion of such a large endeavor. This is certainly true for both myself
and this thesis. Without the help, advice, and encouragement of many individuals this
work would have never been completed. | would not characterize my life over the last
few years as fun, however it has certainly been an interesting journey. The people you
meet, the friends you make, and life's little experiences make living as a graduate

student, particularly in Berkeley, very interesting.

| have been truly blessed by having one of the most encouraging advisors a
student could be fortunate enough to work under, Professor Paul R. Gray. | thank him
for the many years of both support and advice. | have benefited not only from his
knowledge of circuits, but also his keen sense of identifying the future direction of
technology. Although | have learned an enormous amount of technical material under
Professor Gray, | believe ethics in the work place is probably the most valuable
contribution he has made to my education, and | thank him. | also wish him well in all
his future endeavors including his new position as Vice Chancellor of the Berkeley

campus.

| would like to thank Professor Bernhard Boser for serving as the chairman of
my qualifying examination committee. In addition, | enjoyed both of Professor Boser’s
analog circuits classes while | was at Berkeley. | also thank Professor Robert Meyer for
taking the time to read through this thesis and for many interesting conversations on
both technical and non-technical matters. Professor Meyer's EE242 was very
inspirational and | particularly enjoyed the mixture of intuition and analysis, in his
approach to circuit design. Although Professor Bora Nikolic was only around for the

last year of my degree, | benefited dearly from both from his advice and encouragement



on many career related issues. | thank Bora for being both a good advisor and friend.
The research published in this thesis, could not have been completed without some of
the outstanding facilities that both Professors Robert Brodersen and Jan Rabaey have
worked so hard to provide all the students. In particular, | thank Robert Brodersen for
all the encouragement over the years as well as the liberal use of the Berkeley Wireless

Research Center.

During my first years at Berkeley, many of the older graduate students helped
to show me the ropes and provide a strong foundation for the success of my future
work. Greg Uehara, now Professor Uehara, spent many frustrating afternoons trying to
explain various concepts to a somewhat slow student. Greg’s advice in my early days at
Berkeley, really helped to shape my future direction, and | thank him for this. As a
friend, | wish Greg well at his new position as Engineering Director at Silicon Labs.
Cormac Conroy is another person from this period who was free flowing with advice
and continued to help out here and there, long after leaving Berkeley. In my first year at
Berkeley, it was also a pleasure to work with Ken Nishimura, Weijie Yun, Robert Neff,
David Cline, and Timothy Hu. Many great friends from this time who were encouraging
include Nathan Yee, William Jamison, Pam and Greg Walter, Anna Ison as well as

Leonard Chen.

While working on the bulk of my dissertation, | was fortunate enough to work
with Thomas Cho who was a great group leader. His cool head as well as sharp
technical skills really helped to get our first big project off the ground. | thank Thomas
for being a friend and for all the help over the years. Both Jeff Ou and George Chien
were awesome people to work with on the our first “big chip”. At that time, many hours
were spent in the lab and 550, both Jeff and George certainly made the long days a little
less painful. | wish them both well with their new jobs. Keith Onodera was another
person who was great to work with not only this project, but several others while | was

at Berkeley. Keith, a card shark, is a dangerous poker player. Leave your money at home



before playing with this guy! | also enjoyed sharing a good laugh with Todd Weigandt
during some of the rather long days and nights. Francesco Brianti was great to work
with as well as becoming a true life-long friend. Francesco’s cooking techniques are
second to none; its amazing what one can do with a little grease, a piece of leather, and

a frying pan!

During my last years at Berkeley, | had the pleasure of working with a group of
extraordinarily talented people. Together we worked long hours on a rather large chip.
Jeff Weldon and Li Lin amaze me to this day at the sheer volume of work that can be
completed in such a short time. | thank Jeff for being a good friend as well as a great
colleague. Jeff is about the only one | know who can work a grill better than I, that may
change after | get a Weber! Better chef than | or not, | wish Jeff well as he moves on. Li
Lin was a pleasure to work with and | enjoy her company to this day. | wish Li and her
new family well. Both Martin Tsai and Luns Tee are other people who did a tremendous
job on our group project and | thank them for being good friends and wish them well in
the future. Sebastien “Frenchy” Dedieu, one of the invading visiting industrial fellows,
helped out enormously on our project. | thank Sebastien and his family for many good
memories. The mixers on this project were designed by Danilo “The Cooker” Gerna.
Not only can Danilo cook, but he is a great engineer. That is, as long as you discuss
circuits with him out of arms reach! | also appreciated the extremely hard work from
another in a long list of great industrial fellows, Masanori Otsuka. Masa put an
enormous effort into our chip under a great deal of stress. | think even Masa was
amazed at how much work can be completed in one year. Other people who | very much
appreciated working with on this second “big chip” include, Troy Robinson, Kelvin

Khoo, and Danelle Au.

Although | have had little time to interact with many of the newer graduate
students in Professor Gray’'s group, their contributions have been significant in this

thesis. In particular, Gabriel Desjardins put forth an enormous effort to work on some



system simulations which are discussed in this thesis. Cheol Lee spent many long hours
working on our test board, and | appreciate his herculean effort. Ryan “Tex” Bocock
took the time to work through and edit, a rather lengthy chapter in the body of this write
up, and | thank y’all kindly. | also acknowledge the effort by the newest industrial
fellow in our group, Enrico Sacchi, who took the time to review a chapter of this
manuscript. Other new students in the group, who | very much enjoyed and wish them

future luck include, Yun Chiu, Ken Wojciechowski, and Nathan Sneed.

Outside of Professor Gray’s research group, there were many other notable
individuals who turned out to be good friends and people to run an occasional idea past.
In the “BJ group”, many people come to mind, the first of which is Dennis Yee as he has
been at Berkeley as long as I. Although, | must admit Dennis was an undergrad when |
started. Dennis has helped out with so many different things over the years, that | don’t
have room to adequately acknowledge all of his contributions. Much more a friend than
a research colleague, Tom Burd has provided me with hours...who knows, may be even
years of entertainment. Both Tom and his wife Joyce are truly great friends, who put up
with a lot of my whining, and | thank them both. Chinh Doan too is a good friend and |
thank him for the advice on a couple of occasions. Chinh, | hope you're ready for the
big “rematch”! Other BJ group members who became good friends and great people to
work with are Sam Sheng, Anantha Chandrakasan, Lisa Guerra, Renu Mehra, Jeff
Gilbert, Sayf Alalusi, Brian Limketkai, lan O’Donnell, David Sobel and of course
Kostas Sarrigeorgidis. Kostas, my parting advice to you... please, get a new set of

clothes, the 70’s are over baby!

In Professors Meyer’'s and Boser’s group, | would like to extend a special
thanks to Ali Niknejad and Manolis Terrovitis. Both were great people to talk with
about research and explore future career opportunities. | wish them both luck with their

new jobs. Other RGM and BEB students that | thank for many insightful conversations



include, Cynthia Keys, Chris Hull, Sangwon Son, Keng Fong, Henry Jen, Darrin Young,

Christ Lu, Tom Wongkomet, and John Wetherel.

If fellow graduate students could be considered great support, then the staff at
Berkeley could be thought of as a strong foundation. | am very grateful for the many
staff members who work hard everyday to make the graduate student experience in
electrical engineering, at Berkeley, A LOT less painful. In the grad. office, | thank Ruth
Gjerde and Mary Byrnes for the many useful tips on navigating the Berkeley
bureaucracy. | also thank many of the assistants to Professor Gray who have helped out
on many items, particularly with purchase orders, including Carol Sitea, Dianne Chang,
Flora Oviedo, Marilyn Witbeck, and Deirdre Bauer. Other staff members who came to
the rescue on numerous occasions include Tom Boot, Elise Mills, Kevin Zimmerman,

Sue Mellers, and Brian Richards.

One of the best experiences that | take out of my years of living in Berkeley,
include the days I've spent at 920 Keeler Ave. Our house, which | later came to know
was often called the “IC ” or “Nerd house”, was a great place of refugee from the
everyday stress of being a student. The roommates | had during my stay were second to
none! Andy Abo is a great guy who | shared many of the peaks and valleys that come
along with getting a Ph.D. My lasting memory of Andy will always involve a
playstation, a TV, and those damn God awful corndogs. Tony Stratakos was also a great
roommate and good life-long friend. His ambition could motivate even the weak at
heart. Tony’'s abilities amaze me to this day, from founding a successfully
semiconductor company to becoming an outstanding student as well as his ability to
light the eternal flame. Outside of my family, the person who I've lived and worked with
the longest is Sekhar Narayanswami. I've enjoyed his company during the years we've
both been at 920. | thank Sekhar for being a great friend, who many times livened up
the house with a little music. Joe Seeger, who moved in later, has been a great

roommate. With Joe, | heard about the interesting world of MEMs as well as enjoying



\Y

an occasional bike ride up in the hills. Justin Black was the last to enter 920, and |
enjoyed our many late night conversations. Although Arya Behzad had moved out just
before | moved in, we overlapped on campus. Arya is the only prankster that made me

feel like | had met my match. | will get even Arya. You can count on it!

Although | mention my family last, they certainly made the greatest
contribution to this work. The love, support and encouragement over so many years (not
just at Berkeley, but a lifelong commitment) has really helped to shape my future. |
thank my parents, Jack and Ann-Marie Rudell, for their love and patience, particularly
during these last couple years. | also appreciate the support, from my early childhood,
of my two older brothers Jean-Paul and John Pierre. | am also thankful for the

tremendous love from my sister-in-law Anita and my wonderful nephew Nicholas!

Finally, | would like to thank the many private and public funds which make
research possible. The following industrial contributors have donated directly to this
research: STMicroelectronics, National Semiconductor, Conexant Systems, Atmel and
Intel Corporations. | gratefully acknowledge the support of the MICRO program as well
as all the tax payers of the state of California. This research has also been supported by
the National Science Foundation (NSF) and the Semiconductor Research Council

(SRC).



To my Parents
Jackson and Anne-Marie Rudell



viii

Table of Contents

Chapter 1: INtrodUCTION ..oooiiiiie e e 1
11 Recent Trends in Wireless Communication Technologies............cccccceeeenn... 1
1.2  Transceiver Analog Front-End Hardware. .............cccoovvvviviiiiiiiii e 4
1.3 ReSEArCh ODJECHVES ......cceieiieiie ettt 8
1.4  Overview and Organization of TheSIS............cooiiiiiiiiiiiiiiii e, 9
1.5 REEIENCES ... .o e e e e e e e 12

Chapter 2: Receiver Fundamentals .........ccccooooiiiiiiiiiiiiiiiiccccen e 13
2.1 (oo 11 o 1o o 1SS PPPPUPPRR 13
2.2 Sensitivity, Noise Figure and Gain............oooeiiiiiiiiiiiiiiiiiiiieeeeeee e 14

2.2.1 Receiver Noise Figure and Sensitivity: The Conventional Approach.....16
2.2.2 Integrated Receiver Noise Figure Calculation.............................l. 21
2.3 SIECHVITY vt a e 26
2.3.1 Blocking and The Selectivity Definition ...........ccccccceeei i, 27
2.3.1.1 GSM Blocking Definition .........coooiiiiiiiiiiiiiiie e 29
2.3.1.2 DECT Blocking Definition.........cccuuuuiiiiiiieeeiieiiiiieeeee e 32
2.3.1.3 Inband blocking reqUIrEMENTS: ........c.uuieeiiiiiiee e 32
2.3.1.4 Out-of-band Blocking Requirements: ..........ccccccvveeeeiniiiiiiiiiiieeeeeaeeeee 33
2.3.1.5 Blocking Performance, Reciprocal Mixing and LO Phase Noise......... 33
2.3.1.6 Estimation of Interference from Reciprocal Mixing .............cccceeevnne 34
2.3.1.7 Second Order Intermodulation (IM2)...........ccoovviiiiiiiiiieiee e 38
2.3.2 Third Order Intermodulation (IM3) and Selectivity..........cccccceevvieerrnnnnns 42
2.3.2.1 Estimate of Receiver (IP3) ......ccccuuiiiiiiieee e 44
2.3.2.2 Intermodulation for cascaded BIOCKS..........ccooviiiiiiiiiiiiiiiiies 46
2.3.2.3 Intermodulation Requirements in DECT and GSM .........cccccceeeevviiinnns 50
2.4  Comments 0N ReCeIVEr DESIGN ........ooviviviiiicicie e 52
2.5 Y (=T (=] o =TT 55

Chapter 3: Integrated Receiver ArchiteCtures ............ccoevieeeeiiiii e, 56
3.1 [T (o [¥Tox 1 o] o [P PTR 56
3.2 SuperheterodynNe RECEIVEN ..........uiii e 57
70 T B 11 = Tox A O] 01V =T =1 o o P 62
3.4 LOW-IF ArChITECIUIES ...t e e e e e e e 67

3.5

DOUDIE LOW-IF RECEIVET. ...t eeeaa 71



3.6 SUub-Sampling RECEIVEIS ......ccoiiiiiiee e 72
3.7  Wide-band IF with Double Conversion. ............cccovviiiiiiiiiiiiii e 74
3.7.1 Synthesizer INtegration...........ccccoeviiiiiiiiieiin e 75
3.7.2 DC Interference and Wide-band IF ..., 83
3.7.3 Image-Rejection in the Wide-band IF system. .........ccccoooviiiiiiiiiiicennnnn, 84
3.7.4 Non-idealities of Wide-Band IF ..............ooooviiiiiiiiiicee e, 87
3.8  General Comments on Receiver Architecture Selection.................c.......... 89
3.9 ST (=T (=] o =TSR 91
Chapter 4: Image-Rejection MIXEIS .......uuuuiiiieiiiiiiiiiiiiie et e s 94
4.1 [Ta] (o [¥Tox 1 o] o RPN 94
4.2  The Receiver Image-Band Problem ... 94
4.3  Methods for Receiver Image Attenuation ...............cccceceeiiiieeieeeeeeeeeeeeeiiiinnns 97
4.4  Image-ReJeCtiON MIXEIS.......coooiiiiiiiiiiiiiiiiie ettt e e 99
4.5 Image-Rejection in the Wide-Band IF receiver..........ccooccceeeiiiiiinieeeeeeeee, 104
4.6  Noise Analysis for the Weaver Method ............cccceeiiiiiiiiiiiiiiiicceeiiii, 105
4.7 Image-rejection mixer phase and gain mismatch................ccccceviivnnnnne. 110
4.8 RETEIEINCES ... . e 113
Chapter 5: Adaptive Image-Rejection MiXer.............vieiieeeeiieiiiiiiiiee e eeeeeeiiinnnn 114
5.1 INEFOAUCTION ...ceeiee e e e e e e e e aa e 114
5.2  Methods to Improve Phase and Gain Matching.............cccccceeiiiieiiieeeeenn. 115
5.3  Adaptive IMage-ReEJECT MIXEN ......uuuiiiiiiiiiiiiieeeee e 119
5.3.1 Requirements for the Self-Calibrating Analog Components ................ 121
5.3.2 Digital Image Magnitude Estimation: Digital Algorithm .................... 126
54 RETEIEINCES ... . e 131
Chapter 6: MIXer DESIQN ....cuuuuiiiiiieeeeeeeee e e e e e e e 132
6.1 INtrodUCHION 10 MIXEIS.....ciiiiiiii e 132
6.2 YT g == TS (o SRS 133
6.3 PasSIVE VS. ACLIVE MIXEIS........ciii et 135
6.4 Conversion Gain of an Active Gilbert-Cell-Like Mixers...........ccccceeeeennn. 138
6.4.1 Switching Mixer Conversion Gain: Idealized Model..............c...ceeeeee 138
6.4.2 Conversion Gain for a Current Commutating Active Mixer ................. 140
6.4.2.1 Transition time Definition for CMOS Current Switching Mixers ..... 147
6.5  MixXer NOISE ANAIYSIS......ccoiiiiiiiii e 152
6.5.1 Single-Sideband and Double-Sideband NOIS€ ..............eevveeivieeieeeeeennenn. 153
6.5.2 Noise Analysis of a Current Commutating Mixer................................. 157
6.5.2.1 TranscONAUCIANCE StA0E ....ccvvveeeieiiiiiiiiieiieeie e e e e e eeeiiereeereeae e e s e e eneeees 157
6.5.2.2 SWILCN NOISE.....eiiiiiiiiiiii e 164

6.5.2.3 Load RESIStANCE NOISE .....eieteieiee et e e e e 169



6.5.2.4 Total Mixer Input Referred NOISE .........ccuuviiiiiiiiiiiiieeeeeee e 171
6.6 Distortion in an Active Current Commutating MixXers..............ccccevvvnnnnnn. 173
6.7  Mixer Designh Methodology .........cooviviiiiiiiiiiiiiie e 180
6.8  EXample MIXer DeSIGN .....cccoiiiiiiiiiiiieiie ettt 183
6.8.1 DECT Receiver Implementation ..............cooeeeiiiiiiiiiiiieeeeniieieeee e 184
6.8.1.1 RF-O-IF (LOL) MIXEI ...uuutitiiiieiiieeeee ittt 186
6.8.1.2 IF-BB (LO2) MIXEF ....ovoveeieeeeeeeeeeeeeeeeeeeeeeeeeeeeeee e ees s 189
6.9  REMBIENCES ....coiieeeeeeeeeee et e e e e e e e e e 190
Chapter 7: IR Mixer - SUpPOrting CirCUILS ........coovviiiiiiiiiieieeieeiiiiiin e e eeeeeens 192
7.1 oo 11 o 1o o PR 192
7.2 High Frequency Quadrature Generation (LOL) ..........uvvviiiiiiiiiiieeiiineeeeee. 193
7.21 RC-CR Phase Shifter........coouiiiiiiii 197
7.2.2 Constant Magnitude Phase Shifter ...........cccccoiiiiiiiiieeeee s 199
7.2.3 Miller Capacitance Phase Shifter............ccccviiiiiiiiii e, 204
7.2.4  Asymmetric Polyphase filters..........cccouuieiiiiiiiiiii e 207
7.2.4.1 Polyphase Properties Associated with Input Signal Phase................. 213
7.2.4.2 Summary of Phase Shifting filter characteristics. .........cccccccceviiinnnns 221
7.2.5 Polyphase Filter DeSIgN ISSUES......ccoieeiiiiieiiiiii i ee et e e e 222
7.2.6  Miller Buffer Polyphase Quadrature generator ............cccoecvvvveeeeeennnnnne 226
A G 1=V ot =] 4 | o T 228
7 5 R [ o To 18 Tox (0] 0 4T o O EEPRR 228
7.2.7.2 Polyphase filter R and C valUues..........c.cocuviiiiiiiiiiieiiiiece e 229
7.2.8 GSM/DECT LO1 Receiver Buffer Quadrature Phase Shifter. .............. 230
7.2.9 GSM/DECT LO1 Transmit Buffer Quadrature Phase Shifter............... 233
7.2.10 DECT LO1 and LO2 Quadrature Phase Shifter. ................c.ccceeeeeeen. 233
7.3  IF Quad. Generation Circuit (LO2) for Self-Calib. Mixer....................... 235
7.3.1 The Adaptive Image-Rejection Mixer and the LO2 Phase Shifter........ 236
7.3.2 Implementation of the divide by four quadrature generation circuit.....238
7.3.2.1 Phase Tuning with a Replica Biased Buffer...........ccccccccieiiiniiiinnnne. 241
7.3.2.2 Implementation of variable phase shifter ...........cccooooiiiicinen. 249
7.3.2.3 Current DAC implementation ............cccccooriiiiiiiiiiiieeee e 252
7.3.2.4 Results of phase tuner Simulations ...........ccccceevviiieiinine e 255
7.4  Standard Bias Cell.........ooeiiiiieiiiiie s 257
7.4.1 AVGS-AVBE CUITENE SOUICE .....coiiiiiiiiiiei ettt 258
7.4.1.1 Current Source BasiC Operation..........cccoooeiiuiiiiiiiiieiee e 259
7.4.1.2 Start-Up CirCUIL ........ciiiiiirieeieeee e e e e e s s s e e e e e e e e e e 260
7.4.1.3 Compensation and Supply ReJection............ccccceeriiiiiiiiiiiieiieieeeeee 261
7.4.1.4 Temperature and Process DependencCe.........cccccvveveeeeeeviiicivininneneenenn, 262
7.4.1.5 Adjustable CUIreNnt SOUICE ..........uuuiiiiiiiiaaaiaiiiiiiee e 264
7.4.2 PTAT Voltage ReferenCe.........couuiiiiiiiiiiiiiiiiiee e 265
7.5 REIEIENCES ...ooiiiiiiiiiie et 267



Xi

Chapter 8: Results and CONCIUSIONS ........ccovviiiiiiiiiiiiiiiiee e 270
8.1 oo 1¥ o 1o o 1 270
8.2  Test Set-Up and ProCeaUIe..........oooiiiiiiiiiiiiiiiiee e 270

8.2.1 Packaging Considerations ............ccceeeiieeeiiieiiiiiiiiiee e e e eeernn e e e e e eeeeneens 272
8.2.2  Third Order Non-Linearity (IP3)........cooouiiiiiiieeiiiiiieieeee e 275
8.2.3  NO0ISe PerformanCe ...........coouiiiiiiiiii e 277
8.2.3.1 Conversion of SSB measurement to DSB Receiver Noise Figure..... 279
8.2.3.2 Noise Figure Measurement Result: DISCUSSION..........ccceeeeiiiiiiiinnnnee. 283
8.2.4  IMAQE-SUPPIESSION ...ceeeiiiiiiiiiietiee e e e ettt e e e e e st e e e e s e sbbbeeeeeeaeeaanes 284
8.2.5 Blocking performance .............iiiiiii i 286
8.2.6 Receiver filter rESPONSE .........uuiiiiiiiiiiiiiiiii e 288
8.2.7  SUMMAIY ..ottt e e e e e e e e e e e et s e e e e e e e eeaa e e e eeeanaaees 289
8.3  Contributions and Possible Future Directions...........ccccevvvvvvvvieiiinnienneenn. 292
8.4 RETEIENCES ... e 295

Y o] 1= o 3 PR 270
Appendix A: Image Suppression as a function of phase and gain mismatch ..... 298
Appendix B: Conversion Gain of an Idea Switching MiXer ...........cccccooviviinnnes 301
Appendix C: Conversion Gain of an Active Switching Mixer ............ccccceeeeeeennn. 306
Appendix D: Fourier Coefficients for the Switch Transfer Function .................. 309
Appendix E: Phase Mismatch Analysis for a simple RC-CR phase shifter ........ 313
Appendix F: Constant Magnitude Phase Shifting Filter. ..........ccccccooiviiiiin. 315
Appendix G: Polyphase filter mismatch and phase change .......cccccccccccceiieeenennn. 317
Appendix H: Relation between Peak and Mid-Swing Triode Resistance ........... 320
Appendix I: Peak Resistance verses Required Buffer Bandwidth ...................... 321

Appendix J: Derivation of stacked device MOS battery voltage ........................ 322



Chapter 1

Introduction

1.1 Recent Trends in Wireless Communication Technologies

The 15 years prior to the written form of this thesis has seen a tremendous
growth in the wireless communication market. A few years ago, in the early 1990s,
cellular telephones were considered a luxury affordable by only upper income
individuals. In addition, such mobile communication devices were realized with bulky
and power hungry hardware, limiting their practical use in everyday life. Today the
growth in the number of users utilizing portable communication systems becomes
plainly obvious when walking down a busy city street or across a college campus where
one may observe several people conversing over a mobile phone. This growth in the
mobile communications market has been fueled by a continued reduction in the cost,
size and increased battery life of the hardware which is used to realize modern mobile
wireless devices [1.1] (see figure 1). Moreover, this size and cost reduction has enabled
a whole new class of applications used by such devices. New consumer applications for
mobile communications include the Global Positioning System (GPS), used by weekend
hikers and recreational boaters, to wireless meter reading used by utility companies to
allow rapid acquisition of monthly home electric and water usage. Today one might step

into a cafe and notice several customers sitting at a table, working with a laptop



networked to the internet via a mobile communication device. Each successive
generational improvement in communications hardware further promotes the number of
consumers utilizing existing applications and enables new applications for wireless

systems.

Commensurate with the explosive growth in the wireless communication
market is a proliferation in the standards which dictate how the mobile devices will
communicate with each other. Between wireless communications applications, and even
within a given application, there are vastly differing requirements on the hardware
which is used to realize modern radios. Examples again might include cellular
telephony, where in the United States there are several digital and one analog standards
utilized by various service providers. Today one might buy a cellular phone which uses
the North American Digital Cellular Standard (1S-95) or the Analog Mobile Phone
(AMPS) standard, or any one of half a dozen other cellular standards. Likewise, any
given cellular phone in Europe might utilize AMPS (but on a different carrier frequency
than the US) or GSM (Global System Mobile). Therefore, one phone typically operates
off of one or at most two standards, and is rendered useless when moving either to other
regions of the country, which don’t subscribe to a phone’s standard, or between
countries, which at a minimum, might have similar standards, but operate on a different
carrier frequency. Adding to this, there are now applications which require the services
provided by multiple RF platforms (standards). In the US, the FCC has mandated that
all cellular phones sold after the year 2001 must have the ability to report a phone’s
position when an emergency 911 called has been placed. Many envision the realization
of such a phone through the ability to use the Global Positioning System (GPS). This
would require a mobile cellular phone to have the hardware capable of utilizing both a
cellular phone standard as well as GPS. Other examples of multiple RF platforms
become obvious in the data communication arena, where users might have a laptop or
Personal Communications Device (PDA) that they would like to operate off of both an

indoor Wireless Local Area Network (WLAN) standard while inside a building, then



move to a longer range cellular standard once the PDA has been moved to an outdoor

environment.

L S

(a) (b)
Figure 1. (a) Martin Cooper who is often credited with making the first cell phone call using (b)
a Motorola DYNA-TAC (1973). This phoned weighed 2.5 Ibs and had a form factor
of 9 x 5 x1.75 inches with a 35 minute talk time. (c) 1999 Motorola StarTac 70000.

Modern cell phones often have talk times in excess of 5 hours, weigh less than 4
ounces with form factors below 4.0 x 1.8 x 0.7 inches.

Concurrent with the trends in the wireless communications industry described
above is a parallel advancement in semiconductor technologies. Moore’s Law states that
every 18 months the density of silicon technologies will increase by 2x. This trend may
be observed in figure 2 where the relatiygd common figure of merit for the speed of
a single transistor) is plotted verses the year. Particularly interesting are the trends for
common digital CMOS technologies. It was only recently, in the early 1990s, that
researchers began investigating the potential of using digital CMOS processes to
implement high frequency “front-end” radio components [1.2]. Implementation of any
analog circuitry in contemporary digital silicon CMOS has a particular advantage with
respect to cost, which is enabled by the sheer volume of digital IC products relative to

those in the mixed signal and analog markets. In addition, integrating the analog



transceiver components of a wireless communications system in CMOS holds the
advantage that potentially someday, all of the analog and digital components of a
mobile transceiver could be integrated on to a single piece of silicon. With the

substantial advantages in terms of cost and size, clearly, the demand exists for new
radio architectures and innovative circuit design technigues which facilitate high levels

of radio integration in CMOS.
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Figure 2. Increasing CMOS devicefthroughout the 1990s.

1.2 Transceiver Analog Front-End Hardware.

As mentioned before existing hardware solutions for the analog portion of a
transceiver are typically realized with a multi-component solution. As an example,
figure 3(a) shows a modern cellular phone with the printed circuit board exposed. In
figure 3(b) is shown a block diagram illustrating a conventional super-heterodyne
transceiver system. The individual components which are used to realize most
transceivers in production today, are done so with several integrated circuit
technologies which include Gallium Arsenide for the higher frequency front-end
components, Silicon Bipolar for either Radio Frequency (RF) front-end components

and/or the realization of any Intermediate Frequency (IF) components, and silicon



CMOS for the lower frequency analog and digital baseband. In addition, several
discrete high-Q filters are usually implemented in the signal path to provide sharp
attenuation of both adjacent channel or alternate band energy. Other components
include discrete inductors and capacitors for the realization of the Voltage-Controlled

Oscillators (VCO) used by the frequency synthesizer found in the transceiver.
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Figure 3. Conventional Super-Heterodyne transceiver shown in a (a) cellular phone and (b) block
diagram form.

Many of the discrete filters shown in figure 3 as well as the higher frequency
circuitry are designed for a given (fixed) frequency. Likewise, the baseband is designed

for a particular channel bandwidth and modulation scheme associated with a standard.



Commercially available transceivers are designed to meet the worst-case channel
conditions dictated by a set of standards. Therefore, in order for the transceiver to
provide multi-standard operation, it would require the duplication of many discrete

components found in figure 3 making a portable transceiver prohibitively large.

The long-term vision/goal for mobile wireless transceivers is to merge all of
the components shown in figure 3 into a single piece of silicon in an inexpensive
technology such as CMOS. By doing so, the advantages are clearly evident in terms of
size and cost. The implication with respect to the hardware is that an integrated radio
can provide more functionality, possibly allowing a single transceiver to operate off of
multiple RF standards while optimizing a radio’s performance as well as the power

consumption [1.3].

The translation of all the components shown in figure 3 to a single piece of
silicon is not a trivial task. The question at hand is how to achieve the same level of
transceiver performance, for a given power consumption, in terms of selectivity and
sensitivity on the receiver side and power output and spurious emission on the

transmitter section.

Assume for the moment, that it is conceivable to integrate an entire radio on a
chip. The question then arises as how to enable programmability between various RF
standards. The transceiver design for each standard in general have different carrier
frequencies, channel bandwidths as well as modulation schemes, just to name a few.
Table 1 list some of the characteristics and requirements of just a few cellular, PCS, and
cordless telephone standards. Hardware on a single chip radio could potentially be
replicated to address the various standards, possibly going to the extreme of integrating

complete multiple receive and transmit paths. However, the most efficient solution for a



multi-modal / multi-standard radio would be the maximum reuse of hardware between

the various standards.

Parameter AMPS 1S54 GSM DECT CT2 PHP 802.11FH
Origin EIA/TIA EIA/TIA ETSI ETSI UK Japan IEEE
Access FDD FDM / FDD /TDM FDMA / TDMA TDMA / FDMA FDM / TDD TDM/TDD FHSS / FDMA
Modulation FM pi/4AQPSK GMSK, diff GFSK IGFSK pi/4-DQPSK G)FSK
Baseband filter Root raised cosine Root raised Gaussian Gaussian Root Nyquist 500khz LP
cos. beta=0.3 BT=0.5 BT=0.5 alpha=0.5
Data rate per RF channel NA 48Kkb/sec (2bits/sym- 270.8kb/sec 1.152Mb/sec 72kb/sec 384kb/sec 1Mb/s - 2Mb/s
bol)
FM Deviation 3khz NA NA 288kHz 14.4-25.2kHz NA ~150kHz
RF Channel frequencies 824.04-848.97(X) 824.04-848.97(X) 890-915(X) 0:1897.344Mhz, 1:864.15Mhz 1895- 2.4-2.5G
869.04-893.97(R) 869.04-893.97(R) 935-960(R) 9:1881.792Mhz 40:868.05Mhz 1911Mhz
No of RF Channels 833 833 124 10 40 52 75
Channel Spacing 30kHz 30kHz 200khz 1.728Mhz 10kHz 300kHz 1Mhz
Synthesizer switching slow slow 30us(BS) 1ms(ch-ch) 30us(BS) several us
speed 450us(HS) 2ms 1.5ms(HS)
Frequency Accuracy 2.5ppm 200hz 50kHz 10kHz Bppm
Speech channels per RF 1 3 8/16 12/24 1/1 4/8 NA
Channel (full/half rt)
Speech coding Analog com- VCELP RELP-LTP 32kb/s ADPCM 32kb/s ADPCM 32kb/s NA
panded 8kb/s 13kb/sec ADPCM
Frame Length NA 40ms 10ms(12Tx+12R 2ms (1Tx+1Rx) 5ms
X) (4Tx+4RX)
Peak Power: 3W(6max) 3W(6max) 3W(20max 250mwW 10mw 100mwW 1 watt
Power Control rqgmt 7 steps 7 steps no 0 0

Table 1: Sample specifications from a few Cellular, Cordless and PCS standards.

One approach to the implementation of a single-chip multi-standard radio is
the implementation of a “software radio”. Here the idea is to digitize the entire signal
band immediately from the antenna on the receive side, and likewise perform a digital-
to-analog conversion immediately before the antenna on the transmit side (figure 4).
The potential advantage of this approach is that all of the signal processing is
performed in the digital domain allowing the possibility of a low-power DSP
implementation which can be made programmable between the various standards.
However, for obvious practical reasons, the software radio lies more in the domain of

science fiction rather than realistic production-worthy hardware. Such a radio used on a



2 GHz cellular application would require an Analog-to-Digital Converter (ADC) with
approximately 20 bits and a Nyquist rate of up to 5 GHz, certainly not achievable in
CMOS or silicon Bipolar at the time this thesis was written. This implies that some
analog signal processing must take place between the digital radio components and the
antenna. However, the potential advantages with respect to programmability between
standards is evident in a transceiver solution with a maximum amount of digital
hardware. In summary then, with respect to realizing a multi-standard transceiver in
silicon, the transceiver components in the analog domain should be designed such that a
maximum amount of reuse between standards may take place and the signal should be
digitized as close to the antenna on the receive side, and converted to an analog signal

as close to the antenna on the transmit side.

\

A/D Converter

1
/ D/A Converter

Figure 4. Ideal Software / All Digital Radio.

DSP

1.3 Research Objectives

The work which is highlighted in this thesis looks at some of the issues with
respect to realizing the analog hardware components associated with a front-end radio
receiver. Specifically, this thesis describes work which focuses on the issues of receiver
integration from three aspects; receive architectures targeted at integration,
implementation of image-rejection functions and the circuit design issues associated
with the synthesis of CMOS active current commutating mixers. The work described in

this thesis has resulted in the following contributions:



» Various receiver architectures were examined from the perspective of
facilitating high levels of silicon integration. The exploration of the different archi-
tectures resulted in the introduction of a new receiver system, called Wide-Band IF,
which attempts to facilitate integration of the entire signal path as well as full inte-
gration of the frequency synthesizer section including the tank circuitry associated
with the Voltage-Controlled Oscillators (VCOs). This architecture also retains some
generic properties which can potentially be re-used between various standards,
allowing a single receiver to address multiple applications. To demonstrate both per-
formance compatible with modern cellular and cordless telephone standards, as well
as illustrating some multi-standard operation, two prototype receivers were built
based on the Wide-band IF concept. One device seeks to demonstrate compatibility
with the DECT standard while the other attempts to show compatibility with both the
DECT and GSM standards.

» Another component of this thesis is devoted to the practical aspects of
implementing the Wide-band IF architecture. Specifically, this work examines sev-
eral techniques which perform image rejection without the need of an external dis-
crete filter. A set of Weaver image-rejection mixers was used in both prototypes. In
addition, the image-rejection mixers in the second prototype, were built to auto-cali-
brate out the phase and gain mismatch within the mixer. This ultimately improves the
image-rejection performance.

* An analysis is given of active current commutating mixers. This is done
with a set of intuitive guidelines for designing active mixers in either CMOS or
BiPolar. A few example designs of active mixers, some of which were the first
designed in CMOS, are presented.

» High side-band suppression is achieved using an image-rejection mixer
with accurate LO quadrature phases. This thesis presents a discussion of various cir-
cuits which generate accurate quadrature phase and the issues surrounding their
design. A new VCO buffer quadrature generation circuit is presented which realizes
accurate phase without the need of power hungry buffers while minimizing the load-
ing on an LC-based VCO without degrading the tank Q.

1.4 Overview and Organization of Thesis

Many of the issues discussed with respect to integration and implementation of
multi-modal radios will be addressed in the thesis. Specifically, this thesis focuses on
receiver architectures which are both amenable to integration and multi-standard
operation. As an example implementation of an integrated radio system, an architecture
named Wideband IF with Double Conversion (WBIF) will be described and two
prototypes based on the Wide-Band IF system will be given. From a circuit design
perspective, this thesis explores the implementation of frequency translation systems

(mixers) in commercially available CMOS. In particular, issues surrounding the
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implementation of dual conversion image-rejection mixers will be described. A self-
calibrating image-rejection mixer with the capability to adaptively tune out the phase
and gain mismatch found within the mixer will be described. This will then lead to a
discussion of the design issues surrounding the realization of the mixers used by this

receiver architecture.

To demonstrate the concepts introduced in this thesis, two integrated receiver
prototypes were realized in a standard CMOS process. Die photos of these chips are
shown in figure 5. For the sake of clarity, these two projects will be given separate
names which will be used throughout the text in this thesis. The first integrated receiver
to be built during the period of this work was designed to illustrate some of the
concepts with respect to integration in CMOS. This first prototype was designed to meet
the specifications of a moderate performance European cordless telephone system
known as the Digitally Enhanced Cordless Telecommunications (DECT) standard. For
the purposes of this thesis, the DECT prototype and or project will be referred to as
either the first generation receiver or simply the DECT project/receiver. The second
prototype receiver implemented during the period of this work was implemented to
demonstrate even higher levels of radio integration as well as increased levels of
selectivity and sensitivity performance. The second generation device also attempts to
illustrate the ability to operate on both wide and narrow band standards, to illustrate
concepts with respect to a multi-standard radio system. The example device was
designed to meet both the specifications of DECT and the upbanded version of the
european cellular standard Global Systems for Mobile Communications (DCS 1800).
From this point on in this thesis, the dual-mode DECT / DCS1800 chip will be referred
to as either the 2nd generation receiver or simply the DECT/DCS1800 prototype. Both

the first and second generation devices are shown in figure 5.
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Figure 5. Die photos of both the 1st and 2nd generation receivers discussed throughout this thesis. (a]
DECT prototype receiver (b) DECT/DCS1800 prototype transceiver.

This thesis has the following organization:

Chapte 2 - An overview of the fundamental issues surrounding receiver design
are discussed. Specifically, the influence of noise and distortion on a receiver’s
sensitivity and selectivity are given. This will be used to help characterize some of the
more recent integrated receiver architectures which have been proposed including

Wideband IF in chapter 3.

Chapter 3 - Examination and overview of several recently proposed
architectures which attempt to facilitate radio receiver integration. The relative
strengths and weakness of such architectures are evaluated based on the promise with

respect to integration and the potential for multi-standard operation.

Chapte 4 - A key component used in any receiver system is the frequency

translation section. Chapter 4 gives an overview of different single-sideband (image-
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reject mixers) mixers which have been proposed. A description of the image-rejection

mixer system used in the implementation of the wideband IF architecture is described.

Chapte 5 - A detailed description of the self-calibrating image-rejection

system used by the second generation DECT/DCS1800 prototype is given.

Chapte 6 - With a knavledge of the mixer architecture used by the Wideband
IF system, a more detailed analysis is given of active mixer design. These design guide

lines were used in the realization of two prototype chips.

Chapter 7 - Much of the mixer supporting circuitry is discussed in this chapter.
In particular, generating accurate quadrature phases with minimal power consumption
is essential to realizing high-sideband suppression image-rejection mixers. A new
method of generating quadrature phases will be discussed in this chapter. In addition,

some of the standard cell bias circuitry will be examined.

Chapte 8 - The measured results as well as conclusions drawn from the data
and research obtain in this thesis are given. In addition, some thoughts about the

potential direction of research in the area of integrated transceiver systems is given.
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Chapter 2

Recelver Fundamentals

2.1 Introduction

The impetus to develop very inexpensive small radio receivers was reviewed in
chapter 1. The realization of a single-chip radio implemented in a CMOS technology is
a clear candidate to address all of the desired features associated with future wireless
systems. The question now arises as to the technical challenges associated with
integrating a radio on to a single chip. This chapter reviews some of the classic issues
associated with a radio receiver design with an emphasis on figures of merit which are
particularly challenging when attempting to integrate all the receiver functionality onto
a single chip. Specifically, this chapter examines two of a receiver’'s key figures of
merit, sensitivity and selectivity. Many of what might be classified as a receiver’s sub-
figures of merit influence the overall selectivity and sensitivity performance of the
receiver. In particular, the gain distribution, noise performance of the individual
receiver components, linearity, image rejection as well as reciprocal mixing all affect

both the sensitivity and selectivity of the receiver.

This chapter first covers some of the basic concepts with respect to sensitivity.

This is followed with an example computation of the sensitivity and noise figure of an
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integrated receiver. The discussion will then turn to the fundamentals of selectivity
performance. The sub-figures of merit related to the selectivity performance are
reviewed with a discussion on both the computation and implication on integrated

receivers.

Throughout this chapter, some examples of required performance are given for
both the Digital Enhance Cordless Telecommunications (DECT) standard and several
flavors of the Global System for Mobile communications GSM) standards which
include GSM-900, DCS-1800, and PCS-1900. Some of the specifications regarding the
physically layer are reviewed as well as a discussion of the implication on the radio
receiver performance from both the perspective of sensitivity and selectivity. This
chapter then concludes with a discussion of the overall implication on the of various
receiver figures of merit when trying to integrate an entire radio on one chip. This
discussion serves as good background for material presented in chapter 3 which looks at

several suggested receiver architectures targeting high levels of integration.

2.2 Sensitivity, Noise Figure and Gain

In radio design, probably two of the broadest and most comprehensive figures
of merit are the sensitivity and selectivity performance of a receiver. 3éwmsitivity
performance of receiver is defined as the minimum allowable desired band signal power
at the receiver input, such that there is a sufficient signal-to-noise ratio at the receiver
output to adequately extract the desired received information. The sensitivity test is
usually performed with only the desired signal applied to the receiver; there are no

interfering signals found at other frequencies.

The implication of the sensitivity on the overall receiver relates to the
maximum range the receiver may wandered from the transmitter (figure 6). The lower
the receiver’s sensitivity, the weaker the signal that may be receiver and recover useful

information. This implies that a receiver with a low sensitivity may range a greater
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distance from the basestation (in the case of many cellular applications) or from another
mobile transmitter. The overall receiver sensitivity is directly related to the noise figure
of the receiver which is impacted by both the noise performance of the individual
receiver blocks as well as the distribution of gain down the receiver channel. As will be
seen later in the special case of integrated receivers, the sensitivity and selectivity of

the receiver trade-off with each other, and the power consumption.

Sensitivity
(Noise Figure, Gain)

Mobile

Figure 6. Sensitivity of the receiver determines the maximum range a mobile may wander from
the basestation. The sensitivity is usually characterized without any interfering
signals.

The true definition of sensitivity is the minimum detectable signal (typically
specified in units of dBm) at the receiver input, such that there is a sufficient signal to
noise ratio at the output of the receiver for a given application. The input to the receiver
can be modeled with a source resistance found in series with the input of the receiver,
this as shown in figure 7. Depending on how the input signal power is interpreted, two
different signal levels for the sensitivity may be obtained. The confusion now arises
when the input of the receiver is matched to a certain impedance; in the simplified
example shown below, this would be when the real impedange -RRg. Is the
sensitivity defined at VY (the source generating signal) or is the sensitivity defined by

the voltage across the input terminals of the receiver?

“Industry jargon” typically refers to an open-circuit voltage as “hard” and

closed circuit voltage as the “soft”[2.1] definition of sensitivity. True radio-philes
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prefer the “hard” definition of sensitivity which is with an open circuit input to the

receiver. However, most radio measurement equipment including the input to a receiver

Receiver

A<,

Vin
I

A
VS

Figure 7. Input of the receiver with a source. Vin is the closed circuit voltage while Vs is the open-
circuit voltage.

are matched to a 3D environment, leading to the more typically used definition of
sensitivity as the soft voltage across the input terminal of a block with a matched input
impedance. Therefore, the actual sensitivity is defined as the available signal power
(definition of available signal power will be given later) delivered to the input terminal
of the receiver. The simple definition of sensitivity is the minimum signal power
delivered to R, such that a sufficient SNR may be obtained at the output of the receiver
to maintain the BER required of the particular radio system. For the purposes of
obtaining the required sensitivity for the two prototype receivers described later, the
“soft” definition of sensitivity will be used. To further clarify the definition of
sensitivity, assume we have a receiver where the input impedance is matched @& a 50
source resistance and the receiver sensitivity is -113dBm, then the open-circuit voltage

(Vs in figure 7) corresponding to this sensitivity ig\1

2.2.1 Receiver Noise Figure and Sensitivity: The Conventional Approach

A good way to understanding the process of calculating receiver noise figure
begins with the original and definitive paper written by Friis in 1944 [2.2]. This paper
outlines the procedure to analyze the noise figure of a cascaded two port network.

Starting as Friis did with a simple example of a source loaded with a 4 terminal device

1. The definition of the physical layer in virtually all radio standards use the soft definition of sensitivity.
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and an output circuit (see figure 8) we can quickly re-derive the noise figure equation.

Using this model we now need to define a few terms as Friis did in his original paper.

Signal 4 Terminal Output
Source Network Circuit

A o —0
Vs (fl‘\)_‘g s

'e} me)

R

Input utput
Terminals Terminal

Figure 8. Simple 4-Terminal network which was used to propose the well known definition of
noise figure by Friis in 1944.

For maximum power transfer from Mo the input terminal of the network, a
matched impedance is needed; the power delivered from the source to the input
terminals is then \12/4R. The power of the signal delivered to the inpunder a
matched conditionis often referred to as thavailable signal powerwhich will be
defined as g For a receiver, the available signal power at the receiver input to
adequately recover desired information was defined as the sensitivity. Likewise, the
available signal power at the output terminals of the network, will be defined as S.
Therefore, theavailable power gainG of the four terminal device is S/Sg. The available
thermal noise power from the source resistance delivered to the input terminals is

defined as,

4KTR [Af
4R

Note that in the original definition of noise figure, tlagailable noise poweat

= KT [Af(watts) (Eq 2.1)

the output of the source is due to the thermal noise source to the left of input terminals
and not the noise generated by the input devices of the terminal. A useful number to
remember which will aid in rapidly determining the available noise power delivered

from the source (or input noise floor) of any receiver under the condition of a matched

input impedance is -173.8 dBm/Hz (referenced to 1mW) or -186.8 dBV/Hz (referenced
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to 1V). Knowing the bandwidth of interest (typically the channel bandwidth), one can

guickly calculate the available noise power at the receiver input in dBm using,

Noise Floor (dBm) [ [-173.8+ 10log( B)](dBm) (Eq 2.2)

or if 50Qs is assumed, the noise floor in dBV is,

Noise Floor (dBV) [ [—186.8+ 10log( B)](dBV) (Eq 2.3)

where B is the signal bandwidth.

Next, define N to be the available noise power at the output of the 4 terminal
device. The noise factor is simply defined as @neilable signal-to-noise ratio at the
signal source terminals to thavailable signal-to-noise ratio at the output of the
network. A summary of the definitions used by Friis are given below.

kKTB : Available noise power from the source

N : Available noise power at the output terminals of the network

Sg : Available signal power at the output of the source

S : Available signal power at the output of the network

F  : Noise Factor

NF : Noise Figure, noise factor in dB NF=10log(F).

G : (Available signal power at the output)/(Available signal power at the input)

The noise factor for the 4 terminal network can then be expressed as,

DSQD

_ kB0 _ 15 g (Eq 2.4)
" sg  kTBOSO
CNO

F

which is straight from Friis paper. Using the fact that G=g/8quation 2.4 can

expressed as,

1 N
F= %%ﬁg (Eq 2.5)

From equation 2.5 and the fact that the available noise power at the output is
simply, N=FGKTB which includes the noise from the signal source. The available noise

at the output due to the network only is then,
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(F-1GKTB(watty (Eq 2.6)
When evaluating the noise figure for a cascaded network, the same approach

may be used to find the available signal and noise powers at the input and output as was

done above. For example, if as Friis presents in his paper, network 1 is cascaded with

network 2 as shown in figure 9. The available noise power at the output terminals of

Signal Network Network Output
Source 1 2 Circuit
F’M o O o O 0o
RS
VS
O O O O o)

Figure 9. Cascaded network.

network 2 is,

N, = F5,G1kTB (Eq2.7)
Substituting in the gain for network 1 and network 2 we can express

equation 2.7 as,

Ny, = F1,G,G,kTB (Eq 2.8)

The available noise power at the output of network 2, can be expressed as,
N, = F,G,kTB (Eq 2.9)
Simply multiplying by the gain in network 2 gives the available noise power at
the output of network 2 due to noise sources in network 1 or
F,G,G,kTB (Eq 2.10)
From equation 2.6 the available noise power due to noise sources in network 2
can be expressed as,

(F,—1)G,kTB (Eq 2.11)

The total available noise power at the output, may now be written as the sum of

the noise sources due to networks 1 and 2 reflected to the Sutput
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Using equation 2.10, equation 2.11, and equation 2.12, the overall noise factor
of networks 1 and 2 may be found,

(F,—-1)

G
1
Equation 2.13 can be generalized even further as the following expression for

Fip=Fp+

(Eq 2.13)

an arbitrary length of N cascaded networks,

Fn = F1+—G1 ot (Eq 2.14)

Often times discrete front-end filters along the signal path have net loss (G<1)
in the power gain, commonly called the insertion loss. In this case, the available signal
power outputted by the source in figure 9 is reduced by the amount equal to the
insertion loss. For example, a network where the terminals are shorted together would

correspond to a 0 dB insertion loss. The noise figure is then equal to the insertion loss.

Equation 2.14 is a classic equation derived by Friis to compute the noise factor
of N cascaded stages and has been used in the design of discrete component radios for
more than 50 years. Friis equation is convenient for computing cascaded noise figures
when the individual components along the signal path are characterized with respect to
a noise factor. It further assumes that the impedance is matched at the input and output
of the an individual block resulting in the available noise and signal power at the input

and output of each block.

From equation 2.14, it becomes clear, that a low noise figure receiver is
accomplished by a good design in the very front-end components. If the noise figure
were the only issue one was trying to address in the design of a receiver, then placing as

much gain as close to the beginning of the receive chain as possible is desired. By

2. In Friis original paper on cascaded noise figure computation[2.2], there is a slight error in his equivalent
expression of equation 2.12 shown above.
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making the value of Gas large as possible will have the affect of minimizing the noise
contribution of all the blocks in the receive chain which follow the block with gain G

As will be shown later in the discussion on selectivity, placing too much gain on the
very front-end of a receiver, degrades the linearity performance of the latter stage
blocks if there is no filtering in the signal path. An additional aspect to a very low noise
figure receiver is achieved through minimizing the noise factor of the very first block
(F1). Thus, both maximizing the gain of the first block while minimizing the noise
contribution is typically the function of one of the very front-end components. This
component usual is characterized by a low noise figure with high gain. Thus, the reason

for the often used name, low noise amplifier (LNA).

It is often times convenient in discrete radio designs to use Friis equation, as
the industrial standard is to design many components with common values for the input
and output impedances, such ast&s0 However, in the case of a receiver that is fully
integrated, the input and output of each block along the receiver chain is made to drive
a node impedance directly, i.e. the output of an LNA is connected directly to the mixer
input port. In this situation, the concept of available signal power is somewhat
meaningless and inconvenient, particularly when computing the comprehensive noise
figure of the receive channel. Therefore, in this work, when deriving the noise figure of
the entire receiver, a slight modification was made to Friis equations which simplifies
the translation of the noise performance of the individual blocks, to the overall noise
performance of the receiver chain. The approach to computing the comprehensive noise

figure of an integrated receiver is now reviewed in the next section.

2.2.2 Integrated Receiver Noise Figure Calculation

The noise figure calculation for the entire receiver, used in this work, is
separated into two parts. First, the noise analysis is carrier out on the integrated portion

of the receiver in terms of equivalent noise voltages (or resistances as will be shown
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later), and the component voltage gain. Then all of the noise components in the
integrated portion of the receiver chain (all the blocks on chip), are referred to the chip
receiver input. This would be the interface between the last discrete component, at the
receiver front-end, and the first integrated block. In the case of both receivers discussed
later in this thesis, the interface is between the discrete balun found on the test board
and the low noise amplifier input (LNA); this is illustrated in figure 10. The integrated
receiver noise sources referred to the input, are then compared taviditable noise
power generated by the source impedance found on the board. Comparing the noise
sources at the receiver input, to the available noise power of the source resistance can
then be used to determine the noise figure of just the integrated portion of the receiver.
Next, the noise factor (and figure) working back to the antenna, are determined by
simply applying Friis equation recursively. The procedure for the noise figure

computation used for the receivers described in this work, is summarized below:

1) On the front-end of the receiver, the insertion loss of individual discrete
components are used to find the available signal power at the input of the chip. Because
the input impedance of the LNA is matched to(0the available noise power at the
LNA input can be computed in both dBm and dBV. This available noise power at the

LNA input, is converted to a noise voltage across the input impedance of the LNA.

2) For the integrated receiver blocks (everything after the LNA), all the noise
computation is made with respect to an equivalent input noise resistance. Although, the
resistances is completely factitious, it is a convenient measure of the noise associated
with the individual components along the receiver chain. The noise resistance is easily
reflected back to the receiver input where it may be compared to the noise contribution
from the source resistance. With this comparison, a good intuitive feel may be given as
to the percentage noise contribution of any block along the receiver chain, to the overall
receiver noise figure/factor. The equivalent noise resistance will be definedegs R

corresponding to an rms noise voltage power spectral density where,
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Voo /(H2) = 4KTR, (Eq 2.15)
Reqis found by translating the equivalent input noise voltage at the input of a
an individual receiver component along the receiver chain (figure 10), to a noise

resistance with,

Veo/ (H2)
€q  4kT (Eq 2.16)

All the blocks in the receiver signal path were desighed to meet a equivalent
input noise resistance target. The design of each block was then done so by referring all
of the noise generated within the circuit, to an equivalent input noise resistance. The
equivalent input noise resistance associate with each circuit block in the receive chain,
was then used to compute the entire receiver noise figure. Some examples of referring
all of the noise sources in a mixer, to an equivalent input noise resistance are given in

chapter 5.

In summary then, the noise figure of the receiver is calculated in two steps,
using the input of the chip as a boundary where the noise level, signal level, and the
SNR are converted from available signal powers to rms noise voltages from whi¢gh R
is easily found as well as the signal voltages as shown in the example receiver, figure
10. The overall noise contribution of thetegrated section of the receivés calculated
by reflecting the equivalent noise sources along the receiver chain back to the LNA
input. This is then compared to the available noise power delivered to the LNA by the
source resistance (80 on the board. The available noise power due to & Sutput
impedance from the last board componenki$0 The available noise power delivered
by the source resistance to the LNA input, under a matched condition is(k1e&s0)/4.
Remember that the voltage attenuation between the source and the matched impedance
point is divided by two in voltage, and four in power. Assuming the source resistance is
50Q, the available noise power from the source can be simply defined as an equivalent

noise resistance where,

_50Q _
Rboard = —= =125

4 (Eq 2.17)
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Because Byarg represents the available noise power deliver to the receiver
input from the source resistance, the equivalent input noise resistance from the
integrated portion of the receiver reflected to the LNA input, may be compared directly
with Ryoarg Using the Wide-Band IF receiver architecture as an example of computing
the equivalent input noise resistance of the entire receiver chain (see figure 10),
reflected to the board chip interface, the total equivalent noise resistance from the

integrated portion of the receiver can be defined ggfateqand described by,

(Eq 2.18)

R =R + RMixerl + RMixer2 + RBB
Integrated™ '*LNA 2 2 2
AVina  (AVina DAVpikerd)”  (AVENA PAVikert TAV pixer2)

The noise factor of the integrated section of the receiver is then,

(Eq 2.19)
Ry, Ry, R
Mixerl Mixer2 BB
Rboard+ RLNA + 2 + 2 + 2
AVina (AVina PAVikerd) (AVENA DAV vicer: AV pixer2)

F =
Integrated
g Rboard

Where A, is the voltage gain of the respective receiver components, ,enA
is the voltage gain from the input to the output of the LNA. With the noise factor for the
integrated section of the receiver, the noise figure/factor of the receiver, back to the
antenna may be calculated using Friis equation. Again, referring to the example shown
in figure 10, and using the results from equation 2.19, the overall receiver noise factor

including the discrete components is,

E - F filter I:TR FBaIun I:Integrated Eq 2.20
R i — " RFfilt .
eceiver ilter Grr GriGr  GreGrrGeatun (Eq )
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Where G is the power gain, or in this case the insertion loss, of the front-end

components.
[ .
Board Components I On-Chip
RE ; TR ; I Nna ; Mixer 1 Low Pass ; Mixer 2 ; Anti-Alias ; AD
. . I Filter Filter
Y Filter | Switch | Balun | ® | ® | |
! > > BN BN WY
> g
X1 ||§§I—>| [>‘r"® < mN |,®%_|_>J1__|-> >
I I | I T T I I I
| Y IR T |
NFre | NFrr | NFgaun 1 | LO;g | _Lo2 | |
I I I Re I I I I
OLNA
! ! | I ReOuixer1 I ReOyixer2 ! Redaa !
|
1 \ Boundary used to convert between available noise power (Friis method)
and equivalent noise voltages. and resistances.
External Components

Figure 10. Model showing the boundary for the two step noise calculation used to model the
Wide-Band IF receiver

There exists a direct relationship between the receiver sensitivity and the
receiver noise figure. Remembering the receiver sensitivity is defined as the minimum
required available signal-to-noise ratio at the input of the receiver to get a sufficient
SNR at the receiver output, an estimate of the receiver’s sensitivity based on the overall
noise figure and the noise floor at the front-end can be made. By definition, the receiver
sensitivity is the minimum required available sighal-to-noise ratio at the input of the
receiver to get a sufficient SNR at the receiver output. An estimate of the receiver’s
sensitivity based on the overall noise figure and the noise floor at the front-end can now

be made,

Sensitivity dBm) = NF dB) + CNRoutpul(dB) + NFloor(dBm) (Eq 2.21)

Receive(
WhereCNRytpyutis the required carrier-to-noise ratio at the receiver output to

meet the minimum BER requirements of a standard or applicafidfioor is the noise

floor defined by equation 2.2. The higher the noise figure, obviously the weaker the

receiver sensitivity. Therefore, the need to minimize the overall noise factor becomes

apparent for any receiver, integrated or discrete. In the domain of integrated receivers,
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the problem of lowering the noise figure of the receiver is difficult, as care needs to be
taken when applying gain to the very front-end of the receiver. As will be seen in
chapter 3, integrated receivers suffer from a lack of high-Q filtering in the signal path,
particularly at high frequency. This tends to be problematic as interfering signals in
other bands are now present, which can be received with a much greater magnitude than
the desired signal. The interfering signals then set a limit to the amount of front-end
gain which may be applied to a receiver. Thus, making a practical highly-integrated

receiver with a low noise figure and sensitivity an interesting challenge.

In the next section, the other receiver key figure of merit, selectivity, is

explored.

2.3 Selectivity

A receiver’sselectivityperformance is a measure of the ability to separate the
desired band about the carrier, from unwanted interfering signals received at other
frequencies. This situation is most often characterized by a weak received desired
signal in the presence of a strong adjacent or alternate band user. In practice, good
selectivity performance of the receiver may be required when a mobile device is
physically far from its corresponding basestation (see figure 11) while simultaneously,
there are other users, either within the same system or running off of a different
standard which are physically close to the mobile receiver which is trying to receive a
very weak desired signal. The transmitter associated with the desired signal is far from
the receiver while the interfering users are close; this gives rise to the often used term

“near-far problem”. The interferer could be close both physically and in frequency.

Unlike sensitivity, which has a clear quantitative description and a direct link
to both receiver gain and noise figure, selectivity is influenced by many impairments in
the receive signal path. The linearity associated with many of the receiver components

along the signal path influence the selectivity. Reciprocal mixing of the oscillator phase
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noise with an interfering signal, will likewise heavily influence the receiver selectivity
performance. Depending on the receiver architecture, a high degree of image-rejection
may be required to obtain a good immunity to undesired received signals which lie

within the image band.

Selectivity

N . o Desired
(Linearity, Blocking, Image Rejection...) esire

asestation

/

N

N
i
AN o
< o
Interfering
Basestation
Mobile 1
Received
Signal
Strength ”
- i — 0 - » freq.
. Interfering | Interfering
Mobile 1 Interfering Basestation Desired Mobile
Mobile Basestation

Figure 11. Selectivity determines the range in the presence of other strong interfering user. This
is the “Near-Far” problem.

The following section will give some common definitions and requirements of
receiver selectivity performance. As an example, some of the selectivity performance
requirements of the DECT and GSM standards are reviewed. Using both DECT and
GSM as specific examples, a discussion is then given on some of the “sub-figures” of
merit which influence the selectivity performance. These include, second and third

order intermodulation performance, and oscillator phase noise.

2.3.1 Blocking and The Selectivity Definition

Most radio standards which exist today, specify the selectivity requirements of
a radio receiver in the physical layer definition. One of the key selectivity requirements
outlined in a standard is the blocking performance. Similar to the near-far problem

described above, the blocking performance is typically defined with a desired signal



28

applied to the receiver which is 3dB above the required reference sensitivity.
Simultaneously, an additional signal is applied to the receiver (called a blocker) at a
defined offset frequency from the carrier with a certain magnitude. The receiver must
then have the ability to maintain a minimum bit error rate (BER) in the presence of the

blocking signal.

The impact of a strong AM blocker on the BER cannot be understated,
particularly in the case of an integrated receiver, as will be discussed later. A large AM
blocker will cause degradation on the carrier-to-interference ratio of a desired signal
through three predominant mechanisms. First, the blocker will cause gain compression,
which has the unfortunate affect of reducing the gain on the desired signal. Second, the
blocker can potentially mix with the oscillator sidebands, dropping an interfering
component directly in the desired signal band. The third mechanism of interference to
the desired signal happens when the blocker goes through a second order non-linearity

in the receive chain. This problem is particularly sever in direct conversion receivers.

An additional specific condition which is usually outline in a radio standard
are definitions on the third order non-linearity performance of a receiver. This test is
done separate from the blocking test and is often referred to as a third order
intermodulation test. Here, the receiver is being exercised to test the immunity to a pair
of undesired signals which line up in frequency such that when both the interfering
signals passing through a third order non-linearity, an interfering component is created
in the desired signal band. Some examples of third-order-intermodulation specifications
for GSM and DECT are reviewed in later sections of this chapter with a method to
estimate the comprehensive intermodulation performance of an entire receive channel

based on the linearity performance of the individual components.
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2.3.1.1 GSM Blocking Definition

In the GSM standard, the blocking test is performed by applying a GMSK
modulated desired signal 3dB above the required receiver reference sensitivity. Then a
single unmodulated tone (simple sinewave) is applied to the receiver at discrete
increments of 200 kHz from the desired signhal with a magnitude as shown in the
specific blocking requirements of GSM, E-GSM, DCS1800, and PCS1900 [2.3]. Note,
the following blocking requirements are given for the mobile station(MS) only, a

separate set of specifications exist for the base station.

The blocking requirements are similar among the different GSM standards
with some exceptions which are outlined below. For fully integrated radios, one of the
more difficult specifications to meet in the GSM standard is the 3 MHz blocker which is
typically 76 dB above the desired carrier. Although many standards have ridged
requirements on the radio blocking profile, they allow a relaxation in the blocking
profile at some offset frequencies from the carrier, to allow for inherent spurious
signals within the receive signal path. These might be spurious tones which are simply a
feature of a particular frequency synthesizer architecture. In GSM, the relaxed blocking
specifications are called “spurious response frequencies”. The frequency of the relaxed
blocking requirements are selected by the user and each channel is allowed a different
set of spurious response frequencies. For example, if one were to set a spurious
response frequencies for channel 800 in DCS 1800, then move to channel 805, the user
can again assign a new set of spurious response frequencies. Depending on the flavor of
GSM (GSM 900, DCS 1800, or PCS 1900) there are anywhere from 6 to 12 inband
expectations and up to 24 out-of-band exceptions per channel. When the spurious
response exception is used, the magnitude of the AM blocker may be relaxed to -49

dBm[2.4].

The GSM blocking test is performed by applying a GMSK modulated signal 3

dB above the required reference sensitivity. This is usually from -99 to -97 dBm, again
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depending on the flavor of GSM[2.4]. A single blocker is then applied to the receiver at
a given offset from the carrier frequency with a magnitude as shown in figure 12. Under
this condition, the receiver must maintain a1B8ER. The test is repeated with a single
blocker at each of the frequency offsets shown in figure 12. The desired signal is then
changed to another channel, and again the process of applying a lone blocker, is

repeated for each frequency offset shown in figure 12.
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Figure 12. Required blocking performance for (a) GSM 900, (b) PCS 1900 and (c) DCS 1800.
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2.3.1.2 DECT Blocking Definition

DECT has considerably easier blocking requirements as compared to GSM.
This is expected as DECT is a relatively moderate performance standard. Similar to
many Wireless Local Area Network (WLAN) standards, the mobile does not wander as
far from the basestation when compared to a a cellular standard like GSM. Given that
the possible range of the mobile from the basestation is smaller, so to will be the range
of potential signal magnitudes that are received. Worse case, the desired signal will
come in stronger (compared to cellular) and the difference in magnitude between the
desired signal and an interferer will be smaller as compared to the case where the
mobile may wander far from the basestation (cellular). Thus, the selectivity, and the
sensitivity performance are more relaxed in cordless telephone and WLAN standards. A
set of test conditions for the DECT standard [2.5] are given for both the inband and out-

of-band blocking signals.

2.3.1.3 Inband blocking requirements:

The mobile must maintain a 19 BER when a -73 dBm desired signal is
applied to the receiver input and while a a single blocker is simultaneously applied. The
blocker is a GMSK modulated signal of power level and frequency offset as shown in
figure 13. The blocking requirements include a -83dBm Co-Channel blocker (The Co-

Channel blocker is an interfering signal applied in the same band as the desired signal).

Inband Blocking

-33dBm
-39dBm
m Desired GMSK
-58dBm Modulated Signal
-73dBm = Single GMSK Blocker
-83dBm
f—H——t————— 34— freq.
S ITES eSS ss
¥ T T @ D 0% @ @ & &
N N YOy YNy N N N

~
Figure 13. DECT Inb

o))

nd blocking requirements.

All of the inband blocking tests are repeated for each of the adjacent channels.
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2.3.1.4 Out-of-band Blocking Requirements:

A desired -73dBm input signal is applied to the receiver in channel 4. Then a
single unmodulated blocker (simple sinewave) is applied in each of the following bands
with the signal strength indicated in figure 14. Since &31BER must be maintained,

this maps to an approximate C/I ratio of 10 dB at the output of the receiver using GMSK

modulation.
Out-of-band Blockers m Desired GMSK
Modulated Signal
-23 dBm -23 dBm 1 Single Tone Blocker
-43 dBm -43 dBm
-73 dBm
55 I SS - freq.
i N NN ~
& § F385 5 s
¢ § §58 9

Figure 14. Out-of-Band DECT blocking requirements.

2.3.1.5 Blocking Performance, Reciprocal Mixing and LO Phase Noise

A Local Oscillator (LO) is used with a mixer in the receiver sighal path to
frequency translate the desired signal spectrum about the carrier to a lower frequency.
Phase noise is a measure of the spectral purity of the local oscillators used in this
operation. Figure 15 illustrates how undesired sideband energy from the local oscillator
(phase noise) “reciprocal mixes” with adjacent channels or out-of-band signals. The
reciprocal mixing can potentially result in frequency translating a blocker, to fall within
the desired signal band at the output of the mixer. Interference in the desired signal
band from the blocker reciprocal mixing degrades the receiver (C/I) ratio. The oscillator

must then be designed such that under a worst case blocking condition, the reciprocal
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mixing of the blocker with the phase noise of the oscillator will produce an interference

component far below the desired signal level.

On top of
Signal A 9 -33 dBm (for DECT) desirepd channel!
Strength => Degrades SNR!
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(Figure by Todd Weigandt)
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Figure 15. Reciprocal mixing of the blocker and phase noise. DECT blocking profile used as an
example.

2.3.1.6 Estimation of Interference from Reciprocal Mixing

Based on the blocking profile given by a standard, along with the known phase
noise performance of the oscillator used by the mixer, the amount of interference
created in the desired signal band from reciprocal mixing may be estimated. One
method to perform the phase noise calculation assumes that the receiver channel is
noiseless and the only interference produced within the desired signal band is due to the
phase noise reciprocal mixing with a blocker [2.6]. The method to calculate the phase
noise performance required of the oscillator is illustrated in figure 16. Here, the phase
noise is assumed to be flat across the band of interest at a certain offset from the carrier.
The interference component that is then produced when the blocker mixes with the
phase noise sidebands, is compared to the desired signal which mixes with the carrier

energy.
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Figure 16. Simple calculation for required phase noise performance of the LO.

Based on the required C/I ratio at the output of the mixer, the blocker
magnitude, along with the carrier offset and the desired signal level, the required phase

noise performance in dBc/Hz may be estimated using,

PN(Af ) E‘L%CE = (Eq 2.22)
Syesired A )(ABM/ dBV) — S, (Af ) (dBm/ dBV) — C/ | (dB) — 10log( BW))

Where PNQf,) is the phase noise in dBc/HAf. away from the carrier. § is
the magnitude of the blocker in dBm or dBV whileg&jeqiS the magnitude of the
desired carrier in dBm or dBV. Cfji, is the minimum required carrier-to-interference

ratio and BW is bandwidth of the desired signal.

As stated before, equation 2.22 can be used to approximate the required phase
noise performance of the local oscillators in the receiver, assuming there are no other
sources of interference in the receiver channel. However, practically speaking this is far
from the true situation and the receiver white thermal noise contribution will further
degrade the overall carrier-to-interference ratio at the output. Therefore, a better picture

of the true C/I ratio at the output of the receiver, should include the white noise added
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to the desired signal band, as well as the effects of blockers reciprocal mixing with the
phase noise and the effects of gain compression in the receiver signal path due to a large

blocking signal.

The approach to determine the required receiver phase noise performance as a
function of the needed blocking performance may be done as follows. All of the
equivalent input noise resistances are referred to the output of the receiver including the
available noise contribution at the input of the receiver (I2.5Then at each mixer
output, the power of the blocking signal reciprocal mixing with the LO phase noise
which creates an interferer within the desired signal band, can be approximated by
assuming the phase noise is flat across the band of interest. This gives the following

expression,

10log(c°Mixeroud) = [Sy(Af )(dBV) ~[PN(Af) + 10log(BW)I](dBV)  (Eq2.23)
Where 0yixerout 1S the power of interferer created inband by reciprocal
mixing. This interference source can then be referred to the output of the receiver along
with all other interferers in the receiver chain, including the noise contribution of the
individual receiver components. This procedure is illustrated for the Wide-Band IF
architecture shown in figure 17.

LNA Mixer 1 Low Pass Mixer 2 Anti-Alias A/D
Filter Filter

® —|
R >

Figure 17. Sources of interference in the receiver signal path while an undesired blocker is present.
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Treating the interference produced by the blocker reciprocal mixing with the
phase noise of the LOs as an rms noise voltage source, one can reflect all of the
interference sources, both thermal and phase noise to the output of the receiver. The
total interference can be expressed in terms of the equivalent input noise resistance
(Reg) of each block, the individual component voltage gain and the blocking
interference created by reciprocal mixing. Definim&out as the total inband voltage
interference power (both thermal and reciprocal mixing) at the output of the receiver

gives,

o%out = (AVpixer2 DA\VAA)Z [0 mixer1+ (AVAA)2 [0 mixer2+ 0 thermal (Eq 2.24)
Wherecztherma|representsall of the thermal noise contribution referred to the
output of the receiver, which can be found using equation 2.18 and scaling the
equivalent output noise resistance by 4kT to get the rms noise voltage. The receiver

output C/(I+N) can be expressed as,

2
Av [SDesired

c/I (Eq 2.25)

output ~ > . .
(AVpixer2 LAVAA) [0 mixer1+ (AVpA) L0 hixerat O thermal

Where A, is the overall receiver voltage gain angsSjeqiS the rms voltage
power of the desired signal. Next, if a simplifying assumption is made that the power of
the blocker reciprocal mixing with the phase noise of the individual mixers contribute
equally (both mixers have the same phase noise profile) and the thermal noise
contributions of each receiver component has been determined, the maximum
interference allowed by the phase noise mixing with the blocker can be found. This is
expressed as,

DA‘B V2 [SDesire(H

O'pn:

2
— 0 thermal (Eq 2.26)
required U

2 2
((AVpixer2 LAVAA) T (AVpp)Y)
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The required phase noise performance of the local oscillator to meet the
blocking profile for a particular standard can be determined using equation 2.26 in

conjunction with equation 2.23.

2.3.1.7 Second Order Intermodulation (IM2)

One non-ideality which will affect the receiver’'s blocking performance is
second order intermodulation (IM2) of the various components in the signal path. A
second order non-linearity is particularly problematic for high selectivity applications
where the carrier is downconverted to baseband without any channel filtering, as would
be the case in a direct conversion receiver discussed in the next chapter. The mechanism
for second order intermodulation is outlined below with an explanation of the method
used to find the required equivalent input IP2 of the baseband blocks used by direct

conversion systems, as a function of the required blocking performance.

The effect of IM2 is quickly understood by examining a simple expression
which relates the input and output signal of a block, via a high order transfer function.
First, assume looking into the baseband block that there is a non-linear transfer function

relating the input and output signals by,

Sy(t) = a,S(1) +a,S(t) + ;S i(t)... (Eq 2.27)

Where Sy(t) is the output signal and(§, can represent an applied blocker
(interfering signal). To understand the mechanism which creates interference in the
desired signal band from second order intermodulation. One can apply a blocking signal
Si(t) to the non-linear transfer function in equation 2.27(tj5can be represented by a
sinewave where,S;(t) = S;cos(wy)t) andy,, is the frequency of the blocker. Keeping
in mind that in a direct conversion system, the desired band signal is center around DC
at baseband. Therefore, the interference created at baseband, (DC), by a blocker passing
through a second order non-linearity is of interest. uf, represents the frequency

offset relative to DC after frequency translation to baseband, then using some simple
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trigonometric relationships reveals that when the input signal (or blocker) passes
through a second order non-linearity, the following result is generated by the second

order term in equation 2.27,

+ cos( 2wy, [1)
%qgm$%m2:%m@l 2“ o (Eq 2.28)

From equation 2.28, the second order non-linearity is seen to create a DC

component. This is a particular problematic when there is a weak desired signal which
gets frequency translated to baseband in the presence of a strong adjacent channel
blocker. The large blocker now creates an interfering component at DC, which is in the
center of the desired signhal spectrum at baseband. The relationship between the
required equivalent input IP2, based on the targeted blocking profile of any standard or
application, may be found with a little simple math. Using the relationship between the
coefficients of the high order signal transfer function, and the definitions for both
second order intermodulation (IM2) and second order harmonic distortion (HD2) given

in [2.7]. HD2 and IM2 can be expressed as,

HD2 aZSi /2
= Eq 2.29
IM2 OHD2 + 6dB (Eq 2.30)

The required IP2 performance may be inferred from a knowledge of the gain
which precedes the baseband and blocking test which must be performed to comply to a
standard. Again, similar to the required noise figure and phase noise performance, the
required IP2 performance for the GSM mode of operation is far more aggressive than
what is called for by DECT. Accordingly, as an example calculation of the IP2
performance required by the baseband blocks of a direct conversion receiver, the 3MHz

blocking condition in the GSM blocking profile will be used, see figure 12.

To find the required IP2, it will be first assumed that both the desired signal
and the blocker are frequency translated to baseband without any filtering of the
unwanted adjacent channel signal; a fair assumption for any receiver which attempts to

eliminate the IF filter. In addition, both the carrier and the blocker will see an equal
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gain by all components which precede the baseband. This gain will be derqjed

which is the comprehensive gain between the antenna and the baseband blocks. In the
GSM standard, under the 3MHz blocking condition, the relationship between the
desired baseband signal, the 3MHz blocker, and the interference component generated

by the second order intermodulation are as shown in figure 18.

A
-36dBV+20log(Avrf)
A
IM2 Desired
baseband
signal \
-112dBV+20log(Avrf) DC interference
7 from 3MHz blocker 3MHz
c/ Lﬁ after 2" order IM. Blocker
! .

3vHz  freq.
Figure 18. Signal spectrum after the mixer in a direct-conversion receiver. An interferer is
created within the signal band, by the 3 MHz blocker passing through the baseband
2"%order nonlinearities.

The DC interference which is generated by the second-order intermodulation
of the blocker can be found from equation 2.28. In equation 2.29, the numerator of the
expression for HD2 is equivalent to the magnitude of the DC component produced by
blocker passing through the second-order term in equation 2.27. To ensure that the
second order interference has negligible degradation to the overall receiver C/I ratio
under the blocking condition (in this example the 3MHz blocker is used in the DCS1800
standard), the DC component generated by the second order intermodulation should be
about 15dB below the desired baseband signal leve$ dfrepresents the power of the
desired signal at the receiver input in dBV, a8gl the magnitude of the blocker at the
receiver input, also in dBV. To meet the condition of negligible degradation in the C/I

ratio arising from the DC component created 69 @rder IM we have,

a,5°/2< S, (dBV) + 20log(A,;)(dB) — 15dB (Eq 2.31)



41

The magnitude of the blocker at baseband is,

Spi(dBV) +20log(A,,¢)(dB) (Eq 2.32)

A closer examination will reveal the required HD2 under the conditions
outlined above is simply the difference between equation 2.31 and equation 2.32 in dB.
Therefore, when the interference is required to be 15dB below the desired signal, HD2

can be expressed as,

HD2(dB) = Sy,{dBV) + 20log(A,()(dB) — 15dB
—~[Sy(dBV) + 20log(A,()(dB)] (Eq 2.33)

or,

HD2(dB) = Sy{dBV)-15(dB)-S,, (Eq 2.34)

The required IM2 performance of the baseband is,

IM2 = S,.{dBV)-9(dB) - S,,(dBV) (Eq 2.35)
By simply examining a plot of IM2 verses the blocker input power one can
guickly see that the IM2 decreases by 10 dB for every 10 dB increase in blocker power.

Therefore, the required IP2 may be expressed as,

IP2(dBV) = S,|(dBV) +[S;,(dBV) + 9dB - §; . {dBV)] (Eq 2.36)
Similar to the IP3 which will be discussed shortly, the IP2 number is a

characterization of the second order non-linearity in the receiver components. As can be
observed from equation 2.36, a high second order non-linearity performance is required
of the baseband blocks when there exists a large the difference between the magnitude
of the blocking signal, §, and the desired signal,4& In addition, a high IP2 is
required when just the magnitude of the blocking signal by itself is large. Thus, the IP2
performance of any block along the receiver chain is dependent on the gain which

proceeds that block.

For direct conversion receivers, with essentially no front-end filtering, the

required IP2 performance at baseband can be very aggressive. As an example IP2
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calculation looking into the baseband, assume a direct-conversion receiver with no
channel filtering between the antenna and baseband which is used in the DCS 1800
system. The required IP2 looking into the baseband will be dependent on the 3 MHz
blocking condition. From figure 12, the desired signaleSis -97 dBm while the
blocker, §,, is - 26 dBm. It is convenient to convert the input signals from dBm to dBV.

If it is assumed that there is 20 dB of voltage gain between the antenna and baseband,
Sges at baseband is -90 dBV and,Ss -19 dBV, then the required IP2 from equation

2.36 becomes,

IP2(dBV) = -19(dBV) +[-19(dBV) + 9dB—(-90(dBV)] (Eq 2.37)
This gives an IP2 of +60 dBV. This is a challenging number for any baseband
block to meet. Thus, one of the reasons why integrated receivers using direct conversion

are difficult to implement for high selectivity standards similar to DCS 1800.

2.3.2 Third Order Intermodulation (IM3) and Selectivity

An additional circuit impairment which may affect a receivers ability to reject
signals found in other bands is the third order intermodulation (IM3) performance. The
mechanism of interference to the desired signal band from third IM is slightly different
than the source of interference during a blocking test described above. Interference
from third order intermodulation arises from two out of band signhals which pass
through a third order non-linearity, and generated a new spectral component which falls
directly in the band of the desired signal. Along the receive signal path the nonlinearity
associated with the circuits have a high order transfer function as given in equation
2.27. Assume that there are two input signals which are applied to the receiver frontend
and are represented ag 8nd S, at frequenciesw; and w,, respectively. The input

signal, §, can then be described by,

S, = S;cog(wgt) + Scog(w,t) (Eq 2.38)
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After S; passes through the third order non-linearity in equation 2.27, several
new spectral components are generated. After doing a little trigonometry, the following

results,
3 _ assi aSSg Eq 2
RS = T(cos(Bwlt)+3cos(wlt))+T(cos(3w2t)+3003((o2t))+ (Eq 2.39)

2838183[2C05(w1t) + CoS((20, — w4 )t) + cosg((2w, + wy)1)]
+ gaSSiSZ[Zcos(wzt) + Co((20; — wy)t) + cos((2w, + wy)1)]

Of most interest in equation 2.39 are the terms which result in a spectral
component at @,-w,, 2w,+Wq, 2W1-W,, and 2,+w,. These spectral components which
arise from a third order non-linearity are of particular concern in radio receiver
applications, as the situation may arise where there are two alternate band users which
may be present very close in frequency to the receiver’s desired channel. If the alternate
band signals happen to lie at frequencies and w,, while the desired signal band to
receive resides at eithew-w;, 2wy+w;, 2W;1-Wy, and 2,+w; 2w,-w; If this situation
occurs, as it sometimes does, the spectral components generated from the alternate band
signals passing through the receivers third order non-linearity will actually appear as

interference in the desired signal band, this is illustrated in figure 19.

Input Spectrum

S S 3'd Order Components
Generated by S1 and S2
passing through'3 order
||\£| 3 transfer function
55 l » freq (w).
27 20~y Wy W, 20!2_('01 q ( )

Figure 19. Third order intermodulation in the frequency domain.

A classic measure of'8 order non-linearity in an individual component in the
receiver or the entire receive path, is the third order intermodulation intercept point

(IP3). This number is usual measured with a two-tone test, where the tones are applied
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to a receiver input (§and S) and the third order component generated is measured.
The results are plotted on a log-log plot as shown in figure 20. The magnitude afdb

S, are increased and thé%order component is again measured. From the log-log plot,
both the linear and third order terms are extrapolated. Where the two lines intersect is

the third order intermodulation intercept point.

The issue of third intermodulation is revisited in chapter 6, section 6.6 with an
emphasis on the estimation of third order intermodulation performance in CMOS
mixers. However, now the focus is more on the relationship between the required
selectivity performance of a standard or application and the comprehensive
intermodulation performance of the entire receiver. Specifically, it is desired to estimate
the total intermodulation performance of the receiver based on the linearity
performance of the individual blocks cascaded along the receive chain. The method of
doing such an estimate for integrated receivers is reviewed. This is followed by some
relationships between the physical layer specifications on intermodulation and the
required third order intercept (IP3) performance of the receiver. Both the DECT and

GSM standards are again used as examples.

2.3.2.1 Estimate of Receiver (IP3)

There are several methods for calculating the intermodulation performance of
an individual block and of a cascaded chain of receiver components. Two methods for
calculating the equivalent distortion performance of a number of cascaded receiver
blocks as a function of the distortion performance of the individual components are

outlined in this section.

The objective in this work, is to derive expressions for the various aspects of
receiver performance with respect the voltage gain, equivalent IP2 and IP3 (written as a
voltage) and a noise resistance for each block. With this in mind, a few useful

relationships can be obtained by examining a simple plot of an individual receiver
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component’s intermodulation intercept point. Take the example of any generic

component with an output8intermodulation intercept point as shown in figure 20.

AN
o

Output Signal Level (dBV)

-80 -60 -40 -20 0 20
Output Signal Level (dBV)

Figure 20. Simple Amplifier with voltage gain Av and Output Third order intercegsy

The plot in figure 20 takes a little examination to understand its meaning. The
plot is of the output response both the linear and tHfeodder component as a function
of the magnitude of theutputsignals which are intermodulatingt the output of the
amplifier (a two tone test). Both the x and y axis are thetputsignal levels in dBV.
Therefore, given the output 3rd order intercept point, we can read both the linear
component of the intermodulating signals and the 3rd order component produced by the
two intermodulating signals asfanction of the output power idBV of the two signals
which are intermodulatingA very useful expression that can determine the magnitude
of the 39 order response, at the output or input of a receiver block, as a function of the
output or input IP3 respectively is [2.8],

Vv 3

_ Vinter(0)
Vos“‘ - 2 (Eq 2.40)

\%
IP30
Where \,3,4 IS the output 3rd order component generated by two adjacent

channel interfering signals at the output of the amplifier of magnituggeNo), this is
illustrated in figure 21. Likewise, at the input of the same amplifier one could write,
3

_ Vinter(i)

iqrd = > (Eq 2.41)
Vipai

i3
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Where V3, Vinter), and Mz are the input intercept point, the
intermodulating tones, and the input referred third order component respectively, again

this illustrated in figure 21.

— Vinter(i) - Vinter(o)
d @ U
N Q ‘ ‘ — Vog'
freq. } L I » freq.
Two tones which Output 3rd order component generated by the
intermodulate creating amplifier nonlinearities referred to the input of
the 3rd order the same amp.

interference.

Figure 21. Representation of the adjacent channel interferers and the intermodultexdia
component which is created.

All variables in equation 2.40 are related to the input of the simple block
shown in figure 17. Equation 2.40 and equation 2.41 can be extend to a more
generalized expression to describe the distortion components generated by any order

intermodulation at a given node in a receiver chain,

_ (Vinter)n
B (Vi )n—l (Eq 2.42)

2.3.2.2 Intermodulation for cascaded blocks

A

n

There are several methods for calculating both an intermodulation interferer at
any stage in the receiver and the equivalent Intermodulation Intercept Point (IIP).
Again, the example of the ' order IM will be used to find the equivalent 1IP3 of

several cascaded blocks. Although, this analysis could easily be extended to any order
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of intermodulation. The equivalent input or output intercept point of a three stage

Vin Vout
Avl Av2 Av3
Vipsi1 Vipzi2 Vip3i3
ViP3o1 Vip3o2 Vip3o3

Figure 22. Intermodulation in a set of cascaded blocks.

cascaded network will be determined, figure 21, as a function of the input or output
intercept points of the individual blocks in the chain,As the voltage gain of the'h
block and V{psj, and V|p3gnare the equivalent input and output voltage intermodulation
intercept points respectively of theblock. Two methods to finding the equivalent

intercept point at the output or input of a cascaded network are now explored.

The first and simplest approach is to reflect each of the individual intercept
points to either the input or the output of the cascaded blocks and find the minimum

term and approximate this as the intermodulation intercept point for the cascaded chain

[2.9].
O Vp3iod OV pgiz I
V. = MinlV,paiq, 3 [HRE N
lp3cascade™ NP A AL [ [ALA, M (Eq 2.43)

Equation 2.43 works well when trying to predict the intermodulation
performance of a number of cascaded blocks, when there is a “weak link” in the chain
and one input or output intercept point dominants (much lower in the case of IP3) the
cascaded IP3. However, when the individual IP3s contribute somewhat equally to the

overall chains linearity performance, then equation 2.43 is not a good approximation.

The second approach to estimating the equivalent receiver IP3, attempts to take
into account the interaction of the intercept points between the cascaded blocks in the
chain. In this approach, the assumption is that the distortion contribution from each of

the blocks is uncorrelated, thus their distortion products are independent from block to



48

block. If we write the total ¥ order distortion products at the output of the cascade

chain, shown in figure 5, we get [2.8],

3
out

rd _ 3rd 3rd 3rd
= AgA WV +A 3DV, + Vg (Eq 2.44)

Vv

Where %ut3rd is the total 3rd order distortion of the cascaded configuration

and ;%9 Vy,2'9 and V3% are the output distortion contributions of each of the
blocks. We can now reflect the output distortion to the input, to find the equivalent input

IP3 of the three cascaded blocks,

(Eq 2.45)
3rd 3rd 3rd
V3 _ Az AV + A3 Vg +V s
n Av1 DAv2 DAVS

Expressing each of the'8 order distortion components using equation 2.40

gives,
3 3 3
(Vor) (Voo) (Vo3)
3 A Az ==+ A0 5 F 5 (Eq 2.46)
Vin — (VIP301) (VIPSOZ) (VIP309
2
(Viipacad Avt HAvz Ay

As noted previously, the assumption is that the distortion components
generated from different blocks are uncorrelated which may not necessarily be true and
the potential exist for cancellation of the third order distortion from stage to stage.
However, within an individual block, the distortion is correlated between the input and
output. Therefore, the output IP3 for an individual block may be reflected back to the
input of the same block, or ¥3in=Vp3orfAyn for the " stage. Also, an expression can
be given for all of the output voltages in terms of,\and the voltage gain Aof a block.

Equation 2.46 now becomes,



49

(Eq 2.47)
Vi3n —

(ViIPSCas?2
a AL (A IV, ) . (AT [vin2)3 LA A, A, mz/in)3

(Avl D/IP?;il) (sz D‘/|p3i2) (Av3 D‘/|p3i3)

Avl DO‘v2 DO‘v3
Cancelling terms we get the familiar form of,
1 __ 1 Av12 N (Aya DA‘vz)z (Eq 2.48)

2 2 2 2
(Viipacad Vipzid™ (Vipsi2) (Vip3ia)
The total input referred IP3 for the cascaded configuration shown in figure 22 is,
1 (Eq 2.49)
Jl/v 20 A2 (Ve )2+ (A TA V2 (V) pain)
(Vip3i) vi 7 Vipsio) + (Ay1 DA )/ (Vip3ia)

ViIPSCas =

A similar analysis reveals that for a two stage cascaded network the equivalent

output IP3 can be expressed as,

As WV ip301V p3o2 (Eq 2.50)

A/(VIPSOZ)Z + (VIP301)2

And the equivalent input IP3 of the same two stage network is,

\%

olP3cas™

VIP3ilD‘/IP3i2

/\/(V|P3i2)2 +(Av1 WV pgig)

Vilp3cas = > (Eq 2.51)

Both equation 2.50 and equation 2.51 can be used recursively to obtain the
equivalent IP3 at any node in a cascaded chain of receiver components. Using either
equation 2.50 or equation 2.51 in conjunction with equation 2.40, the equivaf@nt 3
order distortion component, which is seen as an interferer to the desired signal, may be

found at any point in the receiver chain. Th& 8rder inference can then be added with
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the rms noise in the receiver chain to find the carrier-to-(noise-plus-distortion) ratio at

any point in the receiver chain.

Generally speaking, from equation 2.51 the distortion performance of a
receiver chain is degraded when more gain is used toward the front end. This is in
contrast to the noise figure performance, where as much gain at the absolute front end
of the receiver is desired. Thus, the classic trade-off between receiver noise figure and
intermodulation performance becomes more apparent. As will be discussed in chapter
3, this trade-off becomes more complicated when trying to integrate all of the receiver
functionality onto a single chip. Integrated receivers typically lack high-Q filtering
until the signal is frequency translated to near baseband. Thus, both the blocking and
intermodulating components see little, if any filtering until much later in an receive
chain than would otherwise be seen in a discrete implementation of a receiver where

high-Q filters are used much closer to the front-end.

2.3.2.3 Intermodulation Requirements in DECT and GSM

Both the DECT and GSM standards outline a set of requirements on the
immunity of a receiver to two adjacent or alternate channels intermodulating with each
other. This specification, as with most standards, is given in the form of the magnitude
of two interfering signals spaced in frequency, in such a way that the third order
component generated falls in the band of the desired signal. A desired modulated signal
is then applied to the receiver with the two interfering tones. The performance of the
receiver is then measured in terms of the bit error rate. Some specific example tests are
now given for both GSM and DECT. These examples are given to illustrate how to
transform the required tests associated with a standard, to an equivalent required input

IP3 for the entire receiver.

In GSM, the adjacent channel immunity test is performed by applying two

unmodulated carriers with a power level of -49 dBm to the input of the receiver while a
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signal 3dB above the reference sensitivity is applied (-99 dBm for GSM 900, E-GSM,

and PCS 1900. -97dBm for DCS 1800). The receiver must maintain 3BMOR or 9dB

C/l at the output of the receiver, while performing the adjacent channel test. However,
this also includes the effects of noise in the receiver channel. Therefore, the distortion
components, plus the white noise in the receiver, degrade the overall C/(I+N) at the
receiver output. The desired signal level is 3dB above the sensitivity requirement. If the
noise floor, at the output of the receiver, is just low enough to pass the sensitivity test,
than it can be assumed that the noise floor referred to the input is 9dB (to meet 9dB
CNR required at the output of the receiver) below the sensitivity requirement. This
implies that the maximum receiver input referred noise floor is at -111 dBm. Both the

noise and ¥ order components are uncorrelated. Therefore, if tHeoBder IM is kept

at or below the noise floor, then the total interference to the carrier from both noise and
3'd order intermodulation will raise the interference floor by 3dB, and the C/(I+N) ratio

will be at 9dB or better; this is illustrated in figure 23.

_—— Desired Signal Level
g

-99dBmM —

C/
12dB

cnr | N

12dB 9dB
-108dBm

-111dBm Input Referred Receiver

Noise Floor

Input Referred 3rd
Order Intermodulation

Figure 23. Maximum allowable input referred noise and distortion levels under the
intermodulation test for DCS 1800.

The desired signal is at -99 dBm and it is desired to have all the distortion from
the receiver to remain 12 dB below the desired signal or at -111 dBm. If the two
intermodulating adjacent channels are applied to the receiver at -49 dBm, then the IM3

component must be greater than,

IM3 = —49dBm-—(-111dBm) (Eq 2.52)
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The IM3 component decreases at a rate of 20dB/decade for every decade

increase in input power. Therefore, the input referred IP3 can be expressed as,

M3
IP3 = — 49dBm+ B'THdBm (Eq 2.53)
Which gives us a -18 dBm input referred IP3 or better required of the receiver

to be compliant with the GSM standard.

Similar to GSM, the DECT standard outlines a set of conditions to test the
intermodulation performance of the receiver. A desired carrier is applied to the receiver
3dB above the reference sensitivity or -80 dBm. Two adjacent channel signals are
applied with a -46 dBm input power. Using the same procedure to calculate the input

referred IP3 as in GSM, gives an IP3 of,

2.4 General comments on Receiver Design

Throughout this chapter, the emphasis was on relating some of the classic
receiver non-idealities, such as noise figure, intermodulation, and phase noise to the
selectivity and sensitivity figures of merit. Two key receiver characteristics which were
not covered in this chapter are image rejection and filtering, both of which affect the
selectivity performance. Image rejection will be discussed in detail throughout chapters

5 and 6 while filtering goes beyond the scope of this thesis.

The objective of any receiver systems is usually to provide filtering, gain and
frequency translation of the received signal spectrum before the desired information is
recovered through some method of detection (see figure 24(a)). The distribution of the
gain, filtering and the method as well as frequencies used for frequency translation, all
will have an impact on the receiver selectivity and sensitivity performance. Each of the
receiver impairments will interact with one another and between various blocks along

the signal path. This interaction concept is illustrated in figure 24(b), where the
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relationship between receiver characteristics and performance in terms of selectivity
and sensitivity are shown. As was described in this chapter, the more gain used toward
the front of the receiver will improve the overall receiver noise figure. However, an
increase in front-end gain will place a greater demand on the linearity performance of
the subsequent receiver blocks. As will be described in chapter 3, this problem or trade-
off between gain, noise figure and linearity is exacerbated by the very act of attempting
to integrate all of the receiver components on to a single chip. Most of the proposed
high integration architectures perform filtering much later in the receive chain, than a
discrete component implementation of a receiver. Therefore, adjacent and alternate
channel blockers as well as potentially intermodulating spectral components are passed
through more of the receive chain in an integrated solution as compared to a discrete
receiver. This makes the selection of gain distribution along the receive chain
particularly challenging to accommodate a good noise figure and linearity performance.
The last receiver characteristic which will ultimately affect virtually all of the receiver
characteristics is the power consumption. Most receiver non-idealities in the signal path
may be improved by increasing the overall power consumption of the active components
used by the receiver. For portable applications, the trade-off is between providing

adequate receiver performance with a minimal amount of power consumption.

Receiver system design usually takes place by modeling the receive channel
with respective to linearity, noise, filtering, gain and phase noise. The distribution of
the gain and filtering are usually attached to a target linearity, blocking and noise figure
performance. Both the design and interaction between various receiver characteristics
are addressed through the use of a “link budget”. A link budget also provides a method
of book keeping to track of the required performance of individual circuit blocks along
the receive chain. An example link budget for the GSM/DECT receiver presented in
later chapters of this thesis is described in [2.4]. The link budget, in some respect, is

similar to accounting principles making spread sheet software useful when designing a
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receiver from a higher system level. The Excel spread sheet used to generate the link

budget for the GSM/DECT receiver may be found at [2.10].

Receiver Impairments

Input Noise Output
Spectrum % Spectrum
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Figure 24. (a) Receiver Impairments (b) Interaction between various receiver characteristics and
performance.

With an understanding of how various receiver characteristics can influence the
selectivity and sensitivity performance, the discussion will now turn toward the issues
associated with integration. Chapter 3 will first review the challenges of integrating a
radio on to a single chip. The next chapter will then examine some recently proposed
radio architectures which attempt to maintain the selectivity and sensitivity

performance of a receiver and achieve high levels of front-end radio integration.
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Chapter 3

Integrated Recelver
Architectures

3.1 Introduction

With a quick review given on some of the general issues surrounding receiver
system design and implementation, the focus will now turn toward the challenges
associated with the integration of a radio receiver on to a single silicon substrate.
Specifically, this chapter will try to give the reader an appreciation of the difficulty
indelivering comparable performance with an integrated CMOS radio as that which is
achievable in more conventional discrete component receivers. The material in this
section begins by examining one of the more popular implementations of a discrete
radio architecture known as the superheterodyne system which is characterized by
excellent performance with respect two key receiver figures of merit; mainly the
selectivity and the sensitivity performance. A functional understanding of a discrete
component receiver will then serve as a backdrop for a discussion on the challenges
associated with integrating all of a radio receiver components, on to a single silicon die.
This is followed by an evaluation of several proposed receiver architectures which
attempt to overcome some of the hurdles associated with integration of radio
components. This chapter will conclude with a somewhat in-depth look at a recently

proposed radio receiver system called Wide-Band IF with double conversion. This
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architecture attempts to facilitate receiver integration, particularly for applications
which require narrow channel tuning along with a low phase noise performance

synthesizer (narrow channel tuning and low phase noise typically go hand-in-hand).

3.2 Superheterodyne Receiver

Although to date there has been a heavy emphasis from the communications
industry to build commercial radios which are highly integrated, most RF high
performance transceivers manufactured today still utilize some variant of a
conventional superheterodyne architecture. The “superhet” as it is often referred to as,
was originally developed by Edwin Amstrong at the end of World War I, he patented the
idea in 1917[3.1]. The contemporary version of the superheterodyne receiver, shown in
figure 25, is implemented with a collection of both passive and active discrete
components. Various semiconductor technologies such as gallium arsenide, silicon
bipolar and CMOS are used to realize many of the active high frequency components

along the receiver chain, such as the low noise amplifier, mixers, and analog baseband

circuits.
RF IR IF
Eilter Filter Filter
| > o Y —> —>
A g %—'@)—'%*[}* ® o BB 3
| Q
Receive Path Integration J.qu LO,
Synthesizer Integration LC Tank LC Tank

il 3%

Discrete Component

Figure 25. Dual-Conversion Conventional Super-Heterodyne Receiver.

In conventional radio design, probably two of the broadest and most

comprehensive figures of merit are the sensitivity and selectivity performance of a
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receiver. Both of these figures of merit were described in chapter 2. As will be
described later, the selectivity performance of a receiver is typically the more difficult
performance metric to address when attempting to integrate a receiver onto a single
chip. The longevity of the superhet is due in part, to both the high selectivity and
sensitivity performance which may be obtained utilizing this approach. A convenient
starting point for the discussion of integrated receiver architectures is to first
understand why a superheterodyne system affords such high performance. A quick
overview of the superhet will begin at the antenna, and move down the receiver chain

with a description of the functionality provided by each of the components.

In short, the typical objective of a receiver is to provide three basic forms of
signal processing; discriminate the desired received signal from other users at alternate
frequency bands, down-convert or frequency translate the desired signal to a low
frequency and provide sufficient variable gain to both accommodate a broad range of
received signal power as well as minimize the noise contribution from the entire receive
signal path. Shown in figure 26, is a hypothetical spectrum as it passes through various
stages of a super-het. At the antenna, the desired channel is shown in the presence of
other channels found within that user’s standard. All of the channels together form the
“inband” spectrum which are defined both in bandwidth and power level by a radio
standard. Examples of inband signals would be the entire band comprising the 75,
200kHz channels associated with DCS 1800 or the entire spectrum from 1.88GHz to
1.89GHz associated with the DECT standard in Europe. Any signal energy which is not
apart of the users system is typically referred to as out-of-band signals or out-of-band
blockers. The RF filter follows the antenna and is used to perform a first order
attenuation of all out-of-band energy. After the RF filter, the entire spectrum including
both the inband and residual out-of-band energy is gained up with an amplifier
optimized to contribute a minimal amount of noise, this component is typically referred
to as a low noise amplifier or LNA. At the LNA output, a sufficient amount of gain has

been added to the signal to overcome the large amount of noise introduced to the
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desired signal band while passing through the function of frequency translation, which

is performed by a component called the mixer.

In a superheterodyne receiver, the signal applied to the RF port of the mixer is
down converted, in frequency, with a tunable local oscillator which tunes to any of the
channels associated with a standard or system. The entire spectrum present at the RF
port of the mixer is frequency translated, either up or down, between the mixer input
and output. The amount of translation in frequency is the difference between input band
and the frequency of the local oscillator, this difference frequency is often described as
the intermediate frequency or just IF. Both the bands above and below the frequency of
the first local oscillator will translate to the same intermediate frequency. The other
undesired band below the LO frequency (in the case of figure 26) is referred to as the
image band. Without filtering, the image band could potentially overwhelm the desired
signal at IF. Thus, some form of image attenuation must be implemented. In the case of
the superheterodyne receiver, the RF filter provides an initial filtering of the image
band. After the LNA, an image-rejection filter or sometimes referred to as a noise filter
specifically attempts to further attenuate signals present within the image band.
Although at first glance it would appear that the RF and image rejection filters have an
identical role, this isn’t quite true as all of the image attenuation could be placed before
the LNA. However, the image rejection filter has the additional function of suppressing
noise emitted from the LNA, which resides in the image band. Thus, the reason why this
filter is placed after the LNA and not before. Without the image rejection filter, the
mixer would frequency translate the LNA output noise from two bands and effectively
double the noise figure of the LNA. This leads to the origin of the name “noise filter”

which is used interchangeably with image-rejection filter.
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The excellent selectivity performance of a super-het is due in part to how the
carrier is frequency translated to IF and the analog signal processing which takes place
at the IF portion of the receiver. After the noise filter, the desired carrier is down-
converted to IF using a mixer which has a tunable local oscillator at one of the mixer
inputs. The frequency synthesizer which feeds the first mixer is variable and tunes to
the frequency of the desired channel to recover. This implies that the frequency
translation of the desired carrier is always to te@melF frequency; shown asid in
figure 26. This is an important feature of a superheterodyne receiver as the desired
channel always appears at the same IF frequency independent of the carrier frequency.
Therefore, at the output of the first mixer, adjacent channel energy may be filtered using
what is commonly called an IF filter. Because the adjacent and alternate channel energy
has been attenuated, the desired band can be considered isolated from strong alternate

channel blockers, this is illustrated in figure 26. This now implies that the desired
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Figure 26. Basic step-by-step operation of a super-heterodyne receiver system. Excellent
selectivity and sensitivity are provided by a distribution of high-Q filtering, gain and
frequency conversion.
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signal can have variable gain (done with a VGA) added which in turn reduces the
required dynamic range and the linearity/intermodulation performance requirements of
the subsequent receiver blocks. After the variable gain amplifier, the signal is then
down converted to another IF stage with additional filtering, or down converted to
baseband where additional channel filtering is then performed before symbol recovery
(assuming the system uses some form of digital modulation) or frequency

discrimination takes place.

The superior selectivity performance of a superheterodyne receiver is due
primarily to the ability of this system to provide as much high Q filtering at the earliest
possible point in the receive chain. In addition, the frequency synthesizers are typically
realized with an external high-Q tanks which use discrete inductors and varactor diodes.
A high-Q tank for the core resonant element in the frequency synthesizers results in a
local oscillator with a very low-phase-noise profile, implying less degradation of the
Carrier-to-Interference (C/I) ratio from reciprocal mixing of the phase noise with the
alternate channel/band energy. Consequently, the increase in the receivers immunity to
alternate channel signals and ultimately contributes to a better overall selectivity
performance. In addition, high frequency, high Q filters in super-het as of yet are only
available as a discrete component solution. Also, the discrete filters found in the signal
path of a superheterodyne receiver have a frequency response which is tailored to either
a standard’s band or channel bandwidth, making a receiver designed for one standard
difficult or impossible to operate on another standard. Thus, when the superhet is
realized using discrete components, as it typically is, the promise of developing a multi-

standard implementation is relatively remote.

In summary, the superheterodyne receiver achieves excellent performance
through a combination of high-Q filtering along the signal path as well as the available
high-Q components used in the VCO tank circuitry. Therefore, the challenge of fully

integrating a receiver is to replace the functions traditionally implemented with high-Q
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discrete components with integrated on-chip solutions. Problems associated with full
integration of the receiver can be separated into two categories. First, the integration of
the receive signal path (see figure 25) requires the elimination or the replacement with
an equivalent function of the discrete-component image-rejection and IF filters. Second,
an integrated low-phase noise channel-select synthesizer must be realized using the
relatively low-Q and poor phase-noise performance of on-chip VCOs or delay based
elements for the core resonator. In addition, there is a desire to develop integrated
receiver architectures which facilitate the implementation of programmable signal paths
allowing both frequency tuning as well as variable filtering to address the requirements
of multiple standards. Toward these goals, the rest of this chapter will focus on a few
example implementations of high integration receivers and discuss the relative merits
with respect to potential selectivity performance as well as the promise of realizing an

integrated solution capable of multi-standard/mode operational.

3.3 Direct Conversion

One receiver architecture that eliminates many off-chip components in the
receive signal path is the direct conversion, or homodyne architecture. This receiver
system which is also sometimes referred to as a “Zero-IF receiver”, has been considered
as early as 1924 [3.2], while one of the first radios to be built using direct conversion
occurred in 1947 [3.3]. In the homodyne receiver, shown in figure 27, all of the in-band
potential channels are frequency translated from the carrier directly to baseband using a
single mixer stage. Energy from undesired channels is easily removed with on-chip
filtering at baseband. In a direct conversion receiver, the IF stage is eliminated as is the
need for image-rejection filtering, because the image is simply one of the sidebands

about the carrier of the desired signal.

In direct conversion receivers, the channel filtering takes place at baseband,

this has an advantage with respect to both integration as well as potential use in multi-
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standard applications. With the desired channel modulated to baseband, this enables the
implementation of integrated, high-Q filter structures capable of providing sufficient
rejection of alternate channel energy before being digitized. Because the carrier is
directly modulated to baseband, there exists the possibility of integrating programmable
baseband signal processing either in the form of programmable filters or high-dynamic
range ADCs followed by programmable digital channel filters to address variable
bandwidth and frequency response requirements associated with different standards.
Therefore, from the perspective of the receive signal path electronics, the direct
conversion receiver holds the potential of allowing programmability between various

standards as well integration of the entire receive signal path.
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Figure 27. Direct Conversion Architecture.

With a plethora of advantages, one would think that zero-IF receivers should
be prevalent in modern communication wireless receivers. However, there are several
disadvantages to the direct conversion receiver which limits the performance,
particularly as a fully integrated solution. For high-selectivity applications, the direct
conversion receiver tends to be plagued with DC offsets which arise at the output of the
mixer. This is particularly problematic as unwanted DC components appears as
interference in the desired signal band. DC offsets which arise in a direct conversion
receiver can be linked to a few separate mechanisms. The most well known source of

DC offsets relates to an inherent feature of the direct-conversion receiver, mainly the
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Local Oscillator (LO) is at the same frequency as the RF carrier. In this unigue case, the
potential then exists for the LO to leak to either the mixer input, or back to the antenna
where radiation may occur, this is illustrated in figure 28. The unintentionally
transmitted LO signal may reflect off nearby objects, which are physically moving
relative to the receiver, and will be “re-received”. This re-reception of the LO is
effectively modeled as the impedance of the antenna varying as a function of time. An
amplitude varying component of the LO is reflected down the receiver chain and
consequently self-mixes with the local oscillator resulting in a time-varying or
“wandering” DC offset at the output of the mixer[3.4][3.5]. Another source of baseband
DC offsets may arise from the LO coupling to the LNA or mixer input, again leading to
self mixing and a DC offset. However, this offset mechanism is typically considered
less severe than DC offset arising from the changing antenna impedance, as the LNA
and mixer input impedance will remain relatively constant with time. Thus, the offset
which is created via LO leakage through the LNA and mixer input paths will also hold

constant and is easier to address with offset cancellation schemes.
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Figure 28. LO Leakage paths which lead to DC offset in Direct Conversion Receivers. (a) LO to
Antenna with varying impedance (b) LO to LNA input (c) LO to Mixer input (d)
Mixer Input to LO output

In addition to the well known LO leakage problem, other offsets in a direct
conversion receiver will arise at the mixer output. For high selectivity applications,

large adjacent and alternate channel AM blockers can potentially be received. In a
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mechanism which is virtually the reverse of LO leakage, the AM blocker present at the
mixer RF input can couple to the area around the mixer LO port. This again creates the
situation where two identical frequency components exists at both the mixer RF and LO
ports. Thus, LO self-mixing may occur, resulting in a DC component at the mixer
output. Similar to the LO leakage to the antenna, the adjacent channel AM blockers may
vary as a function of time, creating an offset which is potentially difficult to cancel. In
addition, the same adjacent channel AM blocker when frequency translated to baseband
may create an additional offset when passing through the circuit non-linearities.
Specifically, the second order non-linearities associated with the baseband circuits will
provide a processes by which a DC offset is created from an alternate channel blocker.
Thus, the particular importance of designing baseband circuits with excellent second
order intermodulation performance when intended for use in a direct conversion
receivers. Both IM2 and the process by which DC offsets arise from blockers passing

through the second order non-linearities were discussed with more detail in chapter 2.

The last component of interference found at baseband in the direct conversion
approach, relates to low frequency 1/f noise. Although not limited to a particular
semiconductor technology, 1/f tends to be more severe in CMOS processes. The
contribution from 1/f noise is roughly inversely proportional to the device size and may
be reduced by careful selection of larger aspect ratio devices. However, this is done at
the expense of reduced performance with respect to speed and/or power consumption of

the baseband components.

Much of the research and development which is aimed at realizing practical
implementations of direct conversion receivers attempt to mitigate the affect of DC
offsets on the receive channel. One such approach is to simply remove the DC signal
component at the output of the mixer. This is typically done by utilizing an AC coupling
capacitor between the mixer output and baseband filter input. The ability to realize the

AC coupling capacitor on-chip is often dependent on the overall system, both the
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modulation scheme and more importantly the bandwidth. For many wireless LAN
standards with wide-channel bandwidths, a significant amount of energy may removed
from the signal around DC without a significant bit-error-rate penalty, allowing the use
of DC offset cancellation with on-chip passive components. In this situation, a small
AC coupling capacitance, compatible with on-chip integration, may be used to cancel
the offset. An example of DC offset cancellation using integrated coupling capacitors
can be found in [3.6]. For narrower channel bandwidths or systems that utilize
modulation schemes more sensitive to removing a significant amount of energy around
DC, the AC coupling elements are sized such that they must be placed off chip, an

example of this approach is given in [3.7].

A more sophisticated approach to removing DC offsets in direct conversion
receivers, is to estimate what offset exists at the mixer output. Based on the estimation,
the offset can be canceled or negated from the mixer output. Such approaches usually
rely on a known sequence of bits which may be used for calibration in estimating the
DC offset that exist. Recent attempts in utilizing such cancellation schemes use the
header associated with a received frame to estimate the baseband offset [3.8][3.9] as

illustrated in figure 29. This estimation is then used to cancel the offset for the
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Figure 29. DC offset cancellation in Direct Conversion receivers (figure courtesy of Paul
Gray).
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remainder of the frame. In general, this approach assumes that the offset will remain
constant for the entire portion of time a frame is received. However, standards and
systems exist which require that the baseband be immune to offsets which may arise
mid-frame. One example of a rapidly varying DC offset is written in the GSM standard,
where a large alternate channel AM blocker may suddenly appear after the frame header
and DC offset cancellation takes place. This leaves the potential situation for a new
offset, created by the blocker and baseband second order non-linearity, to appear after
the DC offset cancellation algorithm has been applied. In this case, the remainder of the

frame could be lost from saturated baseband circuits.

Although the direct conversion receiver nicely integrates the receive signal
path, there still exists some challenges with the integration of the synthesizer section of
the receiver. This is particularly true for applications or standards with narrow channel
spacing and aggressive phase noise requirements. This is often the case with cellular
standards where the channel spacing is narrow and the blocking requirements are
particularly severe. As an integrated solution, the resonant tank phase noise
performance is rather weak compared to the discrete component counterpart making
complete integration of the synthesizer rather challenging at high frequency with
narrow channel tuning. However, for applications with wider channel spacings and less
aggressive phase noise requirements on the local oscillator, as is the case in many
indoor WLAN standards, complete integration of the synthesizer with the resonant tank
elements is certainly attainable for a direct conversion solution; this has been

demonstrated in [3.6][3.10] and [3.11].

3.4 Low-IF Architectures

An obvious alternative to address the DC offset problems introduced in a direct
conversion system, is to down-convert the carrier to a very low IF, rather than directly

to baseband. The Low-IF receiver[3.12][3.13], shown in figure 30, is almost identical to
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a direct conversion system in the sense that only a single mixer stage is used to
frequency translate the carrier to a low IF; where the IF for the desired signal is offset

by one or two channel bandwidths from DC.

Similar to a direct conversion receiver, the low-IF architecture requires the use
of only one discrete filter, the RF filter. The primary advantage of a low-IF receiver is
the fact that the carrier is offset from DC. Therefore, Zero-IF receivers are less
susceptible to the mechanisms which create DC interference which include, second
order intermodulation, LO leakage and accumulated offset created by the baseband
blocks. However, the low-IF system comes with certain drawbacks, the most noticeable
being the requirements on image-rejection as well an increased bandwidth and dynamic
range requirements on the baseband blocks. The low-IF receiver relies on the fact that
most standards have a blocking profile where the strength or magnitude of the blocker
increases as one moves further away from the desired carrier in frequency; one example
blocking profile was given for GSM in section 2.3.1.1 of chapter 2. Thus, the reason
why low-IF receivers typically frequency translate the carrier to an IF of no more than
one or two channels away from DC. Here, the image-rejection required of the front-end

is minimal, as it would need to be, because unlike many heterodyne systems the image-
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Figure 30. Conceptual diagram of a Low-IF receiver.
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rejection function is not shared between multiple components; the frontend RF filter
provides no benefit with respect to image rejection. All of the image rejection must be
performed with some Weaver like structure, which limits the entire receiver to around

45dB of image suppression.

Dependant on the standard used, blockers on the lower sideband of the first
local oscillator are frequency translated closer to the desired signal at the output of the
first mixer, this is illustrated in figure 31. From the figure, it becomes obvious that the
blockers on the lower sideband of the first mixer move closer to the desired signal by
2 O E - Assuming an ADC is used to digitize the signal, a higher order filter would be
required at IF, to remove an equal amount of alternate channel energy as compared to a
similar filter used by a direct conversion system. An alternative to using a higher order
filter in the low-IF receiver, would be the use of an ADC with a higher resolution as
compared to a direct conversion receiver. Such an ADC would require higher resolution
as well as an increased bandwidth in a low-IF receiver. Both the higher resolution and
bandwidth required in the baseband, of a low-IF receiver, would have an associated

power penalty when compared to a direct conversion receiver.

As mentioned earlier, the Low-IF receiver is mainly limited to system where
the signal strength of the immediate adjacent channel signal is quite relaxed, which
ultimately reduces the image-rejection required by the signal path. This happens to be
the case for a couple of recently demonstrated receiver systems[3.14][3.15][3.12][3.13]
one for GPS, while the other prototype was built for GSM. In the case of the GSM
standard, the immediate adjacent channel to carrier power ratio is no more than 9dB
above the adjacent channel signal. Therefore, given that the required C/I at the output
of the receiver, is 9dB, implies that only about 20dB of image-rejection is required by
the Weaver like structure in a low-IF receiver. This translates to rather moderate phase

and gain matching between the | and Q signal paths.
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Similar to a direct conversion receiver, the synthesizer required to generate the
local oscillator for the first mixer operates near the frequency of the RF carrier.
Therefore, it is rather challenging to realize a low-IF architecture for applications or
standards that require a synthesizer capable of generating narrow-channel spacings,

with a low phase noise profile, at RF, with a fully integrated VCO.

Overall, the integrated Low-IF system presents an interesting alternative for
certain applications where DC offset cancellation cannot be adequately performed using
a direct conversion solution. However, low-IF receivers are only appropriate for
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standards with relaxed adjacent channel blocking requirements. In addition, the
baseband implementation may be quite challenging with respect to bandwidth and
dynamic range requirements. It is also not clear how a single baseband signal path
could be made programmable between various standards with diverse channel

bandwidth profiles.

3.5 Double Low-IF Recelver.

An additional interesting example of a proposed integrated receiver
architecture is the Double-Low-IF system [3.16][3.17][3.18], shown in figure 32. As the
name implies, a two step conversion approach is used based on an architecture
originally proposed by Donald Weaver in 1956 [3.32]. The basic concept is to utilize
guadrature mixers and a RF channel-tuning synthesizer which both tunes and down-
converts the desired channel to a low IF. The | and Q channels at IF, are then up
converted in frequency, to a high IF using a fixed frequency synthesizer. The signal is

then feed off chip where a standard discrete IF filter may be used.
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Figure 32. Conceptual diagram of a Double-Conversion Low-IF receiver.

Similar to a low-IF system, the close proximity of the image band implies that
none of the image suppression will be provided by the RF filter. Thus all of the image

attenuation in the double low-IF receiver must be provided by the weaver method,
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again, limiting this architecture to standards with moderate adjacent and alternate

channel blocking profiles.

The double low-IF receiver has the feature that it is more immune to DC
offsets similar to the a low-IF system. Unlike a low-IF receiver, the entire band is up
converted to a high IF were a very high-Q discrete filter may be used to remove adjacent
and alternate channel energy. Assuming that enough image rejection is provided by the
weaver method, the double low-IF system provides a reasonable amount of selectivity
performance by virtue of the low pass filter at the first IF in conjunction with the
discrete channel filter at the higher IF. Although this architecture requires an additional
discrete filter, it provides a nice compromise between integration and selectivity
performance. Depending on the required frequency response and characteristics, the
discrete IF filter may not have a significant cost penalty. This was the case in [3.18],

which used a very common and inexpensive 10.7-MHz-FM-discrete filter.

Similar to all of the previously integrated receiver systems discussed so far, the
double low-IF receiver still requires an RF synthesizer. For narrow channel tuning
applications with difficult phase noise requirements, this again, may be difficult to

implement with a fully integrated VCO.

3.6 Sub-Sampling Receivers

Many of the proposed architectures which have been discussed so far utilize
sampled data circuits to implement many of the baseband functionality including the
channel filter as well as the analog-to-digital converter, this is particularly true of
CMOS implementations. One proposed architecture cleverly uses some of the properties
of sampling to implemented a good portion of the frontend receiver electronics using
discrete-time circuits. Specifically, a sub-sampling architecture deliberately takes
advantage of aliasing effects when sampling a continuous time signal. The sub-

sampling receiver (figure 33) samples at a frequency which is a sub-harmonic of the
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carrier frequency where.£N'fg, N being an integer whilesfand f, are the sampling and
carrier frequencies respectively. The need for a continuos time mixer and a synthesizer
which operates at the carrier frequency has been obviated by a sampling circuit which
aliases down in frequency the desired carrier. The sampling circuit given in [3.19] is
actually the first stage of a switch-cap filter used to perform channel filtering and

provide variable gain.
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Figure 33. Sub-Sampling Receiver Architecture.

Although the sampling process associated with this architecture effectively
down-converts the desired carrier, it should also be noted that energy at all of the other
harmonics of §{ are also aliased into the desired signal band after sampling. This
implies that a very high-Q filter, acting as an anti-alias filter, must be used before the
signal is sampled to attenuate any unwanted energy and noise at the other harmonics of
fs. A filter with the needed attenuation characteristics is only practical as a discrete
component and is shown as a noise filter in figure 33. The noise filter will almost
invariably be followed by a buffer to drive the sampling switches. The white noise

produced by the buffer and the kT/C noise from the sampling switch will still alias in
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the desired signal band as the noise filter precedes the buffer and sampling circuitry.

Thus, the reason sub-sampling receivers tend to be plagued by high noise figures.

There are several recently published examples of sub-sampling receivers which
completely integrate all of the active front-end components in CMOS [3.19]. An
additional sub-sampling systems which integrates the transceiver from the IF through

the baseband is given in [3.20].

3.7 Wide-band IF with Double Conversion.

An alternative architecture well suited to integration of the entire receiver is
wide-band IF with double conversion [3.21][3.22][3.23]. Shown in figure 34, this
receiver system takes all of the potential channels (entire RF band) and frequency
translates them from RF to IF, using a mixer with a coarse band tuning local oscillator.
A simple low-pass filter is used at IF, to remove any up converted frequency
components, allowing all channels to pass to the second stage of mixers. All of the
channels at IF, are then frequency translated directly to baseband using a tunable,
channel-select frequency synthesizer. Alternate channel energy is then removed with a
baseband filtering network where variable gain may be provided. This approach is
similar to a superheterodyne receiver architecture in that the frequency translation is
accomplished in multiple steps. However, unlike a conventional superheterodyne
receiver, the first local oscillator frequency translates all of the receive channels (the
whole RF band), maintaining a large bandwidth signal at IF. The channel selection is
then realized with the lower frequency channel-tunable second LO. As in the case of

direct conversion, channel filtering can be performed at baseband, where digitally-
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programmable filter implementations can potentially enable more multi-standard

capable receiver features[3.36][3.37].
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Figure 34. Conceptual operation of the Wide-band IF with Double Conversion receiver.

With a basic understanding of the wide-band IF front-end operation, some of
the advantages as well as disadvantages of this architecture will be explored in depth.
An extensive discussion of this architecture is provided, not because it exhibits some
distinct breakthrough above and beyond the other high-integration receivers examined
with respect to either facilitating integration or enabling multi-standard operation, but
rather because there were some interesting features which were worth exploring and are
the basis of the two prototype ICs which are reviewed in subsequent chapters of this

thesis.

3.7.1 Synthesizer Integration

The wide-band IF architecture offers two potential advantages with respect to
integrating the frequency synthesizer over a direct conversion approach. The primary
benefit of this receiver system relates to the fact that the channel tuning is performed
using the second lower-frequency, or IF local oscillator and not the first, or RF
synthesizer. Consequently, the RF local oscillator can be implemented as a fixed-

frequency crystal-controlled oscillator, and can be realized by several techniques which
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allow the realization of low phase noise in the local oscillator output with low-Q on-
chip components. One such approach is to implement the synthesizer with a wide loop
bandwidth Phase-Locked Loop (PLL) which suppresses the VCO phase noise

contribution near the carrier [3.25][3.26][3.27].

To better understand some of the VCO phase noise shaping properties which
are capable in the wide-band IF receiver, a discussion on some of the properties of the
PLL are now given. Although there are many possible implementations of a phase-
locked loop that go beyond the scope of this thesis, some insight may be gained by
looking at a 29 order phase-locked loop. Shown in figure 35(a), is a block diagram of a
phase-locked loop utilizing an external discrete crystal which supplies a reference
frequency g to the PLL. A phase detector (PD) is used to compared the phase of the
reference frequency and a divided down version of the VCO output. The phase detector
produces a voltage which is proportional to the difference in phase, betweand the
divided down version of the PLL output frequency (also the VCO output frequency in
this case). A loop filter is used to remove unwanted spurious tones produced by the
phase detector as well as to ensure stability of the entire loop. The output resonant
frequency is proportional to the control voltage supplied to the VCO from the Loop

Filter (LF).

The thermal noise generated by each of the components in the PLL can be
modeled as shown in figure 35(b). The noise from the phase detector, and the dividers is

shown as 8;”, while the noise contribution from the loop filter is8%”", and the noise
injected from the VCO are shown a$3”. The transfer function from each of the noise

sources to the output of the PLL can be derived and will be represented(a$, H(s)
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and H(s) for the transfer functions of the®7”, “0,”, and “03" respectively. A

qualitative description of all the transfer functions is given in figure 35(c).
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Figure 35. Concept of VCO phase noise shaping using a wideband width phase-locked loop
(PLL). (a) Block diagram of a simple PLL (b) Various phase noise contributés, *
noise from the divider and phase detect®,1oop filter and “63” VCO phase noise
contribution. (c) Phase noise transfer functions frdyf," 8,” and “85” to the output
of the phase-locked loop.

A closer examination of the noise transfer function from noise injected in the

VCO to the PLL output, K(s), can be derived from the model given in figure 35(b) as,

2
S

S +Ks+ Ko, (Eq 3.1)

eO

Where the variable K represents the PLL loop bandwidth agds a zero in
the loop filter response F(s), which becomes part of a pole in both the overall PLL
transfer function as well as the VCO phase noise transfer function. Fundamentally, in
this simple example, the transfer functiony(d) has two zeros at the carrier frequency
and a pair of poles further out from the carrier, this is illustrated in figure 35(c) for the

transfer function of H(s).

The output phase noise power spectral density produced by a stand-alone VCO,
decreases as one moves away from the frequency of the carrier and is described in

[3.28] as,
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(Eq 3.2)
Where {, is the offset from the VCO resonant frequengy ér f,=f-f,. © is
described byo, = 2N0/Vi2 ,§=fo/2Q, where Q is the Q associated with resonant tank
circuitry, V; is the amplitude of the carrier in the VCO and, Mepresents the thermal
noise floor of the oscillator. The frequency, frelates to the 1/f noise corner associated
with the oscillator. The phase noise power spectrum at the output of the PLL, due to

noise injected by just the VCO can be described by,

. 2
Pg (f) = Pg _(F)[Hs(j2n) (Eq3.3)
Where H(j21d) is described by,
L (iomty? = (2nf)*
[Ha(i2rh) (2rf)* + (K2 - 2Kaoy) (211 )2 + K 22 (Eq 3.4)

A more detailed plot of H(s), CDeVCO(f) andCDeo(f) is giveriigure 36. A couple of
key observations may be made from this plot which have a profound implication on the wide-band
IF architecture. Note, that the transfer functiog($) has a high-pass frequency response relative
to the carrier frequency. As mentioned before, the stand-alone VCO phase noise decreases when
moving away from the carrier frequency. Overall, the shape of the PLL output phase noise
contribution from the VCO can be found quantitatively by evaluating equation 3.3 with equation
3.4. Qualitatively,CDeo(f) is shown in figure 36, note that the phase noise contribution increases
starting from the carrier frequency and flattens out as the second polgs)fiths been reached,
then begins to role off at the loop bandwidth frequency of the PLL. This is a significant point to
observe as the amount of VCO phase ngiggpressionvhich can be obtained by the PLL close to

the carrier, can be significantly increased by modifying the loop bandwidth.

Using the relationship observed between the VCO phase noise contribution and the PLL
loop bandwidth, an opportunity for complete integration of the high-frequency PLL may be
observed in the wide-band IF architecture. Typically, frequency synthesizers must realize a
number of discrete frequencies and have a reference frequency applied to the phase detector which
is equal to the step size in frequency between two of the desired synthesized frequencies. In a

heterodyne receiver, the first synthesizer performs channel selection or tuning, thus, this



79

synthesizer must have a reference frequency equal to the channel spacing. For narrow-band
cellular applications, this channel spacing and ultimately the reference frequency is typically on
the order of 10s of kHz. An additional property of frequency synthesizers is that for both stability
reasons and to reduce an inherent reference spurious tone produced by the phase detector (PD), the
loop bandwidth must be anywhere from a fourth to a tenth of the reference frequency. For
example, GSM uses 200 kHz channel spacing which implies that the loop bandwidth must be
between 20 to 50 kHz. . This limitation on the loop bandwidth implies a boundary to the amount of
VCO phase noise suppression which may be obtained from a narrow-channel-select frequency
synthesizer. However, if the roles of the synthesizers are reversed compared to a superhet, as is
done in the wide-band IF receiver, an opportunity to extend the PLL loop bandwidth is revealed. If
now, as is done in the wide-band IF receiver, the first synthesizer purely performs band tuning
between the bands of different standards, then the reference frequency associated with the first RF
synthesizer may be significantly increased by as much as a couple orders of magnitude (from kHz
to MHz). This implies then that the PLL loop bandwidth may also be increased by the same
proportional amount (from kHz to MHz). This results in an increase of bandwidth, from the
carrier, where close to carrier VCO phase noise shaping will occur, this concept is again illustrated

in figure 36. Here, f represents the loop bandwidth whegg=K/2m, and f\; represents an
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Figure 36. Effect of increasing the loop bandwidth K, on the PLL output phase contribution from
the VCO.
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identical PLL with a significantly increased loop bandwidth. It is also shown that the high-pass
transfer function is broadbanded for the synthesizer whgjied’'used. Also shown in this plot, is

a hypothetical phase noise plot of a stand alone VCO representegvfg(f) . In the case of the
PLL with the lower loop bandwidth,f;, the synthesizer output phase noise contribution from the
VCO is represented acseo(f) , while the case where loop bandwidth is increasggl tbé’VCO

phase noise contribution is shown elb‘eo(f) . In the case of the PLL with the extended loop
bandwidth, the suppression of VCO phase noise from the transfer funct®) id maintained

further from carrier frequency.

Using the previous discussion on VCO phase noise suppression, the primary motivation
for using the wide-band IF architecture can now be discussed. As was highlighted at the beginning
of this chapter, current-day attempts at complete frequency synthesizer integration, with the entire
receiver, have been limited to applications where low to moderate phase noise performance is
acceptable. The poor phase noise performance of integrated synthesizers (particularly in standard
CMOS) is attributed to the low-Q of on-chip spiral inductors which ultimately degrade the
resonant tank Q. Again, because the first higher frequency synthesizer does not perform channel
selection, but rather, is used for band selection, the reference frequency for the PLL can be
increased by a couple orders of magnitude, allowing the same proportional increase in the loop
bandwidth. In the case of the GSM/DECT prototype, discussed at the end of this thesis, the loop
bandwidth was allowed to rise from approximately 2 kHz, if channel tuning were performed by the
first high-frequency synthesizer, to 8MHz in the case where the first synthesizer is allowed to have
an extended wide loop bandwidth, as was the case for the wideband IF GSM implementation. The
implication for the wide-band IF receiver is that a wide-band PLL may be used to suppress the
close-to-carrier phase noise of the VCO. Thus, relaxing the requirement on the resonant tank Q
and facilitating the integration of both the VCO as well as the entire synthesizer with the rest of the

receiver components.

With the first local oscillator relatively fixed in frequency, all of the channels

are passed through IF, this leaves the burden of channel tuning to the second lower
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frequency IF oscillator. Since the channel tuning is performed with the IF local

oscillator, operating at a lower frequency, a reduction in the required divider ratio of the
phase-locked loop operating at RF results. With a lower divider ratio inside the RF PLL
loop, the contribution to the frequency synthesizer output phase noise from the
reference oscillator, phase detector and divider circuits can be significantly reduced.
Moreover, a lower divider ratio implies a reduction in spurious tones generated by the

PLL [3.28].

From a more intuitive perspective, the phase noise performance of the lower
frequency channel tuning synthesizer can be made inherently less than that compared to
an RF channel-select synthesizer, where both are realized with low-Q, on-chip
components. Assume for the moment that a synthesizer is realized which performs
channel tuning at a high frequency. Then the output of the synthesizer is divided down
in frequency by a divider block which iexternal to the PLL(see figure 37, i.e. this is
not the same divider which is a part of the PLL loop from the VCO output to the phase
detector input. The integral in the frequency domain, of the power spectral density
relates to the time domain RMS jitter. In short, the RMS jitter and phase noise
performance are related; more phase noise implies a greater RMS jitter. Shown in the
top part figure 37 is a hypothetical waveform representing the local oscillator output of
a frequency synthesizer, the little shaded areas accompanying the edges represent are
the RMS timing jitter associated with this waveform. Hypothetically speaking, if a
noiseless divider block is used on the output of the PLL to divide the waveform shown
in the top of figure 37, then the divider circuit will grab one of every N edges (where N
is the divider ratio) along with the jitter associated with this edge; shown in figure 37
for N=4. Thus, the time domain jitter associated with the output waveform edges
remains the same, however, the period of the divided signal has grown by a factor of 4
which can be thought of in the time domain as the desired signhal increasing in power by
a factor of four squared. Likewise, the same affect is observed in the frequency domain,

the phase noise will be divided down by an amount proportional to the divider ratio, or
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NZ2. In reality, the divider circuit will contribute noise which degrades the jitter and
phase noise performance. However, typically the synthesizer circuit components will
dominant the noise and jitter performance, making the contribution to jitter and phase
noise by the dividers negligible.

Synthesizer Output
Waveform w/ Jitter

Juyounroe

Vc Only grab one of
frR 2| PD = LF |—{ VCO - — /4 four edges

ole
2
A

After Divide by 4

RMS Timing Jitter
Figure 37. Jitter before and after an LO is divided down.

The high, fixed-frequency synthesizer which was used on the DECT/GSM chip
was reported in [3.25] while a detailed description of the implementation can be found
in [3.26]. A further discussion of the concept of VCO phase noise shaping can be found
in [3.28] as well as another demonstrated PLL using these concepts is shown in [3.31].
While the discussion of band tuning high frequency synthesizes has been limited in this
thesis, to phase-locked loops, it certainly does not mandate the use of these type
synthesizers for block down convert architectures such as the wide-band IF receiver. An
alternate approach to fixed-frequency synthesis uses a Delay-Locked Loop (DLL) and
was presented in [3.29] with the implementation details given in [3.30]. An interesting
feature of the DLL presented in [3.30], is that the phase noise profile remains flat close
to the carrier, until the DLL's loop bandwidth has been reached. This is slightly
different from similar results obtain from a PLL which has more of a high pass phase

noise profile until the loop bandwidth has been reached.
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The entire RF band is passed through the IF without channel filtering in the
wide-band IF receiver, introducing the possibility of reciprocal mixing in both steps of
the frequency conversion. Instead of having just one synthesizer which reciprocal mixes
alternate channel blockers, there are now two mixer stages in the signal path. Thus, the
accumulative interference which is generated by reciprocal mixing from the desired
signal passing through both the first and second local oscillators in the wideband IF
receiver, must be better than the desired signal band interference which is created by
reciprocal mixing of just one set of mixers, as would be the case for any single
frequency conversion architecture such as a direct conversion or low-IF receiver. Stated
differently, the benefits of VCO phase noise shaping for both the first and second
synthesizer in the wideband IF receiver, must produce at least 3dB better phase noise
performance of each integrated synthesizer than those architectures using narrow loop

bandwidth PLLs for tuning and down conversion.

3.7.2 DC Interference and Wide-band IF

An additional advantage associated with the wide-band IF architecture is that
there are no local oscillators which operate at the same frequency, as the incoming RF
carrier. This eliminates the potential for the LO re-transmission problem that plagues a
direct conversion system and resultstime-varyingDC offsets. Although, the second
local oscillator is at the same frequency of the IF carrier in the wide-band IF system,
the offset which results at baseband, from LO self mixing is relatively constant and may

be cancelled using one of the proposed methods described in [3.8][3.9].

Although, the potential for LO self mixing in the wide-band IF receiver is
mitigated, there are other sources of offset which may be problematic for this
architecture. Similar to direct conversion receivers, the carrier is ultimately frequency
translated to baseband. Therefore, the desired signal is susceptible to 1/f noise,

distortion due to ?9 order intermodulation, and baseband circuit offset due to device
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mismatch. In addition, like direct conversion, large adjacent channel AM blockers
which are passed through the IF can potentially leak to the LO port of the mixer
creating a DC offset at the output of the second set of mixers (LO2), which again, falls

in the desired signal band.

3.7.3 Image-Rejection in the Wide-band IF system.

In the wide-band IF receiver, the signal is mixed to a finite IF; therefore, the
image problem is re-introduced in this system. However, because the two frequency
translations occur in cascade, the architecture used lends itself to easy implementation
of an image-reject function using a six mixer configuration. The mixer configuration
which is shown in figure 38, completes the two step down conversion by first
multiplying the LNA output signal with mixers which utilize quadrature phases of the
local oscillator. The second downconversion to baseband, from IF, is accomplished by
using the so-called double quadrature mixer configuration. Not shown in figure 38, is a
low-pass filter which provides some attenuation of the up converted terms resulting

from the first down conversion.

The comprehensive configuration used to perform the frequency conversion
from RF to baseband in the wide-band IF architecture, can be thought of as two
independent sets of image-rejection mixers which resembles the Weaver technique
original proposed in 1956 [3.32]. To understand both the function of this image-
rejection mixer, as well as some of the beneficial properties it is best to start with a
frequency domain interpretation of this single-sideband mixer. Shown in figure 38, at
the input of the mixer configuration, is a hypothetical LNA output spectrum with both
positive and negative frequencies displayed. For this example, bands 1 and 4 represent
the signal above the frequency of the first local oscillator which is desired to eventual
recover, while bands 2 and 3 are the undesired image-bands shown equally spaced in

frequency, below the first local oscillator. The RF spectrum applied to the input of this
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mixer is first multiplied by in-phase and quadrature local oscillators and converted to
IF. The spectrum at IF, is the result of a convolution in the frequency domain, of the RF
carrier with both a sine and cosine. At IF, there exists a known phase relationship
between the image and desired frequency bands. This phase relationship is further
exploited with a complex mixing from IF to baseband. If the up converted terms from
the mixer are removed by low pass filtering at IF and baseband, then by properly adding
the four baseband channels in pairs, the image frequencies can be made to cancel while
the desired band adds constructively for both the I and Q channels. This image-rejection
mixer has the property that any incoming frequency below the frequency of the first
local oscillator, ideally is rejected, while any frequency above the first LO, is passed. If
the IF is made high enough, additional image rejection may be obtained from the RF

front-end filter.

1,2,3&4
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Figure 38. Frequency domain interpretation of a Weaver image-rejection mixer.

This particular image-rejection mixer topology has several advantages. First,
unlike the Hartley method[3.33] or other proposed image-rejection mixers [3.12][3.35],
lossy passive phase-shifting filters are not required in the receive signal path, to
generate the correct phase between the image and desired bands. Second, assuming

again that the up converted terms are removed, the image-rejection is very wide-band. It
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can be further shown that the edge of the image-attenuation band is set by the frequency
of the first local oscillator (LO1), which leads to the third advantage. If it is assumed
that a multi-standard capable receiver is built where the frequency of LO1 can perform
a coarse adjustment to accommodate the carrier frequency of a different standard, then
the image rejection will follow the first LO, or the image rejection can be thought of as
self-aligning to the frequency of LO1. To illustrate this concept, two hypothetical LO1
frequencies, labelled| o1, and f oip Necessary to properly frequency translate the
carrier of two different standards are shown in figure 39(a) & (b). Both the passband
and the rejection band as a function of the frequency referenced to the input of the
mixer, are aligned to LO1. Assuming that the desired band is above LO1 in frequency,
the image-rejection will be self aligned with the frequency of LO1 setting the boundary
between the pass and stop bands of the mixer. Further flexibility using this mixer
configuration may be obtained by reversing the polarity of the four baseband channels
before they are summed together at the mixer output. This has the affect of retaining the

lower sideband about LO1, while rejecting the upper sideband. This concept is
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illustrated in figure 39(c) and was first introduced in [3.22] and later demonstrated in

[3.34].
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Figure 39. Self-Aligning Image-Rejection Mixer.(aff o1 and f o1p two different LO1
frequencies and their relationship to the rejection and pass band of the image-
rejection mixer.(c)f o1c case when the polarity of the baseband channels are
reversed before the summation.

3.7.4 Non-idealities of Wide-Band IF

Although the wide-band IF system has advantages with respect to high
integration, certain non-idealities limit the overall receiver performance. These are now

discussed.

Because the first local oscillator is fixed in frequency, all of the channels must
pass through the IF stage and the desired channel is selected with the second LO. This
has two problematic implications. First, as a result of moving the channel tuning to a

lower frequency, the IF synthesizers require a VCO with the capability of tuning across
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a broader frequency range as a percentage of the nominal operating frequency. Second,
as mentioned previously, by removing the channel select filter at IF, strong adjacent
channel interferers are now a concern for the second mixer stage as well as the
baseband blocks. This implies a higher dynamic range requirement of these latter
receiver stages. In addition, spurious tones generated by the IF local oscillator can mix
with undesired IF channels creating inband interference at the output of the second
mixer stage. Additional care must be taken when developing a frequency plan to guard
against digital baseband clock signals and their harmonics falling within the range of

the desired IF channels.

As with virtually any single-sideband mixer which utilize a phase shifting
scheme to reject a sideband or image, the magnitude of the image attenuation in the
wide-band IF architecture, is a function of the phase mismatch between both the | and Q
phase of the first and second local oscillators, and the gain matching between the signal
paths. A detailed derivation for the image-rejection performance as a function of phase
and gain mismatch is given in appendix A. The image rejection as a function of the

mismatch is given by,

2
1+ (1+AA)"+2(1+AA)cos(@., + @) (Eq 3.5)
1+ (1+AA)°=2(1+AA)cos(@,; — B,)

Where ., and g, represent the deviation of the local oscillators from

IRR(dB) = 100og

guadrature in the first and second LOs, respectively, whiike is the aggregate gain
error along the | and Q signal paths. A plot of equation 3.5 is given in chapter 4, figure
50. With a sufficiently high intermediate frequency, the image-rejection may be
performed with a combination of the RF front-end filter and this image-rejection mixer.
Using this approach, 35dB of image-rejection can easily be obtained from the six mixer

configuration.
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3.8 General Comments on Receiver Architecture Selection

This chapter was presented to highlight some of the issues and challenges with
respect to full receiver integration. The superheterodyne receiver was presented and
contrasted to some recently proposed receiver architectures which attempt to integrated

all of the components on to a single piece of silicon.

With regard to high integration radios, the choice of which architecture to use
is of course, in large part, dependent on the application or required performance.
Obviously, the easiest approach which is suitable for any application should be used, in
most cases this is a direct conversion receiver. Moderate performance receivers are
typically characterized by less aggressive selectivity and sensitivity performance.
Examples might include cordless telephone, and indoor wireless LAN standards. For
these applications, the cell sizes tend be rather small. Thus, reducing the possible
variation in both, the desired and undesired received signal power, which relaxes the
selectivity and sensitivity performance required of the receiver. For these applications,
often times both direct conversion and low-IF receivers present a convenient solution

for a high-integration radio.

For higher performance standards which require excellent sensitivity as well as
selectivity performance, other high integration architectures may be more appropriate.
In the situation where the mobile wanders far from the basestation, a large potential
variation in both, the desired and undesired signal strength may occur, this is the case
for most cellular standards. This translates to high performance with respect to
sensitivity, selectivity as well as overall dynamic range in the signal path. Direct
conversion receivers have been demonstrated for some cellular applications, such as
GSM. However, while these solutions provide high integration in the signal path, the
synthesizers still utilize discrete components for the tank circuitry. The Wideband IF
receiver was developed to facilitate synthesizer integration, with the tank components

for applications where both high selectivity performance as well as very narrow channel
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spacings are required. This is often the case for narrow band cellular standards such as
GSM, 1S-54, and AMPS. The Double Low-IF architecture was presented as a nice

compromise between receive signal path integration and selectivity performance.

Much research is still needed with respect to enabling a single chip solution
which is capable of addressing multiple standards and applications. From an
architectural perspective, the best hope lies with systems where the signal path may be
re-used, rather than duplicated, between multiple applications/standards. In the receive
signal path, this typically implies keeping the signal wideband at high frequency and
performing the filtering at a very low-IF, or baseband, where integrated programmable
filter structures may be implemented in either the analog or digital domain. In addition,
the synthesizer must be capable of tuning to various channel spacings as well as have
the ability to tune across vast portions of the spectrum to address different bands
associated with the desired standards to recover. Some properties associated with
programmable receive signal paths were exhibited in both the direct conversion and

wideband IF architectures.

With the introduction of the wideband IF receiver, the following chapters
found in this thesis will focus more on the issues associated with implementing the
architecture in silicon, particularly CMOS. The emphasis will be on the components
required to perform the frequency translation, mainly the mixers. The next chapter
looks at various methods of performing image rejection for integrated heterodyne
receivers. This is then followed with a chapter which describes a method to remove one
of the non-idealities of the wideband IF receiver. Mainly, a method is presented to tune
out the phase and gain mismatch in the image-rejection mixer which ultimately
improves the sideband suppression. The later chapters are presented to give more
specific circuit implementation details for all the blocks which realize the image-
rejection mixer used by the wideband IF receiver. A recently published transmitter

using the Wide-Band IF architecture has been published in [3.38].
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Chapter 4

Image-Rejection Mixers

4.1 Introduction

Chapter 2 was presented as an overview to some of the issues associated with
receiver integration while chapter 3 reviewed a few recently proposed high integration
receiver architectures. This chapter will focus on one particular problem associated
with receiver integration, mainly image rejection. Virtually all receiver architectures,
with the exception of direct conversion, must provide some means of suppressing
undesired interference which is frequency translated to the same IF as the desired
signal. This chapter will first begins with a description of the image problem. This is
then followed with a review of some commonly used techniques to perform either
filtering or cancellation of the image-band signals. The image-rejection mixer used by
the wideband IF receiver is then described in more detail, with an analysis of the
sideband suppression as a function of the phase and gain mismatch in the signal path,

along with a noise analysis of this mixer system.

4.2 The Receiver Image-Band Problem

A more mathematical description of the frequency translation process using

mixers is given in chapter 6. The process by which an image band interferer is
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frequency translated into the same frequency as the desired band, can best be
understood with a simple model for a mixer shown in figure 40. In this example, if a
tone is applied to both the RF and LO ports, then the output is simply the result of the

product of these two sine waves.

Sre()=cos( Wret) RF —3 —|F
Port So(t)=cos( Wre¥) cos( Wt)

LO Port
Sio(t)=cos( W)

Figure 40. Simplified model of a single mixer.

Using trigonometric identities, the mixer output signal (shown in figure 40)
can be expanded to reveal the frequency components associated with the output of the

mixers/multipliers are,

So(t) = cog(wrpt) (Los(w, t) = %[COS((wRF—%)t)* COS((Wrp + Wo)V)] (Eq 4.1)

From equation 4.1, it can be seen that the mixer output signal contains a
component of mixer input signal which is down converted in frequencydy—w,) ,
while another component is upconverted in frequencydy + w,,) . The down converted term
is usually used by radio receivers, while the up converted term is typically a desired component in
the transmitter applications. In either the transmit or receive path, the resulting output spectrum is
referred to as the intermediate frequency or Ick&sing in on the down converted
component(wgg—w,) , there exists two bands which can potentially be shifted to the
same intermediate frequency. Imagine for the moment, that there exists two spectral
components one of which resides @k = wy,+ W and the otbgl = w,—w¢ ,
both at the RF port of the mixer. From equation 4.1, one can see that both of these input
spectral components will frequency translate to the same intermediate frequency at the
output of the mixer, this is illustrated in figure 41. If the desired band to translate is
above the frequency of the first local oscillato®, , then the other band which is

frequency translated to the same IF, is referred to as the image frequency or image



96

band. It is clear to see that without proper filtering or cancellation of the signals present
in the image band, this signal will appear as interference to the desired band at the
output of the first mixer. The situation may arise where the desired signal in receiver
applications is much weaker than undesired interferers found within the image band.

Thus, a significant amount of image-suppression must be guaranteed for most receiver

Hypothetical Mixer

Input Spectrum | W+ O
Image Signal > Desired Signal
L g
- ’ $ = freq
W
i) IF
Hypothetical Mixer
Output Spectrum
= W ' N p freq

~WF WiF

Figure 41. Hypothetical input and output spectrum of a single mixer. Frequency translation is
shown for both the desired upper sideband of the mixer as well as the equivalent
image band.

applications.

The amount of required image attenuation which is needed can usually be
derived by either a system specification or a blocking profile which is outlined by a
radio standards body. With a knowledge of both the blocking profile, the desired mixer
output Carrier-to-Interference (C/I1) ratio, as well as an assignment of the intermediate
frequency and the minimum desired signal strength, the amount of required image
attenuation may be determined. Using the blocking profiles for both GSM and DECT
which were highlighted in chapter 2, along with the required sensitivity under the
blocking condition, the image rejection for both the receivers used in the DECT as well

as DCS1800/DECT receivers were determined with a 200MHz and 400MHz IF
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respectively. The required image suppression for both GSM and DECT are summarized

in Table 1.

Table 1: Summary of image rejection requirements for both DECT and DCS 1800.

Maximum

;

Receiver Required Required Worst Required
IF . Image
Mode Blocking Cil Case Image o
o Rejection
Sensitivity
DCS 1800 400 MHz -97 dBm ~12dB 0 dBm ~ 110 dH
DCS 1800 200 MHz -97 dBm ~12 dB 0 dBm ~ 110 dH
DECT 400 MHz -73 dBm ~10dB -23 dBm ~ 60 dB
DECT 200 MHz -73 dBm ~10dB -23 dBm ~60dB

4.3 Methods for Receiver Image Attenuation

For virtually all receiver applications which utilize a heterodyne architecture,

the image problem is addressed using one of two basic approaches; mainly, filtering or

some method of image band cancellation using a serious of phase shifts between two

parallel signal paths. As was discussed in the previous chapter, the super-heterodyne

receiver typically accomplishes all of the image attenuation for the first down-

conversion with a combination of discrete filters. Specifically, image attenuation is

accomplished with both the RF and the noise/image-rejection filter which are placed

both before and after the LNA. Both the RF and image-rejection filters will have

anywhere from 30 to 50dB of image suppression depending on the quality of the filter

and the selection of the IF frequency. Obviously, the further away from the RF carrier

the imageband lies, the more attenuation of image signals may be accomplished by

these filters and the easier the image problem is to address. In addition, the cost of these

filters tends to be inversely proportional to both the insertion loss of the filter and

proportional to the number of poles required.

Some recent research has focused on implementing the image-rejection filter

as an integrated solution. One such approach attempts to utilize Micro-Electro-
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Mechanical structures (MEMs) to implement the RF and image-rejection filter[4.1].
These devices are processed on the same die as the radio electronics. Although, these
structures hold promise of delivering high-Q filters as an integrated solution, there are a
few drawbacks to this approach. First, these filters would required a special silicon
technology which tends to be more expense than main stream silicon processing such as
is found with CMOS and BiPolar silicon processes. In addition, these filters suffer from
other practical issues which need to be resolved to make them commercially viable.
These problems included the use of a vacuum chamber to realize these filters as well as
issues with respect to component tolerances, the required use of high operating
voltages, as well as issues with respect to rather large input and output impedances
which appear to be inherent to these structures. There have been additional attempts to
address the image-band signal using a notch filter which use on-chip spiral inductors to
realize an LC based filter [4.2]. The fundamental drawback to this approach, is that the
notch is relatively narrowband and susceptible to component variation, making the band
of image attenuation both narrow and dependent on process variation. A cleaver
technique to alleviate the narrowband nature of the notch filter is through the use of a
phase-locked loop in conjunction with an LC based filter where the capacitor is realized
with a varactor diode. Using the control voltage from the PLL, the capacitor is tuned
with the varactor diode, thus adjusting the frequency at which the notch
appears[4.3][4.4][4.5]. This method of image rejection using a tunable notch filter has
some shown promise for moderate image rejection with extremely low power
consumption. The fundamental drawback to this approach, as with many of the
integrated image rejection methods, is again the component mismatch between the
varactor diode used in the PLL VCO tank and the LC filter will limit the accuracy in
frequency of the notch and ultimately the amount of reliable image rejection at any

given frequency.

The alternative approach to image-rejection filtering is the use of a

cancellation scheme to perform image or sideband suppression. This is usually
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accomplished through the use of a combination of a set of quadrature phase mixers,
phase shifting filters and/or asymmetric polyphase filters. Although the name image-
rejection mixer implies a single mixer, this class of device is virtually always realized
through the use of several mixers which in some configurations also utilize a phase
shifting filter. The basic principle of this class of mixer is to generate two channels
within the receive path. Then, between the two signal paths through a combination of
complex mixing and phase shift filtering, the signal at the image frequency, is rotated in
phase, in such a manner, that a 28thase difference exists between the two signal
paths. Although the image single has ideally an exact opposite phase difference
between the two signal paths, image rejection mixers are made to create a zero phase
difference between the desired signal band, found in the two channels. Thus, by simply
adding the two channels together, the image band signals ideally cancel while the
desired signal adds coherently. The process of creating the correct phase between image
signals found between two channels is discussed with more detail in the next section

followed with a few examples.

4.4 Image-Rejection Mixers

Several popular image-rejection mixers create the correct phase between the
desired band and image signals by performing a complex multiplication. This is nothing
more than multiplying the desired carrier using two mixers that have local oscillators
which are in quadrature phase ®phase difference) applied to the mixer LO inputs.
Much intuition can be gain about what is happening in the signal path, by applying a set
of tones to the quadrature inputs of the mixer. This situation is illustrated in figure 42,
where two sinewave inputs are applied, one of which lies above the frequency of the
first local oscillator, which for the purposes of illustration will represent a desired
signal, while the other sinewave at the input, resides an equal distance from the LO on
the lower side of the local oscillator. If these input signals are multiplied by an in-phase

and quadrature local oscillators, the sighals which are shown in figure 42, will appear at
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the IF output, where the upconverted terms are ignored and assumed to be removed by
lowpass filtering at the output of the mixer. Between the | and Q channels at IF, the
image signal has a $0phase difference while the desired signal has the opposife 90

phase shift between the | and Q channels.

Inphase Channel

Desired signal @ IF Image signal @ IF
I 1. _ 1 1. _ _ 1.
—X— b_ L 3sin(@ppg—® o)t = 5sin(w;p) 5Sin(0oyg —w o)t = —5sin(w;E)

+
COS(W,01) /\ / | \ |
SINUpEs) /t'zo \/ e tzd\/ \> time

o—
SIN(Gypy)
4
SIN, 1) N/ /N /[
_ ] p time 1 »-time
WE = YpEsT® 01 / o \/ / t=0 \/
“OF T 9m T %Los Need to shift the Q channel an additional

-72 (-9¢) to get the correct
phase difference for the desired and image signal.

Figure 42. Result of mixing a pair of tones both above and below the frequency of the first local
oscillator (LO1). The upconverted terms are ignored for simplicity. The desired signal
has a 98.phase difference between the | and Q channel while the undesired image

The difference in the phase relationship between the desired and image signals
really relates to taking advantage of the odd and even properties which arise from
multiplying the input signal by a local oscillator which is represented by a sine and
cosine. This again is better understood by examining figure 42, where the input signal is
frequency translated to an IF which is representedg@s™ ®pps— % 01 for the desired
signal, and—®Wg = ¥y —9¥ o1 for the image signal, at IF. Because of the even property
of a cosine, the phase of the signal in the quadrature channel (Q channel) will always be
the same independent of whether the input signal is above or below the frequency of the
first local oscillator (see figure 42). However, in the | channel, the phase of the resulting

signal at IF, is dependent on whether the input signal was received above or below the



101

frequency of the first local oscillator. Using the relationship that sin(-x)=-sin(x), one
can see that the phase of the signal at IF, in the | channel, will rotate by d&fendent

on whether the input signal is in the upper, or lower sideband, of the local oscillator.
The overall affect on the phase of the signal, when performing a complex multiplication
is similar in concept, to a Hilbert transform about the frequency of the local oscillator
(however, this is not a Hilbert transform as the system is non-linear). The key
observation to make, which is also the basis of most image-rejection mixers, is that by
shifting the phase of the Q channel IF, by an additional®-8élative to the I channel,

the desired signal will have the same phase between the two channels, while the image
tone will be 18® out of phase. Thus, in this situation, by simply combining the two
channels, the desired signal adds coherently, while the image signal cancels. Ideally, in
the case where a perfect 9@(phase shift is added to the signal at IF, the mixer
configuration can be made to pass any sighal above the frequency of the oscillator while
rejecting anything below, thus giving rise to the often used name of single-sideband
mixer. It is this observation which really sets the foundation for many of the single-

sideband and image-rejection mixers which have been proposed, and used to date.

One approach to adding the additionaf2 phase shift at IF, is to simply add a
90° phase shift filter as shown in figure 43. This particular image-rejection mixer was
originally proposed in 1925, with a patent by Hartley [4.6]. In the Hartley method, the
additional phase shift can be implemented with a set of resistors and capacitors to
implement a pole and a zero which will give a ®@phase difference at the 3dB
frequency. This approach is amenable to integration in silicon, with on-chip resistors
and capacitors. The filters can be implemented with either an all-pass response, with the
phase difference being 9@nly at the 3dB frequency, or the filter can be configured as
a broadband 90 phase difference, where the amplitudes only match at the 3dB
frequency. A detailed discussion on the implementation of the phase shifting filters may
be found in chapter 7. In the Hartley approach to image rejection, the magnitude of the

sideband suppression is dependent on how far away the IF signal is from the 3dB
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frequency of the phase shifting filter. Therefore, with a single set of poles and zeros to

implement the phase shifting filter, the frequency range of image suppression becomes
narrowband. To broad band the image rejection, additional poles and zeros need to be
added to the phase shifting filter. This is usually done at the expense of attenuating the
magnitude of the desired signal, resulting in either a weak noise performance and/or

large power consumption.

COS(W, 1)
RF o—4¢
Input i Phase
Shifter
_®L -90°
SIN(W, 0z)

Figure 43. Hartley Image-Rejection Mixer

More than 30 years after the Hartley patent, Donald Weaver published another
method to achieving the additional 9(hase shift after the first complex mixing
operation. The Weaver method, which was published in 1956 [4.7], achieves the correct
phase by adding an additional complex mixing stage to the configuration shown figure
42. When two complex mixing operations are put in cascade, the input signal can be
made to go through two frequency translations as well as generate Qpt@Be shift
between the image signals before addition and cancellation. A block diagram of the
Weaver mixer is shown in figure 44, with again two tones one above and below the
frequency of the first local oscillator. One can see that, as the first IF is frequency
translated a second time by quadrature mixers, the correct phase for the image and
desired signal is achieved before the two channels are added together. This is shown in

figure 44 for a set of tones one in the imageband (shown as agj)(), while the other
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resides an equal distance above the frequency of the first LO in the desired signal band

(represented by sinpgsg) ).

Desired Band Tone

o :
& — K :
4 7 LG °
SIN@peg)| COS@ror) Lo
(- oy " : : L] [ ]
S/N(w,M) : ] ' : :
L Q- L
-§Q: . b_ % b_ T g
SIN(OY, og) + COS(W, 0z) . —— Image Band Tone

Figure 44. Time domain interpretation of the Weaver Method.

As alluded to and described in the previous chapter, the weaver method has
some interesting properties with respect to the way frequency translation is performed.
In essences, the edge of the rejection band is defined by the frequency of the first local
oscillator. As mentioned earlier, this has some practical implications from the
perspective of providing flexibility for band selection of multiple RF standards.
Because the Weaver mixer is single sidebanded about the frequency of the first local
oscillator, when tuning the LO1 frequency to another band of a different standard, the
image-rejection will effectively by self aligned as described in chapter 3. Also, further
flexibility is provided by inverting the summation of the two channels at baseband. This
has the affect of sideband reversal, leaving the possibility of down converting the lower
sideband about LO1 rather than the higher sideband; the sideband which is rejected

would in this case, now be the high sideband about LO1.

In the next section, a discussion is given about how the weaver method was

applied to the wideband IF receiver. This is followed with an estimation of the input
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referred noise produced by this image-rejection mixer as a function of noise
contribution from the four individual mixers used in the signal path of the weaver

method. This is followed with a analysis as well as a discussion of the phase and gain
mismatch of this image-rejection mixer as well as some other non-idealities of the

weaver method as it applies to the special case when used in the wideband IF receiver.

4.5 Image-Rejection in the Wideband IF receiver.

A description of the frequency translation section used by the Wideband IF
receiver was given in chapter 3. In short, the prototype receivers which will be
discussed later essentially utilized a pair of Weaver image-rejection mixers to perform a
two-step frequency conversion from RF to baseband. The comprehensive configuration
(shown in figure 45), utilized six mixers which generates quadrature channels at
baseband in addition to providing an image reject function. The subsequent sections of
this chapter will discuss some of the non-idealities of this mixer configuration, mainly
the noise performance and the affect on image rejection from phase and gain mismatch

between the various signal paths.

| 4
R—— I\ LOy,
$ Q
_ LO N Baseband
RF input 1l & ° 0.
p Loz% | (B)Chsnndel
- aseban
' e')__° I-Channel
LR— M\ ¢ 10,
t Q-Q
LO10

LOq

Figure 45. Block diagram of the frequency translation section used by the wideband IF receiver.
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4.6 Noise Analysis for the Weaver Method

A noise analysis for the Weaver method was carried out to evaluate the additive
noise to the channel and the overall impact on the receiver noise figure from the noise
contribution of the mixer. The system specification for all of the receiver was written
with respect to an equivalent input noise resistance on each component. This is a
convenient measure of a receiver components noise performance as it can be quickly
referred to the receiver input and compared to the available noise power generated by
the source resistance. Therefore, this section provides a method of estimating the
equivalent input noise resistance of one image-rejection mixer as a function of each of

the four individual mixer cell’s gain and noise resistance.

Four mixers are required to produce a single channel at baseband. Developing
a specification for the individual mixers inside the four mixer configuration requires a
little understanding of how the noise and signal pass through the mixers. Shown in
figure 46, is the four mixer configuration used to produce one channel at baseband. The
individual mixers are specified with respect to the voltage conversion gain, the
equivalent input noise resistance and maximum output swing of one of the four
individual mixer cells. A bit of analysis is required to translated the conversion gain
and noise performance of an individual mixer cell to that of the gain and noise
performance for the composite image-rejection mixer configuration.

B F—®
¥ ;

LOq, LO,, R
LNA E'J [I-Channel
Output -

— N —®
1 1

LO1q LO2q

Figure 46. Single channel IR-Mixer used by the wideband IF receiver
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In figure 47, a model is given for the transformation of the noise for the
individual mixers to the noise produced by a single channel in the receiygm/Rand
Regmit are the equivalent noise resistances of the RF-to-IF mixers and the IF-to-
Baseband mixers respectively. Both,Aand A are the voltage conversion gains of the
desired carrier from RF, to the output of the IF lowpass filter, and the desired signal
gain from the mixer input at IF, to the mixer output just before the summation of the

two signal paths taking into account the signal gain acquired when mixing from IF to

aseband. m/_ Avrf m /AV#
oo Bhore)
o——o¢ D—o

Regmrf| LOq Regmit | LOy, | ||(t)-QQ(t)|
Fan

—R— Qo+
t 1 TLL

> —P—{®_ N
_'[>_>_@_,®—>D‘_@_> ®g —>J1-—>

LNA Mixer 1 Low Pass Mixer 2 Anti-Alias
Filter Filter
Av_irmixer

Figure 47. Model used to evaluate the noise and single gain in a single channel.

One method to understanding the relationship between the signal gain and the
effective noise produced at baseband, by the mixers, can be understood by applying a
test sighal at the image-rejection mixer input and finding the transfer function of the

signal through both mixer channels to the final mixer output at baseband. Likewise, the
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noise transfer function from each mixer can be referred to the output of one channel at
baseband. First, a desired signal of mean squared voltage poyeis &pplied to the
input of the mixer. Before the signal in the two signal paths are summed to produce one

channel, the desired signal power is,

n 2
S'D = (Ay FAyis) BBp (Eq 4.2)

After the summation of the channels, there is an effective gain of 2x in the

signal amplitude and a 4x increase in the signal power.

Eq 4.3
S'o = (20, (A1) By (Eq4.3)

vrf

Or,

s'o = 40A, [A)” By (Eq 4.4)

vrf

Using a similar approach, the noise produced by the mixers, at the output of

one of the two channels is,

I 2 2
NT = ((Ayr DAie) T TBKTR oo+ A" AKTR o i) (B (Eq 4.5)

vif eqmrf

where B is the signal bandwidth. Because the noise between the two signal
paths is uncorrelated, the power of the noise adds when the two channels are added

together. The total noise at the output of the mixer as a result of the noise inside the

mixer is,

I 2 2
N = 200((A i DA KT Ryt Ayie " KTR o i) (B (Eq 4.6)

eqmrf vif
Similar to the SNR argument for a differential amplifier, the desired signal

before summation is correlated between the two channels. Therefore, the amplitudes

add and the power of the signal is increased by 4x after the summation. However, the

noise power only increases by 2x passing through the summation circuit. Therefore,
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there is a net 3dB increase in the signal to noise ratio, before and after the summation.

The SNR at the output of the | (or the Q channel) channel, can be expressed as,

2

40A,  A) [B
SNR = S vt Pir) 2 (Eq 4.7)

2 [[((Avrf DAvif) D4kTReqmrf+ Avif Dﬁu(TReqmif) [B]
or, )

SNR = 2 Ay DAyie) DBp

2 2
[((Avrf DA‘vif) D4kTReqmrf-"Avif D4kTReqmif) [B] (Eq 4.8)

From equation 4.8, it is clear that the SNR or CNR of the desired signal
increases by 3dB when the signal passes from before to after the summation of the
signal paths at baseband. The question now arises of how to translate the noise
produced by a single mixer to the noise of the entire radio channel. One method of
translating the equivalent input noise of a single mixer to that of the entire receiver, is
to simply replace the equivalent noise resistance associated with each mixer stage with
that of a noise resistance half the value of a single stand alone mixer. Therefore, in the
receiver  Rgmrf and  Reggmit now  become, Rieqmrt = Regqmr?’ 2 and

R Regmit’ 2 Where, Reggmit and Regmis are the equivalent noise resistances in

|eqmif -
the receive signal path (see figure 47). Figure 48 is a more detailed model showing the
equivalent noise resistance of an individual mixer cell translated to an equivalent used
to estimate the noise for the comprehensive receiver channel.

Image-Rejection Mixer

o1 ? Jl\‘%/fg\[:” =

Rleqmrf LOlQ R ,eqmif LOlQ Filter

Figure 48. Model used to refer the noise of the individual mixers to the overall noise contribution in the
receiver.
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It is easy to verify that this noise model for the image-rejection mixer actually
works by finding the signal to noise ratio at the output of the model shown in figure 48.
Assuming there is a signal of powepSt the input of the mixer, now calculate the

signal to noise ratio at the baseband output. The signal power at the output of the |

baseband channel is,

I 2
Sp = (20A TA) By (Eq 4.9)
while the noise power at the mixer output is,
— 2 ) 2 1
N = [(20A ¢ CAi) T BKTR e+ (2 DA i) TAKT R gl (B (Eq 4.10)
and the SNR at the baseband input is,
2
4 OA, ¢ [A,) [B
(4) E[(Avrf |]D‘vif) D4kTR'eqmrf+ (Avif) D4kTRleqmif] (B
or,
(A, TA,)° (5
SNR = vrf ~vit” D (Eq 4.12)

2 . 2 .
[(Avrf DO‘vif) Dd'k-I-Reqmrf-|- (Avif) Dﬂ'kTReqmif] (B

replacing Rgqmrs  With Rggpq#2  and Rggmir  With Rggi¢/2  in

equation 4.12 results in,

2
SNR = (Ayir TAir) DBp
2 2
[(Ayrs TAit) " BKT(Rogme’ 2) + (Ayif)” TAKT(Rggmie/ 2)] [B (Eq 4.13)
which gives,
2
| 2HA BAyir) BBp
SNR = 2 2 (Eq 4.14)
[(Avrf DA‘vif) D4kTReqmrf+Avif |]!LkTReqmif] (B as
which is identical to equation 4.8. Therefore, when estimating the noise figure
of the integrated portion of the receiver using equation 4.R4.. . 1 = Reqmrf/2 and
R

mixer2 = Reqmif/2 should be used to represent the noise contribution from the first
and second stage of mixing. Analysis of the CNR at the output of the receiver should

also utilize half the equivalent input noise of a single mixer in the | and Q signal paths.
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4.7 Image-rejection mixer phase and gain mismatch

Although single-sideband mixers have long held the promise of providing a
potentially integrated solution for image rejection, there are problems which do exists
with this approach. One such problem relates to matching issues between the various
signal paths used by an image-rejection mixer. The magnitude of the achievable image
rejection is a function of both phase and gain error between the various channels used
by the mixer. This can be understood on an intuitive level, by examining figure 44. Here
it is clear to see that if either of the local oscillators used by the first or second stage
downconversion are not exactly in quadrature {@hase difference), then the image
sighals produced just before the summation at the output of the Weaver mixer will not
be exactly 180 degrees out of phase. This will have the affect of leaving a residual
image signal after summation. Likewise, if the gain is mismatched between the two

channels in figure 44, a residual image signal will be left after adding the channels

together.
I(t) I-I(t
? ImN —<§TZ>— I\ 0
cos( Wy o1t) cos( Wy o21) @_l 19-QQ(Y)|
Q(t) Q-Q(t)
@ m—%m—%
(1+AA)

sin(W o1t + Q1)  sin(W oot + Qo)

Figure 49. Model used to derive the magnitude of image-rejection as a function of the phase error
in the first local oscillator @,), phase error in the second local oscillafy) and the
gain mismatch between the two channAl&)(
An exact quantitative expression can be derived for the image-rejection as a
function of both the phase and gain mismatch between the two received channels, using

a model of which is given in figure 49. Her€., defines the phase error in the first local

oscillator, where(.; is the total deviation of the first local oscillator from quadrature. For
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example, if the phase difference between the | and Q LO inputs applied to the first set of mixers is

92°, then (.1=2°. Likewise, @, represents the amount the phase of the second set of local

oscillators deviates from 80Appendix A gives a derivation for the magnitude of image-rejection

as a function of the both the phase and gain mismatch of the mixer, the result of which is presented

below.

(Eq 4.15)

|

1+ (1+8A)%+2(1+AA)cos(@y; + ;)
1+(1+ AA)2—2(1+AA)cos((p81—(p82)
There may be additional error added to the phase difference between the | and

IRR(dB) = 10 Elog[

Q channel due to a mismatch in both device sizes in the mixers as well as unequal

capacitive loading at IF and baseband of the two channels. These errors can be lumped

in with either (.1 or ., A plot of the image rejection as a function of the phase mismatch is
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given in figure 50 for several contours of gain mismatch.

Although the mismatch between the two channels of the Weaver method can

significantly limit the amount of practical image-rejection which may be obtain, there

are certain technigues which can be applied to improve the matching of this image-
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rejection mixer. Chapter 5 will examine some of the previous approaches to improving

both the phase and gain mismatch of an image-rejection mixer.

There are other disadvantages which limit the usefulness of this class of
image-rejection mixer, one of which relates to the required dynamic range of the second
set of mixers. This is particularly problematic in the Wideband IF approach where the
entire RF band is passed through the IF. Ideally the image signal is canceled when the
two channels are added together, however, the image-rejection mixer must pass both the
image and desired signal through the IF mixers (second set of mixers). Therefore, the IF
mixers must have a low enough noise floor to receive a weak desired signal in the
presence of a strong blocker which may be present within the image band. This

situation is illustrated in figure 51.

Potential
: Received
Potential Weak Desired b_ & b—
Received Si |
Image Band 'gna ?
Blocker cos( W o1t cos( W oat)
o——o D—o
' } freq. —®— b_ ® b_
0 flo1 ?
sin(w_o1t) sin(w o2t

o Image Band Blocker at IF
Both Image band Blocker = g

and desired signal frequency
translate to the same IF.

Second Mixer
Needed Dynamic Range

Require Second Mixer C/I Mixer Input Referred
& Noise Floor

P freq.

Figure 51. lllustration of an image band blocker in the presence of a weak desired band signal
being passed to IF. The second set of mixers must have the dynamic range to pass
both the image and desired signals, before image cancellation takes place.



113

4.8 References

[4.1] K. Wang, Y. Yu, A. Wong, and C.T. Nguyen, “VHF free-free bean high-Q
micromechanical resonators”1999 I|EEE International MEMS Conference,
Digest of Technical Papers, Orlando, FL, pp. 453-458.

[4.2] J. Macedo, M. Copeland, and P. Schvan, “A 1.9GHz Silicon Receiver with On-
chip Image Filtering”,1997 Custom Intergrated Circuits Conferendgigest of
Technical Papers, Santa Clara, CA. pp.181-184.

[4.3] V. Aparin, and P. Katzin, “Active GaAs MMIC Band-Pass Filters with automatic
frequency tuning and Insertion loss control,” IEEE Journal of Solid-State
Circuits, vol. 30, no. 10, October 1995, pp. 1068-1073.

[4.4] A. Preser “Varactor-tunable, high-Q microwave filter,” RCA Rev., vol. 42, pp
691-705, Dec. 1981

[4.5] H. Samavati, H. Rategh, and T.H. Lee, "A 5-GHz CMOS Wireless LAN Receiver
Front End,” IEEE Journal of Solid-State Circuits, vol. 35, no. 5, May 2000, pp.
765-722.

[4.6] R. Hartley: United States Patent No. 1666, 206, 1925.

[4.7] D. Weaver, “A Third Method of Generation and Detection of Single-Sideband
Signals,”Proceedings of the IREap 1703-1705, December 1956.

[4.8] F. Behbahani, J. Leete, W. Tan, Y. Kishigami, A. Sanjaani, A. Roithmeier, K.
Hoshino, and A. Abidi, “An Adaptive 2.4GHz Low-IF Receiver in ué& CMOS
for Wideband Wireless LAN”,International Solid-State Circuits Conference
2000, Digest of Technical Papers, San Francisco, CA. pp 146-147.

[4.9] J. Maligeorgos and J. Long, “A 2V 5.1-5.8GHz Image-Reject Receiver with
Wide Dynamic Range”,International Solid-State Circuits Conference 2Q00
Digest of Technical Papers, San Francisco, CA. pp 322-323.

[4.10] D. Pache, J.M. Fournier, G. Billiot, and P. Senn, “An Improved 3V 2GHz Image
Reject Mixer and a VCO -Prescaler Fully Integrated in a BICMOS Proc&996
Custom Intergrated Circuits Conferencd®igest of Technical Papers, Santa
Clara, CA. pp.723-726.

[4.11] S. Wu, and B. Razavi, “A 900MHz / 1.8GHz CMOS Receiver for Dual Band
Applications”, International Solid-State Circuits Conference 199Bigest of
Technical Papers, San Francisco, CA. pp 124-126.

[4.12] M. D. McDonald, “A 2.5GHz BIiCMOS Image-Reject Front-End 1993
International Solid-State Circuits Conferenc®an Francisco, CA., pp. 144-145.

[4.13] W. Baumberger, “A Single-Chip Image Rejecting Receiver for the 2.44 GHz
Band Using Commercial GaAs-MESFET-Technology” IEEE Journal of Solid-
State Circuits, Vol. 29, No. 10, Oct. 1994, pp. 1244-1249.

[4.14] J.C. Rudell, J. Weldon, J.J. Ou, L. Lin, and P. Gray, “An Integrated GSM/DECT
Receiver: Design Specifications,” University of California, Berkeley, Electronic
Research Laboratory Memorandum No. UCB/ERL M97/82, November 1997.



114

Chapter 5

Adaptive Image-Rejection
Mixer

5.1 Introduction

The usefulness of image-rejection mixers for frequency translation in either
the receiver or transmit channel of a high integration transceivers was presented in the
previous chapter. The limitation of this class of single sideband mixers was also
outlined with a quantitative expression given for the image-rejection performance as a
function of mismatch. Specifically, it was shown in chapter 4, that the magnitude of
attainable image suppression is limited predominantly by both the gain and phase

mismatch between the in-phase and quadrature IF mixer channels.

This chapter will begin with a discussion of some of the technigues, which
have been used in the past, to improve either the phase or gain accuracy between
multiple signal paths, in an image-rejection mixer. Although many of these techniques
are useful and widely used, the overall image-rejection which may be obtained is
typically limited, without tuning, to about 30-35dB. While this level of sideband
suppression may be adequate for short range systems with moderate required image-
rejection performance, this would not be suitable for standards with higher selectivity

requirements, such as is the case for many cellular networks like GSM. Therefore, this
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chapter will introduce and describe a system which self-calibrates both the phase and
gain settings between the two paths of a Weaver mixer, to give maximum sideband or
image suppression. The self-calibrating mixer which will be described is a mixed signal
system which utilizes both analog front-end components, as well as post ADC digital
logic to obtain an optimal solution for maximum image rejection. A description will be
given of all the analog components required of this mixer system. Although the analog
portion of this mixer was included on the 2nd generation DECT/GSM receiver, the
digital portion was realized only in the form of software. However, the last section of
this chapter will describe some of the issues related to the digital algorithm which was

intended for use with the analog portion of the self-calibrating mixer.

5.2 Methods to Improve Phase and Gain Matching

Improving the sideband suppression which is achievable within an image-
rejection mixer is done through a combination of realizing circuits with excellent layout
symmetry between the various signal paths and/or utilizing circuits which generate
accurate quadrature phase. Techniques for good layout as well as some recently

proposed methods for improving the phase accuracy are discussed in this section.

Good layout practice is always essential for any integrated circuit application
where the performance is constrained by component matching. For the two prototypes
receivers which utilized an image-rejection mixer, component matching was a concern,
which implied generating a layout with minimal mismatch between the various signal

paths.

Figure 52 is a die photo of the image-rejection mixer used by the DECT

prototype receiver. This will be used as an example to highlight some of the symmetric



Figure 52. Die photo of the image-rejection mixer used by the DECT receiver.
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Some of the layout techniques used to obtain better | and Q matching included

the following:

1) Perfect mirror symmetry is applied to both the Gilbert Cell mixers which are
used as well as the entire signal path. From figure 52, the RF input comes in
from the left, and exists the right as | and Q baseband signals. A virtual line
could be drawn horizontally between the | and Q paths of the mixer. All
components on the top of this line are mirror images of every component
below. In addition, the | and Q mixers as well as the Il, 1Q, QI and QQ paths
are perfectly symmetric in layout.

2) Common centroid techniques are also useful for the switches of all the down
conversion mixers. Here, the critical component to match lies between the
effective input capacitance looking into the mixer LO port. Any potential
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mismatch between device sizes will lead to an asymmetry between the
capacitive loading of the mixer local oscillator inputs, resulting in an uneven
loading of any quadrature generation circuit which is driving the mixer LO

input, subsequently leading to an 1I/Q phase error. One technique to
overcome a mismatch in device loading, is to layout the switches using
common centroid techniques [5.1]. This technigue was applied to the
switches used by all the current commutating mixers.

3)To reduce the phase error between the inphase and quadrature local oscillator

outputs, all of the signal traces must have perfect symmetry including
segments which have 90 degree corners. From figure 52, the | and Q LO
lines were brought in from the top side of the mixer, and run vertically to the
mid-point of the image-rejection mixer. Routing was tapered off from the
main line into the mixer switch in such a way that both the | and Q
differential LO routing all had the same length and an equal number of
corners. A similar layout philosophy was applied to the RF input to the two
high frequency mixers, as well as the baseband | and Q signal paths.

Although good layout practice will lead to excellent symmetry and matching
between the signal paths, additional methods for phase matching, leading to better
image-suppression, may be obtained with circuit technigues which attempt to provide
high phase accuracy. To date, considerable effort has been applied to circuit methods
and systems which attempt to derive more accurate quadrature local oscillator sighals
eventually used by the mixer. One such approach cleverly adds and subtracts different
phases of a quadrature local oscillator to generate an LO which produces excellent
quadrature (99)[5.2][5.3][5.4]. Another approach is the use of an asymmetric
polyphase filters to generate a local oscillator with accurate quadrature phases[5.6]. It
is shown in chapter 7, that polyphase filters inherently have excellent matching
characteristics and produce quadrature phase signals with less th@mpHa8e error
with components that are mismatched by as much as 10% within the filter. A third
recently proposed method to generating quadrature signals, is through the use of a
level-locked loop [5.5]. In the this approach, the quadrature signals are derived with a
divide by two circuit which is placed inside a Level-Locked loop. Both of the
guadrature outputs of the divide by four are multiplied together, the product of which is
low pass filtered to produce a DC value, which is similar to a control voltage in a phase-

locked loop. This DC value sets the common mode of the local oscillator which is the
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clock input of the divide by 2 circuit. By modulating the common mode of the divider
circuit clock input signal, the phase between the | and Q outputs of the divide-by-2, can

be modulated.

While the previous mentioned techniques are extremely useful when trying to
implement circuits which generate accurate quadrature signals coming out of the local
oscillator, additional phase mismatch between image signals will be created within the
mixer receive sighal path. Therefore, methods to improve the phase accuracy of an LO
signhal are only useful in correcting the error introduced at the mixer LO input ports. An
improved LO phase accuracy will contribute to better sideband suppression, however,
additional phase error will be introduced in the receive signal path, due to both device
and capacitive mismatch between the | and Q channels. This implies that the image
signal at baseband, before summation, will not be exactly’18Q of phase. Thus, what
ultimately counts for excellent sideband suppression is generating two image signals
which are 186 out of phase, and not necessarily generating accurate quadrature phase

LOs.

One approach to improving the image-suppression by developing image signals
which are closer to 180out of phase in the two mixer channels, is through the use of
polyphase filters [5.6] which are placed within the signal path. The basic idea is to
utilize the core Weaver method and insert polyphase filters along the signal path at both
IF, and baseband, as is shown in a figure 53. This has the affect of improving the gain
and phase accuracy of the signal as it passes through the receive signal path, which
ultimately accurately generates image signals which properly cancel when the channels
are added back together. This technique has been demonstrated with very high sideband
suppression in [5.7] and [5.8] with better than 50dB of image-suppression. As alluded
to in the previous chapter, polyphase filters have excellent phase accuracy
characteristics, however, the loss associated with this class of phase shifting filter is

non-negligible. Therefore, the insertion of these type filters, within the signal path, can
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degrade the desired carrier power which ultimately degrades the overall noise figure, or

requires the use of power hungry buffers to compensate for the signal loss.
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Figure 53. Weaver mixer with polyphase filters added within the signal path.

Additional means of improving sideband suppression may be obtained through
laser trimming in production. This might be through modifying the resistance of a
phase-shift filter to give maximum image-rejection. Although, this provides a nice
alternative to using an image-rejection filter, there is a cost penalty associated with

laser trimming in production, making this approach less attractive over discrete filters.

5.3 Adaptive Image-Reject Mixer

With the advent of radio receivers which are fully integrated in silicon, the
possibilities of addressing traditional circuit non-idealities through new on-chip
systems becomes a reality. In this theme, the second prototype receiver designed for
both the DECT and DCS1800 standards, included an image-rejection mixer with the
capability of tuning both the phase and gain between signal paths, such that the image-
suppression is maximized. This self-calibration is accomplished by first deliberately
injecting a calibration tone, at the RF input, of the image-rejection mixer (figure 54).

The frequency of the calibration tone is synthesized with an on-chip PLL which
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produces the tone at the image frequency of the desired received signal, the concept is

illustrated in figure 54.
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Figure 54. Block level conceptual diagram of the adaptive image rejection mixer. The total phase
ﬁ]rgﬂt[.is corrected using one tunable 1Q phase generation circuit at the second LO
The basic idea behind this system is to use an on-chip PLL, which generates a
tone directly in the image band, during an initial calibration period. This might be when
the receiver is powered up or in the case of DCS1800, between received frames as this
system is time domain duplexed (TDD). A switch is also provided on-chip, to connect
the output of the calibration synthesizer, with the RF input of the image-rejection
mixer. The calibration tone is then down-converted to baseband, where ideally if there
were no mismatch, the image tone would be cancelled by the image-rejection mixer.
However, due to mismatch there will be a residual tone which remains at baseband. The
magnitude of this residual image tone is estimated using the post-ADC digital
baseband. The baseband then determines how to modify the phase, as well as the gain to
essentially drive the magnitude of the residual image tone at baseband, to be as close to

zero as possible. A little more description of the analog electronics from a system
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perspective is now given. The actual hardware which modulates the phase between the |
and Q LO inputs, using a digital input computed in the baseband, is described in

section 7.3.2.1 of chapter 7.

5.3.1 Requirements for the Self-Calibrating Analog Components

By reviewing from the magnitude of achievable image suppression from a a
more mathematical perspective, much insight can be developed as to the requirements
of this self-calibrating mixer. The equation for the magnitude of image-suppression as a
function of path mismatch which was given in chapter 4, and derived in appendix A, is
repeated below.

2
1+(1+AA) +2(1+AA)co + (Eq 5.1)
IRR(dB) = 100og ( )+ ) COXPer * 9:2)

1+(1+ AA)2—2(1+ AA)cos((psl—(psz)

From equation 5.1 an interesting observation can be made which has a
practical implication which respect to realizing the circuits which actually tune the
phase for maximum image-rejection performance. Equation 5.1 gives the ratio in dB of
the magnitude of the desired carrier, to the magnitude of the image response, at the final
mixer output (post summation of channels). To suppress the undesired image response,
implies that we want to make the Image-Rejection Ratio (IRR) as large as possible.
Therefore, to get the best performance out of the image-rejection mixer, it is desired to
drive the dominator in equation 5.1, as close to zero as possible. The interesting
observation to make with respect to tuning the phase is that the IR ratio will be at a
maximum when the argument of the cosine function in the denominator is driven to
zero, this will occur when the difference off{1 —®:» )msinimized. This implies that the
comprehensive phase error within the image-rejection mixer can be removed by tuning the phase

of justoneof the two local oscillators.
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In the DSC1800/DECT prototype receiver, the first local oscillator operates at
approximately 1.5GHz, with the second LO at 3-400MHz. Thus, the tuning of the phase
for maximum image rejection is accomplished by tuning just the lower frequency local
oscillator (LO2), while the first local oscillator has quadrature inputs which are fixed
and not phase tunable. From an implementation perspective this has the advantage that
the more complicated function of tuning the phase is pushed to a lower frequency in the
form of a tunable quadrature generators used at the LO inputs, of the second stage

mixers.

Intuitively, the concept of tuning the comprehensive phase error of the entire path, of the
image-rejection mixer by tuning just the phase between the second LO input, can be understood by
looking at figure 44 in chapter 4. Remembering that the real objective in virtually all image-
rejection mixers is to create a 18phase shift between the image signals, in two channels, just
before summation at the output of the mixer. Now, if the first quadrature local oscillator mixer
input has a 2 phase error, then the image signal between the two channels at IF, will be dif by 2
Thus, by rotating the phase of the second local oscilladn 2he opposite direction, the phase
error due to the first local oscillator will be compensated. Likewise, any phase error within the

mixer channels can be negated by tuning the phase of just one of the two local oscillators.

A detailed block diagram of the adaptive image rejection mixer is shown in
figure 55. Again the six mixer configuration is shown which implements a weaver
architecture and generates | and Q baseband signal paths. Here the first higher
frequency oscillator labeled as LO1 genematea fixed 98 of phase between the | and
Q mixer local oscillator input ports. The second local oscillator which is used to
frequency translate the intermediate frequency signal to baseband is then used to
correct the comprehensive phase error in two of the four signal paths of this image-
rejection mixer. The gain is then corrected by digitally modulating the gain in two of
the four mixers, used for frequency translation. This is represented in figure 55, as a

single tunable gain block, however, as will be shown in the next chapter, this tunable
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gain block was implemented by modulating the gain of the second stage mixer. Each of
the blocks must be tuned independent of the other. The two phase tuners are calibrated
independently for the minimum image response. Likewise, the calibration is repeated

on an individual basis for the two gain stages.

In keeping with the theme of pushing as much of the radio functionality as
possible in to the digital domain, both the estimation of the magnitude of the image
tone at baseband, as well as an update for the phase and gain is done purely in the
digital domain. Thus, both the phase and gain tuners are controlled digitally. With this
said, both the range and the resolution (number of bits) must be determined for both the

digital words used to update the phase and gain.
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Figure 55. Digital Block Diagram illustrating the digital control (tuning) of both the phase and
gain errors in the self-calibrating image-rejection mixer.

The question now arises as to what is required of the individual tuning blocks,
to achieve a specified minimum image rejection. In chapter 4, it was shown that for a

heterodyne system desired for DCS 1800 standard, with a 400MHz intermediate
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frequency, an image suppression of 60dB is required of the six mixer configuration.
With 60dB of required image suppression, the minimum resolution of the phase and
tuners (shown in figure 55), can be determined. Figure 56 shows the image suppression
ratio plotted in contours of gain mismatclAA ) as a function of the comprehensive
phase error ¢€t ) between the two mixer channels. From figure 56 and equation 5.1, it
is clearly seen that the required resolution in phase tuning is dependent on the

obtainable resolution in gain tuning and vice-versa.

Because of the interdependence between the phase and gain error on the image
rejection, it was desired to first pick either a minimum achievable phase or gain setting.
With a knowledge of the practical minimum accuracy (in either phase or gain) for one
variable, the necessary resolution of the other variable (gain or phase) can be
determined. This process was done through a combination of simulation and
experimental data obtained from the DECT prototype image-rejection mixer[5.9]. From
simulation, it was found that by modulating the tail current through the Gilbert cell
mixers, a difference in the gain tunable resolution in gain of 0.001 was possible. Using
data measure from the DECT receiver, it was estimated that with careful layout a worst
case gain between signal paths was found to be +/- 1%. However, to ensure a sufficient
range of the gain tuning, the system was specified to correct for as much as a 5% gain
error between the two channels. This now defines the total range of gain tuning required
as well as the minimum required resolution in gain. With this information, both the
number of bits required for the gain control and the minimum resolution in phase tuning
can now be determined. From the above information, the digital tuning required of the

gain is,
Max. AA required : 0.05
Min. AA required : 0.001

Total resolution of gain control : 0.05/0.001= 50 levelslor 6 bits of control.
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Again referring to the plot shown in figure 56, the required resolution in phase
may now be determined using the minimum achievable resolution in gain. Since the
specified minimum resolution in gain is 0.001 this implies that the contour which
should be examined in figure 56 is the curve labeledAA+= 1.001". The shaded area
in figure 56 now defines the target performance in terms of image suppression, gain and
phase accuracy which is required to achieve 60dB of image suppression. It can be seen
from figure 56 that with a gain tuning resolution of 0.001 the minimum resolution in
phase tuning for better than 60dB of suppression is°0Tb allow a safety margin a
minimum resolution in phase tuning of 0.95vas used. In addition, it must be
remember that there exist a need to tune to the optimal phase for every channel. This
implies that a resolution of at least @.tust be supplied across the entire range of LO2

frequencies which span from 350MHz to 420MHz.

The maximum tunable phase required of the second local oscillator is
determined by the total potential phase error which can accumulate in the channel. This
was previously defined asj)at . For this mixer system, the total phase error due to
mismatch is the sum of the phase error from the first quadrature local oscillator, defined
as (I)s1 , and is specified to be designed with less tha® déviation from quadrature.
while the total error within the signal path (previously Iabeleddbéz ) can be made to
within 0.5°. The total potential phase error which can accumulate in the channel is the
sum of the two phase errors, approximately®.Bowever, an additional safety margin
of 3° was added to ensure that the phase tuner would cover a broad enough range of
comprehensive phase mismatch in the mixer. Again, with the minimum and maximum
range of the phase tuner, the number of bits required of the phase tuner may now be

determined.
Maximum range of tuning: %3

Minimum resolution in phase: 0.85
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Total number of bits required°®.05° = 60 levels or 6bits.
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Figure 56. Image suppression as a function of the total phase mismatch a gain mismatch. To
obtain a greater than image rejection a solution for the total phase and gain mismatch
must lie within the shaded region.

5.3.2 Digital Image Magnitude Estimation: Digital Algorithm

With a definition of both the resolution required in phase and gain to obtain the
required image-rejection for a cellular like standard such as DCS 1800, some words can
be said about the digital portion of the self-calibrating mixer. A significant portion of
this work was done in [5.10]. In short, this digital algorithm is done by observing the
maghnitude of the image (calibration tone) which is present after the ADC output. With
the magnitude of the image-tone being observed at baseband, each of the tuners are
swept from one end of the tuning range to the other, until the residual image tone

present at baseband drops to a minimal value.

Unfortunately, it is difficult to derive information about the phase of the error

signal generated at baseband (positive or negative error signal), particular when a high
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image suppression ratio is required. The approach used in this work, was to monitor the
magnitude of the residual image tone which appeared at baseband. Thus, unlike an LMS
adaptation algorithm, or a analog feedback network, the error signal which is generated
is purely a magnitude with no information in phase. Stated differently the error signal

has no sign. This makes defining the direction to drive phase and gain, between the two
channels difficult, and ultimately challenging to find the optimal settings in phase and

gain. Therefore, both the magnitude of the image tone found in the baseband and the
derivative of the magnitude with respect to either the phase or gain are both observed
digitally to determine when the optimal phase and gain settings have occur, this is

illustrated in figure 57.
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Figure 57. Information available at baseband to adapt both the phase and the gain mismatch of
the image-rejection mixer. The digital portion of the radio sweeps the phase as well as
gain settings, while computing the magnitude of the residual baseband image tone as
well as comparing to the [I| of the previous phase/gain setting. The derivative of |I|
with respect to either the phase or gain being sweep is then used to determine the
settings which minimizes the magnitude of the image tone present at baseband.

When the sign of the derivative of the image tone magnitude (labeled as |I] in
figure 57) changes from positive to negative or vice-versa, then it is assumed whichever

variable is being modified in the mixer (be it phase or gain) has just past an optimal



128

point, where the magnitude of the residual image tone at baseband has been minimized.
When the minimum is found for the particular variable being adjusted the process is
repeated for the next tuner (again, either gain or phase adjustment). This is done until

all 4 tuners have been calibrated to give the minimum image response.

The comprehensive digital algorithm described in [5.10], is shown in figure 58.
During calibration, the image tone is synthesized and injected into the analog front-end
at the LNA output, mixer input interface. Then, either the phase or the gain is tuned
independently between two of the mixer channels. Using the variable of phase as and
example, the algorithm used is described. The phase tuner is set all the way to one of
end of the range of values. When the algorithm is enabled, the phase tuner begins to
sweep the entire range of values using a binary search. For each trial of the binary
search, 30 samples are acquired at the ADC output. The samples are then used to
compute a 30 point DFT on just 100kHz (which is the frequency that the residual image

tone will always lie), this effectively determines the magnitude of the image tone.

To determine the next guess in the binary search process, the existing estimate
for the magnitude of the residual image tone is compared to the previous estimate and
the derivative is estimated simply by computing (ll-)Z If the sign of the derivative
changes value, then it is known that the optimal setting in phase (or in gain) has been
passed. The algorithm then returns to the previous setting in phase and lowers the step
size (gear shifting) used to generate a new phase setting, the binary search then
continues until again the algorithm detects, via computing the magnitude and the
derivative the magnitude, when a minimal image response has been passed. When again
the optimal settings has been passed, the phase setting is returned to the previous value,
the step size is reduced and the binary search continues. This process is repeated until

the minimal step size (minimal resolution) in either phase or gain is reached. With the
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phase tuned, the entire search algorithm is repeated to tune the phase between the two

mixer channels.
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Figure 58. Digital algorithm used to adapt the analog portion of the self-calibrating image-rejection mixer

The digital algorithm described in figure 58, was modeled using a system
simulator tool in matlab, called simulink. The noise as well as the expected third order
distortion associated with the analog frontend were incorporated with the model of the
analog frontend. The resolution in both the number of bits used by the phase and gain
tuner were also modeled as well as the number of bits used for the computation of the
residual image magnitude. Several simulations were run to determine whether the
algorithm could adapt fast enough to allow calibration between received GSM frames,
as this system is TDD. The results of one simulation are shown in figure 59. In this
simulation, a phase error was deliberately introduced in LO1, of approximatef}; 0.2
The algorithm is seen to begin the binary search hunting for the minimal response in the
image-tone. Gear shifting between various step sizes can be seen as the phase is gradual
tuned to the optimal setting. With the optimal phase setting in the LO2 quadrature
inputs, the same procedure is then used to tune the gain for optimal image rejection, the

results of which are shown in figure 59.
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Although it must be qualified that the results shown in figure 59 are purely
based on simulation. It is clear to see, that both the phase and the gain can be tuned
within 4ms, which is approximately the time between received DCS1800 frames. Thus,
the mixer has the potential of calibrating both the gain and phase to optimal settings
between received frames. Although these results are purely from simulation, there does
seem to be promise in building a real system which can adapt between received frames.
More research is required to determine whether such a calibration system could be used
by CDMA standards, which are in the receive mode, virtually operate all the time. Here
the key issue is whether the desired signal, after the correlators, will be affected by a

narrowband calibration tone which is injected into the front of the receiver.
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Figure 59. Simulation results of both the analog front-end and the digital algorithm used for
adaptation. The top shows the phase tuner hunting for the optimal setting using a
binary search algorithm. Likewise, the second plot illustrates the difference in gain
between two channels of the mixer, along with convergence on the optimal gain
setting. The last two plots give both magnitude of the image tone and image-rejection
ratio as function of time.
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Both this chapter and some of the previous material presented in chapters 3 and
4, discuss the system related aspects of the Wideband IF receiver as well as the self-
calibrating image-rejection mixer. The next couple of chapters will look at more the
circuit implementation details which surround the realization of both the image-

rejection mixer as well as many supporting components used along the in receive chain.
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Chapter 6

Mixer Design

6.1 Introduction to Mixers

With a knowledge of the components used by both the Wide-Band IF system as
well as the configuration used to perform image rejection, a discussion can now be
given on the implementation of the circuit blocks used to realize the higher level
system. Although the mixers discussed in this section are tailored for a couple
prototype receivers, many of the concepts which are discussed in this chapter, can be
extended to a broad class of applications which require frequency translation
components utilizing only CMOS circuitry. The translation of a higher frequency signal
to a lower frequency in receiver applications is typically done through the use of a
mixer. Likewise, the up conversion of baseband information to a carrier frequency is

also most often performed by a class of components again referred to as mixers.

Chapter 6 will provide some useful guidelines for designing active CMOS
mixers which closely resemble a circuit topology originally proposed by Barrier Gilbert
[6.1] and since has been known as the Gilbert Cell. This chapter begins with a
description of the basic role of a mixer in both receiver and transmitter applications.

This will be followed by a basic review of the frequency translation properties

132
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associated with a mixer. A more detailed discussion will then be given on the

characterization of CMOS active mixer performance with respect to the conversion
gain, noise behavior and the distortion performance as well as how these figures of
merit relate to the power consumption of current commutating active mixers. The

approach to mixer characterization used in this work, is to provide a designer with a set
of equations which characterize the mixer performance as a function of some common
and intuitive variables such as the drain bias current of each mixer deyjgead well

as the \ggV; of each device used in the mixer. More accurate and computational

efficient approaches to describing the behavior of CMOS-Gilbert-Cell-like mixers may

be found in [6.2][6.3][6.4][6.5][6.6][6.7].

6.2 Mixer Basics

Mixers have long been utilized in virtually every facet of communications
applications for as long as such systems have existed. They have found their place in
many applications ranging from frequency up and down conversion in both wireless and

wireline transceiver to the utilization as a phase detection in frequency synthesizers.

The symbol for a mixer shown in figure 60, indicates a component which
actually performs a multiplication between two applied signgltSand S(t) resulting
in a signal, So(t), at the output of the mixer. The symbol for a mixer implies a
multiplication between two signhals, this symbol often times leads to a confusion
between the function of a mixer versus a multiplier. A multiplier actually performs a
true multiplication between the two incoming signalg(ty and S(t), the output signal
So(t) is then the product of both§) and S(t). An artifact of an analog multiplication
of two sinusoidal signals is the creation of an output signal which contains two spectral
components one at the sum frequencies gft)Sand S(t) while the other component
shows up at the difference between the two frequencies of the multiplied input signals.

This is easily seen by using simple trigonometry on the two sinusoidal input signals as
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shown in figure 60. Suppose for a minute thaf(tp is some high frequency signal
received from the antenna of a receiver, whilgtpis a signal created with a frequency
synthesizer inside the receiver channel. It can be seen that the incoming sigal ,S
will be shifted or translated in frequency from the input to the output of the mixer by
multiplying S;(t) by Sy(t). In radio receivers, the difference frequency is used to
typically down convert in frequency, the desired received channel and the sum
frequency is filtered away. Likewise, in a transmitter system, the sum frequency is used
to up convert the desired signal band before being applied to the antenna for

transmission.

Si(f) Solt)

_ . * So(t) = S_]_(t)*SZ(t)
223;212::?’01*3 SZ(t) = Alsin(wl*t)*A ZSin((A)Z*t)
o = (A1*A 5/2)[cos((01-)*t) - cos((Wr+wp)*1)]

Sk(w)
i i
< = SZA((D) o p W
—tit .
—0p 07
So(w)

A e

T W-0y wl*@ @

Figure 60. Analog multiplier and the affect on frequency translating sinusoidal signals.

Unlike a multiplier, mixers are a class of modulators which are designed or
optimized to perform frequency translation as their primary role (frequency translation
is no longer an artifact of a multiplication, but is the primary role) [6.8]. Most often a

mixer is implemented with some type of switching network that is commutating at the
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frequency of $(t). The effect of switching or commutating one signal by another can be
modeled as taking some desired signal, say in the case of figure &f), &nd pulse
modulating or multiplying by a periodic pulsed signal, here represented,&3

figure 61. Remembering from basic signal processing that multiplication in the time
domain is equivalent to convolution in the frequency domain, a copy of the spectrum of
S;(t) will be replicated at each of the harmonics associated with the pulsed sigfty S

this situation is illustrated in figure 61(b) where the top spectrum is showf))S
represents that of the incoming signal, while P(f) represents the spectrum of the pulse
which is multiplied by §(t). The top two spectrums are convolved with each other to

produce the bottom spectrum shown a¢f)Sin figure 61(b).

RF LO Sl(f) 41:;:
Si() So(t)
i | f: » freq.
f
Sy(t)=p(t) P() r
T A
p(t) — Tf »freq.
aieininieinlE 0 3o
coe * '; Down-converted
time SO(Z/ component Up-converted
] o - {\ {\‘/component
To f=11, -y H—>freq.
fif:fdc=frf-f0 1:uczfl’f-'-fo
(a) (b)

Figure 61. Operation of a simple switching mixer. (a) Switching mixer modeled in the time
domain as a signal multiplied by an ideal pulse. (b) Frequency domain interpretation
of various signals found at the input and output of an ideal switching mixer.

6.3 Passive vs. Active Mixers

With respect to circuit implementation, mixers can be separated into two basic

classes, passive and active. As the name implies, passive mixers are realized with
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components which do not dissipate standby pow&fost passive mixers are realized
with a set of switches which are clocked by the local oscillator. This network of
switches commutates the RF signal, effectively realizing a multiplication of the RF
signal ,§(t), (see figure 61), by ,p(t). In both Bipolar and MOS technologies, the
switches are realized with NPN, PNP, NMOS, or PMOS transistors. Passive mixers
typically commutate an input voltage from the input to the output. Unlike passive
mixers, active mixers do utilize static current; thus, dissipating power. For both Bipolar
and MOS active mixers, a transconductance stage is used at the mixer input to generate
a current signal. This RF current signal is then passed through a network of switches
which are driven by the local oscillator. The effect is again to multiply the current RF

signal, S1(t), by the LO , p(t).

Passive mixers have the obvious advantage that they do not require static
current with the expectation of the circuits which drive the mixer. However, without
active current, the mixer will actually have a net loss in carrier power between the input
and output. It will be shown in the next section, that theoretically a passive mixer can
have a gain of no greater thanm2/The difficultly in realizing gain with a passive mixer,
generally makes it challenging to maintain a low noise figure along the entire receive
signal path. Because of the net attenuation between the mixer input and output, the
linearity performance of passive mixers tends to be very good when implemented in
most semiconductor technologies. However, in CMOS implementations of passive
mixers, the linearity win isn’'t quite so clear as the switches themselves are effectively
realized with a non-linear resistor. Although the passive mixer is commutating voltage,
an ac current is required to pass through the switch to charge and discharge the
capacitance on the other terminal of the switch. This ac current passes through the non-
linear resistor resulting in a linearity degradation. Further design issue relates to the

amplitude of the local oscillator which is require to drive the mixer. To ensure that the

1. The passive mixer by itself does not dissipate power. However, the circuits which drive the mixer LO and
RF input ports will require power.
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switch resistance is low, a large amplitude is require at the gates of the switches.
Depending on the frequency of the local oscillator, this may be difficult to achieve
without requiring a large amount of power from the LO driver. In CMOS, if the
frequency of the local oscillator is high enough, an inductor may be used to resonant
with the gate capacitance of the switches, this was shown in [6.9]. However, for some
intermediate frequencies where on-chip resonance with a spiral inductor is difficult to
achieve, generating a sufficient amplitude LO can be problematic. In the Wide-Band IF
architecture which utilized an IF of 400 MHz, generating a large amplitude LO would

require a considerable amount of power in the LO drivers.

Active mixers have the obvious advantage that signal gain may be achieved
between the input and output of the mixer. With both more gain and a better control of
the designated gain of the mixer, the noise figure of the entire receive signal path may
be easily controlled. In addition, the voltage swing required to commutate the switches
in an active mixer, usually a few hundred millivolts, is considerably less than what
would be required by a passive mixer, typically more than a one volt. Therefore, the
power required by the LO drives tends to be less. Although, an active mixer can provide
signal gain which could be used to improve the receiver noise figure, the number of
active components in the mixer itself is greater than a passive mixer. Therefore, there
are actually more components within the mixer that generate noise. In particular, under
certain blocking conditions noise can modulate in from the current bias and the
switches may also contribute more noise when compared to the passive counterpart;

particularly flicker noise.

Active mixers have one distinct advantage that there exists clear design trade-
offs between gain, noise, linearity and power consumption. This makes the total design
space somewhat more broad allowing flexibility in the higher level system design. This
is particularly true from the perspective of allowing more controlled gain in the signal

path. The rest of this chapter explores some of the characteristics of active CMOS
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mixers with respect to gain, noise, and linearity. Some example designs of active mixers

used by the Wide-Band IF receiver are provide at the end of this chapter.

6.4 Conversion Gain of an Active Gilbert-Cell-Like Mixers

Mixers are inherently operating as a non-linear circuit and the gain from the
RF port to the IF port is called the conversion gain. The description of the mixer gain is
somewhat unique compared to raw voltage gain in a linear amplifier. Here, the
conversion gain of the signal gain from the input to the output of the mixer accounts for
the frequency translation (or conversion in frequency) which takes place on the desired

signal. Thus, the name “conversion gain”.

This section of chapter 6 will begin by providing an overview of the conversion
gain of a completely idealized switching mixer. The derivation of the conversion gain
for a simple mixer is then extended to the case of a CMOS current commutating mixer
taking into account the finite time need for the CMOS switches to turn on and off. The
results of this derivation will be useful for a later discussion on the overall noise
performance of the active current commutating mixers. The reader can refer to the
appendix for a more detailed derivation covering some of the equations presented in

this section.

6.4.1 Switching Mixer Conversion Gain: Idealized Model

Virtually all switching mixers, or at least those considered in this thesis,
commutate a signal applied to the mixer RF port shown in figure 61. Practically
speaking, the signal applied to the RF port of the mixer is typically represented as a
voltage or a current. Therefore, the mixers discussed in this thesis use a set of switches
to commutate either the voltage or current signal represented at the RF port of the
mixer. As alluded to before, the affect of commutating the input voltage or current can

be modeled as an input signaj(® which is multiplied by an ideal periodic pulse. The
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period or frequency of the pulse is controlled by the hardware (typically a frequency

synthesizer) which is a part of the receiver.

The conversion gain of this idealized mixer may be found in the time domain,
by multiplying each of the spectral components associated with the pulse by the input
signal §(t). Specifically, the pulse p(t) can be represented as a fourier series in the time
domain. For simplicity $(t) can be represented by a simple sinewave, where
Si(t)=cost). After multiplying S;(t) by p(t), the product resulting from the
fundamental component of p(t) and(® at the correct frequency, for a down converted
component, can then be extract. The amplitude of the desired frequency component at
the output of the mixer, can then be compared to the amplitude at the RF input of the
mixer. Taking the ratio of the input amplitude to the amplitude of the desired mixer
output spectral component will result in the conversion gain of an idealized switching
mixer. A complete derivation associated with the conversion gain of a idealized

switching mixer is given in appendix B and is highlight below.

First, the fourier series representation for a pulse p(t) is given by, ,

(o]

+
_ jkao,t
P = > pee (Eq 6.1)
kK=—0
The fourier coefficients for p(t) are given by,
TO
1 2 ik (Eq 6.2)
— wnt .
Py = T I p(t)e dt
T

[¢]

N

As shown in appendix B, the fourier series for an idea pulse with amplitude (+/

-)1, given by equation 6.2, may be rewritten as,

_ 4 o .k
p(t) = szlsmmfgcos(k%t) (463

The signal at the output of the mixer can now be written as the product of,

So(D) = p(1) [By(1) (Eq 6.4)

For S (t)=cos,t), the output signal can be described as,
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04 < . rk 0
S, (1) = B > st%%:os(kat)%Ebos(wrft) (Eq 6.5)
k=1
Where wo represents the fundamental frequency of the oscillator. Expanding

the result gives following form for jgt).

Sy(t) = 2E5T cos((, — wy)t) + cos{(@, + ;)] (Eq 6.6)

- %[%[ cos( (3w, — w,;)t) + cos((3w, + (‘orf)t)]g- )

For most communication transceiver applications, the important components of
So(t) result from the signal §t) being multiplied by the fundamental component of
p(t). For receivers, the spectral component which contaiwg-) is usually of
interest. If we assume that there is an ideal brickwall filter at the output of the mixer,
removing all of the components expect the one which containsds), then §(t) can

be written as,

So(t) = ,-ZTCOS((wo—wrf)t) (Eq 6.7)

The conversion gain of the mixer can be found be taking the ratio of the input
signal amplitude atw to the amplitude of the signal found atof-w). Thus, the
theoretical conversion gain of an ideal switching mixer ist.2For passive switching
mixers, the name conversiagain is a bit of a misnomer as there is an inherent loss or
attenuation, associated with the desired signal band passing from the input to the
output. As we will see in the next section, conversion gain can be increased through the
use of active components within the mixer, by adding gain either before or after the

switches.

6.4.2 Conversion Gain for a Current Commutating Active Mixer

In the previous section, it was found that the conversion gain of an ideal
switching mixer is 2f, a result given in many previous publications
[6.2][6.4][6.5][6.10]. In this section, a method to calculating the conversion gain of

active current commutating CMOS mixers is derived.
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All of the current commutating mixers discussed in this section, exhibit
characteristics associated with multiplexing a desired signal by a set of switches. In
most cases a voltage signal is applied to the input of the mixer, so a very high input
impedance is desired. Figure 62 depicts a case whey@)X2 is applied to each of a pair
of transconductance stages to convert the input voltage signal to a current. This current
signal is then fed through a set of double-pole, double-throw switches that are
switching at the fundamental frequency of a local oscillator coming from either a clock
generation or frequency synthesizer block. The current signal flows through two

switches, then drives a load impedance or resistance as depicted in Figure 62.

To understand how to model the effect of the switches on the current or voltage
input signal, it is useful to analyze the idealized mixer in figure 62, when the switches
are set in one of the two states. First, assume the switches are set in each state for half
the period of the local oscillator. Therefore, during one half of the local oscillator
period, the switches will be set exactly as shown in figure 62. During this time, the
mixer is operated as a resistively loaded amplifier whose voltage gain is givepRs g
When the switches move to the opposite setting during the remaining half of the local
oscillator period, the gain from the input to the output of the mixer igRg. Therefore,
the overall circuit shown on the left of figure 62, can be simplified and modeled as

shown on the right of the same figure. Essentially, the input signg(tVis attenuated
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by a factor of 1/2, then applied to one of the multipliers two ports. The other signal

[
. . Vin(t) O(t)
R_ Switching Rate
Set Equal to the LO
(t) Fundamental LO
o Frequency p(t)

Voltage
Gain
[ X X ]
Om* V;\ (1) 'gm'Vm(t) ‘ o RL I_II_II_II_||_|I_I|_||_| t|me
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Figure 62. Conceptual schematic of a current commutating active mixer.

applied to the port of the multiplier, is again a periodic pulse with amplitude of +/-
OmRL. Both the spectrum and the conversion gain of this mixer can be found using the
identical approach given in section 6.4.1. This gives the same result for the conversion

gain with the exception that the gain is scaled pRg of mixer.

Acg = %ngL (Eq 6.8)
A Bipolar implementation of a current commutating mixer is shown in figure
63(a) along with its corresponding CMOS implementation in (b). The circuit shown in
figure 63(a) was reported as a four quadrant analog multiplier [6.8], and later became
known as the “Gilbert Cell”. However, the original Gilbert Cell was proposed in 1968,
as a four quadrant highly linear precision analog multiplier and not as a mixer.
Therefore, when the circuit in figure 63(a) is used as a mixer, the term Gilbert Cell isn’t
entirely accurate. By comparing the circuits of figure 63, with the circuit of figure 62,
certain parallels in operation can be drawn. Because the circuit has a differential input,
the input voltage ¥,(t) can be thought of as being divided by 2, as modeled by the
attenuation of 0.5, shown in figure 62. Devices Q/M1 and Q/M2 are in the forward

active/saturation region and act as a transconductance stage. The current signal at the
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collector/drain of Q/M1 and Q/M2 are then applied to the emitter/source of a set of
devices (Q/M3-Q/M6) which are over-driven to commutate the current signal from one
set of differential outputs to the other. The circuit shown in figure 62, the pulse

modulates the gain of the mixer from +/;8,_ in exactly the same fashion as figure 63.

(Barrie Gilbert, JSSC Dec. 1968)
VCC

B

o—|—

lo o—.ﬁgs Q4405 Q6
Ql Q2
Vrf 0—&_5‘%5\/%_;'—‘

(@) (b)

\Y

Figure 63. Current Commutating Mixers (a) Bipolar version, (b) Corresponding CMOS version.

In the ideal situation, the switches in both the Bipolar and CMOS mixers
would change instantaneously. However, in reality, there will be a finite amount of time
or non-negligible portion of the local oscillator period during which all of the switching
devices conduct current. While all of the switches are conducting current the
differential AC current signal at the output of the transconductance stage appears as a
common mode signal at the output of the mixer; both positive and negative components
of the current signal are added at the mixer output. This current sharing decreases the
overall conversion gain of the mixer. Thus, reducing the percentage of the local
oscillator period during which all of the switches are conducting current, increasing the

mixer conversion gain.
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To obtain a reasonable estimate of the conversion gain corresponding to the
CMOS mixer in figure 63(b), a modification of the model given in figure 62 should be
made. Specifically the waveform p(t) needs to be altered to account for the time that all
of the switches are conducting current. The period of time during which all switches are
on is referred to as the balanced state of the mixer. During the balanced state, the
differential ac current applied to the switches appears as a common mode signal at the
mixer output. Likewise, the period during which only two of the four switches (two
devices among Q/M3, Q/M4, Q/M5, and Q/M6) are conducting current while the other
two switches are in the cutoff region will be defined as the unbalanced state. While the
mixer is in the unbalanced state, all of the ac current applied to the switches is
differentially applied to the output load and the voltage gain of the RF input signal is

instantaneously either +/5(R, .

The periodic pulse p(t) used in the previous section to derive the conversion
gain of an ideal mixer can be modified to more properly reflect what is happening in the
actually implementation of a mixer circuit by taking into account the portion of the LO
period during which the switches remain in the balanced state. A good approximation
for p(t) while the switches are in the balanced state is to assume that the voltage
transfer function follows a linear curve when moving from one unbalanced state,
corresponding to when the instantaneous gain ig,Rg to the alternate unbalanced
state where the instantaneous mixer voltage gain igRyg This is similar to the
approach used in [6.2]. The modified waveform p(t) is shown in figure 64 where the
times, T, and T, mark the instances when the switches move from an unbalanced state
to a balanced state, or visa-versa. In other words, at timesn@ T,, the switches move
from a point where current is conducted by all switches to a point where current is
conducted by just two switches, or visa-versa. This leads to an easy characterization of

the p(t) which will be useful in finding the conversion gain and the noise performance
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of either a Bipolar or CMOS mixer with respect to device parameters such as bias

currents and the ¥sV,s of the CMOS switches.

o SN /Ty
(.

T2 TA L Tga T2

Figure 64. Pulse used to model the conversion gain and later the noise performance of a CMOS
mixer.

Using the waveform p(t) shown in figure 64, the conversion gain of a CMOS
mixer may be found using the i procedure outlined in section 6.4.1. First, p(t) is
represented in the time domain by a fourier series. This requires finding the fourier
coefficients corresponding to p(t) as shown in figure 64 so that p(t) may be represented
by a fourier series. The derivation of the fourier series representation of p(t) is given in

appendix C, the results of which are given below in equation 6.9.

_ ngRL > 1 . |j( H |j<T[ D
P =—> ) _2[5'”571%'”57@} otk oY) (Eq 6.9)

Here, the variable is used to replace the variables T1 and T2. This is done by
utilizing the fact that the mixers shown in figure 63, employ a doubly-balanced set of
switches. Ignoring the effects of device mismatch,ahd T, are equally spaced in time
from the point where zero differential voltage appears at the base/gates of the switches
(Vi o(t)=0). This fact allows T and T, to be defined with respect to the fundamental
period of the local oscillator. This gives the following relationships between the

variablesx, T, T, and T,

T T T T
_To Tio _To,,To
1= =% To= %7
T T
Lo LO
Ty =—(1-x Ty=—-(1+x)
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T T
— LO_ _ LO
T2_Tl_ ZTX = XT

Where T, again is the period of the fundamental frequency. The valug of

terms of well known circuit parameters will be discussed later.

The relationship between the input and output voltage waveforms can simply

be written as,

V(1) = p(t) DV, (1) (Eq 6.10)

Expressing Y, (t) as M,(t)=cos@st), Vy(t) is,

80mRL o« 17 . (Eq 6.11)
V(D) :[ Xr:[2L Z k—z[sm%% mD%TxE} [bos(kool_ot)} [cos(w,+t)
K = —o0

The conversion gain can be extracted from equation 6.11 by finding the results

of multiplying the input sinewave by the fundamental component of p(t), this is done by

setting k=1.
49nR
V(1) = mzl‘smngH CoOS((wgp— ) o)1) + co((WRE+ W 5)1)] (Eq 6.12)
XTt

This result can be simplified into the following form, extracting the coefficient

of the fundamental term associated with the down conversion,f)¥cos@,st) gives,

A =49mR|‘sinE'—TxD
ce =~ 7 SMpD (Eq 6.13)

To confirm the accuracy of equation 6.13 a simple thought experiment can be
performed. When the transition from the one peak value of the pulse to the opposite
polarity occurs instantaneously,;¥T, and x=0 and the waveform shown in figure 64,
approaches the ideal squarewave. The conversion gain in this case should agree with the
result obtained in section 6.4.1 for an ideal pulse modulated switching mixer. When

approaches zero, the approximationsiri(z) = z for small z may be used which gives.

— 4ngLSin[r[ a — ngRL
X -0

A = =X
CG
T [P Tt (Eq 6.14)
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Removing the gR, component associated with the voltage in the active
mixers shown in figure 63, gives the identical result for the conversion gain of an ideal

switching mixer or (2n).

6.4.2.1 Transition time Definition for CMOS Current Switching Mixers

As will be shown later, equation 6.11 can be extremely useful for not only
finding the conversion gain of an active mixer, but also to evaluate the noise
contribution from the transconductance stage (the input devices). Equation 6.11 was
written with respect to a variable which was used to simplify some of the math
required to obtain the fourier series representation of p(t). Now, it will be useful to
definex with respect to common values used to determine when a set of CMOS switches
transitions from conducting current down both legs, to a point where one device is on
while the other is in the off state, or in other words a time when the switching devices

move from the balanced to the unbalanced state.

The situation where the devices move from the balanced to unbalanced state is
illustrated in figure 65. Again restricting ourselves to doubly-balanced mixer, when the
differential local oscillator goes through the zero crossing, the four switches act as two
source coupled pairs as shown in figure 65(a). As mentioned before the desired AC
current shown as +/- g(Vreg2) cancels when summed at the output, in turn degrading
the conversion gain. Likewise, when the amplitude of the local oscillator is sufficiently
large, two of the four devices will turn off, and all of the desired AC current is passed to
the output. This is shown as the unbalanced state in figure 65(b), This also, corresponds

to the time when the instantaneous mixer gain will either pRe gor -g,R, .
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Figure 65. Mixer switch transition from the balanced state to the unbalanced state. (a) current
conducted through the switches in the balanced state. (b) Current conduction through
switches in the unbalanced state. (c) Differential current at the output of one set of
differential switches (d) Relationship between the local oscillator amplitude and the
mixer instantaneous voltage gain.
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It is useful to evaluate with respect to time, when the switches of a current
commutating CMOS mixer transition from the balanced state to the unbalanced state.
Specifically, it is helpful to determine this time as a function of thg W, of the
switches as well as with respect to the amplitude and frequency of the local oscillator
which is applied to the gates of the mixer switches. The time at which the switches
actually transition from balanced to the unbalanced state will be definedygs t
Assume, that the local oscillator which is applied to the mixer inputs can be described
by V| o(t)=V osin(w ot), where [ o is the amplitude andvo g is the frequency of
oscillation. Two of the four switches can be viewed as a source coupled pair. In this
context, assuming square law devices, if the differential gate voltage becomes greater
than ﬁ(vgs—Vt)SW , then one device will be conducting all of the tail current while the
other device goes into the cut-off region [6.11]. Using this information, one can write

directly that,

Vio(tha) = Viosin(w ot) = /2 Vgs— V1) (Eq 6.15)

Again, using the approximation that for small gin(z) =z pqtcan be solved

directly from equation 6.15.
"/E(VGS_VI)SW
Vio®o (Eq 6.16)

thal =

Writing with respect to the period gives,

t _ "/E(VGS_VI)SWTLO
bal = 2V on (Eq 6.17)

Now from both figure 64 and figure 65, it can be seen that T, and {, are

related such that FT1=2¢ty,
T
- . LO _

The variablex can now be solved with respect tg,f and the fundamental

period of the local oscillator or,
_ 4y

X
T|_o (Eq 6.19)

Combining equation 6.16 and equation 6.42an be now written as,
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_2J/2(Vge-Vy)

w
X = S

V. on (Eq 6.20)

Substituting in the value fok that was determined from the previous result
into equation 6.13, to find the conversion gain of a CMOS current commutating mixer

gives,

_ N2(gnRUVio .n%@(vgs_vt)sw%
cG (VgS_Vt)SWT[ D VLO D
Any expression can be substituted in for the value gftg properly reflect the

(Eq 6.21)

transconductance of the input pair, this can also include modifyipgtg reflect
possible degeneration. A useful form of equation 6.21 is to utilize the following long
channel expression for,gin terms of the (\sVy)i, of the input pair and tail bias
current where g=214/(V4s-Vin- lq is given as the drain bias current an¢ Wy is the
Vysat Of each input device.q4lcan also be expressed as half the tail currenteiy/2.
This results in ¢=1,/(VysVyin. Substituting the previous expression fog, gnto

equation 6.21 gives,

A = 2R V1o - DV2(Vgs—Vi)g,0
G~ W V) (Vo V) eV .
(gs t/in\Vgs™ Vi/gw U LO O (Eq 6.22)

This equation is intuitively pleasing, as it gives the mixer conversion gain as a
function of the (Vgs—Vy) of both the input devices and switches as well as the
amplitude of the local oscillator, the tail bias curregt &nd the load resistance. In this
current commutating mixer, there are several tools available to the designer to increase
the overall conversion gain of the mixer. The most interesting, and probably the most
obvious is the relationship between the amplitude of the local oscillatpp)Velative
to the nominal \ysV, of the switches. As we increase the size of the switches while
holding the tail bias current constant will result in a reduction of thg-V, of these
devices, in turn reducing the differential voltage necessary to completely shut off one
set of switches. Thus, reducing the value gf or the time it takes for the switches to
turn off. This is illustrated in figure 65(c) and (d), for a switch that is increased in size
while the tail bias current remains constant. Alternatively, the switching tigg, ¢an

be reduced by increasing the amplitude of the local oscillatgs Yelative to the gV
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of the switches. This relationship also comes from equation 6.22. Some of the more
obvious ways of increasing the conversion gain involve increasing ghefghe input
devices which may be done by decreasing thgsV, of the mixer input devices.
However, as will be shown later, decreasing the input devigg,Vis done at the
expense of reducing the mixer linearity performance. Likewise, the tail bias current can
be increased to improve the input devicg,dhowever care must be taken as this will
increase the switch Y-V when device size remains constant. A clear trade-off exists
between the static power consumption of the mixer and the conversion gain. If the tail
current is increased to improve gain, this has the obvious affect of increasing the mixer
power consumption. However, to maintain the overdrive of the switches
((Vgs—Vt)SW/VLO), when increasing the mixer tail current, requires increasing the size
of the switches. A larger switch size will increase the capacitance looking into the LO
port of the mixer, requiring a higher power consumption of the LO buffers which drive
the mixer. The method of quadrature generation and buffering are discussed in chapter

7.

The result given in equation 6.14 is intuitively practical since as the ratio of

(v Vt)SW/VLO goes to zero, the switches take a negligible amount of time to switch

gs
from one terminal to the other (of course this assumes the switches have infinite
bandwidth), thus, drivingyl to zero. In this case, the conversion gain, similar to what

was shown in equation 6.14, approaches the ideal conversion gain for a switching mixer

of 2/m.

Shown in figure 66, is a plot of the voltage conversion gain of a current

commutating mixer as a function of the LO overdri\MLO/(Vgs—Vt)SW , predicted by
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equation 6.21. The @R, product is 6. Note, as the LO overdrive increases beyond a

ratio of 2 the conversion gain begins to level off.

Mixer Voltage Conversion Gain vs. \{o/(VgsVi)sw
4.2

4.0
3.8
36 |
ACG 34 |
3.2 |
3.0 }
28 |
26 |
2.4

VLO / (Vgs'Vt)sw

Figure 66. Conversion gain of CMOS current commutating mixer s/V gsVi)sw, 9mRL = 6

6.5 Mixer Noise Analysis

A natural extension to a discussion of mixer conversion gain is an analysis of
the noise performance of current commutating mixers. Unlike much of the noise
analysis which is carried out for lower frequency and baseband circuits , mixers as well
as many RF circuits are highly non-linear. In the case of mixers, this is necessary to
enable frequency translation of a desired signal. Although the non-linearity associated
with mixers makes the noise analysis cumbersome, design guidelines for current

commutating mixers with respect to the noise performance will be developed.

Before beginning a discussion on the noise performance of a mixer, it is
particularly useful to understand the differences between a single-sideband noise figure
or noise source as compared to a double-sideband noise figure or noise source. This

concept has a special significance when describing the noise performance of various
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mixers used by the image-rejection configuration used in the experimental prototype

receivers discussed later.

6.5.1 Single-Sideband and Double-Sideband Noise

A considerable amount of confusion arises when referring to either the single
sideband noise figure (SSB) or double-sideband noise figure (DSB) of either the entire
receiver or an individual component along the chain. The most convenient method of
determining which classification (SSB or DSB) should be used is to understand the
band in which the desired signal lies, both before and after frequency translation. As
was shown in previous chapters on the discussion of image-rejection, there are actually
two bands which are frequency translated by a mixer block, both the desired band on
one side of the local oscillator and the corresponding image-band which lies in the
alternate lower sideband of the mixer. Both the upper and lower sidebands about the
local oscillator are frequency translated to the same intermediate frequency. The trick
to determine whether a noise source is single or double-sidebanded is to look at both
how the noise and the desired signal band are being frequency translated. A more

through explanation with a few examples follows.

Assume for the moment, that there is some desired spectrum which is received
and lies in the frequency band above the frequency of the local oscillator used by the
mixer. Further assume that one wishes to down convert the desired signal from the
carrier frequency to some intermediate frequency, this situation is illustrated in figure
67. As mentioned before in several discussions, the desired signal, which in the case of
figure 67, lies in the upper sideband of the mixer, is frequency translated to an
intermediate frequency at the output of the mixer. Likewise, the noise in the same band
is frequency translated to the same IF. The noise in the image-band is also frequency
translated to the same intermediate frequency. Thus, although the noise is translated

from both the upper and lower sidebands of the mixer, the desired signal is only coming
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from one or asingle sideband about the LO mixer input. Therefore, convention is to
define the noise source at the input of the mixer as single-sidebanded, and the to
describe the noise figure which is calculated, measured or quotedsagybe-sideband

noise figure. This definition can apply to either a single component in a receiver chain
or to the entire receive path. Virtually any heterodyne receiver architecture which
produces a non-zero intermediate frequency should be described in terms of a single-
sideband noise figure as again, the noise is translated from both the upper and lower
sidebands about the mixer while the desired signal only resides in one sideband about
the mixer. Likewise, a low IF receiver architecture would as will be described by a SSB

noise figure for the reasons described above.

Desired Signal Desired Signal

\ Signal  IF /

. Input Output
' Noise —>( % y—>
/ LO
I

—$s—t f : » freq
lo The Desired Signal only
resides in the upper sideband
of the mixer (one / or “single” sideband).

f » freq
fIF

Figure 67. Simple example of double-sideband mixing and noise figure.

The other common description for the way noise folds into the desired signal
band is the characterization of a double-sideband noise source or noise figure. Assume
for the sake of argument that there are two identical bands which are received from
above and below the frequency of the first local oscillator, i.e. both bands are 100%
correlated. This unique and hypothetical case is shown in figure 68 where both the
bands above and below the frequengy dre the same signal. If the frequency of the
local oscillator (f,) is tuned to a frequency which is precisely between both of the
received bands, then both of the bands which lie in the upper and lower sideband of the

mixer will frequency translate to the same intermediate frequency. Assuming that the
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local oscillator is accurate enough, both of the desired bands will add constructively at
the output of the mixer. Likewise, the noise is again frequency translated from both the
upper and lower sidebands about the mixer. However, unlike the single-sideband case,
the desired signal is coming from both sidebands about the mixer, so that the two
sidebands about the mixer add twuble the signal energy that is translated by the
single-sideband mixing operation. Thus, in this situation the noise source and the noise
figure are said to be double-sidebanded (DSB) about the mixer. The noise figure which
would be used to characterize either the block or the receive chain which frequency
translates a signal residing in both sidebands about the mixer LO input, is referred to as

the double-sideband noise figure. The situation shown in figure 68, is somewhat
Desired Signal

|| I' Noise

Desired Signal

Slgnal /

Input Output

S5 » freq f

Desired signal is present in both upper and lower sidebands of the mixer.
Therefore, double sideband noise figure should be used.

Figure 68. Simple example of double-sideband mixing and noise figure.

unrealistic and rarely occurs in practical applications. However, any component or
receiver chain which in either one or multiple steps, frequency translates a desired band
to a zero IF is virtually always described by a double-sideband noise figure. Both the
mixers and the receiver of a direct conversion system would be characterized by either
DSB noise sources and/or DSB noise figure. The direct conversion situation is
illustrated in figure 69 where the local oscillator that is applied to the LO port of the
mixer is tuned to exactly the center of the desired signal band. Therefore, the desired

band which is frequency translated to a zero-IF, lies in the mixer’'s upper and lower
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sideband. Thus, direct conversion systems are characterized with double-sideband noise
figures.

Desired Signal Desired Signal

\ Signal IF /

Input Output

Noise
M/ LO

W

\

i: » freq i » freq
'K_/\/ 0

Figure 69. Translation of both the desired signal band and noise in direct translation of the carrier
frequency to a zero-IF.

It might seem unusual to spend a significant amount of text describing in detail
the differences between a double-sideband and single-sideband noise figure. However,
the weaver mixer which was implemented in the wide-band IF double conversion
receiver presents some interesting examples of the concepts surrounding SSB and DSB
systems/components. Because the overall receiver is effectively performing a direct
frequency conversion of the carrier from RF to baseband, albeit in two steps, the entire
receiver system is characterized with a DSB noise figure measurement. However, it is
interesting to note that some of the individual components used in the image-rejection
mixer are actually characterized by single-sideband noise sources. Specifically, the first
set of mixers which are running off of the first local oscillator would be described by a
single-sideband noise figure. However, the mixers running off of the second local
oscillator are defined by a double-sideband noise figure. As will be seen in the next
section, a further refining of the image-rejection mixer’'s noise sources reveals that the
only components along the entire receiver signal path which contribute noise in a
single-sideband fashion are the devices associated with both the switches and the
transconductance stage of the RF-IF mixers running off of LO1. All other noise sources
fold into the desired signal band in a double-sideband fashion. At first glance it would

appear that the noise contribution from the LNA would frequency translate to the IF
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from both the upper and lower portions of the RF-IF mixers sidebands. However, the
noise spectrum from the LNA falling within the image-band is actually cancelled to first
order by the image-rejection mixer itself. Thus, the LNA contributes noise from one

sideband.

6.5.2 Noise Analysis of a Current Commutating Mixer

Building on some of the concepts discussed in the previous two sections, the
following is provided to highlight the approach to analyzing noise in current
commutating CMOS active mixers. This analysis for the Gilbert Cell like circuit
topology can essentially be broken down into three separate categories; the noise
contribution from the transconductance stage, noise from the switches and the noise
from load resistance (this is either thermal noise from resistors and or as will be
illustrated later noise from active current source loads at the mixer output). Similar to
the expression derived for the conversion gain, the emphasis will be on developing
intuitive design relationships that can demonstrate certain trends with respect to device
sizes which can be used during the development of this class of mixer. The discussion
will begin with a look at the noise contribution from the transconductance stage. In
addition, the convention for the noise sources discussed in this section are to reflect all
of them to the mixer input, the noise is then defined with respect to a fictitious
equivalent input noise resistance. This is done for convenience to allow for an easy
reflection of the noise to the receiver input, where the noise may be compared to that

produced by the available noise power produced by the receiver source resistance.

6.5.2.1 Transconductance Stage

As alluded to before, the expression for the conversion gain given in
section 6.4.2 will prove to be useful when attempting to find the noise performance of
these types of CMOS mixers. Specifically, Equation 6.9 will be useful to find the noise

contribution of the transconductance stage. The noise contribution from the input pair
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can be viewed as a set of source coupled devices which contribute both thermal noise
and produce flicker noise. The noise then passes through the switches which frequency
translates the noise power spectrum from the input devices. The noise which is
produced passes through a transfer function which is periodic and the noise spectrum
which appears at the output of the mixer, due to the input device noise contribution, is a

cyclostationary random process described by the following expression.

Vout(t) = P(1) B (1) (Eq 6.23)

The overall mechanism of a white noise source which is passed through a
periodic transfer function has the effect of folding several copies of the white noise
spectrum in the frequency domain of the desired signal. This situation is highlighted in
figure 70, where the white noise spectrum produced by the input devices actually

convolves with all of the harmonics produced by the local oscillator, in turn dropping
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Model of the Transconductance Stage
Noise Spectrum as it passes through
the mixer
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Figure 70. Noise moving from the transconductance stage to the output of the mixer. The output
noise is then reflected back to the input as an equivalent input noise source.
several copies of the folded spectrum at the output of the mixer. This is the primary

reason why mixers have a tendency to be extremely noisy.

The noise transfer function is computed by frequency domain techniques.
Remembering that multiplication in the time domain is equivalent to convolution in the
frequency domain. Therefore, the expression given in equation 6.23 can be written in

the frequency domain as,
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Sy(w) = %T(IP((»)I2 1 Si(0)) (Eq 6.24)

Where P{) represents the fourier transform of the pulse p(t). Because the
pulse p(t) is periodic, the fourier transform of ®)(will be a summation of discrete
Dirac delta functions in the frequency domain. Thus, intuitively the input noise
produced by §w) is convolved with the discrete points associated witloP(This is
the inherent process by which numerous copies j¢éb(assuming §w) is white) are
folded over in the frequency domain producing a summation j¢oBSwith the discrete
Dirac-delta functions associated withd)( To find the power spectral density of this
cyclostationary random process can be found fq(u9. Mathematically, the time
average of this periodic spectral density at the output can be expressed as was given in

[6.2].

- 2 _
So(f) = kZl|pk| [5,(f —kf o) (Eq 6.25)
This is done by extracting the energy of p(t) over one period of the LO along

with using Parseval’s relationship [6.12].

TLO (o]

1 2 2
oo PO 3 (Eq 6.26)

k = —w

Where  are the fourier coefficients associated with the fourier series
calculation performed earlier on p(t). Equation 6.25 can be used to find the contribution
of various noise components due to the harmonics associated with p(t). Assuming the
noise is white, the copies of;@) can be represented as a constant or as will be seen
later, the thermal noise contribution from the input device channel and gate resistance
can be expressed as 4kTR. Therefofe(f —kf ;) can be replaced wttw¥ich is

the equivalent input noise source at the input of the transconductance stage giving,

2o 2
So(f) =V nk;|pk| (Eq 6.27)

The expression in equation 6.27 assumes infinite bandwidth for the switches.
However, in reality there is a finite limitation to the speed of the switches which will
dictate how many harmonics associated withtpat must be calculated. In addition,

what is of ultimate interest in the design of all mixers used by the wide-band IF receiver
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is the equivalent input noise spectrum or the equivalent input noise resistance.
Therefore, the expression given in equation 6.27 must be divided by the fundamental
transfer function of p(t) which is nothing more than the conversion gain of the mixer.

Therefore, what is of interest is the input referred version of equation 6.27 which can be

written as,

Sin() = z Py
1| (Eq 6.28)

This is a rather useful form for the equivalent input referred noise contribution
due to the transconductance stage. This form reveals that the equivalent input noise
source can be expressed aﬁz\bommonly associated with a CMOS differential pair,
multiplied by a constant which takes into account the folding of noise from the
transconductance stage as it passes through the switches to the output of the mixer.

Therefore, equation 6.28 can be rewritten as,

N F:
Sin(f) = Vo § [
K=1lP1

2
=Vl (Eq 6.29)

Where¢ is theconstant that corrects for the action of the switches folding in noise from
the input to the output, this constant is similar to the  factor which is given in [6.2]. This is a
convenient form for the input referred noise, and the output referred noise may be obtained by
multiplying by the squared version of the expression given for the conversion gaiguiation

6.22.
S.(f) = V2 Anr)?
o(f) = Vn L HACg) (Eq 6.30)
Next, it is of interest to evaluate the value 6f aselates to the CMOS mixer in

figure 63. Using the expression obtained femhich is derived in appendix &, can beitten

as,

Eq(igs Dzngs'” n (Eq 6.31)

P2 . < [ 0
(=315 = >0 0
C p . - [TT [

k=1I"1 k-l% S'nEQXD E
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Substituting in previously determined values far equation 6.31 can be

written as,
d(’\/é(vgs t)s

Eq< E[SII"ID2 mB

_ %D Vio
- O

k=10 ) D/é(vgs_vt)swlj

0 sinG——

O 0 Vio O

(Eq 6.32)

o

This gives an interesting result, as the value(of ondy influenced by the ratio of

VLO/(Vgs_Vt)SW and the number of harmonics which are actually passed to the output. The

number of harmonics which should be summed is related to the frequency of the local oscillator

and the overall bandwidth of the switches. For example, if the LO is running at 500MHz, and the

bandwidth of the switches is 3GHz, then k should only be summed to the first 2.5GHz/500MHz or

5 harmonics in this case, therefore, the valué of would be summed from k=1to 5. Figure 71 is a

plot of various values of for different values of overdrive as well as a several curves summing k

to a finite value.

Z VS. VLO/(Vgs Vi)sw C vs. Vio/(VgsVsw
‘ ‘ k: 1t0" 118
WA kffl—to—llf—%77—3——#——%7——
‘ — k:1-to9 1.14
K Ito7
”””””””””” Kk 1-t0-5 |
0 g 110
1.06f . -
1.02
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VLO/ (Vgs'vt)sw VLO/ (Vgs'Vt)sw
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Figure 71. Plotted values of¢ as a function of M/(V4sVy). Each curve represents a different

number of harmonics which are summed in equation 6.31. (a) lllustiates  as p(t)
approaches an ideal squarewave which is identical tg/W ,sVy). (b) { for more
practical values of Vo/(VgysVy) which would be used by gne current commutating
mixer.
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With a proper value of¢ the input referred noise contribution from the
transconductance stage can be expressed by utilizing equation 6.29 with the correct
expression for the input referred noise of a single CMOS device. Here, there is the
thermal noise contribution from the channel resistance as well as the gate resigjance r
An additional contribution to the noise produced by the transconductance stage is the
source resistance from the previous stage, in this case the LNA. Overall, the total input

referred noise contribution from the transconductance stage can be expressed as,

Vm/(Hz) = L AKTER, +mE12%g+y—DD m=12 (Eq 6.33)
Expressing equation 6.33 in the format of an equivalent input noise resistance,

as is used to evaluate the overall receiver described in chapter 2 gives,

Ry ‘ZEH?””‘EQ%@J*V_ m=102 (Eq 6.34)

The factorm is an integer which is either set to 1 or 2 depending on whether
the mixer is mixing noise in single-sideband or double sidebamdhould be set to one
if the down conversion mixer directly frequency translates the incoming signal to
baseband or DC; again, this would be the situation when a double sideband noise figure
is necessary. Likewise, if the mixer is frequency translating the incoming carrier to an
IF, then a single-sideband noise figure is used and the noise from the transconductance
stage is folded in from two sets of bands. In this casewould be set to 2. For the
Wide-band IF receiver discussed in chapter 3, the mixers running off of LO1 would

havem set to 2, while the mixers utilizing LO2 would hawveset to 1 in equation 6.34.

A considerable amount of effort can be placed on finding the exact valuge of
in equation 6.34 as a function of (¢Vy)s, However, the maximum noise contribution
from the transconductance stage will occur when the amplitude of the LO is much
greater than (YsVysw IN this case, p(t) approaches the ideal square wave and there is
a maximum contribution of white noise power due to frequency translation from the
harmonics of p(t). The values af  for large ¥/(V 45Vi)sw are plotted in figure 71(a).

Here, it can be seen, that assuming switches with an infinite bandwidth (summing all
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values of k to infinity) and a very large \/(V4sVy)sy (ideal square wave p(t)) the
value of ¢ in the worst case is 1.2. Therefore, to determine quickly the noise
contribution from the transconductance stage of a gilbert cell like mixer, the
conventional noise source of a single device, due to a source coupled pair can be
referred to the input and multiplied by 1.2. Practically speakingeMV 4s-V¢)sw Will be
between 2 and 10 for most mixer designs. Thus, the additional noise contribution due to
the harmonics of the switches mixing noise inband will lie between 6 and 15 percent. A
few examples designs of current commutating mixers are presented at the end of this
chapter along with a discussion of the ratio of y/ to (VgsVi)sw and with the

corresponding, values.

6.5.2.2 Switch Noise

As was shown in the previous section, the equivalent input noise contribution
from the transconductance stage is a somewhat weak function of tRé(VysVi)sw
when the LO voltage is much great then thggys of the switches. Conversely, the
equivalent input noise contribution from the switches is a stronger function of the ratio
Vio/(VgsVi)sw as will be seen in this section. The approach to finding the equivalent
input noise contribution from the switches is similar to what was done for the
transconductance stage. Again, a time varying transfer function was found from the
switch input noise source to the output and then this noise spectrum was reflected back
to the RF input port of the mixer. Following the approach for the transconductance
stage, the noise from the switches is written in terms of an equivalent input noise
resistance with a correction factor that takes into account the folding of the white noise

spectrum as the noise passes through the switches.

The noise model which was used for the switches is highlighted in figure 72.
Here, the equivalent input noise of all four of the switches are referred to the gates of at

the input of the LO port ad/,,, where,
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Viw/ (Hz) = akTER o+ 45+ y% mlsw% (Eq 6.35)

The input referred noise at the gate of the switches then passes through the
time varying transfer function s(t) which models the voltage transfer function between
the LO port to the output of the mixer. It is interesting to note that the switches will
only produce noise at the output of the mixer when the mixer is in the balanced state.
This corresponds to the time when the LO signal passes through the differential zero
crossing. While in the unbalanced state, the switches which are in the saturation region,
can be thought of as a cascode device relative to the source coupled input pair
(transconductance stage). Similar to any cascode device, the noise contribution is often

negligible (this isn’t always true for some high frequency circuits) and will be ignored

for the purposes of this analysis.

Balanced A Unbalanced
State ) State
---------------------------- ngsv\,RL
VOUt"'O—‘
/ YY) YY)
[
' | T :T T | > 1
T2 2 L2 12
M3 M4 T4 T4
(b)
| 4/2
Switch Output Noise
Transconductance ES,ZL Vosw Spectrum ()
Stage Source s
(@) (c)

Figure 72. Model used to find the noise contribution from the switches. (a) Device input noise
sources applied to the LO port of the mixer; transfer function to the output through the
time varying transfer function s(t). (b) Voltage transfer function from the LO port to
the mixer output, s(t). (c) Model of the noise from the switches as it passes to the
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The waveform to model s(t) is shown in figure 72(b) and assumes the transfer
function from the LO port to the mixer output rises linearly from the time the switches
move from the unbalanced state (only two of the four devices are turned on) in to the
balanced state (time when all four devices are conducting current). The voltage transfer
function continues to rise and will peak at the time when the differential LO voltage is
zero, this corresponds to the time when all four switches are ideally conducting an
identical amount of current. At the peak of s(t), (again, when all devices are conducting
equal current) the voltage transfer function from the LO port to the output of the mixer
IS 20mswRL, Where ghsy is the transconductance associated with one of the four
switches and the factor of 2 is used because the differential equivalent half circuit will
have two switches between the LO port and the mixer output. In reality, the transfer
function s(t) does not rise or fall linearly and can be expressed as function of time as

given in [6.2].

However, by making the assumption that the transfer function s(t) is linear in
the balanced state considerably simplifies the calculation of the fourier coefficients of
s(t) without deviating significantly from the expected expression for s(t). In reality s(t)
can be closely approximate as linear in the balanced state with minimal error from the

real transfer function.

The mixer output noise contribution from the switches averaged over one
period of the local oscillator in an identical approach, as was used to find the output
referred noise of the transconductance stage in the previous section. The output referred

noise due to the switches can be expressed as,

(o]

So(f) = ¥ [sf* (B —kf (o) (Eq 6.36)
k=1

Where g are the fourier coefficients of s(t) an&i(f —kf o)  can bpessed as

the white noise spectrum,y,/(Hz). Equation 6.36 reduces to.

So(f) = Visw S |3’ (Eq 6.37)
k=1
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Remembering that the goal in this analysis is to reflect the output noise
spectrum to the input of the mixer, and represent all of the noise sources within the
mixer as an equivalent input noise resistance. Reflecting the output noise back to the
input gives

2w |s |2
Sin(f) =V nswz __k_
k=1I""cg
Here, B represents the amount by which the switch input noise is attenuated

2
=V
nswtp (Eq 6.38)

from the LO port to the input of the mixer. Similar to the variable (3, mainly
dependent on the ratio of LO amplitude to thg,&W,) of the switches. Unlike the input referred

noise from the transconductance stage, the switch noise contribution will decrease as the amount
of overdrive of the mixer switches is increased (ratio p\(V 4<Vy) increases). This is expected

as the switches are contributing most of the noise as the LO passes through the differential zero

crossing when the mixer enters the balanced state. The value of Beta can be expressed as,

B = >/ 6.39
A Eq 6.3
ElAc (Eq 6.39)
The fourier coefficients for s(t) are found in appendix D and repeated below.
COSB(TID
Sk = (ngSWRL) D%[ COS|:|2 (Eq 6.40)
(km)®

The sum of the fourier coefficients can be expressed as,

00

z |Sk| = (ngsvvRL

Kk = —0

%
+(2ngWRL) Z %1 cos (Eq 6.41)

Dividing by the expression given for the conversion gain given in equation 6.13 gives,

0 0 Eq 6.42
YR UG B DY o' - TS
o |AcG| 49ninRL TOmINTL T Msm XH( 1 (kn)

o2 *0 2
XTt 2 XTU
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Remembering that beta is the ratio of the fourier coefficients to the mixer conversion

gain gives. o

=3

2
k==w|Acd (Eq 6.43)

sd”

Substituting in the value fox as well as squaring the numerator and denominator of
equation 6.42 an expression f@r can be obtained with respect to the amplitude of the local

oscillator V o, the (Vs'Vy) of both the switches and the input devices.

o 2 2
_ |Sk| _ (v gs~ t)ln E(VQS t)stZ 1
B = Z 5 = 2w ) % v E N V) + (Eq 6.44)
0 Vio
rkm 2
Y ) COSD—z'ED 0 —(Vgs— Vo)
Z Vgs A - costk/2 gi/ t stD 1
sin(jy2————
0 Vio

The total input referred noise from the switches can now be expressed as an

equivalent

i
Req(sw = BRLo *4rfg * YDJmsW (Eq 6.45)

Several values o3 angotted in igure 73(a)summed for different several values of
k. Most of the energy in s(t) is represented in the first few values of k, thus, there is negligible
difference between 5 harmonics summed vefses summed from k=1 to infinity. Shown in figure
73(b)isaplotof and verses¥/(VysVy)sy Here, itis interesting to note that the valuefof
quickly roles off as the amplitude of the LO voltage is increased above ey switches. This
can be explained intuitively. For lower ratios of ¢//(V 45'Vy)sw the switches are actually adding
noise to the mixer for a greater percentage of time per period of the local oscillator. In addition, for
a low Vi o/(Vg4sVysw the noise from the switches reflected to the mixer input is actually being
exacerbated by the loss in conversion gain from the lack of LO overdrive. A weaker dependence of
¢ on V| o/(VgsViswrelates to the fact that as the LO voltage significantly increases such that the

conversion gain of the mixer approaches an ideal pulse, the extra noise added from all of the
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harmonics of p(t) only introduces an additional 22% noise compared to the noise relating from the
fundamental. The strong dependence of the switch noisg g(VysV sy can also be explained

by observing equation 6.44.

B vs.Vio/(VgsVisw Both B andZ vs. V| o/(VgsVisw
0.7 T 120———————————— 038
05 1.15}- -
0.4
Z1.10
0.3
0.2 1.05
0.1
0.0 T 1.00 AN R S S 0.0
0 1.2 3 4 5 6 7 8 9 10 0 1 2 3 45 6 7 8 9 10

VLO / (Vgs'Vt)sw VLO / (Vgs'vt)sw

Figure 73. (a) Values of B plotted as a function of the ratio of ¥/(V4sVy)sy sSummed
up to several values of k (b) Plot of boph  afd  versgg/WgsVi)sw

6.5.2.3 Load Resistance Noise

The load resistance at the output of a CMOS Gilbert cell like mixer is the last
component which contributes a significant amount of noise. The task of referring the
load noise to the input is considerably more straight forward then referring the noise
from either the switches or the transconductance stage. The ease of computing the input
referred noise from the load devices really relates to the fact that these noise sources
are not passing through the switches, therefore, the noise spectrum is not folding in the
frequency domain. Stated differently, the white noise produced by the load devices is
not frequency translated, making the computation of the input referred noise rather
easy. The equivalent mixer input noise contribution from the load devices can be
referred from the output to the input by simply dividing by the conversion gain of the

mixer.
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R _ R (totan)
in(load) — 2 (Eq 6.46)
(Ace)

The value of the load resistance is dependent on the particular implementation
of the mixer. As will be seen later in this chapter, many of the mixers implemented for
the experimental receiver realized for the DECT and GSM standards were done so using
active current source outputs as shown in figure 74, along with PMOS triode region load
resistors in a common mode feedback loop. The PMOS current source devices in figure
74, can potential be the dominant source of noise at the output of the mixer. Therefore,
properly referring the noise generated by the current source devices at the output, to the
input is crucial. Assuming the resistance of K significantly less than the output
impedance of the current source, the noise due to both the load resistance and the

current source devices in figure 74, can be expressed as,

+R
Rin(oaq) = ZE%———)%SE (Eq 6.47)
CG
This expression can be rewritten as,
Rin(load) = ZgR—Lgml +V—Ib g
Aced R VeV (Eq 6.48)

Where (VysVi)csis the Vysqi0f the load current source devices whilgis the
mixer tail bias current. The second term in equation 6.48 can be further refined to get a
relationship between the bias current and the relatiyg,)of the input devices as well

as the switches and the current source.

(Eq 6.49)
Ringload™
7
LR Ezgl oy 1 E(vcs-vt)m(vgs—vt)swngsmgfzwgs—vt)swgE

From equation 6.49 the relationship between the mixer bias current and the
(VgsVi)cs of the PMOS current source may be observed. Here the trade-off is clear
between the current source noise contribution and the output swing of the mixer. The

(VgsVi)csof the current should be increased as much as possible while still allowing a



171

desired mixer output swing. Thus, the design trade-off becomes available mixer output

swing verses the noise contribution from the active current source loads.

= 2 -
4 Q= G
VIocm ACurrent Source

Load

Vout +o—f t—o-Vout

Figure 74. Noise emanating from all the output noise sources in an actively load current
commutating mixer.

6.5.2.4 Total Mixer Input Referred Noise

With a description of the noise contribution from the mixer load devices
referred to the input, a complete picture can now be developed for the overall mixer
performance. By combining equations (Eq 6.34), (Eq 6.45), and (Eq 6.47) the following

total equivalent input noise resistance of the entire mixer may be obtained.

(Eq 6.50)
_ Am 01 oo
Reqtota)™¢ CHRs * m 2y + ngDDJrBEQLO Ay Ve, ao”
OR, [FO1 l, O

20—0 tYr————0O
MAcel H-"_L (Vgs_vt)csD
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An example implementation of one mixer and the associated noise sources

referred to the input and plotted as a function @pMV 4s-Vi)sw is shown in figure 75.

Equivalent Input Noise Resistance vs. Mo/(VgsVi)sw
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Figure 75. The total equivalent input noise resistance{Rya), as well as the individual input
referred contributions from the transconductance stagg,¢R). the switches
(Req(sw): the load resistance RRqq(r1), and finally the noise generated by an active
current'source load (Rcs)-

The total equivalent input noise resistance is plotted ggkanand described
by equation 6.50. Each of the individual noise contributions referred to the input from
the transconductance, the switches as well as the load resistance and current source are
plotted as Rq(gm) Req(sw) Req(rL) @Nd Req(csyrespectively. As expected the equivalent
input noise resistance due to the transconductance stage increases slightly as the LO
overdrive is increased. The increasgqym)with a higher overdrive relates to the fact
that p(t) approaches an ideal squarewave and noise is folded over from the harmonics of
p(t). However, the maximum increase in noise from the transconductance stage mixing
with the harmonics has an upper bound of an additional 22%. In contrast, the switches,

as well as all of the noise sources at the mixer output contribute the maximum amount
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of noise for a low LO overdrive. There exists a heavier dependence of the noise
contribution from the switches and the load on the amount of LO overdrive, because as
the Vi o/(VgsVy) drops, so does the conversion gain Thus the input referred noise
begins to rise significantly. In the case of the switches, the percentage of time per
period that the switches add noise actually increases with a lowgy/(Vy4sVy) in
addition to a reduction in the conversion gain. For lower values phNV4sVy), the
switch noise will actually dominant the overall mixer noise performance. Thus, the need
to ensure that the mixer is supplied with a local oscillator which has sufficient

amplitude to provide enough LO overdrive to the switches is critical.

6.6 Distortion in an Active Current Commutating Mixers

In addition to the conversion gain and mixer noise performance, the other key
description of mixers for receiver applications is usually the linearity performance. The
linearity of a mixer will determine how well this component can reject signals found in
alternate bands which ultimately will impact the overall selectivity performance of the
receiver. Because the mixers which are discussed in this section, are all differential, the
second order non-linearity will tend to cancel typically making the second order
intermodulation distortion negligible compared to the mixer noise floor or other sources
of interference. Although, virtually all even order distortion has a tendency to be
negligible for differential circuit topologies, the odd order harmonics can potential lead
to a greater source of interference to the desired signal band. In particular, the third
order intermodulation distortion of a single component or an entire channel can greatly

influence the overall receiver’s selectivity performance.

The nature of interference arising from the third order intermodulation can be
understood by first looking at some of the basic issues associated with the linearity of a
circuit component. In most baseband circuit applications, linear circuit analysis is

assumed as this tends to be an accurate description of the needed circuit performance.
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In addition, most baseband circuits are running at a low enough frequency that feedback
is usually applied to linearize the circuit. However, receiver front-end components such
as the LNA and mixer are typically running at too high a frequency to allow the use of

feedback to linearize the circuit. Therefore, these circuits are run open loop and the
non-linear nature of certain circuit elements such as junction capacitance and non-
linear channel resistance will add higher order terms to the current or voltage transfer
function. Thus, the relationship between the input and output signal will have the

following general form [6.13].

4

So = S +a28i2+agsi3+a48i

0 (Eq 6.51)

Where the output signal Sis related to the input signal;®y a high order
transfer function, whereja a,, a3, etc. are the coefficients of each order of the transfer
function. The particular problem related to the third order transfer function may be
understood by representing the input signaj, &8s a pair sinusoidal tones with

amplitude S1 and S2 running at a set of separate but closely spaced frequencés]

Wo.
S = S,cos(w,t) + S cos(w,t
| = Spco(wyt) + Seos(w,t) (Eq 6.52)
Passing the above signal through the third order term in equation 6.51 results
in,
3 3
& = B2 cog30,)+ 3 0) + B2 cos(3w,1) + 3 1)) + Eq 6.53
%S = —;—(cos(3wt) + 3cog(w; 1)) + —=(cos(3wyt) + 3cos(w,t)) (Eq 6.53)

22y, SH[2c08(wyt) + 0O((200, — ;1) + CO((20, + oy )V)]

+ 28,575, [2005(yt) + CO((203 ~ w,)1) + COS((26, + 1))

Of most interest in equation 6.53 are the terms which result in a spectral
component at @,-wq, 2Wy+wWq, 2W1-W,, and 2v,+w,. These spectral components which
arise from a third order non-linearity are of particular concern in radio receiver
applications as the situation may arise where there are two alternate band users, very

close in frequency to the receiver’'s desired channel, may be present. If the alternate
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band signals happen to lie at frequencies and w,, while the desired signal band to
receive resides at eithew-w;, 2wy+w;, 2W;1-w,, and 2,+w; 2w,-w; If this situation

occurs, as it sometimes does, the spectral components generated from the alternate band
signals passing through either the mixer or receivers third order non-linearity will

actually appear as interference in the desired signal band, this is illustrated in figure 76.

Input Spectrum Output Spectrum
Input refe?%ed_ —% Input Output S)l_‘ — %2
3rd Order

_ ) l N\ |

( .sz_ W )_wargq.

IM 5 1
W, W) W, 26,

Output 3rd order component IM generated by the
Two tones which amplifier non-linearities referred to the input of
intermodulate creating the same amp.
the 3rd order
interference.

Figure 76. The third order intermodulation both output and input referred.

Two common measures which are used to describe the third order non-linearity
of communication circuits or systems are the 3rd order intermodulation component
(IM3) and the 3rd order intermodulation intercept point (IP3). Both measures are
typically quoted when the magnitude of S1=S2. Under this assumption, the 3rd order
intermodulation component or IM3 is by definition the ratio of the amplitude of third-
order IM component to the amplitude of the fundamental, @d S) either at the input

or output of the component [6.13].

_ 3% 2
= ==g]
43y (Eq 6.54)

IM 5

The plot in figure 77 is a common plot which describes both the IM3 and IP3
of a component either referenced to the input or the output of a block. The x-axis is the
input/output power applied to the component which is equivalent to the power of S1 and

S2 expressed in dBV in figure 77. Typically, several values for the input signal S1 are

applied to the receiver in either a simulation or measurement. The linear response to the
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input signal is then plotted along with the measured or simulatdd&ler IM at either
20,(-1+)w;0r 201 (-/+))w, The 39 Order response is then recorded in dB, while a line is
used to extrapolate both the linear and 3rd order response based on the simulated/
measured values. Where both of these extrapolated lines cross is defined 8% aheed
intermodulation intercept point or B This point has a special and convenient
significance in defining the linearity performance of receiver communication blocks as

it characterizes the amount of interference as a function of magnitude of the alternate
channel/band interfering signals, and the.Ifh addition, the IR number can be used to
compute the equivalent IP3 of several components in series as a function of {lvé 1P

the individual components, this is discussed in chapter 2.

Although, the IP3 is useful in characterizing the amount of 3rd order
distortion, it should be kept in mind that the mixer or whatever receiver component, will
never actually generate signhals of that magnitude as the component will go into gain
compression before this point is reached. The real response due to the linear and 3rd
order component will roll off before reaching the IP3, this is illustrated in figure 77.

IM 3/|P3(S|,SO)

Extrapolated
Linear and

0 |39 order
Response giving
-20 the |P3

20

Real Response
altered from thg
ideal by gain
compression

Input/Output Signal Level (dBV)

-10
-80 -60 -40 -20 0 20

Input/Output Signal Level (dBV)

Figure 77. General plot characterizing the third order distortion of a component. Both IM3 and
IP3 are illustrated on the plot.
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With the previous discussion, it becomes clear that modeling the switching
mixer with respect to the IR quickly allows an understanding of the mixer’s relative
degradation of the overall receive chain’s linearity. Therefore, it will now be of interest
to model the linearity performance of these mixers with respect to an equivalent input
referred IP3 of current switching mixers. From simulation, it was found that the
degradation in the overall mixers 3rd order non-linearity was dominated by the linearity
performance of the transconductance stage. Thus, the quick analysis given in this
section is done so with the assumption that the transconductance stage dominates the

linearity performance of CMOS switching mixers.

With the assumption that the distortion is coming from the transconductance
stage a model for the equivalent IP3 of the mixer may be constructed. Part of the
distortion analysis for the transconductance stage was derived from notes given in
[6.13]. The input devices in fine line CMOS technologies will experience velocity
saturation, which will have the affect of linearizing the device transconductance.
However, a lower bound (worst case) to the 3rd order linearity performance can be
given, if it is assumed that the devices in the transconductance stage, have a classical
square law drain current characteristic. From figure 78, the objective now becomes
finding when the 3rd order component in the drain current of the transconductance stage
is equal to the differential signal produced by the fundamental. The equivalent IP3 will
be found with respect to the amplitude of the differential input voltage. The differential

drain current at the output of the transconductance stage can be written as,

Assuming square law device the drain current can be derived as a function of

the differential input voltage;y

_ PnCoxvp, |2 2
°o” T2 o lwe o (Eq 6.56)

2 OO
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This can be written as,

(Eq 6.57)

Defining variables Kand K, as
21

Kl = C—b

Hn ox[ W[

2 OO

Equation 6.57 can be written as,

2

V.

- |
Iy = KZVi,/l_K_l (Eq 6.58)

Recalling the following power series expansion,

1)(n_2)x3...

(1+x)" = 1+nx+ n(nzl_ 1,2, n(n- 30 (Eq 6.59)
Utilizing the above expression on equation 6.58 results in,
101o
2 SH== 4
| kv 1oL 202 (Eq 6.60)
=K |l-S—+——... q 6.
0 271 2K, 2 Ki

Expanding out equation 6.60 similarities to equation 6.51 may be found,
1Kz 3 1K5 5

| = Ko, —2-2,3_122,5
22K g2 (Eq 6.61)

(0]

By definition the third order input referred intercept point will occur when the
magnitude of the linear term generated at the output, is equal to the magnitude of the
third order IM produced by the third order transfer function. Utilizing the definition

given in equation 6.54 along with results from equation 6.61 gives,

- 3cle
K2Vips = a0oK, ip3 (Eq 6.62)

The K, term drops out and substituting in the definition from K1 results in,

2
Vips = 4[5,(Vgs—Vt)in (Eq 6.63)
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Equation 6.63 gives a measure of the input referred IP3 with respect to the
(VgsVpin of the input devices. Although the (¥Vy);, devices are a variable in
equation 6.63 it is assumed that the drain current is remaining constant. Assuming a
constant current, the device size may be scaled to modulate theMyi, and in turn

change the third order intermodulation distortion performance.

-
+ M1 M2
v °—| }—| ’Vin

Decreasing (Mss.Ve)in
—o degrades IP3
performance

_|b

Figure 78. Source coupled stage with the corresponding curvg(\f,).

Although, the analysis carried out in the previous section provides a concise
result which provides a clear trade-off with the conversion gain and noise performance
of the mixer, the result does not take into account the affect of filtering of both the
fundamental components as well as tHé 8rder intermodulation component. As long
as the transconductance is operating well below thef the input devices and the
switches, the approximation given in equation 6.63 will produce an accurate and
conservative result. However, as the speed of the mixer approaches the maximum
achievable bandwidth for a particular technology, then a more appropriate approach is
to utilize Volterra Series to evaluate the mixer linearity performance. In addition, the
3"dorder linearity performance of the mixer is also dependent on the amount of time the
switches are in the balanced state. It is shown in [6.14], that the linearity performance
of the mixer will begin to degrade as the mixer spends a greater percentage of time in
the balanced state. A more thorough treatment of both CMOS mixer linearity

performance using volterra series as well as an in depth discussion of the linearity
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dependence on the amount of time the mixer spends in the balanced state is given in

[6.14].

6.7 Mixer Design Methodology

With a general description of the mixer conversion gain, noise contribution,
and linearity, a review will be given of the general design methodology used to realize
the mixers used in the wide-band IF receiver. A summary of the equations derived to
describe the noise and linearity performance is summarized in table 2. A slight
modification has been made to some of the equations such that all of the various noise
sources and the conversion gain is strictly a function of the both the mixer tail bias
current and the (¥sVy) of the input devices within the transconductance stage, the

switches and the current source load devices.

In general, the objective is to minimize the {¥V) of all the devices to allow
for as low a Vdd as is required by the technology. For the obvious reasons, the second
objective is to minimize the static current consumed by the mixer, or minimjze |
Alternatively, as will be discussed in detail throughout the next chapter, is to minimize
the gate capacitance associated with the switches which will affect the power

consumption of the LO buffers driving the mixer.

The methodology for designing all of the mixers used on both the experimental
receivers described in this thesis involved first defining from a system level the required
3rd order linearity performance of the mixer. A review of the procedure used to find
both the equivalent input noise resistancé& Grder linearity performance, in addition
to the conversion gain of the individual mixers as well as the other receiver components
used by the DECT/GSM receiver is given both in chapter 2 of this thesis, and in [6.15].
From a system level, with a definition of the required]OI Jrder intermodulation
performance of the mixer, the @&V,) of the input devices can be set using the first

entry in table 2. This will actually give a conservative estimate for the linearity of both
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the transconductance stage and the mixer, as this equation was derived using square law
equations. For sub-micron technologies, the devices will experience velocity saturation,
resulting in a more linear input pair and increasing the value of thg ¥ompared to
what is defined in table 2. With the };of the source coupled pair defined, the next
objective is to define the required conversion gain and the desired noise performance of
the mixer which are now dependent on the productpéhd R in addition to the ratio

of Vi o/(VgsVisw Again, the objective is to minimize the bias current which is used by
the mixer. It would seem at first glance, that increasing the ratio pH/\N gsVi)sw

could be accomplished by simply decreasing;é¥y)s,, to a few millivolts. However,

for a given |, decreasing the (ysV)sw Will obviously result in a larger switch size and
corresponding large gate capacitance. This makes the design of a low power high LO
amplitude buffer difficult to implement. This is particularly true if accurate quadrature
is required as is in the image-rejection mixer implemented in both the receivers
discussed in this thesis. The implementation of an LO buffer which generates accurate
guadrature is covered in chapter 7. All of the LO buffers which were designed for both
receivers were intended to have a 800mV zero-to-peak amplitude driving the mixer.
With the amplitude of the LO fixed (Vp), the (VgsVi)sw Was then selected as large as
possible to meet both the noise and conversion gain requirement while minimizing the
gate load capacitance on the LO buffer. From the plot shown in figure 75, it can be seen
that the total input referred noise begins to role off when thggNVysVisw is
approximately 2. Therefore, the 4¥;8 of the switches were selected to be
approximately half the value of the LO input amplitude, for this example, that

corresponded to (§Vy)swOf approximately 400mV.

To minimize the noise contribution from the PMOS active current source, one
can see from the expression given fogfzsythat maximizing the (Yg-V¢)cs Will reduce
the noise contribution from the load current source. However, increasing {hg6f

the load will obviously lower the output swing, in turn reducing the amount of available
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headroom. Therefore, the (VV}).sof the load current sources should be made as large

as possible allowing for the needed output swing at a given minimum supply voltage.

Description
2
Vip3 4J%(VQS_Vt)in
A J2I,R Vo Sinﬂfz(vgs_vt)sw%
ce (Vgs=Vin(Vgs=Vig, U O Vio d
2 O KT KT O
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R msw
eq(sw)
« 2 2
B = Z ‘Sk‘ — (Vgs_ t)m %(Vgs t)wElz 1 +
2
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Table 2: Mixer conversion gain, noise, and linearity description.

With the (VysVy) selected for all the mixer devices, this leaves the choice of
R_ and the bias current. The product qf &nd R are selected to meet a particular
conversion gain requirement, set on a higher system level. The choice specifically for |
is made on the required noise performance of the mixer. From the expression given in
table 2 for Ryqotaly the relationship between bias current and the noise performance

becomes clear. In short, the entire curve fqiyRytarycan be pushed down by increasing
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the value of | and maintaining all previously selected values fory{¥y) of the
switches, transconductance stage and the current source. An example of the noise

contribution of various mixer devices on the tail bias currgns lgiven in figure 79.

Equivalent Input Noise Resistance vs.pl
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Figure 79. Current-commutating mixer noise performance as a function of the tail bias cyjrent |

6.8 Example Mixer Design

With a review of the methodology used to design the mixers, a few design
examples will now be provided. Not to lead to any confusion, it should be kept in mind
that there were two receivers systems which were built, both of which utilized the wide-
band IF architecture described in chapter 3. All of the six mixers used by both prototype
receivers were implemented with some variant of the CMOS current commutating mixer
shown in figure 63(b). This section will highlight some of the design features of each
mixer used by both prototype receivers. For the purposes of the design examples
presented in this section of the thesis, the name RF-to-BB will refer to the mixers

converting the RF port signal from RF to an intermediate frequency. The RF-to-IF
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mixers will always utilize the first higher frequency local oscillator referred to as LO1,
the mixers themselves may sometimes use the name LO1 mixers or first stage mixers.
The six mixers used in the wide-band IF architecture which convert the signal from IF
to baseband will be called the IF-to-RF mixers or the LO2 mixers as these components
run off of the lower frequency oscillator used in the second stage conversion, or the

second local oscillator (LO2).

6.8.1 DECT Receiver Implementation

A diagram of the all the blocks included on the first DECT prototype receiver
[6.15][6.16] is shown in figure 80. At the RF and LO signal ports of the receiver, a
single-ended-to-differential conversion takes place with an external balun allowing the
higher frequency signals to be brought on-chip differentially. To reduce the impact of
coupling between blocks in the receiver, the entire signal path across the chip was made
fully differential. The LNA is AC coupled to the input of the RF mixers, while the first
mixer stage is AC coupled to the second set of mixers. At baseband, two offset current
DACs are used to mitigate any effect due to LO self-mixing in the second mixer stage.
A Sallen and Key anti-aliasing filter is used before the signal is sampled by an 8th-order
switched-capacitor channel filter network. The signal is then digitized using a 10-bit,
10 MS/sec ADC. The digital output is driven off-chip using source-coupled logic to
reduce the effects of digital substrate noise coupling. Quadrature LOs are realized with
a 29order polyphase filter before being applied to the mixer input[6.17]. An indepth

look into the implementation of the polyphase filter is given in chapter 7.

All circuits on this chip use a 3.3 Volt supply. All pads are ESD protected with
reversed-biased PN diodes including the LNA input. To further reduce the possibility of
coupling effects due to parasitic bondwire inductances, a self-biased on-chip current
source is replicated throughout the RF and IF sections of the receiver. A discussion of

the current source implementation is given at the end of chapter 7, section 7.4.1. The
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bias circuit for the DECT prototype includes an adjustable current DAC. All bias
circuits, gain control for the RF and baseband sections, as well as the ADC clocking
frequency and various other options are controlled by two sets of 50-bit serial-input

shift registers.

For the DECT prototype receiver, the output of the LNA is AC coupled to the
input of the RF mixers (LO1), while the output of the RF-to-IF mixers is AC coupled to
the input of the IF-to-BB (LO2) mixers. Finally, the output of the IF-to-BB mixers is

directly coupled into the baseband anti-alias filter.

LO1IN LO2 IN
i —

DC Offset
Phase Phase
Shifter Shifter Current DAC

+
RF IN —.%r
I

| 0 | Q Anti-Alias SC Low 10-Bit
Q Filter Pass Filter ADC

AN

DC Offset
Current DAC

Figure 80. Block Diagram of the all the components included on the DECT receiver [6.16].

In the DECT prototype implementation, both of the local oscillators are
realized off-chip. The first LO was fixed at 1.7GHz, because the DECT carrier runs
from 1.88GHz to 1.89GHz, this implies that the second local oscillator must tune from
approximately 190MHz to 200MHz to accommodate the direct modulation from IF to

baseband.
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6.8.1.1 RF-to-IF (LO1) Mixer

The basic circuit topology used by both the first and second mixer stages is
shown in figure 81, with the exception that triode region deviceg &hd M,y are
replaced with p+ diffusion resistors in the second mixer stage (LO2 mixers). The input
transconductance stage consists of a simple differential pgial M,. The cascode
devices My and M, provide better LO-to-RF isolation. MMg act as switches in the
mixer. Triode region devices Mand M,y are used to set both the load and the gain
which may be modulated on-chip by varying the current through diode-connected
device Mjg. Common-mode feedback is achieved with devicegzM 14, M5 and the
current source consisting of M and M;,. Compensation for the common-mode
feedback loop is provided with &, To remove any DC offsets from the first mixer
and accommodate a level shift between the output of the first mixer stage and the input

to the LO2 mixers, a 2.6pF coupling capacitor was used (see figure 82).

Selection of the local oscillator and IF frequencies involves several trade-offs.
Gain and phase mismatch within the signal paths of the mixer limit the practical image
attenuation to 35 dB. Therefore, to meet the image-rejection requirement of 70 dB in
the DECT implementation, some filtering must be performed by the front-end RF filter.
However, to make full use of this filter, the image-band must reside sufficiently far
away from the desired carrier in frequency, implying a high IF. In addition, a high IF
reduces the tuning range requirements of the IF synthesizer. In contrast, the output of
the first mixer is a high impedance node. Therefore, the parasitic capacitance and the
silicon technology used for this implementation set an upper bound on the allowable
intermediate frequency. Originally, the RF mixers were designed to accompany an on-

chip synthesizer where LO1 was limited to 1.7 GHz by the pn6 technology.
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Therefore, in this implementation LO1 was set to 1.7 GHz requiring LO2 to range from

181 MHz to 197 MHz.
Vdd
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Figure 81. RF-to-IF (LO1) mixer used for the DECT receiver.

The bandwidth of the common loop is nominally 270MHz with a phase margin
of 85°. The value of Gompis 8 pF. The (\jsVy) of the input devices was selected such
that the IP3 of the mixer was simulated as Vip3 = 1.0 V. The size of M9 and M10 were
selected to give a nominal drain to source resistance of2lakd this is the dominant
load resistance of this mixer, thus, the drain-to-source resistance of M9 and M10 is

represented by Rin the model presented in section 6.5.2.3.

As mentioned earlier the amplitude of the local oscillator was designed to be
800mV zero-to-peak. To achieve minimal loading on the LO buffers while reducing the
noise contribution from the switches and the load, a ratio QioNVysVi)sw Was

selected to be 2. This then set the W) of the switches to be approximately 400mV.

The value of RL and theylwere selected to give a voltage conversion gain of 3

with an equivalent input noise resistance of(l k
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As was mentioned in the previous section there exist a trade-off between the
noise contribution from the current source devices and the available output swing of the
mixer. The maximum required swing at the output of the first mixer is determined by
the maximum possible received signal at the antenna as well as the total voltage gain
between the antenna and the first mixer output. From the DECT standard, with 20dB of
gain between the LNA input and the first mixer output this translates to a maximum

differential mixer output swing of 200 mV.

The output common mode voltage was established by feeding in a single the
reference current through the stack devices M1 through M6. The reference voltage set
at the drain of M7 was then applied to a unity gain buffer consisting of M10, M11, M12,
M19 and M20. The reference voltage at the output of the unity gain buffer, is then
applied to an amplifier consisting of M13, M14, M15 and M18 which compares the
desired common mode voltage at the gate of M13 with the actually common mode
voltage from the output of the mixer. The error voltage generated then modulates the
gate voltage of the load current source to move the output common-mode voltage in the

direction of the desired common mode.

M1 M4

15.5/1.0 4/1.0 40/0.6

M2 M5

15.5/1.0 4/1.0

M3 M6 M10
15.5/1.0 14/1.0 0/0.6

Part of the
mixer shown
in the previous
figure.

M8

M7
20/1.0:]. 20/1.0 LY
| l].

Figure 82. Circuit used to create the output common mode voltage of the LO2 DECT mixers.
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6.8.1.2 IF-BB (LO2) Mixer

To remove the up converted terms, a low-pass filter is required at the IF node.
The output resistance of the RF mixers in combination with the parasitic capacitance at
the IF node together create the required RC time constant. Unfortunately, a problem
associated with this particular implementation of the wide-band IF system is that at the
first mixer output, the 3 dB frequency is 160 MHz which is much lower than desired. At
IF, the desired channels range from 181 MHz to 197 MHz which implies a significant
gain penalty for the RF mixers. Using a Qu& CMOS technology, the drain junction
capacitance of the switches and the current source at the output of the first mixer, the
gate capacitance of the input devices of the second mixer stage, and the parasitic
capacitance of the AC coupling capacitor severely limit the bandwidth and the gain of

the mixer.

The output current from two of the four IF-to-baseband mixers are added
together to correctly sum the signals for image cancellation, as shown in figure 83. A
pair of 6-bit DC offset current DACs are then used to mitigate the effects of any LO2
self-mixing and to compensate for DC offset in the subsequent baseband switched-
capacitor filter stages. The offset current DAC on this chip can be updated with a
baseband DSP using an algorithm as described in [6.18][6.19]. At the current summing
node, the first pole of the anti-alias filter is created with the mixer output resistance
loaded by a 28 pF capacitor. The low-pass filter created at the output of the first mixer
stage in combination with the Sallen and Key filter serve a dual purpose, to remove the
up converted IF mixer components and perform anti-alias filtering for the subsequent

switched-capacitor blocks.
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Figure 83. Two of the four mixers used by the DECT receiver to realize the frequency translation
from IF to baseband.
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Chapter 7

IR Mixer - Supporting
Circults

7.1 Introduction.

In the previous chapters a description of the wide-band IF system was given,
and a system that permits self-calibrating of the gain and phase mismatches found with
in the various channels of an image-rejection mixer. In chapter 6, a discussion was
given on the design of the all of the mixers used in both prototype receivers. This
chapter emphazises the circuits which support the core mixer cells. In particular, the
design and implementation techniques of circuits which generate quadrature signals.
Both the first and second local oscillators must produce signals which havé phee
difference. Because of the different frequencies of operation, and the requirements on
tuning by the self-calibrating image-rejection mixer, the quadrature generation circuit
implemented for the first local oscillator is significantly different from that used for the

second local oscillator.

This chapter is broken into three sections, the first of which reviews some of
the issues of generating quadrature signals at high frequency. Included in the first
section, are some example implementations of high frequency quadrature phase

generation circuits which have been utilized to date. This is followed by a description
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of the circuit used to perform quadrature generation on the first high frequency local
oscillator, shown as the LO1 phase shifter in figure 84. Specifically, a new circuit,
utilized by the DECT/GSM receiver, which eliminates the loss in carrier power
associated with a polyphase filter is presented. The second section of this chapter
(section 7.3), looks into the issue of generating a tuneable, quadrature generation
circuit, which has the ability to tune out the comprehensive phase error associated with
all of the phase mismatch between two of the four image-rejection mixer channels. An
example implementation of a tuneable phase shifter is presented at the end of
section 7.3, along with some simulation results. The final section of this chapter
(section 7.4) quickly reviews some of the standard bias circuits which were utilized by

both the first and second generation prototype receivers.
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Figure 84. DECT prototype receiver block diagram.

7.2 High Frequency Quadrature Generation (LO1)

A key feature of any well designed frequency translation block used in a
variety of communications applications, is the ability to generate accurate quadrature
sighals used by the mixers. This section will outline a block which was used for the

GSM/DECT (2nd generation) receiver. An additional example is given on the
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implementation of the quadrature phase shifter used by LO1 in the DECT receiver. This
section begins with a brief review of the issues in designing quadrature generation
circuits, as well as a comparison of some of the more common phase generation circuits

used to date.

Typically in a receiver channel, quadrature signal generation begins with the
output of a voltage controlled oscillator, which is inside a phase locked loop (PLL). The
performance of PLLs in a radio channel is usually quoted in terms of phase noise,
output carrier power (amplitude of the LO) and, for portable applications, the overall
power consumption is of much interest. In conventional, discrete-component
implementions of PLLs for radio channels, all of the components within the loop
contribute noise fairly equally including the VCO. However, as was mentioned in
chapter 3, when attempting to integrate the entire PLL, the VCO has a tendency to
dominate the overall phase noise performance, as the inductor and the varactor diode
used to implement the VCO have a significantly lower quality factor, than the discrete
component counterpart. This is particular true of low-Q spiral inductors found on lossy
CMOS substrates. Therefore, when attempting to utilize or tap the output of the phase-
locked loop, it is critical to develop a circuit which not only buffers the VCO without
significantly degrading the Q of the tank, but also provides buffering with minimal
amount of loading to the PLL tank circuitry. In addition to generating quadrature
signals, the buffer/phase shifting circuit also needs to supply sufficient carrier power

for the mixer input port with a phase relationship as close foa8Qpossible.

The problem of buffering the VCO and generating quadrature signals is
summarized in figure 85. Here it becomes clear from the perspective of the VCO, the
input of the buffer/phase shifter should look purely reactive to prevent a reduction in
the LC tank Q. Given a choice between an L or C, the choice is clear that an integrated

input capacitance can be realized on-chip with a much higher Q than an inductor. This
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is particularly true at 1.5GHz, which is approximately the frequency of the first local

oscillator in both the GSM/DECT and DECT prototype receivers.

The VCO is typically realized with an LC tank, where the tuning frequency of

the oscillator is controlled by a variable capactor, which is often nothing more than a
varactor diode. Any additional parasitic capacitance added to the tank circuitry will
degrade the achievable tuning range. Therefore, the capacitance looking into the VCO
buffer phase shifter must be kept to a minimum. Additional issues associated with the
buffer design are that the carrier power should be kept sufficiently large to ensure
enough signal swing to adequately overdrive the switching devices inside the mixer.
Furthermore, the phase error (defined as the deviation from the idé€alpg@6duced at

the phase generator output should also be kept as small as possible, as this will
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influence the value ofbsl first described in chapter 4.
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Figure 85. General block diagram of the VCO, phase shifting network and the input of the mixers.

While there are many publications and techniques introduced over the last fifty
years to generate quadrature signals, only a few are highlighted here. One method for
generating quadrature signals is to use a set of D flip-flops which perform a divide by 4.
A desireable byproduct of this division is a set of 4 signals which are seperated equally
in phase by 98. Although this achieves the goal of producing quadrature signals, a
synthesizer is required which can realize a carrier four times higher in frequency than

the signal required by the mixer. For the wideband IF system, the first local oscillator
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must reside in the 1-2 GHz rangerfa 2 GHz input carrier. If D-latches were used to
generate quadrature signals from the PLL, this would require a synthesizer capable of
producing a 6 GHz output signal, which is difficult to achieve in a @B5CMOS
technology. In addition, achieving less than a?d phase error using this method is
challenging. Therefore, the divide by four method was eliminated for the first higher
frequency local oscillator. However, this method was used to generate the lower

frequency LO mixer input (LO2) for the DECT/GSM receiver, and is discussed more in

section 7.3.
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Figure 86. Vector representation of the effect of a pole and zero in the signal path.

The operation of most of the phase generation filters discussed in this section,
can best be viewed or understood with a vector signal represention of the LO carrier as
it passes through the filter. This is particularly true in the case of a polyphase filter
which will be examined in depth, in section 7.2.5. Most of the passive phase shifting
filters in the following sections utilize either a simple RC pole or zero to manipulate the
phase of a signal in one path relative to the other signal path. Figure 86 contains the
most intuitive vector argument, for the simplest single pole and single zero filter. The
input to both the RC and CR circuits are represented with a vector of shown. ah¥
well known transfer function of both the single pole and zero are represented with

H(jw). At the 3dB frequency, the input vector in the RC circuit is multiplied by the



197

transfer function which can be written a6l—j)/./2 . This implies that the input vector
is rotated by -48 while the magnitude of the input vector magnitude is attenuated by
1/.J2. Likewise, in the case of a zero, the input vector is multiplied by a vector of
(1+j)/ 42 having the effect of advancing the phase of the input vector b 46the

3dB frequency. These simple vector concepts are reviewed in figure 86.

7.2.1 RC-CR Phase Shifter

The most basic circuit for generating a quadrature phase shift is to utilize two
resistors and two capacitors to implement a pole in the in-phase path of the local
oscillator, as well as a zero in the quadrature path of the carrier[7.1][7.2]. This method,
which is illustrated in figure 87, simply uses the phase generated by a signal pole RC
filter in one path and a zero in the other path to develop @@tase difference between

the two channels.
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Figure 87. Simple RC-CR phase shifter used to develop 8 giase shift between two signal
paths.
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One of the most desireable characteristics of an RC-CR phase shifter is
revealed when the phase difference between the | & Q output paths are derived as a
function of the frequency. Assuming no mismatch between the passive components, the
phase difference is a constant 9@t all frequencies. This implies that the phase
difference is immune to process variations in the resistors and capacitors (assuming no
mismatch between components). However, the amplitude of the | and Q signals, in the
two signal paths, vary as a function of frequency, and are only equal at the 3dB
frequency. Both the magnitude and phase response of an RC-CR are plotted in figure
87, as a function of theds normalized by the 3dB frequency. Although, the frequency is
relatively constant for the first local oscillator in both the 1st and 2nd generation
receivers discussed in this thesis, the amplitudes will differ considerably over resistor
and capacitor process variations. This in all likelihood, would require a limiter (which
is typical done) at the output of the RC-CR. Such a limiter would be difficult and
relatively power hungry to design at 1.5 GHz. Additionally, the mismatch between the
Rs and Cs in this filter will lead to a phase error. In appendix E, both the transfer
function of the RC-CR filter is derived as well as an analysis of the phase error created
by a mismatch between the passive components. The results of this analysis given in
appendix E show that the deviation from ideal quadrature in an RC-CR filter as a

function of component mismatch can be described as,

A$ (AR, AC) = atar3 0 (Eq7.1)

0 1+0XRC)? O
g 1@ RO 5

At the 3dB frequency this may be simplified to,

AR, AC

A(AR, AC)=Z2 + 5%

(Eq 7.2)

From equation 7.4, it can be shown that with a F¥¢R = 0.05 and

AC/C = 0.05) variation in both the resistor and capacitor values, the phase error will
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be as large as® As will be shown shortly, the single ended version of the RC-CR filter
has rather poor component matching characteristics when compared to a differential

phase shifting topology.

7.2.2 Constant Magnitude Phase Shifter

One method proposed to overcome the gain mismatch between the two outputs
of an RC-CR filter, was achieved through the use of a constant magnitude phase shifter
[7.3]. Similar to an RC-CR phase shifter, the constant magnitude filter relies on a single
RC pole and zero to obtain a 9@hase shift. However, the primary advantage of this
approach is with respect to maintaining an approximate equal amplitude between both
the | and Q outputs. A schematic of the constant magnitude filter is shown in figure 88.
This 1/Q phase generator is inherently differential, one path of the carrier passes
through a circuit with both a pole and zero, while the Q path of the filter is derived
directly from the input signal, without any additional phase shift added between the
input and output of the filter. For the implementation example given in [7.3], the phase
shifter was used in the | and Q signal path after a downconversion mixer, however, this

concept can easily be extended to generating quadrature local oscillators. In [7.3], a
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Figure 88. Constant magnitude phase shift filter.
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dummy filter was placed in the Q channel, to ensure equal loading between the two

signal paths.

A simple analysis of the in-phase signal path illustrates that both a pole and
zero exist in the transfer function. The transfer function in the in-phase path can be
expressed as,
1-jwRC

1+ jwRC
Because of the allpass nature of the transfer function given in equation 7.1, the

Ho(jw) = (Eq7.3)
magnitude of the signal is obviously unity across the entire spectrum. From equation

7.3, the phase shift as a function of frequency can be written directly,

OH(jw) = atan(—wRC) — atan(wRC) (Eq 7.4)

or,

OH(jw) = —2atan(wRC) (Eq 7.5)

From equation 7.5, it is clear to see that the phase difference between the | & Q
path is 9@, only at the 3 dB frequency. Therefore, this class of phase shifting filter has
almost the opposite properties of an RC-CR filter. The gain between the two signal
paths is equal at any frequency, eliminating the dependency of the signal amplitude on
resistor and capacitor process variation. However, the phase is ofllgtqfrecisely the
3dB frequency, this can be seen in figure 88, where the magnitude response of the two

channels is shown with the phase difference between the | & Q signals.

A derivation of the phase error as a function of the mismatch is given in

appendix F, where the phase error as function of component mismatch can be described

by,
O 0, . ARAC
0 ZmRCD1+ >R2CH
Ad(w, AR, AC) = 2atan(wRC)-atarH

0
E (Eq 7.6)
2 R C
1 wrorR- AR - B




201

The expressions for the mismatch of both the RC-CR (equation 7.4) filter as
well as the constant magnitude phase shifter (equation 7.6), are plotted as a function of
frequency for the case oAR/R = 0.05 , andAC/C = 0.05 in figure 89(a), while
figure 89(b) shows identical plots obtained from spice under the same condition. The
phase error for an RC-CR filter peaks at the 3dB frequency, and is approximatédy 3
a 5% resistor and capacitor mismatch. Under identical circumstances, the phase error
for a differential constant magnitude phase shifter is considerably less than an RC-CR
filter; this is illustrated in figure 89. A 5% component mismatch results in less than a
0.1° phase error, which is obviously consid%rably less than the case of an RC-CR filter.
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Figure 89. Plots of phase error due to component mismatch for a RC-CR and constant magnitude phase
shifter vs. frequency. All examples above assufti/ R = 0.05 AQYC = 0.05 . ()
Results from spice simulations. (b) Plots based equation 7.2 and equation 7.6

The question of why the component mismatch has considerable less affect on a
differential phase shift filter, when compared to a single ended filter, is not immediately
clear. However, a vector signal diagram does aid in gaining an intuitive understanding
as to why the phase error is significantly less, as a function of mismatched components,

when compared to the mismatch error produced in a single-ended RC-CR filter.
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Shown in figure 90(a), is a vector diagram representing the output signal of
both the | and Q paths of an RC-CR filter. Near DC, the Q vector has an almost zero
magnitude on the j-axis, while the | vector is at maximum magnitude, as expected, and
can be represented as sitting on the real axis. As the frequency is increased and
approaches the 3dB frequency of the RC combination, the Q vector rotates, and will
ideally (without mismatch) sit at a #5angle with respect to the real axes, and the
magnitude will increase td/./2 . Likewise, the | vector will rotate by a negative, 45
and will ideally (without mismatch), reside at -45with respect to the real axis.
However, if there exist a mismatch between components in the RC filter, the vectors, at
the 3dB frequency, are phase shifted; this case is represented as I’ and Q’ in figure
90(a). For the example mismatch case given in appendix E, R1 and C1 are slightly
increased in value, thus lowering the pole frequency, and increasing the phase shift at
the operating frequency, of the local oscillator, this is represented as I’ in figure 90(a).
Conversely, for the example given in appendix E, in the Q path of an RC-CR, a decrease
in the resistor and capacitor results in an increase in the zero frequency, in turn
resulting in less of a phase shift at the oscillator carrier frequency. In the RC-CR
approach, the phase error due to mismatch, is then simply the sum of the phase error

from the Q vector and the | vector.

A similar approach to understanding the phase error of differential constant
magnitude phase shifter can be used as was done with the RC-CR filter. Figure 90(b)
shows a vector signal representation of the | and Q output vectors, shown at nodes 1 and
2, in figure 88. The Q output vector is created by taking the vector represented as 1, and
subtracting vector 2. Ideally, without mismatch, the resulting Q vector would lie on the
j-axis. Vectors 1 and 2 will experience a similar phase shift with mismatch as was the
case for the | and Q vectors in the RC-CR example. The output vectors, as a result of
mismatch, are shown as 1’ and 2’ in figure 88(b). Now when the difference between
these two vectors is taken to obtain the Q vector, it is clear, that the resulting Q vector,

will still reside on the j-axis at the 3dB frequency. Thus, the phase error due to
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component mismatch actually cancels, when taking the difference between the two

vectors. In the RC-CR filter, the quadrature accuracy is the result of the phase

Vector Representation of RC-CR Filter
j A

Q’ (Q Output w/ mismatch) @ 3dB

%0 A ¢ 0 (1deal Q Output) @ 3dB
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| (Ideal | Output) @ 3dB
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Vector Representation of Constant
Magnitude Phase Shift Filter
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Figure 90. Vector representation of the phase error due to component mismatch (a) RC-CR filter.
(b) Constant Magnitude phase shift filter.
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difference between two vectors that are shifted in phase, by an amount that is roughly
proportional to mismatch in R or C. However, in the case of the constant magnitude
phase shifter, the Q vector is generated by taking the difference of the two vectors
which are generated with a single pole and zero. To first order, the phase error generator
by the pole and zero in a constant magnitude phase shifter cancels. The phase error
generated as a result of component mismatch, in a constant magnitude phase shifter, is
then related to higher terms resulting from subtracting vectors one and two in figure

90(b).

Generally speaking, differential phase shift circuit topologies will exhibit
superior matching performance when compared to single ended quadrature generation
circuits. In summary then, the RC-CR filter holds the advantage of maintaining a
constant 98 phase shift at any frequency. However, the disadvantage is with respect to
matching (at least in the single ended version of this circuit) and the magnitude in each
signal path is only equal at the 3dB frequency. Almost the opposite properties are
observed with the constant magnitude phase shifter, which maintains an equal
magnitude between the | and Q paths but has the disadvantage of only producifig a 90
phase shift at exactly the 3dB frequency, allowing for a phase error across resistor and
capacitor process variation. The single ended RC-CR filter could be arranged into a
differential version [7.3] to obtain superior matching properties. However, both the
constant magnitude phase shifter as well as the differential version of the RC-CR filter

begin to approach the form of a polyphase filter as will be discussed in section 7.2.4.

7.2.3 Miller Capacitance Phase Shifter

An alternative method to utilizing RC components in the realization of a
guadrature signal generator, was introduced in [7.4], and is shown in figure 91. Here the
output of the synthesizers feeds the input of two differential buffers. The output of each

buffer is LC tuned with an on-chip spiral inductor. A phase shift is created between the
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I and Q paths, at the buffer output, by virtue of a feed forward zero created with a
capacitor between the gate and drain of the input devices of one buffer. The transfer

function of the buffer with a miller compensation capacitor is shown in [7.4] to be,

g (R (1 - joC,/g,,)
(1+jwCR|) (Eq7.7)

H(jw) =

This expression for the voltage gain of just the input differential pair has an all
pass characteristic, similar to the constant magnitude filter, in section 7.2.2s Bhe
impedance looking into the source of the cascade device (equation 7.7 is only the
transconductance of the input differential pair) and can be simplified g@slR),. In
addition, if it is assumed that the value of,Cand g, are selected such that
w = ¢,/C,,, than equation 7.7 can be expressed as,

H(jw) = H (Eq7.8)

This can be further simplified to,

N _.—j90°
H(jw) = e (Eq 7.9)

From equation 7.9, the transconductance stage of the buffer with a Miller
capacitor will create a ¥phase shift between the input and output. The other buffer,
without a Miller cap., will have a 180phase shift between the input and output. Thus,
the total difference in phase between the two buffers outputs is ideafly ®is buffer
configuration has a distinct advantage over the previous methods of phase shifting using
passive RC components, as this circuit can actually be made to provide gain to the
carrier from the VCO output to the mixer LO input. In addition, to generating
guadrature, this buffer also accomplishes one of the goals previously outlined, which is
to provide a capacitive input from the VCO looking into the buffer. However, it is
probably worth mentioning that the impedance looking into the buffer with the feed-
forward zero is not entirely capacitive and can be shown to be of the following form.

(1+jwCeR|)

Zin(jw) = jo[(Cys* CR)(1+ jwCpR ) + 9y R Ce(1~ (j0Cr)/ gpy)]

(Eq 7.10)
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At w =g,/C,, the impedance looking into the buffer, with a miller
capacitance, can be approximated as,

- ey
Zin(19y=g,/c,~ 2 (Eq 7.11)

Equation 7.11 illustrates that there is a real part to the buffer input impedance
of 1/2g,. Previous implementations of this phase generation scheme utilized an
additional buffer between the VCO output, and the input of the two phase shifting
buffers, illustrated in section 7.2.3. Depending on the use of the miller cap. phase
shifter, care should be taken as the real part of the buffer input impedance could

potentially degrade the Q of an LC based VCO tank.

Vdd
0
—
ALY iva QLO
o———[ M1 M2
LO >
Output o Vdd
IBiasl

Figure 91. Miller Capacitance Phase Shifting Buffer.

The implementation given in [7.4], provided buffering of the mixer input
capacitance and generate quadrature with relatively little power consumption. The

phase accuracy in this approach, relies on generating a constant deyiGeross
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temperature and process. While this approach is suitable for applications where the
requirement on phase accuracy is relaxed as it was in [7.4]. Other applications requiring
a higher degree of phase accuracy may experience limitations using this method for

guadrature generation.

Although, the miller phase shifting method may have limitations with respect
to achievable phase accuracy, it is certainly worthy a discussion, as this concept was
manipulated to realize a high phase accuracy buffer and quadrature signal generation
circuit which was utilized by the first local oscillator in both the receive, and transmit

paths of the GSM/DECT transceiver.

7.2.4 Asymmetric Polyphase filters

A third approach for generating quadrature signals and used in a variety of
communications applications, is through the use of asymmetric polyphase filters. These
filters have been used in applications ranging from quadrature signal generation to
improving sideband suppression in the case of some image-rejection mixers, as

discussed in chapter 5.

A polyphase filter is realized with a network of poles and zeros configured to
rotated the phase of applied signals in potentially eight different directions, between the
input and output of the filter. To understand how a polyphase filter may be used for
various applications it is best to evaluate a single stage, again using a vector signal

representation at both the input and the output of the filter.

The introduction of a phase shift for a single RC is illustrated in figure 86 and
can be extended to a one stage polyphase filter shown in the center of figure 92. The
filter is realized with four single ended inputs and four outputs. Four resistors and
capacitors are configured to realize a network of poles and zeros. Depending on the

phase relationship of the signal applied to the input of the polyphase, a number of
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functions in communications channels may be realized including, quadrature signal
generation, improved phase accuracy of quadrature signals and image (sideband)
suppression. All of the potential input phase configurations, as well as the resulting

ideal output vectors are shown in figure 92.

Single Single  Quadrature Unwanted Single Quadrature Quadrature Improved Sideband
Phase Phase Signal Sideband Stage Generation Generation Quadrature Rejection
(Type 1) (Type 1) Poly (Type I) (Type 1)
Phase ) . N

- — ¢ b o~m—To e et 0T ks

- A NN
— o~ | @ O BN XY Ler

@

Output Vectors Produced when W is at 3db freq.
(i) (ii) (iii) (iv) (i) (ii) (iii) (iv)
Figure 92. Potential uses for a poly phase filter. (i) Quadrature generation (type | input). (ii)

Quadrature generation (type Il input) (iii) Improved quadrature accuracy. (iv)
Sideband (image) rejection.

Although polyphase filters may be applied in several locations within a
receiver channel, of most interest in this work, is in use for quadrature signal
generation. Quadrature signals are required for the local oscillator inputs of the image-
rejection mixer discussed in this thesis. An accurate generation of a signal witd a 90
phase difference may be achieved by driving the input with a differential signal, either
in what will be labeled as a single phase type | or type Il input, both shown in figure
92(i) and (ii). In the type | input, one end of the differential signal is connected to
terminal one while the opposite end of the differential signal is connected to terminal
three, terminals two and four would then be connected to a common mode (AC gnd)
voltage. For the type | input, the resulting vectors, shown on the right-hand side of
figure 92 under quadrature output (Type 1), will ideally result in a two differential
guadrature signals by combining ports (1b) and (3b) to generate a Q signal while

pairing ports (2b) and (4b) to obtain an | signal. Similatla polyphase filter driven
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with what is labeled as a single phase (Type |l) input, shown figure 92(ii), is realized by
taking a single differential signal and applying one end of the signal to terminals one
and two while the other end of the input differential signal is applied to terminals three
and four. By applying the principle of superposition to each of the four output
terminals, a set of vectors shown in figure 92(ii), at the output, would result with a type
Il input. Using terminal 1a under the case of quadrature output (type Il), two separate
vectors result at the filter output terminals 1b and 3b. However, through superposition,
these two vectors when added (or subtracting 3b from 1b), results in one vector pointing
along the negative j-axis. Similarly a vector pointing along the positive j-axis would
result from adding two vectors shown at port 3b, in the quadrature generation (type Il)
example. Quadrature differential signals may be obtained by combining terminals 1b

and 3b as well as the pairing 2b and 4b for both the type | and type Il inputs.

Differential signals which may already be in quadrature or close to%p9@se
difference may also appear at the input of a single stage polyphase filter; this is
illustrated in figure 92(ii). This situation might arise when signals that are close to
guadrature and need to be further refined in terms of phase accuracy are passed through
either one or more stages of a polyphase filter. Another potential application for
applying a signal that is already close to quadrature would be when attempting to
suppress a sideband resulting from a complex mixing function [7.6]. In the case of
image suppression, a differential signal in the desired frequency sideband would be
applied with the phase relationship as shown in figure 92(iii) (already close to
guadrature) while the undesired sideband (usually at the image frequency) would have
an opposite phase relationship to the desired sideband as shown in figure 92(iv). Again,
this phase relationship would exists after a complex mixing function, as is often done in
receiver systems. The sideband above and below the frequency of the mixer local
oscillator will have the phase relationships as shown in figure 92 (iii) and (iv).
Applying the superposition principle to both sets of input vectors shown in figure

92(iii) and (iv) results in one set of output vectors which add in phase, allowing the



210

desired sideband to pass ideally unattenuated, while the undesired sideband (with phase
as (iv)) results in a set of vectors which cancel at the filter output, thus removing the
undesired sideband. The amount of sideband suppression which is attainable by a
polyphase filter ultimately depends on the component matching as well as the
dependence on phase to process variations. The following sections will look at these

issues .

Polyphase filters are rarely implemented as a single stage. More often the
polyphase filter utilizes several stages to realize either a quadrature circuit or for
sideband suppression. Shown in figure 93 is again a vector diagram for a multistage
polyphase filter which generates quadrature signals from a single phase type | input.
This signal could be coming from the output of a synthesizer. Again, assuming that the
signal passing through the filter is close to the 3dB frequency of the individual poles
and zeros, the phase of signals as they pass through the filter may be tracked. This
approach to studying polyphase filters was first introduced in [7.6]. At the output of the
first stage of the filter, roughly quadrature signals are generated at 1b through 4b. The
signal at the output of the first stage of the filter may have not be in perfect quadrature,
in addition to an amplitude imbalance. The phase error resulting from the first stage is
illustrated at the bottom of figure 93, where the vector labeled 4b is deviating slightly
from the ideal. This error will be correct by passing the desired signhal through
additional stages of a polyphase filter. For quadrature generation, a phase error due to
mismatch in the polyphase components is dominated by the last stage, as any phase
error resulting from mismatch in all of the stages prior to the last stage, will be
averaged out by the subsequent stages [7.10]. This is again illustrated at the output of
the second stage of figure 93. It also worth noting that the phase of all the vectors are
rotated by a positive 45 assuming the signal is near the filter 3dB frequency.
Additional stages may be added to this filter to further correct the phase, as well as
improve image suppression. The location of the poles and zeros in each of the stages

may be staggered to increase the bandwidth of the filter, allowing quadrature phases
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over a broader range of frequencies. The concept of broadbanding the phase of a

polyphase filter was first introduced in [7.5][7.6]and applied in [7.7][7.8].
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Figure 93. Mechanism of quadrature generation in an asymmetric polyphase filter. Additional
stages improve quadrature accuracy.
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A more quantitative description of a polyphase filter may be obtained by
realizing that the output signal can be expressed in a matrix form. The relationship

between the input signal and output signal can be described by,

Vo = PV, (Eq 7.12)
Where P represents the shift in phase created by the polyphase filter and can be

represented as a 4x4 matrix of the following form.

1 0 0 JwRC |

1+ jwRC 1+ jwRC
JwRC 1 0 0

p= [1T]wRC1+jwRC (Eq 7.13)
JwRC 1
1+jwRC 1+ jwRC

0 JwRC 1

i 1+ jwRC 1+ jwRC

At the 3dB frequency of the individual poles and zeros, within the polyphase
filter, a shift in the phase will be created where the P matrix can now be expressed as,

0.5-0.5i 0 0 05+05

0.5+ 0.5j0.5-05] O 0 (Eq 7.14)
0 05+05j05-05] 0
0 0 0.5+ 0.5j0.5- 0.5

P =

The input vector Yrepresents the voltage at all four of the input ports of the
filter. For example, a single phase differential signal with a peak voltage of unity
applied to input ports 1 and 3 in figure 92(i), and figure 93, can be represented as an
input vector \{ shown in equation 7.15(a). Likewise, an input signal already in
guadrature may be represented as a vector in equation 7.15(c), also shown graphically
in figure 92(iii). The third application of the polyphase filter is signal which has an
opposing phase relationship between the | and Q inputs as the previous quadrature

example and is represented as equation 7.15(c) as well as figure 92(iv).
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Taking each of the input vectors listed above and multiplying by the P matrix

results in.
0.25— 0.25] -0.5j 0.5+ 0.5j 0
0.25+ 0.25j _| 05 _ |-0.5+0.5j 0
v V= V. = =
°  1-0.25+0.25 ° |0.5] ° | -0.5-0.5 Vo 0 (Eq7.16)
—0.25-0.25] 0.5 0.5-0.5 0

(a) Single Phase (b) SinglePhase (c) Quadrature (d) Sideband
(type ) (type II) Output Suppression

For all four cases, it is easily seen that there is an agreement with the vector
argument given in figure 92. Although it becomes obvious that there are several
possibilities when utilizing the polyphase filter as a quadrature generation circuit, some
insight may be gained with a further investigation of the relative advantages and
disadvantages in terms of the phase frequency dependence, mismatch properties as well
as gain matching between the different possibilities for input phase. This will be

considered in the next section.

7.2.4.1 Polyphase Properties Associated with Input Signal Phase

Upon first examination, it is not clear what the relative advantages and
disadvantages associated with a single stage polyphase filter driven with a signal source
which has a phase relationship classified in the previous section as either single phase

type | or | input as well as a signal which is already in quadrature.
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A starting point for a comparison between the different polyphase filter input

signal configurations can be obtained by using equation 7.12. For a single phase type |

input, equation 7.12 takes on the following form,

1 0 jwRC
1+ jwRC 1+ jwRC
jwRC 1 0 0 0.5
v_ = [1+]j0RC 1+ jwRC 0 (Eq 7.17)
° jwRC 1 0 0.5
1+jwRC 1+ jwRC 0
0 jwRC 1
i 1+ jwRC 1+ jwRC

This results in an output voltage vector of,

1 1 ¢
201 + jwRCO
10 JwoRC [
2H + joRCH (Eq 7.18)
Ao 1 ¢
20U + jwRCH
_1g jwRC [
201 + jwRCH

Using the fact that the Q signal is created with the difference between the first
and third output while the | differential signal is realized with the second and third
output ports. The output vector, as a function of frequency in the | and Q outputs can be

written as,

1 Vo = JwRC

V= TTIGRC 0Q ¥ T4 joRC (Eq 7.19)
The phase difference between these two vectors is,
OA¢(wRC) = 90°(constanb (Eq 7.20)

From equation 7.19 and equation 7.20, it may be seen that type | input, shares
the same properties as a RC-CR filter with respect to the phase difference between the |
and Q signal maintaining a constant ®@ifference. However, similar to the RC-CR
filter the amplitudes are only matched at the 3dB frequency. The one advantage of the

type | input over an RC-CR filter, is again with respect to the differential nature of this
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polyphase approach resulting in better matching properties. A matching analysis of a
single phase type | input is provide in appendix H and is be described by,
- 26RCE1+ SRACH 3
2R2CU ol (Eq7.21)
Ad(w, AR, AC), = 2| 2atar(wRC)-atarH
ﬂ_(wRC)Z%l_zﬁaz%_uﬁ_C&%
0 [PRO (bclU

Now looking at the case of a polyphase filter driven with a single phase type Il

input, and again applying equation 7.12, will result in the following response in both
the | and Q output channels of the filter.
_1-jwRC V. = 1+ jwRC

Voq = 1+ jwRC ol 7 1+ jwRC
The phase difference between these two vectors can be described by,

(Eq 7.22)

OA$(wRC) = —2atanwRC) (Eq 7.23)

From equation 7.22 and equation 7.23 it becomes obvious that a single phase
type Il input has identical characteristics to the constant magnitude phase shifter
described in section 7.2.2. Unlike the type | input, the magnitude in the | and Q outputs
are equal at any frequency. However, the phase difference between the | and Q paths
becomes only 99 at the 3 dB frequency. A closer examination of the configuration
shown in figure 94 reveals that the phase of the input signal on both sides of the RC
combination, comprised of R2 and C1 as well as R4 and C3 is identical. Therefore,
these components do not serve any function other than providing better impedance
matching for polyphase filter stages which might follow the first one. By eliminating
the R,, C;, R4 and G from figure 94, it becomes obvious that this configuration is
identical to the one shown in figure 88, the constant magnitude phase shifter. Because
of the identical circuit topology between a constant magnitude phase shifter and a type
Il single phase input polyphase, it follows that the phase, magnitude, and matching
behavior as a function of frequency are the same. The analytic result for the matching
performance of a type Il input polyphase is the same as given in equation 7.6.

Nonetheless, the matching analysis for a type Il single phase input is given in appendix
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A, as the analysis was carrier out without making the observation that these two

configurations are the same. The result is shown in equation 7.24.

O +ARACH
0 20RCHL+ SRoCH
Ad(w, AR, AC),, = 2atanwRC)- atar%

0
0
0
R C
(1-(wRO) 20— E‘EREZ %Cg%

(Eq 7.24)
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Phase at outputs 2 & 4

are unaffected by component
mismatch of R2, R4, C1, C3.

Both outputs 2 & 4 are feed with the
same phase input.

-1/2

@%

Figure 94. Type Il input. Outputs 2 and 4 are immune to component mismatch as they are being
driven by the same phase across an impedance divider;pfRE€ and G, R,
combination.

The last case of interest is a single stage polyphase filter with a signal source
at the input that has a phase relationship already close to quadrature. Again using

equation 7.12, with an input;\as given in equation 7.16(c), results in both an | and Q

vector at the polyphase which can be written as,

(1+ooRC) V. = _(1+wRC)
oQ ~ T+ jeRrR0) ol 7 T(1+ jwRC)
Here it is interesting to note that the phase difference between the | and Q

Y, (Eq 7.25)

paths is 96 for any frequency. However, unlike an RC-CR type of filter, the amplitudes
match for all frequencies. Admittedly, if the | and Q signal applied to the input of the
filter were already in quadrature, there would be no reason to even use a polyphase
filter. However, if the signal source used at the input of the filter is close to quadrature,
and all that is need is a correction in phase, then there are some favorable
characteristics of applying a quadrature signal, to the polyphase input as will be

discussed.
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The matching characteristics of a single stage polyphase filter is shown in

appendix H to be,

0 0, + ARACH -

0 2WRCHL+ 5560 Al (Eq7.26)
Ad(w, AR, AC),, = 2 2atar(ooRC)—atarE 5 AR ACH

0—(wRO)° - (5RA FH - Boch

Shown in figure 95 is a plot of the phase error due to mismatch as a function of
frequency for all three of the input configurations discussed in this section. Shown in
figure 95(a) are the results obtained for mismatch running spice simulations while
figure 95(b) is based on the analytical expressions for mismatch presented in this

section.

Shown in figure 96 are the results of SPICE simulations run on the three input
phase configurations discussed in this section. The simulation results in figure 96, give
identical results to all of the equations for phase and gain given in this section. From
both the plots given in figure 96 and equations given in this section, some useful
observations may be made with respect to the signal loss through a single stage of the
filter. For the single phase type | input, a carrier loss Iof./2 at the 3dB frequency
(which is where the filter should be operating to obtain the correct phase) is observed.
This is intuitive, as with a type | input, the source is applied to only two of the four
terminals and the power will be reduced by 1/2, in turn reducing the amplitude by
1/.J2. Because of the all pass nature of the constant magnitude filter shown in figure
96(b), ideally there is no signhal attenuation in either the | or Q paths. The quadrature
input polyphase configuration, is plotted in figure 96(c). In addition to maintaining a
90° phase independent of frequency, there is actuallignal gain +/2 near the 3dB
frequency. The net increase in carrier power between the input and output, as compared
to a polyphase driven with a type | or Il input, is a significant observation that is used to
realize a circuit discussed in the next section. The increase in carrier power is attributed
to the fact that the filter is being driven by a signal source that adds in phase each of the

four channels at the 3dB frequency. Thus, it would appear that driving a polyphase with
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Polyphase filter phase error (degrees) vs. frequency
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Figure 95. Phase error due to component mismatch in a single stage polyphase filter. (a) Results
from SPICE simulations. (b) Phase from analytical expressions given in this section of
the thesis.
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a source which has a phase relationship that is at or near quadrature, has favorable
characteristics in virtually ever category discussed in this section. However, the
guestion remains as to how to generate a signal which is fairly close to quadrature to
begin with, and apply this signal to the first stage of a polyphase filter. The realization
of a quadrature signal source to a polyphase filter will be discussed in the section on

filter implementation, section 7.2.6.

Although, polyphase filters have been demonstrated in applications where
sideband suppression is required [7.7][7.8], the current discussion focus on the
usefulness of polyphase filters for quadrature generation at approximately 1.5 GHz. The
guestion at hand is how does the polyphase filter compare to the other two approaches
discussed with respect to phase accuracy as a result of mismatch, gain matching, and

phase sensitivity to process variations.

Table 3 gives a summary of the different characteristics of the phase shifting
filters discussed in this section. It is clear that although the polyphase filter has
considerable loss of carrier power, the potential advantages with respect to phase and
gain accuracy become evident. A major advantage of the polyphase filter is the relative
immunity that this filter has respect to component mismatch and process variation as

well as the ability to broad band the quadrature phase.
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Figure 96. | / Q magnitude and phase response for a polyphase filter with various input phase
configurations. (a) Single phase type | input (b) Single Phase Type Il input (c)
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7.2.4.2 Summary of Phase Shifting filter characteristics.

Table 3 summarizes all of the characteristics of the various phase generation
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Table 3: General frequency characteristics of three common quadrature generation filters.

filters discussed in the previous section. Each characteristic is given as a function

frequency.

Table 5 is identical to table 4 with the exception that all of the expression have

of

been simplified to show only the particular characteristic at the 3dB frequency of the
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poles and zeros with in the filter. Typically, all of the quadrature generation circuits

discussed are designed to operate at or near the 3 dB frequency.

o(w=1/RC) :;Rq)(w =1/RC) | AA(w=1/RC) Ad(w = 1/RG, AR, AC)(radians)
RC-CR 9(° (Constant) 0 (Constant) 0 - % AC%
R 2C
ARAC
Constant o . s atan@ 201+ 3Rach E
: = ~1(deg Q) - = c
Magnitude %_%_%_R B?E%l %cgm
Single
Fhase -
Polyphase —ar® B 20V 2 - atars III
Filter =90 1deg’e) 0 0 gl_%l_dmmz% ACH
O [pRU CDEED
(Type |
input)
Single
0 L ARAC
Phase =90 —1(deg'Q) 0 g 2d+*3rzén B
Polyphase V2 - atari3 AR Yo O
Filter %—%‘@RD% CpcOd
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Polyphase | 0 2% L ARACH M
0
Qul?]drue;ture 2§v2—atan% EA_R;RZCEA_CDZ %
P 0 Bl_%l_EQRDEHl CpcOoO

Table 4:

7.2.5 Polyphase Filter Design Issues

Once the determination has been made to use the polyphase filter for
guadrature phase generation of the local oscillator, the issues associated with the
implementation must then be addressed. In particular, the polyphase filter only
accomplishes one of the two functions outlined at the beginning of section 7.2, the
other functioning being the proper buffering of the synthesizer output. Simply

connecting the polyphase filter directly to the VCO output would significantly reduce
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the Q of the LC tank resulting in a degradation of the local oscillator phase noise
performance. This then implies some method of buffering between the VCO output and

polyphase filter input.

A simple method to shield the VCO from the polyphase is to utilize a pair of
source followers at the input of the poly phase filter, this was proposed in [7.9] and is
shown in figure 97. In this implementation, the loading on the VCO is almost purely
capacitive. Thus, achieving one goal outlined in section 7.2, of providing the VCO with
a capacitive output. However, for carriers in the 1-2 GHz range, the source followers
(particular in a 0.3m CMOS process) have a gain less than one as theo€ the
source followers will act as voltage divider with the input capacitance or impedance of
the filter, resulting in a net buffer gain of less than one. Depending on the selection of
the Rs and Cs in this filter an additional 6 to 10 dB of signal attenuation will occur
between the filter input and output. Therefore, because of the significant reduction in
carrier power an additional buffer in [7.9] was required at the filter output, to drive the
mixer capacitance. The composite power consumption of this buffer filter

implementation was reported to be 100mW.

VCO _>°_";|_

ISR S
- | | I\
! Im /% /m = S
A I

Figure 97. Source Follow with 3 stage poly-phase filter for quadrature generation. Source followers
take 10mA per device.

An attempt was made to implement this filter/buffer topology illustrated in
figure 97 for the GSM/DECT transceiver. However, it was found that only by
consuming a prohibitively large amount of power in both the input and output buffers
could attain a sufficient amplitude of the mixer LO input signal. Thus, alternative

buffer/filter architectures were explored. In an attempt to reduce the power consumption
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of the polyphase filter, it was desired to understand the mechanism of carrier loss in this
filter topology. Either minimizing and or reducing the loss in carrier power, ultimately

will reduce the need for power hungry buffers and or amplifiers.

In the section 7.2.4, simplifying assumptions were made with respect to the
loading of the polyphase filter output. However, one significant contribution to the
signal loss through a polyphase filter are several forms of parasitic capacitance.
Although an exact analysis of the carrier loss as a function of parasitic capacitance is
difficult to obtain, a more intuitive view is to simply look at the effect of loading a
simple RC pole or zero with an unwanted parasitic capacitance as shown in figure 98(a).
Here, it is clearly seen, that an input signal at the 3dB frequency, for either the case of a
pole or a zero, will be attenuated by more tharn./2 when the output has additional

undesired parasitic capacitance.

The parasitic capacitance within a polyphase filter arises from several sources.
Wiring capacitance will exists between the resistors and capacitors as well as from the
filter output to the mixer input. This is easily addressed with attention given to the
layout. A second source of parasitic capacitance is dependent on both the method and
the integrated circuit technology used to realize the individual capacitors. For the
polyphase filter implemented in both the GSM/DECT and DECT receivers, the
capacitors were implemented with two layers of poly. It is most obvious that an
undesired parasitic bottom plate capacitance exists between the lower poly structure
and the substrate of the chip, this is shown in figure 98(b). The last source of parasitic
capacitance results from the output from the comprehensive capacitance at the output of
filter. This capacitance is the result of wiring capacitance to the mixer as well as any

gate capacitance associated with the mixer input and any capacitors used for AC
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Figure 98. Non-ideal components contributing to the attenuation of the local oscillator input. (a)
loading of an RC or CR by a parasitic capacitance. (b) Parasitic capacitance in a poly-
poly capacitor. (c) Parasitic capacitance in a polyphase filter.

coupling. The location of each of these parasitic capacitors as they relate to a three

stage polyphase filter are shown in figure 98(c).

In summary, the loss in carrier power can be attributed to three sources of
parasitic capacitance. Understanding these losses will aid in the development of a
buffer quadrature phase shifting circuit topology.

1) Mixer capacitive loading at the filter output, due to the mixer switching
capacitance and the wiring capacitance.

2) Bottom plate parasitics of the polyphase capacitors.

3) Transition from a single phase input to quadrature phase from the filter
input to the output, has a minimum loss of 3dB when operating at the filter
half power point. This was discussed with the possible phases which can
be applied to the polyphase in section 7.2.4.
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Optimizing the mixer switching capacitance was discussed in chapter 6 and the
minimizing the runner capacitance between the filter output and the mixer input, is
simply a matter of good layout between the mixer LO input and the polyphase output.
Also, using ac coupling capacitors between the mixer LO input and the polyphase filter
output should be avoid, as this will further add parasitic bottom plate capacitance to the
polyphase output. This suggests that the polyphase filter output can properly produce

the common-mode required by the mixer LO mixer input port.

7.2.6 Miller Buffer Polyphase Quadrature generator

This section outlines the buffer and quadrature phase shifter that was used at
the output of the first local oscillator in both the transmitter and receiver of the GSM/
DECT prototype. A similar, but less power efficient set of polyphase filters were design
for quadrature generation of both LO1 and LO2 on the DECT receiver. Some guidelines

for the synthesis of polyphase filters are outlined in this section.

A buffer and polyphase filter combination was developed by merging two of
the previous quadrature signal generation techniques discussed in section 7.2.3 and
section 7.2.4. To reduce the loss of carrier power attributed to converting a single phase
input to a quadrature phase, a Miller buffer was used at the input of the polyphase filter
as illustrated in figure 99. Again, using a vector sighal representation for a single phase
input in figure 99. The first buffer (left-hand side of figure 99), provides apbase
shift relative to the input signal. The first buffer output is then applied to the input of a
miller capacitance buffer. The output of the second buffer now has®p®@se shift
relative to the output of the first buffer, thus providing roughly quadrature signals

which are then applied to the polyphase filter.

The output of the first buffer drives the input impedance of the second buffer
with the miller capacitance. Therefore, from the prespective of the VCO, capacitive

loading is only attributed to one of the two buffers. In addition, the VCO almost sees a
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pure capacitance looking in to the gates of M1 and M2 in figure 99. Both the reduced
capacitance of just one buffer input as opposed to two and the elimination of the
1/(2g,,) component of the miller buffer input impedance described in section 7.2.3,
will reduce the degradation of the LC tank Q as well as have a minimal impact on the
effective reduction in tuning ranging associated with parasitic capacitances in the VCO

tank.

The common mode input voltage to the mixer is provided with a common mode
circuit comprised of a simple amplifier and M9 (see figure 96). A capacitgisQused
between the gate of M9 and the supply to both provide compensation to the common
mode feedback loop as well as improve the high frequency power supply rejection. This
common mode feedback circuit eliminates the need for an AC coupling capacitor at the
output of the polyphase filter. This again, reduces the capacitive loading at the
polyphase filter output. This further reduces the loss to the carrier signal power which
implies less gain and ultimately less power is required of the buffers that drive the filter

input impedance.

Inductors L1 and L2 tune out both the total capacitance at the output of the
first buffer, the input capacitance of the second buffer as well as the capacitance

looking in to the polyphase filter. Likewise, L3 & L4 tune out the total parasitic
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Figure 99. Buffer phase shifter combination circuit topology used for the receiver in the GSM/DECT
project.

capacitance at the drains of M7 and M8, as well as the capacitance looking into the

polyphase filter.

7.2.7 Device sizing.

With a definition of the buffer filter circuit topology a brief description is
given for sizing some of both the passive and active components. This is followed with
a few design examples which were used in the GSM/DECT prototype receiver and

transmitter.

7.2.7.1 Inductor Sizing
The exact analysis of the input impedance looking into the polyphase is
considerable complicated. However, if it is assumed that looking into the filter, there is

a network of poles and zeros and the frequency of the carrier, and ultimately the
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frequency that the inductor should resonant with the capacitance is near the 3dB
frequency of the individual RC poles and zeros. Therefore the impedance looking into
the filter network is relatively independent of the value of the RC components.
Ultimately, to maintain the highest buffer gain with the minimum amount of power
consumption it becomes obvious that developing the highest impedance possible at the
buffer output is desired. The impedance looking into the filter is in parallel with the
inductor impedance. This implies as high an inductance value as is possible to obtain
both correct resonant frequency with the capacitance and ensure that the circuit is still

operating below the self resonant frequency of the on-chip spiral inductors.

7.2.7.2 Polyphase filter R and C values.

As described earlier, a three stage polyphase filter was used in the
implementation of all the polyphase filters both on the GSM/DECT transceiver as well
as on the first generation DECT prototype. The value of the RC product is dependent on
the frequency of operation. The first local oscillator operates at a fixed frequency and
will determine the value of the RC product required to generate the proper phase. As
mentioned earlier the parasitic bottom plate capacitance of the poly-poly capacitors will
attenuate the carrier power. This then implies that it is desireable to have as low a C as
possible while increasing the resistor value to obtain the correct 3dB frequency.
However, another consideration is the additional noise contribution from the thermal
resistors to the overall phase noise performance. Ideally both the polyphase filter as
well as the buffer should have negligible contribution to the phase noise profile of the
local oscillator. Again, an exact analysis of the contribution to phase noise from the
resistors noise contribution in the polyphase, is rather involved. However, an upper
bound to the resistor may be obtained by assuming that the resistors will only add white
noise proportional to 4kT; although the noise will be colored by the frequency response
of the filter. The sum of the three resistors in series should then add significantly less

noise to the tail of the phase noise skirts. A rough estimate of the total resistance in one
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of the four branches of the polyphase filter can be found by starting from the amplitude

of the carrier at the output of the polyphase. This can be expressed as,

scarrieg’ﬁzvﬂ PN(AfC)BjBCD = 10log( 4kT( 3R) (Eq 7.27)

Where S, rieriS the power spectral density of the carrier, PN the phase noise in
dBc/Hz while Af . is the offset from the carrier. This expression is simplified as in most
of the applications this circuit was designed for a carrier with a 1 volt amplitude.

Therefore, equation 7.27 simplifies to,

PN(AfC)mBCD = 10l0g(4kT(3R, ) (Eq 7.28)
solving for Ryax
- 1 OPN(AfC)/iZO
3 [1.667%10 (Eq 7.29)

Using the value of R, and the desired 3dB frequency the value of C is

qguickly found.

7.2.8 GSM/DECT LO1 Receiver Buffer Quadrature Phase Shifter.

The circuit topology shown in figure 99 was customized for the first local
oscillator output of the GSM/DECT receiver. The phase noise floor required for this
application is -155dBc/Hz. The value of,Ryx was then determined to be 6.322kThe
operating frequency of the first local oscillator is nominally 1.5 GHz. Selecting the
capacitor value of 16.7 fF would translate to a capacitance far too small for
implementation by using poly-poly capacitor. Therefore, the capacitor sizes were
selected such that the values were actually set slight higher then the target value. The
LO common mode voltage require by the mixer switches is 1.8 volts. The bias voltage
was generated using stacked diodes, designed using the relationship between voltage
and the diode aspect ratio predicted in appendix K. The bias circuit was then designed
to generate this voltage at the node designated “LO Input Common Mode” of 1.8 volts.

From simulation the phase error between the | and Q mixer input ports was less%han 1
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LO Input
Common
Mode o—]

MFB2 | MFB5 L1 | L3 | cac1l| cfi1
-C3 -
RL| R2 | R3] CL-C3  MLM8 | vieps | wMFBe M8 L2 L4 Cac2 | cfio | Ccomp

Size| 255| 300| 345 100ff 100f)/ | 50@m)/ | 10@m)/ | 4000um)/ | 8nH | 11.4nH| 200fF| 550fH 8.3pH
0.35@m) | 0.350m) | 3(um) 3(um)

Table 5: GSM/DECT LOL1 receive buffer.

Figure 100GSM/DECT LO1 receive buffer.

over process. The LO carrier amplitude variation at the mixer LO input ports ranged

from 800 mV to 1 V over process.

Figure 101 shows the results of a periodic steady state analysis run using
SpectraRF. This simulation was performed with all the bias circuitry along with the
VCO. Note that the buffer and polyphase filter combination have a negligible

contribution to the phase noise profile.
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Figure 101 Results of SpectraRF simulation on the VCO and Miller-Buffer-Polyphase filter
combination. (a) Phase noise power spectral density relative to the carrier frequency.
Time domain waveforms shown for the (b) VCO output (c), output of the Miller
Buffer, (d) output of the polyphase filter.
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7.2.9 GSM/DECT LO1 Transmit Buffer Quadrature Phase Shifter.

A similar buffer filter combination was utilized for the transmitter in the GSM/

DECT prototype. Slight modifications were made to accommodate the transmit mixers.
This circuit was made considerable simpler as the desired common mode input voltage
at the filter output, is VDD. However, the quadrature accuracy of the | and Q filter
output was much more stringent than the receiver as there is no tuning of the quadrature
generator used by the second local oscillator as is the case with the self-calibrating
mixer. A circuit diagram is given in figure 102, note the absence of a common mode
feedback circuit. The carrier frequency of this polyphase filter is approximately 1.5

GHz and the total power consumption is 27mW from a 3.3 V supply.

MFB2 MFB5 L1 L3 Cacl | Cffl
-C3 -
RL| Rz | R3| C1-C3  MI1-M8 MFB3 MFB6 Mo L2 L4 Cac2 | Cff2

Size| 255| 300| 345 100ff 100f)/ | 50@m)/ | 10@m)/ | 4000m)/ [ 8nH | 11.4nH| 200fF| 550fH
0.35@m) | 0.35m) | 3(um) 3(um)

Table 6: GSM/DECT LOL1 receive buffer.

Figure 102GSM/DECT LOL1 receive buffer.

7.2.10 DECT LO1 and LO2 Quadrature Phase Shifter.

In the DECT receiver, both frequency synthesizers were intended to utilize

ring oscillator VCOs which inherently produce quadrature signals. This was allowed as
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the image suppression required by the mixers was relatively moderate when compared
to GSM. Although the intention was to integrate the DECT receiver with the synthesizer
this portion of the receiver was never fully completed. Therefore, the test data which is
covered in chapter 8, was realized with only the receive signal path integrated from the
LNA input through the ADC output. Originally, the DECT receiver was intended to be
integrated with a phase-locked-loop which utilized a ring oscillator based VCO which
would also generate quadrature signals. However, some difficulty was encountered
when implementing this synthesizer. Therefore, a relatively crude design was
implemented on chip, to generate quadrature signals using polyphase filters and
warrants some discussion. However, it must be emphasized that this design was
intended for testing purposes only and little attention was paid to optimizing the power

consumption of the buffers and filter combination.

In the DECT receiver, a polyphase filter was utilized to generate quadrature
signals for both the first and second local oscillators. The polyphase filter topology
used by the DECT receiver is shown in figure 103. The signal input in this device was
brought in off chip and applied to the source follower inputs. After passing through the
polyphase filter the signal was then amplified using a three stage differential pair
buffer. A unique feature of this quadrature signal generate was the ability to tune the
phase by varying the bias current in one set of buffers relative to the other set. By

adjusting the tail current through the buffer, the delay of the buffer circuit could be
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varied ultimately modifying the phase at one filter output relative to the other. This is

illustrated in figure 103.
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Figure 103DECT LO1 receive buffer.

7.3 IF Quad. Generation Circuit (LO2) for Self-Calib. Mixer

In the previous section, there were some comparison of the different methods
which can be used to generate quadrature signals using passive RC filters. All of the
previous approaches discussed utilize a single phase signal at a particular frequency and
generate quadrature signals at the same frequency. Now the focus will be on quadrature
generation circuits that not only take a single phase signal at the input and produce two
channels with a 99 phase difference, but also divide down in frequency the input
signal. An additional objective for this particular phase generator is with respect to the
adaptive image-rejection mixer discussed in chapter 7. For this image-rejection mixer
the should be close to 9ut also have the ability to tune the phase between the | and
Q local oscillator sighals. The control for the tuneable phase shifter will be provided by

the digital baseband. Therefore, the input to the tuner is digital implying that the circuit
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which controls and generates the quadrature signals must map a digital, input to a

corresponding change in phase.

Section 7.3 begins with a quick review of the adaptive image-rejection mixer
and how the variable phase shifter fits into the overall mixer system. A discussion is
then given on the implementation of the D-latches which were utilized to divide the
synthesizer output by four and produce quadrature signals. The divide-by-four latches
are followed by a set of buffers which drive the capacitance looking into the switches of
the gilbert cell mixers. These buffers are were the phase tuning actually takes place. To
understand how the phase is tuned with the buffers a more through discussion is given
with respect to tuning the phase between two signal paths using a basic one pole RC
response. Results used from this section are then applied to the design of a buffer which
implements the phase tuning, a description of some of the circuits which support this
buffer are given. Section 7.3 concludes with some simulation results of the phase tuning
circuits. It is worth mentioning that these circuit were only utilized for the 2nd

generation DECT/GSM receiver.

7.3.1 The Adaptive Image-Rejection Mixer and the LO2 Phase Shifter

Before continuing with a discussion of the implementation of the LO2 phase
shifter with digital tuning, the placement of the tuneable phase shifter in the adaptive
image-rejection mixer will be reviewed. Shown in figure 104 is the block diagram of the
adaptive image-reject mixer system. These blocks are shown as implemented in the
DECT/GSM receiver, the output of the second local oscillator is feed into a set of D-
latches which performs a divide by 4 of the oscillator carrier frequency and generates
guadrature signals (see figure 104). The quadrature output of the latches are then
applied to a series of buffers which serve a dual function of both driving the mixer local
oscillator switches and tuning the local oscillator phase for maximum image

suppression. Therefore, the approach used to implement the tuneable phase shifter was



237

to first generate roughly quadrature signals using the D-latches, the output of these
latches are then finely tuned to correct for the comprehensive phase error due to the
mismatch in the quadrature generator of the first local oscillator, the potential phase
error in the mixer signal path, and the quadrature phase error of the second local
oscillator output (this would be the phase error from the divide by four latches and any

mismatch in the mixer input switches).
I-I
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I 6 bits Digital Phase
_?_ L] 2-of-1 %3 Control
b— — Mux <" 7
a | HOu Digital
output p— | I\ || abc »| Baseband
o0
Q-Channel
(Baseband Output)
@ I\ || aoc > Adaptation
I-Channel Algorithm
(Baseband Output)
2-0f-1 6 bits
— vux [ Digital Phase
Control

LOZQ? ﬁoa

Divide by 4

Local Oscillator
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Figure 104 Adaptive Image-Rejection mixer implemented for the GSM/DECT receiver. The output of the
the second local oscillator is applied to a divide by 4 block generating rough quadrature then
finely tuned for maximum image suppression.

Not shown in figure 104 is the digital control for the gain tuning in two of the
four mixer paths. This required an additional 12 bits of control from the digital
baseband. This brings the total number of bits required from the baseband to 24. It was

desired to use the digital input of the transmitters DAC to feedback the bits from the
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DSP. However, the transmitter for the GSM/DECT transceiver used two 10bit DACs
implying that there is only a total of 20 bits for the receiver to use for adaptation.
Therefore a set of 2-1 multiplexers were used for the phase and gain tuning of the
mixer. Care was taken in selecting which digital phase and gain tuners would be
available at any instant; obviously access to all six bits of an individual phase tuner
would be required at a given time for tuning. With the multiplexer using one set of
inputs from the baseband the adaptation algorithm would be used to tune for maximum
image-rejection. Once the first set of either gain or phase error has been tuned the
multiplexer is then set such that the alternate set of tuners is connected to the baseband
DSP and the adaptation algorithm is again used to further improve the image

suppression of the mixer system.

7.3.2 Implementation of the divide by four quadrature generation circuit

The divide by four circuit show in figure 104 was implement with a pair of
master-slave D-Latches configured as shown in figure 105. The output of the frequency
synthesizer is used to clock two positive-edge triggered D-latches and a complementary
pair of negative-edge triggered D-latches. A timing diagram of the divide by four block
shown in figure 105 illustrates that the waveform at the output of each latch has 4x the
period of the local oscillator input. In addition to generating four phases, each latch
output ideally has a 90phase difference with the previous and subsequent latch
outputs. The state diagram, also shown in figure 105, reveals that the latches will flow

into the proper sequencing of states independent of the initial condition on power up.
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This obviates the need for a reset circuitry to guarantee that the latch remains in one of

the desired states.

Figure 105D-Latches configured to perform a divide by four and generate quadrature signals. Also
shown, are the timing and state diagrams.

The individual latches in the divide by four were implemented using source-
coupled logic. One master and one slave are shown in figure 106. In general, the
individual digital components are realized with a common source differential pair with
a tail current source. Although there is static power consumption associated with source
coupled logic, the benefit lies in the fact that the switching current, to both the ground
and from the supply are ideally zero. Generally speaking, isolating or reducing supply
and substrate noise from many of the sensitive analog receiver components is essential
to achieve high selectivity performance. This is particularly true for the synthesizer
which can easily generate spurious components through noise or interference coupled in

through the supplies and ground. The circuit shown in figure 106, has and additional
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benefit of a fully differential structure which increases the rejection of undesired signal

components coupled in through the supply and ground.

Table 7:

Vbp

Device Size

M1-M2 | 10um/0.33m
M3-M6 5Hm/0.35um
M7-M8 | 7.5um/0.3%m
IBias p o— M11-M12 | 1Qum/0.35um

M13-M16 | 5um/0.3%m
’EI_MTJ. ’EI_MTZ

M17-M18 | 7.54m/0.35m

MT1-MT2 | 200um/3um
Figure 106.0ne of two source-coupled master slave D-Latches used to both generate quadrature signals
and divide the synthesizer frequency by a factor of four.

M9
Vemo

VCMO 2.3\olts

The output of the channel select frequency synthesizer in the GSM/DECT
receiver is applied to the port labeled “CLK Input” in figure 106. When the differential
clock signal is high, current flows through M1 as well as M3 and M4 allowing the
evaluation of D and D sets the logic value of Q1 and Q1. When the differential clock
signal goes low, M1 is cutoff will M2 is turned on and current flows through the cross-
coupled pair M5 and M6. The positive feedback associated with the cross coupled pair
M5 and M6 ensure the value of Q1 and Q1 are latched to the output on the negative
phase of the master latch input signal. Likewise, the polarity of clock input signal is
reversed when applied to M11 and M12 which insures that the output of the first latch is

evaluated latched to the output on the positive clock edge.

Triode region PMOS resistors are used to load the output of the latch. The
swing and the bandwidth of the output signal are determined by VCMO and the current
through the latch tail current. The required voltage swing of both the next latch stage

and the output buffer (not shown in figure 106) will determine the value of VCMO. The
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total latch load capacitance and the needed bandwidth will dictate the value of the load

resistance and ultimately the required tail current.

Similar to a mixer, the low frequency noise of the tail current devices MT1 and
MT2 can be upconverted or mixed in band with the desired signal. . For the circuit
shown in figure 111, the input device M1 is turning on and off at the rate of the local
oscillator input which will have the affect of modulating the 1/f noise from MT1 to the
frequency of the latch input clock signal. However, the zero crossing of the latch output

will be affect by the noise introduced by MT2.

The 1/f noise from a single device was determined through simulation and used

to size the device accordingly.

7.3.2.1 Phase Tuning with a Replica Biased Buffer.

As was mentioned earlier, the tuning of the phase and the buffering of the
mixer capacitance are done using the same circuit. Although there are potentially a
number of different circuit implementations which could realize this tuning function, a
buffer with replica biased PMOS devices was selected to perform the tuning function
because of the ability to modulate the phase utilizing a current source. The basic circuit
is shown in figure 110. The input to the buffer is the output of the divide by four D-
Latches described in the previous section. In the replica bias buffer, the PMOS load
devices are biased in the triode region with an opamp that compares a parallel transistor
(shown as M3 in figure 107). The feedback of the opamp modulates the gate voltage of
all the PMOS devices forcing the drain-to-source voltage of M3 to equg) W the
input devices M1 and M2 are driven with a signal which is greater w@wgs-vt) in
amplitude, then one of the two devices will conduct all of the tail current while the
other is in the cut-off region. In other words, the input devices are acting like switches
when sufficiently over driven. With all the output current flowing through one leg of the

buffer, the output voltage on corresponding side of the buffer will drop from Vdd to
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V4qltailRemos The drain-to-source resistanceffos of M3, M4, and M5 are set by
forcing a current 4,5,_(or scaled version of the tail current) through a parallel PMOS
device and comparing the VDS of the replicated PMOS device to a desired VSW via an
opamp which modulates the gate voltage of all the PMOS devices, this is shown in
figure 107. If all of the PMOS devices are sized such that thgV; of each device is
greater than the Mg, then the PMOS channel resistance\Rs can nominally be
approximated as VSW/J;. In practice this estimate is accurate for M3, however, the
channel resistance of M4 and M5 are only equal te W, which Vo, Vo, are on the

low end of their swing.

Figure 107 Buffer circuit loaded with replica biased PMOS triode region devices

If the buffer input differential pair is overdriven and assuming that the buffer is
not slew rate limited at the output, the shape of the output voltage waveform is
exponential. This is similar to the linear settling in a switched-capacitor integrator
stage. Both the single ended and differential signals at the output exhibit an exponential
characteristic in the output waveforms, this is shown in figure 108. At the output of the
divide by four circuit, the signals are approximately in quadrature. These quadrature
signals are passed through the replica biased buffer before being applied to the mixer

input. The objective is to now finely tune the phase, at the output of one buffer, relative
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to the other buffer. This is accomplished by change the drain-to-source resistance of the
replica biased PMOS devices. By modulating the value pf,Bs the rise time of the

exponential curve in one path maybe changed relative to the other path.

R fe — —— — — = — — — = — — — %

vdd
c 1 I L c = To™ time
| Renod Von() &
b Vot
Yop(t)
—_—

Vdd |- — — e — -

Mixer
Switch W
Vn(t LO
Divide °—| M1 M2 }_I on(D) input

by 4 . HailR |- —— — — — — — — = — — — = — -

ITail iR —4 — — 24— — — - = - -
Vo(D)=Vop(t)-Von(t) /\ /\ /\ /\
\/ \ time
TR f— — = — = — - - — —

Figure 108 Resistively loaded buffer with output waveforms.

Output o

In one path (use the | path as an example), at the output of the dividers, a
buffer is used with a fixed load resistance. The other path (Q output) a buffer is used
with circuit where the R is modulated from its nominal value. In both buffers, assume
that the output resistance is a fixed value for the entire swing (this isn’t true as the
resistance of both devices changes across the entire swing), an estimate may be made
for the change in phase of the Q buffer, as a function of the amount that the load
resistance has been modulated. It must be kept in mind that the objective is to finely
tune the phase of the Q buffer such that the total phase difference between the | and Q
buffers is 90, plus the amount needed to compensate for the total phase mismatch

between two of the image-rejection mixer channels. An illustration of the desired affect
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on the phase between the | and Q second local oscillator channels is illustrated in figure 109.
Here, the | buffer has a fixed load resistance. However, the at the output of the Q buffer, the
resistance is increased YR above some nominal value. This then causes the output of the
buffer to settle slightly slower than the case of the buffer with a nominal load resistance. The
point of interest where the phase affects the mixer switches is when the differential output
signal pass through the zero crossing. This time corresponds to the point where the single
ended signal is approximately half way to its final value, where the final value will be defined

as the point immediately before the single ended buffer output reaches its lowest value and

begins to rise up in the direction of the rail. When the single ended signal reaches the mid-
vdd
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\ . \
I
I \

/1
. \
I

, \

Mixer >
Switch L \ time
Vn(t LO
Phase o[ M1 M2 on(®) o T TN LN O\
Divide ~ > R ... Buffer | Output
by 4 o Buffer Q Output
Output
Tail
vdd
| RPMOS+AR |
T3 i
<
| Revos+ AR Vop(t) Q Phase
o Mixer
QPh Switch
ase V. t LO
Divide =~ o——J[[M1 M2 on() -
by4 —>
Output o

Iail

At At

Figure 109.Conceptual illustration of incrementally modulating the zero crosgihgdmodulating
the phase) of one buffer relative to another buffer by varying the load resistance.

point some interesting observations may be made. For the | output we can define the single

ended output voltage as a simple exponential equation,
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Vo () = Vo dl- e
Qol) = Vsl —€ (Eq 7.30)

Now it is desired to find out what affect adding a small amount of resistance
AR has on the both a time delajt at the differential zero crossing. Defining,{)Q
as the single sided voltage swing of a buffer wiAlR ~ , added to the load resistance, this

can be written as,

B

. _ (R+AR)C

V'L () =V, [-e O

Qo SWH B (Eq 7.31)

Again, by definitionAt andAR are defined as the output voltage at mid-swing.

To determineAt as a function oAR , equation 7.30 is set equal to equation 7.31.

Solving some simple algebra reveals tiAdr can be expressed as,
AR = AR (Eq7.32)
Umid

Where t,iq IS defined as the time it takes for one side of the differential pair to
go from full swing to the mid-voltage (again, corresponds to the zero crossing

differentially). By solving equation 7.30 fog,iy results in.

- nt
tig = I @EBC (Eq 7.33)
Using equation 7.33 in equation 7.32 an expression can be obtained f&Rhe

as function ofAt and C.

At

AR = (Eq 7.34)
InDl
[p
The objective in the design of the buffer is to understand whRt is require to
produce the needed change in phase or resolution in phistse. can be expressed as a

difference in phase between a nominal buffer with load resistance R and the same buffer

with load resistance RAR  with,

ro = 2360

Tio (Eq 7.35)
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Where TLO is the period of the local oscillator coming out of the divide by
four. Substituting the above into equation 7.34 and expressing the LO period in terms of

frequency gives.

AR = D1A¢ (Eq 7.36)
0
f OnSHrC 860

AR is now given as a function of the required resolution in phase, the carrier
frequency and the load capacitance. The interesting observation to make is that the
difference in phase between the | and Q buffers fdr ) is independent of the absolute
value of R and only depends upon the difference between the load resistance in the two
output buffers. In addition, equation 7.47 reveals that the smaller the load capacitance,
the larger theAR required to obtain a givexp . The higher the LO frequency the
smaller the requiredR . For the replica biased buffer, ftie is created by modulating
the current through the PMOS devices. The larger the required resolution in resistance,
the easier it becomes to implement the current DAC which ultimately modulates the
resistance. Less load capacitance is also desireable from the perspective of burning less
power. More generally speaking, this buffer is working on the synthesizer which
performs the channel selection. Therefore, the worst case required resolution in R is at

the highest frequency.

Although, the analysis to determing assumed that the load resistancg\Rs
is constant across the entire output swing, in practice this isn’'t quite true. The
resistance of the triode region PMOS load devices is a function of the drain-to-source
voltage of this device. Therefore, the resistance of the output device changes
throughout the entire swing of the output voltage. Assuming classic square law devices,

the resistance of PMOS device can be expressed as,

Rpmos = (Eq 7.37)

1
w Vis
uncofoH:(Vgs_Vt) - Ti|
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Where Vysis obviously Vyg-Vqo(t). The expression for the single sided output voltage

of the buffer is now more accurately described by.
~t

U ———[1
_ R(Vao(1)CO
Vaolt) = Vguri-e 0 (Eq 7.38)
U U
Equation 7.38 comes closer to equation 7.30 when theW; of the PMOS devices is
made as large as possible compared {Q Which on the low end of the swing isg4-V s, With
the VgS—Vt of the PMOS device maximized, the modulation of the channel resistance is
minimized. Although, equation 7.35 and equation 7.36 were derived assuming a constant load
resistance, these estimates still come close to the actual change in phase when the channel

resistance changes while the output voltage is changing.

With an understanding of the basic operation of this variable phase shifter, the
question now arises as to the design of the components in this buffer. The greatest impact on
the performance of this buffer is the selection of the design of the load resistance, some care
must be used in selecting the value of R. Mainly, selecting the value of R ultimately has an
impact on the amplitude of the LO carrier at the buffer output and the tail current power
consumption. Ultimately, the lower the value of R, the faster the circuit can operate. However,
this requires more tail current and power as the PMOS resistancg,jd1yj. Therefore, it is
really desired to have as high a value of R as can be tolerated. The two primary considerations
which define an upper limit to the value of the output resistance are the phase noise produced

by the circuit and as mention the speed.

From the perspective of phase noise, the PMOS devices should be sized such that their
resistance at the differential zero crossing has negligible contribution to the phase noise floor.
Because the resistance of the triode region devices is changing throughout the output voltage
swing, the resistance that will most influence the phase is again, when the differential voltage
is zero, or the singled output voltage has reached the mid-voltage swing. A relationship
between the resistance at middle of the single-sided voltage swing and the peak triode region

load resistance is given in the appendix | as,
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_ (C-1)
Rinig = Rpeak(z —1/2) (Eq 7.39)

Where ¢ = (Vgs_vt)/vsw and Beakis simply the resistance at full output
swing or Ryeai=Vsw/lTail- Next, the required phase noise floor relative to a 1V carrier
will be defined as PNF. To have a negligible contribution to the phase noise floor, the
resistance at the zero crossing should be selected such that there is a 6dB margin
between the phase noise floor and thermal noise produced by the resistor. The value of

the triode region resistance at mid-swing should be no more than.

(PNF-6)
10
10
Rmid < T (Eq 740)

Using the relation given in equation 7.39 and equation 7.40 and the
relationship between R,cand ky, a relationship for the minimum require tail current

of the buffer may be found for a given phase noise performance.
. Vg KT (Z-1)
Tail = (PHF- (£ -1/ 2)
10 0
An additional limitation to the maximum resistance which may be used is the

(Eq 7.41)

overall bandwidth of the buffer. As mentioned earlier, the voltage output waveform has
a sawtooth shape. This is due to the exponential behavior of the output. Similar to the
settling of a switched capacitor integrator stage, the less bandwidth, the more time it
will take to reach the final voltage. However, unlike a switch capacitor integrator stage,
the output does not need to settle with any degree of accuracy. The buffer differential
output must only exceed the amplitude which is needed to drive the mixer with
sufficient amplitude to maintain the required mixer conversion gain. Therefore, one side
of the buffer output does not necessary need to reagly Mefore the buffer input
switches in the opposite direction. Obviously, the fastest settling conditions will be
required at the highest frequency. For this work it was assumed that the output could
swing, worst case to within 15% of the final value, or within 15% of,Vbefore
swinging in the opposite direction. Using the 15% assumption, the maximum value of

Rpeakis shown in the appendix J to be roughly,

-1

Rpeak = 3 n(0.19 ¢ (Eq 7.42)
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7.3.2.2 Implementation of variable phase shifter

The variable phase shifter which was described in the previous section is
implemented with the circuit shown in figure 111. The phase tuning buffer shown on the
right of figure 110 takes the output of the quadrature generating D-latches and drives
the mixer local oscillator input. The replica bias opamp which establishes the correct
gate voltage for M4 and M5 is shown on the left. The current and ultimately the output
resistance of the buffer is modulated with a six bit current DAC shown in the middle of

figure 110.

The variable resistors are realized with two triode region PMOS devices M4
and M5 which load the output of the buffer. The loading capacitance of the buffer
provide the C of the variable RC which is used to tune the phase. The nominal value of
R is selected to give the necessary bandwidth and ensure negligible contribution to the
overall phase noise performance of the local oscillator at the mixer input port. With an
estimate of the load resistance and the necessary amplitude of the output signal to
sufficiently overdrive the mixers, the nominal tail current can then be found by simply
dividing the need amplitude by the load resistance. For the GSM receiver application,
the phase noise floor needs to be approximately -160dBc at 20MHz from the carrier.
Keeping in mind that the channel selection is performed with this local oscillator, the
highest frequency the output buffer needs to drive is 410MHz. The buffer load
capacitance was estimated to be approximately 300fF. It was also found thatthé, Vv
of the PMOS devices could be as high as 1.3volts. With this information the maximum
load resistance was found by taking the lower of the two results obtained from equation
7.41 and equation 7.42. Equation 7.41 gives a peak load resistance oft2\2hkKe
equation 7.42 gives an upper bound of 2.1@. Kherefore, a value of 2.14(kwas used
for the nominal PMOS output resistance. From the mixer design, it was found that the
differential local oscillator input should be a minimum of 0.8 volts, thereforg,, V

should be at least 0.4 volts. With both the maximum resistance and the peak swing, the
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nominal bias current is found to be approximately 0.2 mA which implies that each

buffer output tail current should be 0.4mamps.

The replica bias opamp shown in figure 110 is used to bias the gate voltage of
the PMOS load devices of the phase tuning buffer as well as the load devices of the D-
latch shown in figure 106. Although the design of each buffer is identical, all of the
buffers and each of the D-latches have their own independent replica bias opamp and
corresponding circuitry. This is necessary particularly for the buffers as the resistance
is modulated with the tail current of one buffer relative to the other. Therefore, each
buffer requires an independent opamp to set the proper PMOS gate voltage. The design
of the opamp used by the replica bias circuit was taken directly from [7.11] and is
shown in figure 108. The Yy; of M6 is compared to \,, with the differential to single
ended converter consisting of M11, M12, M14 and M15, while M10 is used for level
shifting and M7 is inserted to reduce the output load capacitance which the opamp
would otherwise drive if the output were tied directly to the gates of the triode region
PMOS devices. A Miller compensation capacitor is added between the gate of M10 and
drain of M6. A high aspect ratio is used for M7 to reduce thgg){ of this device.
Increasing the size of M7, allows for a larger modulation range of current from the
current DAC. Both M3 and M8 are made rather large to reduce the 1/f noise
contribution which will be upconverted to the output by the switching action of the

input devices M1 and M2.

The input devices to the buffer are sized to ensure that they are sufficiently
overdriven. Going with the assumption that the input pair will be completely
unbalanced (one device in cutoff while all of the tail current goes pass through the other

device of the differential pair) when the differential input is greater th@(}VgS—Vt)
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As alluded to before, the load devices M4, M5 and M6 are all sized to give as large a

Vgs Vi Without driving M8 into triode for any of the current DAC settings.

Vbp

+ Buffer

ME_H

lopamp Output
—| M10 ——o— (Mixer LO Input)
6 Bit
—{[M11 wmi2_Jfo —[w7 Current o+ Buffer
Vaw DAC Input
o—(Divider Output)
Itune l

Table 7:

Device Sizegm/um)

| | | | M1-M2 20/0.35

Replica Bias Opamp Tuneable Phase Tuning M3/M8 20/3

Current Buffer M4-M6 15/0.35
M7 240/0.35

M9 64/1.4

M10 48/0.35

M11-M13 48/1.8

M14-M15 48/0.35

M16 64/1.4

Figure 110.Operational amplifier required by the replica biased buffer shown on the right.

A more global view of how the tuneable buffers sit in the image-rejection
mixer system is shown in figure 111. Both the | and Q phases of the carrier are extracted
from the divide by four block. These outputs are then buffer using the replica biased
buffers shown in figure 110. Each buffer has an associated six bit current DAC to
modulate the output phase of one buffer relative to the other buffer. Keeping in mind
that there are two mixers which run off of the | phase of LO2 and two other mixers that
run off of the Q phase of LO2, a parallel set of buffers which are not shown in figure
111 are also used for these mixers. The control bits are feed back into the chip via the
transmit DAC input. In the second generation transceiver two 10bit DACs were utilized

for the transmit. The bits used to control these buffers were feed in through the transmit
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DACs. As there were more than a total of 20 bits to control both the gain and the phase
of the mixer a multiplexer was used in this path. The multiplexer settings are set in a
manor such that the phase or the gain of the mixer is controlled, both sets of bits can not
be accessed at the same time. Additional reduction in the total number of bits which are
feedback to the phase tuner section is accomplished by accessing only one of the two
current DACs used in figure 111. Essentially an XOR decides whether the top buffer in
figure 111 is accessed or the both current DAC for the Q buffer is tuned. The
implementation of the current DAC which modulates the buffer output resistance is

highlighted in the next section.

Digital Setting to Current DAC
JU ~‘/v_dd\\ "Modulates R , in M4 & M5

'6bits | 6 Bit
' Current
DAC
- I I
lout T [ 1 \
< | §3 %
3 Tt : Vyep Sets buffer
VCO 0 o) output voltage
Output o o vdd
>
& | |
a 6 bits 6 Bit M16 M9 " M10
—4»| current >
DAC Vrep —_
Qout M1 M12 Q Mixer
1

! ! { I:I LO
1 1
IJ Input
| |
Iref é i5|M15 ';g/m '5':13

Figure 111 Digital phase shifting tuners for LO2 buffers.

7.3.2.3 Current DAC implementation
The current DAC which is used in the replica biased buffer was realized with a
6 bit binary weighted current DAC as shown in figure 112. The reference current is

generated using the integrated current source described in section 7.4.1. The outputs of
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the current source labeled asy\and CASC in figure 114 are applied to the master

reference current DAC. The output of the reference current DAC is then put through a
10-to-1 current mirror which then feeds the reference current of the buffers, and
ultimately controls the load resistance. The output of the six bit current DAC is then put

input the buffer as shown in figure 111.

The needed resolution of the current DAC can then be approximated using
equation 7.36 which gives the needed change in output resistance to cause the required
change in phase. The value AR can be translated into a value Af by solving the

following relationship,

Vv \Y,
AR = SW__ " SW (Eq 7.43)
Irail  T7ail + Al
Solving for Al and substituting in equation 7.36 fAR gives the following

relationship between the required resolution in phase and the minimum resolution of the

current DAC.
1

Al = e
1 Ad Tl (Eq 7.44)
il o
Al v, 0 OnEHre mB60

In the second generation GSM transceiver, the load capacitance into the mixer
was estimated to be 300fF, the highest IF frequency is 410MHz. Using equation 7.44,
the required resolution in the current DAC is approximately 0.32mA. A summary of the
characteristics of the replica biased buffer along with the need resolution in the current

DAC is given in table 7.
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Table 7: Tuning Buffer Characteristics

Variable Value
C 300fF
f 410MHz
Ad 0.0%°
R 2.14KQ
AR 1.6X0
|4 0.4mA
Vw 0.6
Al 0.320A

The master current DAC shown in figure 112 has the MSB scaled to nominally
output a current which is 10x of the desirAdl. The master current DAC is biased off of
the standard cell current source described in section 7.4.1. The current out of the master
current DAC is then divided down by 10x using the NMOS current mirror. The output of
the current mirror is now the reference current for the six bit current DAC. The
reference current of the DAC shown in figure 112 is nAwand the LSB of the phase
tuning DAC. Extremely low aspect ratio long channel devices were used to ensure a
large Vg5V Of the devices that have a source connected to either Vdd or ground. All of

these devices were scaled to give gsW of 800mV. This helps to improve both their
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thermal noise contribution, improve supply immunity and reduce the effect of mismatch

between the different legs of the current mirror.
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Figure 112 Current DAC utilized by the replica biased buffers. I/Q Control selects which current DAC
corresponding to the output buffer is to be used. All dimensions are in micro-meters.

The terminal labeled “I/Q DAC select” in figure 112 decides whether the |
current DAC or the Q current is enabled for phase tuning. Bits O through 5 come from a

multiplexer which is between the transmitter DACs and all of the mixer tuning control.

7.3.2.4 Results of phase tuner simulations
A simulation was run on the tuning buffer described in the previous section. A

shell script was written to incrementally adjust the DAC settings to give a various
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values of tail current in the buffer. Hspice was then run and the phase difference
between the | and Q channels were measured over several hundred periods of the local
oscillator. In addition, the resistance of the PMOS channel was also recorded from
simulation. Using the shell script, the DAC current was automatically increased by one
LSB, and the output resistance as well as the I/Q phase measurements were repeated.

This process was repeated for the entire range of the DAC.

The simulation results from sweeping the buffer tail current across the entire
range of the DAC are shown in figure 113. The load resistance as a function of the tail
current is shown in figure 113(a). Through simulation it was found that Q.8korks
slightly better than the value estimated in section 7.3.2.3. A lower nominal resistance
was used to accommodate any variation in load capacitance. In figure 113(b) and (c),
the phase difference between the | and Q output buffers are given as a function of the

output current. It is interesting to note that in figure 113(c), the minimum resolution in
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phase agrees quite well with the results given by equation 7.44 when 310MHz and
410MHz are used.

I/Q LO phase difference vs. tuned buffer bias current 310MHz
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Figure 113 Results of an iterative Spice simulation which measured the phase difference between
the | and Q buffer outputs as a function of different DAC settings.

7.4 Standard Bias Cell

Because of the inductive nature of bondwires, there exists a potential to couple
undesired signals from external chip components to circuit blocks found on the chip.
The modulation of noise and interfering signals through the bias circuitry of RF
components is a particular concern. Therefore, to reduce the likelihood that a spurious
signal is coupled into the RF circuitry all of the current and voltage bias sources were
generated on-chip. For both the DECT and GSM/DECT projects a standard cell current
source was utilized as shown in figure 114. This particular circuit which was derived
in [7.12][7.13][7.14],

from work described was selected because a degree of
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programmability which may be obtained by modifying some of the metal routing.
Depending on the configuration, a digitally controlled current source may be used, in
another configuration a PTAT voltage source may be obtained. Both of these circuits are

now briefly described.
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Figure 114 Standard current source used to bias all RF components on both the first and second
generation receivers. Device sizes reflect those used for the DECT receiver. All device sizes

are given irpm.

7.4.1AV g5-AV g Current Source

The current source version of the circuit shown in figure 114, develops a
current through a pair of unequally sized substrate PNPs as well as a set of NMOS
devices with different sizes. From the schematic shown in figure 114, if the PMOS
cascoded legs consisting of M3-M10 and M14, as well as M15 are all given the same
size, and if the aspect ratio of M16 is twice that of M17 then the current through MGD1
and MGD2 will be forced to be the same current as Q1 and Q2. Given that the current is
equal in the substrate PNPs of Q1, Q2 and the MOS devices MDG1, MDG2, two

operating points exist for the current through these devices. These operating points can
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either be zero, this is case when the entire circuit is off. The other operating point can
be described by a function which is related to tmafbe of the bipolar devices as well
as theAVGS of the MOS devices. Because the PNPs are sized differently and both have
the same current, a difference in the emitter voltages of Q1 and Q2 will exist. The
emitter voltages are then level shifted with the PMOS devices M18 and M19. The
differential voltage is then applied to the gates of MDG1 and MDG2. Again, both of the
MOS devices in the differential pair have the same current running through them. In
this case the difference in gate voltages is equal to the difference in emitter voltages

and we have,

AV, = AVgg (Eq 7.45)
Utilizing standard expressions foﬂsvbe and square law equations to derive
AVGS’ the current through all of the devices as well as at the output of the current
source may be solved in terms of the ratio between the PNPs as well as the aspect ratios

of MDG1 and MDG2. The equation describing the output current through the bias

circuit is,
2
~ UnCox[WD [VyIn(n)]
O Wwumbpe1
1- VV—D
O MDG 20

7.4.1.1 Current Source Basic Operation

Although the circuit in figure 114 seems somewhat complicated, it can be
simplified to the form shown in figure 112. Here again, a difference voltage is created
between two unequally sized PNP devices. This difference voltage depends to first
order on the size ratio between the two PNP devices. TiNg created by the two
Bipolar devices can then be thought as being applied to the inputs of an operational
amplifier with a variable offset voltageAV;4(l)  which depends exclusive on the
current which flows through the Bipolar devices. The dependence of the OPAMP input

offset voltage AV g is described by the equation shown below in the figure 115. The
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OPAMP will modulate the gates of M3 and M5 until an operating point is reached
whereAVbe = AVisg The operational amplifier with the built-in offset voltaglsa’GS

is realized with MDG1, MDG2, M12-M17 shown in the circuit of figure 114.

10| M3 1.0|M5 A
80 P I_so |_°Vbias AVGS(I)
0)JM4  10)M6
AVge
| |
’l l AVGS(I)
® @ - a\\ I o
® + Two possible
operating points
1x n
Q1L Q2
AV () = |2 %\/DLD _joto o
GS HrCox N Whpe1 A/ EWhypg2H

Figure 115 Conceptual diagram of the bias circuit shown in figure 114.

7.4.1.2 Start-Up Circuit

The plot of AVsg as a function of the bias current through the PNP devices
shown in figure 115, reveals an addition interesting aspect of this class of bias circuits
which must be addressed during the design. From this plot, it becomes intuitively
obvious that this current source has two stable operating points as described earlier. To
ensure that the circuit finds the correct operating point upon power-up, start-up
circuitry is required. The start-up circuitry is realized with devices MS1-MS5 shown in
figure 114. Upon power-up, if the current through Q1 and Q2 is zero and the entire
current source moves to a state where all of the bias circuitry is shut down then zero
current will be flowing through device MS6. A diode is connected between the drain of
MS6 and ground. The diode is created with a very low aspect ratio device, MS10. If
there is zero current through MS6, the diode MS10 will pull the gate voltage of MS7
and MS8 toward ground. The current flowing through MS7 and MS8 will pull the

voltage at the input to the feedback OPAMP (gates of MDG1 and MDG2) ensuring that
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a sufficient gate voltage exists to turn on MDG1 and MDG2. In addition, current flow
through MS9 will ensure that current will flow through M16, thus, ensuring that the
OPAMP consisting of M12-M17 as well as MDG1 and MDG2 will eventually start-up.
With the OPAMP powered up, the voltage at the gates of M1-M10 will begin to drop
causing current flow through the PNP devices, eventually the current will move to the
other stable operating point for this bias circuit (indicated as point 2 in figure 113).
When the current source approaches a stable operating point, the VGS of MS6 is
sufficient large to turn on this device and force current through MS10. Because the
aspect ratio of MS10 is so small, the gate-to-source voltage is very large for a small
amount of current, this results in turning off MS7-MS9, or in other words shutting down
the start-up circuitry for the normal current source operation. The aspect ratio of MS10
is made sufficiently low to result in negligible drain-to-source current under normal

operation.

7.4.1.3 Compensation and Supply Rejection

The capacitor g, serves in a dual role. This capacitor can compensate the
feedback loop found in the current source. In addition, if the capacijgyi€ placed
between Vdd and the gates of all the PMOS current source devices (M1, M3, M5, M7,
M9) an additional benefit will occur with respect to improving the bias circuit’s supply
rejection. If noise or spurious signals exists on the supply, the capacypw(l force
the gate-to-source voltage to remain constant, thus, reducing the coupling of noise from
the supply to the output current. In addition, the PMOS devices were sized to give a
maximum VgVt which again improves both the supply rejection and reduces
mismatch between any of the two current legs in this bias circuit. For the DECT

prototype receiver the ¥s-Vt was designed to be nominally 600mV.
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7.4.1.4 Temperature and Process Dependence

Equation 7.46 expresses the output bias current as a function of the aspect
ratios of the unequally sized MOSFET devices and the ratio of the substrate PNPs.
From this expression, some useful information with respect to the current sources
temperature and process dependence may be observed. To understand the relationship
between, the output current, temperature and process a few simple relationships are
reviewed. First, \f is directly proportional to the temperature while the mobility of an

NMOS device has the following dependence on temperature,

u, 072 (Eq 7.47)

From equation 7.46, one can see that the output current is proportional to
(V1)"2 and Vt is obviously proportional to temperature. Therefore, the output current

from the bias circuit of figure 114 has a slight temperature dependence of,

IbiasD-rl/2 (Eq 7.48)
Although at first appearance, the temperature dependencg)gf does not

seem attractive as a general current source. However, a closer examination of some

common circuit components which might utilize this source reveals some interesting

dependences on temperature. Mainly, again assuming square law device characteristics,

the g, and the \}g4 Of @ device which utilizes this current source has the following

dependencies on temperature.

0 0T VgeallT (Eq 7.49)

On there own, the temperature dependence pfagpd Vyg5tdo not seem that
interesting. However, when these simple results are applied to a few specific situations
some interesting results are forthcoming. Assuming the settling time is proportional to
0n/C [7.16][7.17], then it becomes clear that the settling time of an integrator stage

which utilizes this current source as the main bias circuit will only have a slight
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temperature dependence. An interesting utilization of the results given in equation 7.49
are found when the DVGS - DVBE current source is used to bias source coupled logic
circuits like the ones described in section 7.3. For the case of a simple source-coupled

buffer as shown in figure 108, the voltage gain can be expressed as,

A, = 9,R, (Eq 7.50)
Expressing g, with respect to current, and the 4y, of device as well as
expressing R in terms of the voltage set across the replica bias PMOS devices. The

voltage gain can be expressed as,

21 Vo _ Vy
A, = 0—0 (Eq 7.51)
_ Y Vdsat I Vdsat
Where \} is the output swing produced by the replica biased opamps. From the

relation given in equation 7.49, \,was shown to be proportional to temperature. }f V
could also be made proportional to temperature and the current which biases the input
devices comes from the current source in figure 114, then the voltage gain of these
source-coupled cells are to first order, independent of temperature. A similar result for
the voltage gain temperature dependence of a source coupled cell bias with the current

source which utilized replica biasing for the load devices is also given in [7.15].

The question now arises as how to make Yroportional to absolute
temperature (PTAT). This was done by utilizing the core cell shown in figure 114 with a
few changes to the metal routing layers. The PTAT voltage source is described in

section 7.4.2.

The current source shown in figure 114 does show a temperature dependence
and for the device sizes illustrated in the figure the following output currents were

simulated across the four process corners, these simulation results are given in table 8.
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The estimated current was verify in the lab. Most current sources for the DECT

prototype had a measured output current very close to 50uA.

Table 8:
Process Corner Output Current;gl)
Typical-Typical 51.5uA
Fast-Fast 66.2UA
Fast-Slow 51uA
Slow-Fast 52uA
Slow-Slow 41uA

7.4.1.5 Adjustable Current Source

Both the first and second generation prototype receivers had a serial shift
register to control all of the on-chip current and voltage biases across the chip. The
previous standard cell bias circuit described had an additional option of a binary
weighted current DAC which could be easily placed at the output of the current source
and controlled by the shift register. This was done to allow flexibility in the lab with
respect to experimenting with various bias conditions on selected receiver components.
The bias current to various RF blocks could be controlled through the use of a 4 bit
DAC connected to the output nodeg,¥ind CASC in figure 114. The current DAC used
is illustrated in figure 116.
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Figure 116 Binary weighted current DAC used to modulate the current source output.
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7.4.2 PTAT Voltage Reference

Both the design and the layout of thﬁe\/be AVGS current source was done in
a fashion as to facilitate implementation of other useful circuits which utilized the base
cell shown in figure 114. Mainly, a PTAT voltage reference may be realized with a
slight modification to the aforementioned current source. The PTAT voltage reference
option was implemented by Srenik Mehta, the details of which can be found in [7.15].
The layout of the current source was done in a way to allow the placement of a few

additional devices as well as an easy resizing of MDG2.

The basic concept behind converting the current source in figure 114 to a PTAT
voltage reference is illustrated in figure 117. The basic steps to converting the current
source to a voltage reference is done by making the aspect ratios of MDG1 and MDG2
equal and adding an additional resistor at the emitter of Q2. By sizing both
MDG1=MDG?2 this has the affect of removing the current bias dependent offset to the
input of the amplifier which feeds back a voltage to the gates of M3 and M5. Therefore,
if M3 and M5 are equal in size, then the amplifier will force the voltage at the inputs to

the opamp to be equal. The curregtdthrough the PNPs is then easily found to be,

| _ ViiIn(n)
bias ~ Rl

(Eq 7.52)
If the output currentyi,sis taken from this circuit by again adding transistors
to Vg and CASC as was done for the current source in figure 114, the current produced
can then be applied to a resistor producing a voltage. If it is assumed that the output
current is mirrored around and applied to a resistor R2, then the expression for the bias
voltage produced is simply,
o = R,VIn(n)

R (Eq 7.53)
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Again, VT is proportional to temperature making the output voltage also
proportional to absolute temperature.

")
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Figure 117 Simplified schematic of the PTAT option used to compliment the standard cell
current source.

A more detailed circuit diagram of the implementation of the PTAT voltage
source is shown in figure 118. Similar to the current source version of this circuit a
binary weighted current DAC can be added to the output gad CASC. This has the
virtual affect of increasing the value of R2, thus changing the output voltage while still

remaining proportional to absolute temperature. The exact implementation of both the
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current DAC which is used to modulate the output voltage, as well as more

implementation details of this PTAT reference may be found in [7.15].

Current DAC can be added in this location
to modulate output voltage
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Figure 118 PTAT voltage source used in the DECT project.
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Chapter 8

Results and Conclusions

8.1 Introduction

No thesis would be complete without some description of the measured results
and a comparison to the predictions presented in previous chapters. This final chapter
will begin with a description, covering the measurement techniques which were used in
the lab. This is followed by a discussion of the results obtained in the lab, from the
DECT receiver, as well as some results from a stand alone prototype image-rejection
mixer. Unfortunately, at the time of this writing, there were no results available on the
second generation receiver, which included the adaptive image-rejection mixer. The
DCS1800/DECT prototype will probably be published at a later time. The results
obtained from the DECT prototype are compared to some of the predictions given for
the image-rejection mixer. This chapter will conclude with a few comments which
summarize this work in a broader context of other comparable research efforts. And

finally, a discussion is given of possible future avenues of research.

8.2 Test Set-Up and Procedure

A description is given in this section, of both the test setup, as well as the

procedure used to take the measured data on both the receiver and the individual image-

270
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rejection mixer. The overall test results obtained from measurements on the DECT
receiver, were taken in such a way as to compare these numbers to expected results for

the image-rejection mixer in terms of noise and linearity.

The source impedance at the receiver input was assumed to®s &0d all of

the components on the testboard, at the input were matched a single-ended 500 source
impedance. The complete characterization of the receiver was done using the setup
shown in figure 119, along with some software on the PC which analyzed the digital bit
stream acquired from the ADC output. To test the receiver, an RF signal generator was
applied to the testboard and passed through a balun before the signal went on chip into
the differential inputs of the low-noise amplifier. The output of the receive channel on
the DECT chip, was driven off-chip at the output of the analog-to-digital converters
using source-coupled buffers. This digital output was then read using an logic analyzer
data acquisition card. The acquired bits from the ADC in the logic analyzer, were then
feed to a PC were subsequent signal analysis could be done with matlab, to determine
the linearity, noise, and filter response of the comprehensive channel. Two additional
signal generators along with baluns were used to generator both the first and second

local oscillator (known to this point as LO1 and LO?2).

The performance of higher frequency receivers is highly dependent on the
guality of the on-chip supply and ground. For 2-GHz receiver applications, any
parasitic inductances in series with the supply can become a performance issue.
Therefore, the choice of the packaging technology is important and examined in the
next section. This is followed with a description of the measurement procedure, as well

as a discussion of the test results.
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Figure 119BIlock diagram of the test set-up which was utilized in the lab.

8.2.1 Packaging Considerations

All of the testchips which were evaluated for this project used Chip-On-Board
(COB) packaging techniques. This basic concept is illustrated in figure 120, where the
backside of the test die is attached directly to the testboard using a conductive epoxy. In
this case, the area were the die is glued to the testboard has been gold plated. If elected
to do so, the backside of the die can be gold plated and the substrate will have an
excellent ground provide through the chip backside, after the attachment to the
testboard takes place. For the experiments described in this thesis, die with and without
gold plating were tested with no observable difference in performance between the
plated die, verse non-gold plated die. With the backside of the die attached to the
testboard, a bondwire is then run from the individual chip pads to the appropriate

routing on landing zone (routing) on the testboard.
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The primary advantage for packaging with COB is the reduction in parasitic
lead inductance as compared to a packaged part. The situation has been illustrated in
figure 120 (a) and (b). If a package were used, the total inductance from any chip pad
back to the board, would include the inductance associated with the bondwire from the
chip pad to the package bondwire landing zone, in series with the inductance from the
package landing zone along the package lead, to the point where lead connects with the
routing on the testboard. If COB is utilized in place of a package, at a minimum, the
inductance associated with the package lead is removed, the bondwire inductance would
still be present. However, with a proper layout of the testboard, particularly in the area
of the chip landing zone, the space from the chip pads to the board landing zones can be
minimized, thus reducing the length of this bondwire. In addition, the ground chip pads
can be brought down directly along the side of the chip, and bonded to the chip landing
zone, further minimizing the ground bondwire length and the associated inductance.
Bonding of the chip ground to the die attach area, using COB is illustrated in figure 120
(c).

Conventional Package (a) (o 4]

Bondwire -_.. . .“m bl il
Inductance™¢ Die o : ¥ .
RN oy e
Package Le Attach :
Additional g
Inductance Testboard

Chip On Board (COB) (b)
Only Bondwire
Inductance between X

Chippad and the o
testboard 4. Testboard

) COB for the Ground Pads (c)
Bondwire

Run Directly \|

Down the

Side of the Chip f-m_
Testboard DECT Chip attached to Testboard (d)

Figure 120Chip-On-Board (COB) packaging. (a) sideview illustrating a conventional package,
(b) sideview of COB packaging (c) Die photo of DECT receiver on attached to the
testboard using COB.



274

Although there may be some advantages of reducing both supply series
inductance and effects of mutual coupling of spurious signals from bondwire to
bondwire, there are some practical (or maybe impractical) issues associated with COB.
For experimental testboards, COB has the disadvantage that to test an individual die, an
entire testboard needs to be exclusively built-up for one part. If the die on one testboard
is non-functional, then an entirely new board must be built to test a second device.
Testboards can be potentially recycled by reattaching new chips and rebonding. This
process of recycling a board with new devices can be repeated up to three times, and
can only be accomplished if the board layout is done in such a way as to allow proper
movement of the bonder, in the die attach area. In other words, many of the high-profile
through-hole components, must be sufficiently spaced, far enough away from the die
attach area, to allow an unconstrained movement of the bonder, while a new device is
being bonded. For a production part, COB might prove to be an attractive alternative to
package parts as the cost of the package has been eliminated. However, the cost saving
would depend on the potential penalty associated with discarding an entire board upon

final test as opposed to simply eliminating a part after package testing.

Other board/chip assemble techniques which could be used to reduce the
supply lead inductance, might include die attachment using flip-chip techniques. While
the die is still in wafer form, solder bumps are added to each of the chip pads. After
sawing the wafer, the individual die are heated to reflow the solder on the chip pads.
The device is then lowered topside down (thus the name “flip-chip”), and positioned on
to the board, in such a way that the solder bumps connect the chip pads to landing zones
found on the board. The length of the solder bump is extremely small compared to a
bondwire, giving again, the advantage of a lead parasitic which is significantly lower
than even COB, and certainly better than a packaged part. However, the disadvantages
relate to the fact when using flip-chip, the topside of the die (substrate) faces upward
making it difficult to provide a good ground to the backside of the die. In addition, the

production cost advantages of flip-chip are not immediately clear, as the reflow process
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of the solder bumps can be somewhat complex requiring glass dams on the board

substrate.

8.2.2 Third Order Non-Linearity (IP3)

One very common characterization of either an entire receiver or the individual
components in the receive chain is the relative measure of linearity. For radio receiver
applications, the overall third order intermodulation performance is critical. This
measurement is done to test a receiver’s immunity to a very unique situation when two
very undesired signals are received, with a specific combination of frequencies, such
that the relationship between the undesired interferers, and the desired received signal
lead to interference with in the desired signal band. dsfrepresents the frequency of
the desired carrier while f1 and f2 are the frequencies of the undesired alternate channel
interferers. Then if the relationship in frequency between the interferers and the desired

signal is the following.
fges= 200 —f, or fyo=200,-F,

The situation may arise where the two undesired alternate channel interferers
pass through a third order non-linearity and create interference in the desired signal
band. The most commonly quoted figure of merit which characterize the third order
distortion performance is the third order intermodulation intercept point, or IP3. This
can be either referred to the input or the output of the Device Under Test (DUT). A

more through treatment of IP3 is given in chapter 2.

The measurement of the IP3 number (usually quoted in dBm or dB) for the
DECT receiver was done by applying two tones to the input, at frequencies such that the
third order intermodulation component generated (abZ%), fell within the bandwidth
of the baseband filter. The frequencies at which the two applied tones were assighed are

outlined in the DECT standard [8.1]. In short, the tones were applied in various
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combinations of channel spacings as shown in figure 121(a). The magnitude of the
undesired tones which were applied to the receiver input, were then recorded along with
the magnitude of the third order intermodulated component at the output of the ADC.
To measure the magnitude of the third order component at the output of the receiver, an
FFT was run on the PC shown in figure 121(b). The computed value for the third order
intermodulation component was then divided by the receiver gain and recorded. The
magnitude of the applied tones was then increased, and the above procedure was
repeated to obtain the linear and third order response of the receiver. The results of
which are shown in figure 121 (c). With this data, the linear response of the receiver
was extrapolated as well as the third order response. The intersection point of the linear
and third order lines is the input-referred-third-order-intermodulation-intercept point.

For this receiver, the IP3 was recorded to be -7dBm.
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Figure 121.Two tone & order intermodulation test. () FFT of the receiver output with a single
tone input. (b) Tones applied 2 & 4 DECT channels away from the carrier. (¢) 3rd Order
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It was determined that the linearity bottleneck for the DECT receiver, was the
transconductance pair associated with the mixer running off of the first local oscillator.
This was confirmed with a measurement, on a die which just included the LNA and the
transconductance stage of the first mixer. Again, the IP3 was measured to be -7dBm on
the LNA stand-alone chip [8.2]. An IP3 at the input of the receiver, can be converted to
a peak voltage assuming a@doad. The -7dBm measurement converts to 141mV at the
receiver/LNA input. The LNA gain was measure to be approximately 20dB across the
DECT band. Using the LNA voltage gain, the measured IP3 reflected to the mixer input
is 1.41volts. Using equation 6.63 in chapter 6 the estimated IP3 is 1.31V, which was
estimated with a 400mV, ¥V, of the common source devices used by the mixer. This
compares quite well to measured results. The measured IP3 is slightly higher than what
is predicted by equation 6.63, this is to be expected as the hand estimate assumes
square-law devices. However, even with gsW of 400mV there will still be some

velocity saturation which tends to linearize the input transconductance stage.

8.2.3 Noise Performance

Obtaining noise data for an individual analog component along a receive chain,
such as a standalone LNA, mixer or filter is somewhat straightforward. This is typically
done using a noise figure meter which injects a noise source into the component under
test. The meter then looks for the amount of noise which has been added to the output to
determine the noise contribution from the device under test. Noise figure meters are
made to evaluate the noise performance of purely analog components; analog input and
output. The problem of measuring a receiver’s noise figure becomes more complicated
when an analog-to-digital converter interface has been added to the signal path, making
it difficult if not virtually impossible to utilize a noise figure meter. In this work, a
method was used which facilitates the noise figure measurement of a receiver without
the use of a noise figure meter [8.3]. The is done by measuring the Carrier-to-Noise or

Carrier-to-Interference (C/l) at both the input and the output of the device under test, in
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this case the receiver. With both the Gf}, and Cllpypyue the noise figure of the

receiver can be computed directly from the definition of noise figure or,
DSNRInputD DC/IlnputD

NF = 10og 1§7D = 10og }ziﬂ
NROutpuD /IOutpuD (Eq 8.1)

The noise figure measurement is performed by first ensuring that a good match
to 50Q has been made at the receiver input. For the DECT receiver, the S11 looking into
the SMA connection was better than -14dB. A signal source was attached to the receiver
input as shown in figure 119. The signal source assumesalb@d and theavailable
power delivered by the signal source is typically what is shown on the display of the
signal generator output. To ensure that the signal source readout is calibrated properly,
it is probably a good idea to check the delivered power with a spectrum analyzer, which
also reads the available power of an input signal assuming @ &tch. Once the
receiver input impedance has been matched to the source resistan@g, @@one is
then applied to the receiver input and the C/I ratio at the input, can be computed by
using the available signal power which is read from the signal source generator display,
and then taking the ratio to the available noise power delivered by a source resistance,
which is simply KTB. For the DECT measurements, the signal bandwidth was assumed
to be 700kHz which is the same bandwidth of the baseband filter. The C/I ratio at the

receiver can be expressed as,

_ 10logLDten]
C/ linpuddB) = 10lg =2t (Eq8.2)

Where $yneis the available power delivered to the receiver input (this can be
taken directly from the signal generatd@gnd B is the channel bandwidth of the system,
in this case 700kHz was used. The output carrier-to-noise ratio is simply found by
taking an FFT of the ADC output. The bins in the FFT which correspond to the signal
source applied to the receiver are found and the sum of the signal power in these bins

are then used to evaluate the signal power. Next, all of the remaining bins between DC

1. If the units on the signal generator are registered in dBm, then the available signal power in Watts must
be computed to use equation 8.2, or the numerator in the right-hand side of equation 8.2 must be multiplied
by 1mW (inside the log expression) to obtain the correct dimensions.
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and 700kHz were summed, to find the output inband noise power. The C/I ratio at the
output of the receiver was then computed using these two quantities derived from the

FFT.

It is worth mentioning, that the output C/I ratio estimated using an FFT is not
the true C/I ratio at the output of the receiver. A fudge fact of 3dB must be subtracted
from the receiver output C/I ratio, to account for the frequency conversion of the
desired channel to baseband, as is the case in a direct conversion receiver or the
Wideband IF receiver. To understand why 3dB has been subtracted, the following
section attempts to bridge the gap between the output C/I ratio of a receiver which is
measured using the above mentioned method, and what the true C/I ratio would be if a

real channel signal were received.

8.2.3.1 Conversion of SSB measurement to DSB Receiver Noise Figure.

Most signals which are modulated up to the carrier frequency are double-side
banded about the frequency of the carrier. Therefore, there is useful information in both
the lower and the upper sidebands above and below the carrier frequency. This situation
is illustrated at the top figure 122, where the desired channel (post upconversion) is
shown as k(f), and is symmetric about the carrier frequency, The objective is to
then down converter the desired channel from the carrier frequency, to either a low
intermediate frequency or zero IF as is the case for direct conversion or the wideband IF

receiver.

As mentioned in the previous section, the noise figure of the DECT prototype
was measured by finding the carrier-to-noise ratio in lab at both the input and output of
the receiver. This is done by injecting a tone at a slight offset from the carrier frequency
such that when down converted to the baseband, the tone is discernible and falls within
the baseband filter’'s bandwidth. For the purposes of the DECT receiver measurements,

a tone was applied to the receiver at a 150kHz from the carrier. In other words, the
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difference between the frequency of the tone applied to the frontend of the receiver, and
the sum of both the local oscillators used by the receiver is 150kHz, again this

difference is shown in figure 122 &$ (Af = f1gne- fo).
IFc()l

Tl Actual a4—Tone Tf
Received—a Applied
Channel for C/lI
Fc(f) Measurement

fLo=-(fLo1 + fLo2) flLo=fLo1+fLo2

T T - f(Hz)

- f(HZ)

SAVRAN

Figure 122lllustration of the relationship between frequency translation of a real double-side
banded signal and a single tone used for receiver noise figure measurement.

There is a very subtle difference between the carrier noise ratio measured at
the output when a single tone is applied, and the actual carrier-to-noise ratio which
would exists if a real radio channel were received. The key to understanding this
difference starts by first looking at the fundamental loss in signal power when a
received channel is converted to baseband. First a few definitions will be given, where it
is assumed that there is a baseband channel in the transmitter which will be defined as
F(f). Next, this spectrum is upconverted to the carrier frequency by multiplying with an
ideal sinusoidal function. After the channel is upconverted, the spectrum can be written
as R-(f) and is shown graphically, centered about the carrier in the top part of figure
122. R:(f) will now represent the signal which is actually received at the antenna of the

receiver.
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Fo(f) = %F(f —fo)+ %F(f +f) N

The objective is to now downconverif) to either an intermediate frequency,
or centered around DC. Using the DECT prototype receiver as an example, the
incoming spectrum is multiplied by two cascaded local oscillators, the sum of which is
shown in the frequency domain as justd; middle of figure 122. To simplify things,
the sum of the carriers will be represented by C(f) in the frequency domain. The total
frequency translation of the incoming spectrum(f§, can be modeled as the
convolution in frequency between ) and C(f), the result of which will be

represented asgff).

Fg(f) = Fo(f)*C(f) (Eq 8.4)
C(f) is again nothing more than the spectrum of the sum of the local oscillators

in the frequency domain.

c(f) = %6(f fo)+ %6(f —fo) 085

Equation 8.4 can now be written as,

T 1 o[ Lsic lsis_
Fa(f) = [EF(f—fC)+§F(f+fC)} [Zé(f fC)+26(f fc)} (Eq 8.6)

The original desired channel represented as F(f) is now frequency translated,

resulting in the following shift of the desired spectrum as,

Fo(f) = %F(f) " %F(f) " %F(f —2fy) +j—'1F(f +2fy) (Eq8.7)
Because the frequency translation is a direct modulation from the carrier to
DC, there is a component ofgfff) which arises from the positive frequency and also the
negative frequency, these are shown as the first two terms in Equation 8.7. The
baseband component ogf) has two spectrums which are adding together. This arises
again from the fact that the frequency translation converts the desired channel to center
around DC, in addition to the property of the desired channel being symmetric about the

carrier. The desired channel at baseband can now be expressed as,

1.1 1
Fg(f) = SF(f) + ZF(f-2fc) + ZF(f + 2f¢) (Eq 8.8)
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The above situation of converting a radio channel to baseband is contrasted
with the case where a single tone is applied to the receiver to find the input and output
carrier-to-noise (C/l) ratio to estimate the receiver noise figure. As mentioned before,
the tone which is applied to the receiver input needs to be offset from the carrier (or the
sum of the two local oscillators), such that when the tone is frequency translated to
baseband, it is easy to extract the energy of this tone using an FFT. The single tone
applied to the input can be represented agf), again, this situation is reflected at the
top of figure 122. However, unlike the desired channel, the tone only resides on one
sideband about the carrier frequency. The single tone which is applied to the receiver

input (Tc(f)) can be written as,

To(f) = 38(f = (f o+ BF)) + 38(F + (f o+ AF) (Eq 8.9)

When the tone §E(f) is frequency translated to baseband, this can be
represented with a convolution in the frequency domain. The tone which then resides
will be written as Tg(f), which can expressed as the convolution of a the tone around the

carrier frequency, and the sum of the local oscillator frequencies or C(f).

Tg(f) = Tc(HEC(T) (Eq 8.10)

The result of this convolution at baseband is then.

= L5t _nfy+ L L T5(f -
T = Z0(f-Af) + 78(f + Af) + 28(F + (2f o + AF)) + 78(f — (2f ¢ + Af)) (Eq 8.11)

The baseband filter will remove the higher frequency components leaving,

= L5 apy4d
Tg = 38(f-Af) +73(f + A1) (Eq8.12)

Note that the amplitude of the desired tone at baseband is reduced by a half
when compared to the tone which is injected at the receiver input. The power of the tone
which is observed at baseband, has been reduced by 3dB. This is fundamentally
different from the real situation where a desired channel which occupies both sidebands
about the carrier frequency. Here, energy from the down converted signal at baseband,

is frequency translated from both positive and negative frequencies. So there exists a
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3dB difference between the tone used for measurement of the C/I ratio at baseband, and
the real situation where a desired channel is downconverted in the receiver. Thus, the
reason for the 3dB fudge factor which is subtracted from NF measurement obtained
using the input and output C/I ratios. Clearly again, the 3dB subtraction would only

take place for radio system that frequency translate to baseband.

8.2.3.2 Noise Figure Measurement Result: Discussion

Using the procedure outlined in the previous section, the overall receiver noise
figure was measured. The double-sideband noise figure from the LNA input, to the ADC
output was recorded to be 14dB which corresponds to a -90 dBm sensitivity when used

on a DECT channel.

The considerably high noise figure for the DECT receiver was attributed to two
problematic areas. First, and certainly foremost was an error in the parasitic
capacitance extraction from the layout. The value of capacitance, which was estimated
and used, was as much as 30% lower than what was obtained in the lab. This had an
adverse affect on the amplitude of the first local oscillator used by the RF mixers. The
additional capacitance and loading of the output buffers shown in figure 103, of chapter
7, had the affect of significantly lowering the amplitude of the LO. This had a most
negative affect on the conversion gain of the first set of mixers. With a lower conversion
gain in the LO1 mixers, a much larger than expected noise contribution from the second

set of mixers and the baseband circuits was seen and increased the receiver noise figure.

In additional, the higher than expected noise contribution from the mixers and
the overall receiver was also attributed to poor device models. At the time the design
was completed, little investigation had taken place into the behavior of CMOS devices
at RF frequencies. In particular, it has since been found that the “gamma” factor used
for the input referred channel noise associated with a single MOS device can vary as a

function of frequency [8.2][8.4][8.5][8.6][8.7][8.8]. Traditional, CMOS devices have
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used a value of 2/3 foy , at low frequency. However, recently it has been suggested that
y may vary as high as 2.5 for some CMOS technologies, at high frequency. Under
estimating the value of gamma for the device noise model would certainly contribute to

a poor noise figure.

The noise figure of the receiver could have been also improved through a better
trade off between the noise performance for an individual block, verses the power
consumption. Shown in figure 123 (a) and (b), is a breakdown of the measured RMS
noise power of each block referred to the receiver output, and the distribution of the
receiver power consumption, respectively. One can note, that although the first mixers
noise contribution to the overall receiver is almost 40%, these mixers contribute less
than 10% of the overall receiver power budget. Therefore, the noise and power

consumption could have been better traded off to obtain a lower receiver noise figure.

; Mixer(LO1 Mixer(LO2)
Mixer (LO1) 9(% ) 17%
38%
34mwW
1424V 17mwW

LNA
21%

LNA

2204 Baseband

80pV Mixer (LO2) / Hmw th?i;:
Baseband 66mW

Filters / ADC 20%

40% 148 pv2 20mW

(@)
(b)
Figure 123(a) Breakdown of the output rms noise voltage (b) breakdown of the receiver’s power
consumption.

8.2.4 Image-Suppression

A key component which contributes to the selectivity performance of a
receiver, particularly in a heterodyne system, is the ability to reject signals found within
the image-band. To test the DECT receiver’s ability to reject signals found within the
image-band, a series of tones were applied to the receiver sweeping the entire DECT

band from 1.884GHz to 1.896GHz. The magnitude of the tones, which were feed into
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the receiver, in the DECT bands, was then measure using an FFT at the ADC output. An
additional set of tones were feed into the receiver, at the image frequency
corresponding to each of the desired frequency tones. The ratio of the receiver’s
measured response at the output of the ADC, between the tone in the image band, and
the corresponding tone in each of the desired bands, was recorded. The results of which

are shown in figure 124.

This measurement might be better understood by looking at how one data point
in figure 124 was taken and assigning some real numbers to the measurement. For the
purposes of all the DECT measurements, the first local oscillator (RF LO or LO1) was
set at 1.7 GHz, leaving the IF to range from approximately 190MHz to 200MHz for all
the DECT channels. Given the frequency of the first local oscillator, the image band lies
at approximately 200MHz below the first LO, or at 1.5 GHz to about 1.516 GHz. The
first measurement point in figure 124, at 1.8838GHz was obtained by applying a single
tone at this frequency, to the input of the receiver, which was set at full gain. The
magnitude of the output signal was then measured. A second tone was feed into the
receiver at the image frequency, of the first tone, which is at [1.7GHz - (1.8838GHz -
1.7GHz)], the magnitude of the receiver’s response at baseband value was then
recorded. The ratio of the receiver’'s response to the desired signal tone applied at
1.8838GHz was taken relative to the magnitude of the measured tone which was applied

at the exact image frequency of the desired tone or [1.7 GHz -(1.8838 GHz -1.7 GHZz)].
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[1.7GHz -(1.8838GHz - 1.7GH2z)]. The one data point under discussion has been plotted
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Figure 124Image-Suppression measured for the DECT receiver. Here, the Image-Rejection is defined
S 10log(|IM|*/|DES?)

as the left most point in figure 124.

It should be noted that the image-rejection data was taken while the phase
between the | and Q LO mixer inputs were tuned for maximum image suppression. Both
the circuit and process for tuning the phase on the DECT receiver were described in

chapter 7, section 7.2.10.

8.2.5 Blocking performance

To test the receiver’'s immunity to signals found in both adjacent and alternate
channels, a blocking test was performed. The conditions of this test were done in
accordance with the specification outline in the ETSI document covering the physical
layer of DECT [8.1]. Although there are some specific blocking conditions associated
with DECT, most blocking test associated with various standards, share some
commonality in the method used to evaluate the receiver’s selectivity performance with
respect to blocking. Specifically, blocking test are usually performed by applying a

desired signal to the receiver which is 3dB above the required reference sensitivity.
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Simultaneously, either a single AM or a modulated blocker is applied to the receiver, in
one of the alternate channels associated with the system. The blocker is increased in
power level (or amplitude) until the bit error of the desired signal increases to some
unacceptable value. For the purposes of the DECT receiver testing, a desired signal of -
73dBm was applied to the receiver input in accordance with [8.1]. A single sine wave
was then applied to one of the adjacent DECT channels, and increased in magnitude
until the C/I ratio of the desired signal, at the output of the receiver, dropped to less
than 10dB. This approximately corresponds to a BER of 10-3 for a signal which is
modulated using gaussian minimum shift keying (GMSK). This assumes the noise is
white across the channel [8.9][8.10][8.11] which may not necessary be true. The power
of the blocker in each of the adjacent channels, which resulted in the C/I ratio dropping
below 10dB, was recorded and is shown in figure 125, as a star. The required DECT
blocking performance has been shown in the shaded areas. As can be seen, the blocking

performance of the receiver is well above what is required by DECT.
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Figure 125BIlocking performance of the DECT receiver.
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8.2.6 Receiver filter response

To test the comprehensive response of the entire receive channel a series of
tones were recursively applied to the receiver. As shown in figure 119, a PC, the
receiver input signal generator, and the logic analyzer were all networked together
using HPIB connectors. A “C” program was then written [8.12] which automatically
sets both the frequency and amplitude of the input signal source to some desired offset
from the sum of the oscillators. With the input signal applied to the receiver, the “C”
program grabs a set of data from the ADC output using the logic analyzer. Knowing the
frequency of LO1 and LOZ2, along with the frequency of the input tone applied, the
program then computes the FFT of the output signal. The bin associated with the output
tone, after frequency conversion to baseband, is stored in a file. The program then
slightly increments the frequency of the receiver input signal and again acquires data
using the logic analyzer. Subsequently, the magnitude of the new tone at baseband is
found, again using an FFT. The tone is again incremented slightly in frequency, and the
process of acquiring the magnitude of the tones at baseband is done recursively,

sweeping the entire range of the baseband filter output.

Channel
Response

(dB) 80

60 |-
40 |-

20 |-

Baseband
L L L L L L L Freq.
-3 -2 -1 0 1 2 3 (MHz)
Figure 126 Frequency response of the entire receiver from the LNA to ADC output. Positive and
negative frequencies are shown
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Figure 126 shows the results of sweeping a series of tones from 4MHz below
the carrier, to 4MHz above the input carrier frequency, notice the baseband filter
bandwidth is approximately 700kHz and the receiver gain is approximately 78dB. For
the DECT receiver, a 8th-order channel-select switched-capacitor filter was used which

had an equiripple response.

8.2.7 Summary

As was mentioned earlier, this thesis contains data from the DECT receiver
while the dual mode DECT/GSM receiver will be published at a later date. This section
is provided to give a summary of the data which was obtained on the DECT receiver as
well as give a relative comparison to other comparable work in the area of high

integration receivers.

Table 9: Summary of results obtained from the DECT receiver

Receiver Measurement DECT Requirement
Sensitivity -90dBm -83dBm
Input IP3 (Max. gain setting) -7dBm -26dBm
P_14g (Min gain setting) -24dBm -33dBm
Receiver Image Rejection ~85dB w/ RF Filter ~70dB w/ 200MHz IF
Pobsge(Max. gain setting) -33dBm @ 2MHz N/A
Max. Receiver Gain 78dB N/A
Min. Receiver Gain 26dB N/A
Die Size 7.5mm x 6.5mm N/A
Active Chip Area 15mmh N/A
Power Supply 3.3v N/A
Silicon Technology 046m DPTM CMOS N/A

Many of the key measured results obtained from the DECT receiver
measurements are shown in table 9. Where it is relevant, the DECT receiver
measurements are compared to the physical layer specifications which are outlined in

the DECT standard [8.1]. As can be seen from table 9, the DECT receiver meets each of
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the significant requirements of the DECT standard. The overall receiver sensitivity is -
90 dBm with a receive channel gain of 78 dB. The prototype DECT receiver was
fabricated in a 0.am double-poly triple-metal CMOS process, at the Taiwan Silicon

Manufacturing Company (TSMC). The overall receiver die size is 7.5mm by 6.5 mm

and the active die area is 15 rim

A relative comparison to other high integration techniques, in silicon, which
have been used to perform image rejection are shown in figure 127. Various methods
were used to address the image-rejection function as an integrated solution. The
include, image-rejection mixers, integrated image filtering and a combination of the
two methods, all of which are plotted as a function of the measured image rejection, in
figure 127. The two highest reported numbers for image rejection [8.13][8.14] were
obtained by manually tuning the | and Q phase error in the lab. Although, this is
somewhat impractical, there does lie the hope of adaptively, auto-calibrating out the

phase error and achieving a high image-rejection ratio.
Recent Publications on Image-Reject Mixers/Filters
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Figure 127 Relative comparison between various recently published attempts to implement an
integrated image-rejection function.
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In comparison to other recently reported high integration receivers, the work
presented in [8.13], was one of the first complete RF radio receivers implemented in
CMOS. At the time this work was presented, the prototype had the highest level of radio
integration in CMOS, everything from the LNA to the ADC was all implemented on a
single chip without the need for external RF and image-rejection filters. In table 10 are
some other recently demonstrated high integration receivers. The various publications
presented in table 10, are samples of some of the radio architectures which have been
implemented as a high integration systems, and represent various silicon technologies

including, CMOS, Bipolar and BIiCMOS which were used to address different

applications/standards.

Author Architecture Application Technology NoisegllP3 Blocking |Total
Figure Performance&Power

A. Abidi et al. Homodyne ISM Band.| 1jm 8.5dB |-8.3dB | ----------- 177mW

(ISSCC '97 [8.22] CMOS

M. Steyaert et al. |Low-IF DCS 1800 |0.35um 4.9dB |-3dBm | ----------- 190mW

(ISSCC 98 [8.23] upbanded |CMOS

D. Schaeffer et al.|Low-IF / Weavel GPS Opm 4.1dB |-16dBm | ----------- 115mW

(ISSCC 98 [8.15] CMOS

S. Wu et al. Weaver GSM/ 0.6um 4.7dB/ |-7dBm/ |----------- 72mw/

(ISSCC '98 [8.19] DCS1800 |CMOS 4.9dB |-8dBm 75mW

M. Banu et al. Double Low-IF | GSM 0.pm 4.8 dB |-4.5dBm | GSM 66mw

(CICC 97 [8.24)) BiCMOS ((SSB)

J. Rudell et al. Wideband IF DECT 0pm 14dB |-7dBm |DECT 198mW|

(ISSCC 97 [8.13] CMOS (DSB)

T. Cho et al. Homodyne Cordless [0.6mm 4.5dB |-21dBm | 900MHz |525mW

(ISSCC 99 [8.16] Telephone |CMOS (DSB) SS

F. Banahani Hetrodyne ISM 0.6um 9.8dB |-10dBm | ISM 180mW

(ISSCC ‘00 [8.21])Weaver/PPF |Band CMOS 300mw

D. Yee et al. Homodyne 2-GHz 0.25um 8.5dB (-18.3dBn] ----------- 106mWwW

(EESSC ‘00 [8.25] WLAN CMOS (DSB)

Table 10: Summary of recently published high integration receivers.
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The GPS receiver given in [8.15] did an excellent job of trading off the noise
figure and power consumption. The cordless telephone receiver presented in [8.16] was
one of the first all-CMOS integrated receivers put into production and is currently sold

as a component in a Siemens telephone.

One conclusion that can be drawn from recently published work given in table
10 is that, to date, it does seem plausible and in fact, practical as well as inexpensive to
implement an entire radio receiver in CMOS for moderate performance applications.
These would be radios for short range standards, where the mobile does not wander to
far from the basestation. In the situation where both the transmitter and receiver are
relatively close together, the selectivity performance required of the receiver is
somewhat relaxed. Example applications would include receivers built for cordless
telephone, wireless computer peripheral components (keyboard, mouse, printer, etc.)
and wireless LAN to name a few. Future research and development is needed to address
many of the technical challenges still associated with full integration in CMOS, or any
semiconductor technology for that matter, of an entire radio receiver intended for a high

performance standard.

8.3 Contributions and Possible Future Directions

There are three distinguishable contributions in this work which come from the
levels of architecture, analysis and circuit implementation. From the perspective of a
radio architectures targeting high levels of receiver integration, the wide-band IF
receiver was introduced and explored during the period of this work. From more of an
analysis perspective, a convenient method for evaluating current commutating active
mixers was also explored. Although the analysis emphasized CMOS Gilbert Cell like
mixers, the design techniques are general enough to be used on any active mixer
independent of the implementation technology. From more of a circuit implementation

perspective, a new variable gain mixer cell was introduced. The mixer, modulates both
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the load resistance and the gain of the mixer through a common mode feedback circuit.
Other new circuit implementations which were introduced included a novel utilization
of a polyphase filter and buffer combination. This circuit utilizes an all-pass buffer,
followed by a third order polyphase filter. The buffer filter combination produces very
accurate quadrature signals (less than a°(base error) while maintaining the LO
carrier power and reducing the overall power consumption associated with this function

as compared to other polyphase filter implementations.

An additional contribution in this work, which is somewhat less proven, is the
introduction of a self-calibrating image-rejection mixer. The proposed self-calibrating
image-rejection mixer is really the first step in the implementation, of receiver systems
which take advantage of the system aspects which are now possible and facilitated
through the very act of integrating all of the radio components onto a single piece of
silicon. Therefore, the implication is that not only can future radios be implemented
with self-calibrating mixers, but can also overcome many traditional radio non-
idealities and limitations through adaptation, or auto-calibrate as well as optimize real

time performance.

Any form of research usually ends by answering a few questions while opening
the door to many more new riddles. Future challenges and research associated with high
integration radio systems in CMOS, lie on the device, circuit, and system level. The
next wave of research will need to further explore the behavior of sub-micron CMOS
devices in the 1 to 6 GHz range. The rapid implementation of all CMOS receivers will
be critically linked to accurate device models for simulation, particularly a reasonable

estimate of the noise performance.

The continued scaling of modern CMOS processes requires the lowering of the
available supply voltage. This presents some interesting and unique challenges for the
implementation of future CMOS RF circuits. Further exploration will be required to

realize mixers, oscillators and power amplifiers for sub-1.5 volt CMOS processes.
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From more of a system radio architecture level, a yet unexplored area where a
reduction in the receiver power consumption may lie in the exploitation of high
integration CMOS transceivers[8.26]. By rethinking the transceiver as a “system-on-a-
chip,” radio architectures may be developed to optimize power consumption for needed
performance. Most radio standards or applications outline a set of test conditions which
specify the required performance of both the transmitter and receiver. A closer
examination of the standards reveals that typically, high performance in terms of
linearity, noise figure and dynamic range are only required during brief intervals.
However, contemporary receivers and transmitters found in products are typically over-
designed to meet the most difficult performance requirements even when not required.
This results in higher power consumption than is really necessary. Receiving a weak
desired signal in the presence of a strong alternate channel signal is an excellent
example of a condition which leads to very high dynamic range requirements in the
backend of integrated radio receivers; this is illustrated in figure 128. Higher required
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Figure 128 Effect of blockers on dynamic range in both discrete and integrated receivers.

dynamic range in both the baseband filters and/or ADC typically implies a higher
receiver power consumption. The condition of an adjacent channel blocker may only

occur during very brief intervals of the receiver’s operation time. However, currently
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integrated radios are designed to handle high dynamic range conditions of an alternate
channel blockers at all times, as shown in figure 128. A more optimal approach to
handling the high dynamic range required of integrated baseband components may rest
in developing transceiver systems which sense when a strong alternate channel
condition exists. This would allow the receiver to fall back to a low-power, low-
performance mode when high performance was not required. Then, when a strong
alternate channel signal arises, the receiver would increase the dynamic range in the
back-end to meet the particular condition present. Again, by monitoring the presence of
the blocker, the receiver could then return to a low performance, optimal power
consumption mode of operation when the blocker disappears. A parallel strategy may
be applied to optimize the frequency synthesizer power consumption verses the required
phase noise performance which again would be determined by the blocking condition
which is sensed by an intelligent receiver system. This concept could potentially be
extended to optimize the receiver power consumption versus noise figure and required

sensitivity for a given received signal strength.
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Appendix

Appendix A: Image Suppression as a function of phase and gain
mismatch

The following is an outline of an analysis to determine the effects of phase
mismatch between thl & Q local oscillator of both LO1 and LO2 and the effects of
gain mismatch between the signal paths. The matching error is modeled as shown in
figure 129. The phase mismatch between both the | and Q LO mixer inputs of both the
first and second local oscillators are defined @5 and respectively. This phase
error will be defined as the deviation from ideal quadrature. For exampl®,p@ase
difference between the | and Q LO1 would be representedphy °, AlA represents

the composite gain mismatch between two of the four image-rejection channels.

The analysis is carried out by applying two complex signals denoted D(t) and
IM(t) both equally spaced in the frequency domain, from the first local oscillator as

shown in figure 129. Both the image and desired signal will be tracked as they move

298
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through the mixer to the baseband Il and QQ channels where they are summed. A

I(t) 1-I(t)
b el

cos( Wy o1t) cos( Wy p2t) |-
o—¢

% Q(t) [ % [ [> Q-Q(t)
(1+AA)

g 8 sin(W o1t + @1)  sin(W oot + @)
= a

] } -
WM W1 Wp

Figure 129 Model used to analyze the image-rejection performance as a function of LO phase and
gain path matching.

solution for the image-rejection ratio is found with the magnitude of the desired and
image signals after summation of the Il and QQ channels.
D(t) = cog(wnt) +jsin(wnt)
D D (Eq A.1)

(Eq A.2)
Assuming an idealized sinusoidal LO, the two input signhals D(t) and IM(t) are

IM(t) = cos(wt) +jsin(w,t)

multiplied by the | and Q local oscillators, the resulting signals at IF can be expressed
as,

Ip(t) = 31 cos((wp — 0 57)1) + COS((wp + @ 51)V)]

i _ (Eq A.3)
+ é[sm((wD + W o) + sin((wp —w 51)V)]
() = SL00S{(0y — @ 01)t) + COS{(Wyy + 6 5)0)] A
+ Ji[sin((wlM + W, o)) + SiN((W)y = W o)H)]
Qp(t) = %[Sin(((w[) + W o) + @) — siN((Wp — W 51)t—@4)] (Eq A.5)
+ 2 cos((p = 0 01)t = Be1) — COS((Wp *+ W o)1) + @)
Qm = %[Sin((wlM + 0 o)+ @pq) = Sin((Wyy — 0 o1)t =~ Peq)] (Eq A.6)

* %[COS(((*)IM ~ W 1)t Pgg) = COS((Wyy + 00 o)t + Pgy)]
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Assuming the upconverted terms are removed through low-pass filtering and

substituting NWE = Wp—W o1 = Wo1~Wy results in,

Ip(t) = %cos(m“:t) +%sin(oo”:t)

() = Soos(eyt)-Lsin(ye)

1. '
Qp(t) = —3sin(wyet = @yy) + Scos(wet -,y

1. i
Qum (1) = Ssin(wgt+ggy) + JQCOS((*)lFt + Q1)

(EqA.7)
(Eq A.8)

(Eq A.9)
(Eq A.10)

Multiplying equation A.7-10 by the second set of quadrature LOs and again

removing the upconverted terms, the following expression may be obtained for the

image and desired signal present in the Il and QQ baseband channels.

(1) = 2TC0S((@ ~ @ 0)t) + J SIN((6} = @ o)D)

() = %[cos((w”:—wl_oz)t)— jsin((wg —w g2)H)]

QQpg(t) = 3(1+AA)[~COS((6) ~ @ o)t = (01 + .0))

=jsin((o — W o)t = (@1 + @0))]

QQuu (1) = F(1+ DA COS((WyF ~ 0 )t + (g = @s,)

—jsin((wyg — W o)t + (P —P5))]

(Eq A.11)

(Eq A.12)

(Eq A.13)

(Eq A.14)

From equation A.11-14 the magnitude of the desired and image baseband

signals may easily be found. Making the simplifying assumption tha —w, 5, 00

we get at baseband,

5(0-QQp (0] = 2E[(1+(1+BA) OB, + 0,))° + (1+BA)sin(g,; +¢,.,)){Eq A15)
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2 _ 1 2 : 2
|” M (D—QQ\ (t)| = 1_6[(1_(1+ AA)cos(@. 1 —@5)) +((1+ AA)Sm((Pgl_(sz)ng A.16)
By taking the ratio of equation A.15 and 16 the image-rejection ratio in (dB) is

given by,

1+ (1+0A)%+2(1+AA)cos(@y; + ;)

1+ (1+AA)°=2(1+DA)cos(@,, — B,) (Eq A.17)

IRR(dB) = 100og

Equation A.17 is identical to the result given in [AP.1][AP.2] for the

more general class of single-sideband mixers.

Appendix B: Conversion Gain of an Idea Switching Mixer

This appendix is provided to give a brief review of the conversion gain
characteristics of an ideal switching mixer. The switching can take place either in the
form of commutating a voltage or a current signal. This has the net affect of taking any
signal and multiplying it by a pulse train, which will from this point on described by

p(t).

The general situation of a switching mixer is shown in figure 130 where an
arbitrary signal S(t) is applied to the input port of a mixer. The sighal S(t) is effectively
multiplied by a pulse train with a zero mean and amplitude of unity. The period of the
pulse p(t) will be defined as Ty (corresponding to the frequency of the local oscillator
used by the mixer). Using the fact that multiplication in the time domain, is equivalent
to convolution in the frequency domain, it can be shown that the mixer output will
contain several copies of the input spectrum shifted in frequency by both the

fundamental and various harmonics of the local oscillator, p(t). It is now of interest to



302

find the gain that the input signal S(t) experiences from the input to the output of the

mixer during frequency translation.

Mi
S( t) RF >O :ﬁg[lt
Port
LO
Port
p(1)

Figure 130Model of an ideal switching mixer. S(t) represents either a voltage or current signal
which will be commutated by switches, while p(t) models the pulsing action of the
switches.

The best approach for finding the conversion gain of the mixer is to analyze
what is going on in the frequency domain. p(t) is periodic and may be represented by

the fourier series where the fourier coefficients can computed as,

+ o0
_ jkogt
P = > pe (Eq A.18)
k = —o0
The fourier coefficients pare given by,
TO
2

1 —jkaot (Eq A.19)
Py = _I_—OI p(t)e dt
TO

2
One approach which facilitates computation of the fourier coefficients of p(t),

is to offset the waveform such that the low end of the swing is zero and the high end of
p(t) is twice the amplitude of the zero mean pulse; this is shown in figure 131. Once the
fourier coefficients have been found, the DC component may be subtracted out to

recover p(t). Although, it may be somewhat obvious to offset p(t) to get p’(t), it is worth
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illustrating as this approach will be used again to find conversion of an active CMOS

mixer. The offset version of p(t) will be defined as p’(t).

A p'(Y) A DC term

2
1
[ X X J [ X X J e X X J [ X X J
I i -t -t
TJ2 T2
(@ — (b)
Ar®
1
[ X X J [ X X J
! | -t
(c)

Figure 131 Offset added to p(t) which simplifies computation of the fourier series. (a) p’(t) pulse
which is offset to simplify computation of the fourier coefficients. (b) The DC offset
of 1 can be subtract from the fourier series representation to recover the original
desired pulse p(t), shown in (c).

The fourier coefficients for the waveform p’(t) can be written as,
T,

4
I e jkwt (Eq A.20)
°T

1
P = T,

0

4
Solving equation A.20 results in the following expression for the fourier

coefficients of p’(t),

_ KT
P = knstZ 0 (Eq A.21)
The time domain expression for p(t) can be written as,
+ 0
, _ é [k jkot
PO = Y SSingy (Eq A.22)
k = —o0

It is useful to look at several values of k to notice a pattern which may be used
to write a simpler and more useful expression for p(t). This is done for values of k=-3

through k=+3. Equation A.22 evaluated at k=-3 gives,
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, 2 3wt
P, - 5= T (Eq A.23)
There is no energy in the signal at k=+/-2 as the sine function reduces to zero.

For k=-1, 0, +1, +3 the fourier series representation in equation A.22 becomes,

, 2 —jw,t
PO =4 =5 (Eq A.24)

, 2 ot
p (t)|k 217 (Eq A.25)

, 2 j3wt
PO =5 = e (Eq A.26)
L'Hopital’s rule should be applied to get the k=0 term, which is nothing more

than the DC component of p'(t). For k=0,

PO, =1 (Eq A.27)
A pattern can be seen with all of the odd values of k which can be reassembled

in the form of a cosine with respect to the harmonicsygfp’(t) can be written as,

ja,t —jw,t j3w,t —j 3w, t jk ot —j ko, t
Jo+eJo+2eJ o+eJ o)+ 281 o+eJ 0) (EqA.28)

p'(t) = 1+_,g_[(e ) 5[( H’[

p(t) = 1+ Sin%n%cos(kwot)

EREN
iR

(Eq A.29)

00
2
k=1

To get p(t) from p’(t), the DC component must be subtracted out as shown in

figure 131. This gives,
p(t) = p(B-1 (Eq A.30)

Leaving an expression of p(t) in terms of the harmonic&gf

o(t) = %{ )3 sin%% os(ka,t) (Eq A31)
k=1
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For switching mixers, equation A.31 is probably one of the most fundamental
equations describing the operation of this class of frequency translation device.
Reflecting on the role of a mixer which is to frequency translate some incoming signal,
in this case S(t), by another frequency either higher or lower than the frequency of S(t).
To understand the frequency translation properties of the mixer, a idealized model can
be constructed as a multiplication between a pulsed signal p(t) and the incoming signal

S(t). This is expressed as,

So(t) = p(t) 05(Y (Eq A.32)
Next, if it is assumed that the input signal S(t) can be described by a single

tone where S(t)=cos§;t), the output signal can be described as,

_ds 1 Eq A.33
So(t) = %Z i Dz"%cos(kw t)D[t:os(oorft) (Eq A.33)

Expanding this results in the following form fog(®.

So(t) = 2B [cos((09,— w,)t) + cos{(@, + 0 )0]5 (Eq A.34)

_ 3%[%[ cos((3w, — w,;)t) + cos((3w,, + wrf)t)]g )

For use in receiver applications, the term which contains the difference in
frequency betweenw, and W, (cos(W,-w)t) is of interest. The down-converted
component is the useful signal which we hope to recover at the output of the mixer.
Therefore, assuming that all of the other terms are removed with an ideal brickwall
filter leaving just the difference frequency between the fundamental and incoming RF

signal, §(t) can now be written as,

So(t) = Zcos((@, =)t (Eq A.35)
From equation A.35 the classic conversion gain which is given for an ideal
switch mixer is shown to be “2¢. In reality, as will be shown later, the non-idealities
of the mixer actually reduce the value of the conversion gain to a value which is less

than 2ft. The result of 2f for the conversion gain of a switching mixer is somewhat
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classic and has also been shown in many other publications which include

[AP.3][AP.4][AP.5][AP.6].

Appendix C: Conversion Gain of an Active Switching Mixer

A derivation of the conversion gain for a CMOS active mixer is presented in
this appendix. Most of this section will focus on obtaining the fourier series coefficients
of a pulse which closely models the non-idealities of a Gilbert Cell like mixer utilizing
CMOS devices. In chapter 6, a more in depth discussion is given on both the topic of
the conversion gain of a CMOS mixer as well as the input referred noise of this class of

mixer.

The analysis begins by slightly modifying the shape of p(t) such that the
switching time of the mixer is taken into account. During the time the mixer is in the
balanced state (all of the switches are conducting current), the value of p(t) will be
assumed to be linear. In other words, rather than a sharp transition from a low- to a high
amplitude, the pulse p(t) follows a straight line from the low to high value. p’(t) can be

described as shown in figure 132.

p'(t)

Region 2
Region 3

Region 1

Figure 132Waveform used to find the fourier series of the pulse which is used to compute the
conversion gain of an active mixer.

The fourier coefficients for this waveform are computed in three separate cases
regions which are identified as regions 1, 2 and 3 in figure 132. Region 1 is defined as
the portion of the signal between ;&nd -T; while region 2 is defined from -Tto T,,

and region 3 runs fromqTto T,. p’(t) in the region 1 can be described by,
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(t+T,)

p(t) = ZQmRL——_TZ_Tl (Eq A.36)
In region 3. p’(t) can be described by,
p(D) = 2g, R, o2

mT,-T, (Eq A.37)

Again, the variables Tand T, define the begin and end of the transition time
for current to completely flow from one set of mixer switches to the alternate set. It will
be useful in the derivation of the fourier coefficients of the waveform given in figure
132, to define the relationship between, T, and T o. The relationship between the

three variables is easy to find whepgF4 is defined to be halfway between &nd T,.
T1=T|_0/4-XT|_0/4 T2:TL0/4+XTL0/4

The fourier coefficients of p’(t) can then be described by,

Tio
2
1 I LC T (Eq A.38)
P = 7 [ P
LO
_To
2
-T T T
1 lEzg R (t+T2)EE_;|«A)LOtdt+ 129 R e—jkwLotdt+ ZEQg R (Tz—t)EE—jkwLo
Tlo JT—D m LTz‘TlD -£ mL JD m LT2_T1D
—12 -1 1

It is useful to solve each term individually in regions 1, 2, and 3, then
recombine all terms and simplify at the end to obtain a final expression foTIpe first

integral in equation A.38 may be solved using integration by parts, this gives,

_Tl
. . —ik
20,R. | _pte kot pg 1Kol _ZTZEJ ! (Eq A.39)
p - = : - : :
k(region Tio |(To=Tikw o (Tz_Tl)(k‘*’Lo)z (T,=-Tyikw o
_T2
Evaluated for T and T, gives,
jkw oT jkw oT jkw oT
) | _ ngRL _eJ Wols eJ Wols _ eJ Wols (Eq A.40)
k(regionl TLO jk(")LO 2 2
(To-Tkw o) (Ty=Ty)(kw o)

The integral for p in region 2 is somewhat trivial and results in,
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p - 2Ry sin(w, oKT+)
k(regiond = T Jw ok LO™ "1 (Eq A.41)
And finally the integral in region 3 gives,
ik T2
—jkw ot r B
p _29,R | 2Te 2 Kt —2te ¥t || (EqA42)
Tl
Evaluated from T to T, gives,
29, R [_ —jkw Ty —jkw T, —jkw T,
Pecreqiond = ———r| — .- S— (Eq A.43)
k(region3 T jkw 2 2
LO Lo (To-Tkw o)™ (To-T)(kw o)

Combining equations A.40, A.41, and A.43 as well as simplifying results in,

~ 4ngL{ cos(kw,_OTl) cos(kooLOTz) }
- 2 2
Teo L(T,-T (ko o) (T~ Ty (ko)

(Eq A.44)

Again, the variables Tand T, define the beginning and end of the transition
time for current to completely flow from one set of mixer switches to the alternate set.
It will be useful in the derivation of the fourier coefficients of the waveform shown in
figure 132, to define the relationship betweep T, and T, o. The relationship between

the three variables is easy to find ifJ/4 is defined to be halfway between &nd T.

T T T T
LO LO __LO LO
1T 27
T T
LO LO
leT(l—X) TZ_T(1+X)

T,—T, = 240
2 2 XTI

Substituting the above relations into equation A.19 gives,

.
LO
R cos@«uLo 9(1- x)D costhe o721+ )3 (Eq A.45)

TLO

Pe” Tio 2

This expression can be simplified to,
2g..R
e O I‘[cos[kn(l X)D_ cos[kn(1+ X)E:|
x(kT)

(Eq A.46)
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And to obtain a simplified version of pafter working through a little trig.

gives,

Pk = 4ngL[S|n[k d(" D}

k0 07 oNE5 (Eq A.47)
Writing the general expression for p’(t) gives,
' 4ngL - kaLot
p'(t) = ——;_[—2—— [st;EstZ D} (Eq A.48)
k = —o0

Expanding out equation A.48 with respect to k, similar to what was done at the
end of appendix B, a pattern can be observed which allows the simplification in the

above expression for p’(t); this is given below as,

_49RL O Aro ok
p'(t) = 2 k:z_ % [stz s> D} Cos( kwy ot) —1 (Eq A49)

p’(t) is obtained from p(t) by subtracting the DC component of 1 giving,

49,R - 1
p(t) = 7 Z % [sm%kz m%kz D} [cos( kw, ot) (Eq A.50)
k=—

Appendix D: Fourier Coefficients for the Switch Transfer
Function

Both the fourier coefficient and series, of the time varying transfer function
from the switch input (LO input) to the output of mixer, are derived in appendix D. The
waveform used to model the gain from the LO port mixer input port to the mixer output,
is shown in figure 133, while the behavior is described in chapter 6 of this thesis.
Similar to the approach used to find the fourier coefficients of the p(t) in the previous

appendix, the waveform s(t) will be broken into four separate regions. The fourier
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coefficients for each region are computed then combined at the end to get the

comprehensive for coefficients for s(t).

s(t)
region1 region 2 |region 3 region 4
’ - 20mswRL

—
[y

T

To/2

TiLo/4

Figure 133 Periodic Pulse s(t) used to model the switch noise voltage transfer function from the
LO port to the mixer output.

The mechanics for obtaining the fourier coefficients for a waveform is briefly
reviewed in appendix B. Assuming s(t) is linear in regions 1,2,3, and 4 tas be

found in all four regions. In region 1, s(t) is described by,

(t+T,)
S(t)(regionil) - ngszL TLOD (Eq A.51)
01”2 O
Using equation A.51 the fourier coefficients in region 1 are,
jkwLoh J'k(*)LoTTI‘:O jkwoT J.k‘-“)l_oh
. _ 2GmswRL |TLoe e e °° ;e Eq A.52)
k(regionl) ~ T 4 ikw 2 2 1 jkw
Tofr-nig] ¢ e G’ g
In region 2 s(t) and,sare described by,
(t+T,)
S(t)(regiona - ngszL T (Eq A.53)
Or__ _LoO
0z 42 0O
. T T _ T
kaLO% kaLO%O jkw oT, kaLO%O

S _ ngszL TLoe " T
K(region = T o1 4 jkoy g 2 22 ko
LO LO kw kw LO
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Region 3 s(t) and,sare respectively,

(t-T))
(Y (regiony = ngsvvRLT— (Eq A.54)
OLo_+0
g 20
(Eq A.55)
j -Lo h _ Tio
2GmswRL Tl_oe_kaLo 4 e_kaLo 4 glkawT Koy
“Klregion3 = T 4 jkw o 7 " 2 2 ke
TLoErz :O FHo (ko)™ (ko) *®o
And finally both s(t) and sk in region 4.
(t-=T,)
(D (regiong = ngszLT (Eq A.56)
% T
- (ETq A.57)
—jk o— _jkmw% ik oT _jkwLO%)
20mswRL Tioe oIk

Sk(regionzl) T T4 ikw + 2 2+T1 ik
T ol -0 o (ke o)™ (kwyo) %o

Now defining both T and T, in terms of T as.
T1:TLO/4+XTLO/4 T2:TLO/4_XTLO/4

Note: The definitions of T and T, are the opposite of what was given in

appendix C. This was done unintentionally and not meant to confuse any reader.

Combining g(region1) Sk(region2) Sk(region3) a@nd K(regions) With the above
substitutions for T and T, results in.

sm% cos%g% cosB(gE (1+x)sinB<§D

(ngszL AKTT

_ _ (Eq A.58)
2(kn)2 2(km)* 4km

sm% COSB(]—TD cosB(gH (1+x)smB<2D

- (ngszL AKTT

2(th) 2(km)? 4kt
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This reduces to,

COSB(
sk=(29mSWR|_) o %L cos%%x% (Eq A59)

To obtain an expression for s(t) the fourier coefficients were used in

conjunction with the definition of a signal represented as a fourier series.

+ o0
_ jkoo ot
s(h = > e (Eq A.60)
k = —o0

Next, finding s(t) for a few values of k, a pattern can be observed which

simplifies the final form of s(t). Starting with k=-4.

S(Dx = 4 = (20nsuR1) [1 COS(ZZT[X)} g et

161 (Eq A.61)
The case of k=-3,s(t), - _3 = 0 and the for k=-2 gives,
1 cos(TX) JZwLot

For k=-1, s ; = 0 while for k=0 results in a solution of 0/0. Therefore, for

k=0, L'Hopital’s rule must be applied twice on s{) which results in,

(=0 = (ngszL (Eq A.63)
The pattern can now be observed that for k odd, S(t) is zero while for k=2 and

4, gives s(t) as respectively,

S0 2 = ey LS 20

AT (Eq A.64)
411 — cos(21x) 7 _j4w ot
(V=4 = OnsyR);| | (Eq A.65)
161
Observing a pattern s(t) can be written as,
0 COS%
T (Eq A.66)
s(t) = (ngSWRL = z < %l cos%%x%cos(kwl_ot)
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Appendix E: Phase Mismatch Analysis for a simple RC-CR
phase shifter

The following is a derivation of the phase and gain error, as a function of

mismatch in both the value of R and C for a single-ended RC-CR filter. From chapter 7,

TWT;/
b ot x

Figure 134 Simple RC-CR phase shifter.

it was shown that the difference in phase between both the input and output, of the

simple phase shifting filter, can be expressed as,

¢(R, C) = -1/ 2+ (tan(wR,C,) —tan(wR,;C,)) (Eq A.67)
As mention in chapter 7, when R1 = R2 and C1 = C2, the phase in this
idealized situation is simply 90 Next, it will be assumed that a mismatch exists
between the Rs and Cs in this filter. The mismatch between R1, R2, C1, and C2, for the

purposes of analysis on the all three phase shifting configurations, will be represented

as the following.

AR = R;-R, AC = C,-C,
- AR _ AC
- p_AOR _ ~_AC

Substituting the above equations into equation A.67, the following is obtained.

Ad(R, C) = (tan(wR,C,) —tan(wR,C,)) (Eq A.68)

or,
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80(R,©) = HanpR-FHE- SR+ SHE+FH] @ aso)

expanding and removing higher order terms, the following is obtained,

(Eq A.70)

8(AR,AC) = BhtanfofRC - AR - RES + 8RECD. aranfuRe+ CAF +RET + ARACIT

(AR, AC) = ChtanRe - CA—R— A—CDD—atanan?C+ cA7R+RA7C% (Eq A.71)

Using the trigonometric identity,

atan(x) —atan( y) = atar— xyD (Eq A.72)

setting,
X = E?C— - A—CDand y = ERC+ CAR+RACD

rewriting equation A.71, substituting for both x and y results in the following,

0 _WRCAR , ACH -
0 Or O 0
AG(AR, AC) = atanD 0 (EqAT73)
9+ Re- CéB— R——%nﬁ?m CAR + R———%»D
or
~wRCER + 250 .

OrR cU

I\')
+ X(RC)?L + R, AC_AR AC_1ARP ARAC _1(ACHH
*2rR"2c 2R 2¢ 20RO ~2rC _4a0cU

Ap (AR, AC) = atan

i

I |
O

Assuming the mismatch is small, all of the higher order terms in the
denominator of equation A.74, can be ignored. This results in,

O rcER L ACH

R  clo
A® (AR, AC) = atar3 0
0
0

0 1+w (RC
0 1+¢*(RO)’

(Eq A.75)
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Equation A.75 can be further simplified assuming that the filter is operating at

or near the 3dB frequency of the RC filter, which it would need to be to ensure gain

matching between the quadrature outputs. P6rW3g4p ARAAC « 1 ,
AR AC
A (AR, AC) = 2R >C (Eq A.76)

Appendix F: Constant Magnitude Phase Shifting Filter.

The following is a mismatch analysis of the constant magnitude quadrature
phase generator. A description, as well as discussion of this phase shifter are given in

chapter 7. For the purposes of this analysis, the configuration in figure 135 will be used

¢

R, > Inphase
R, ~ Output

o | -

LO — TCl

Output
Quadrature

> Output

Figure 135 Constant Magnitude Phase shifting output.

along with the same definitions foAR AC , R1, Cl1l, R2, and C2 from the analysis

given in appendix A.

In section 7.2.2, it was shown that without a mismatch, the phase difference

between the | and Q outputs can be written as,

¢ (R, C) = 2atan(wRC) (Eq A.77)
Again, assuming that a mismatch exists in both the R and C of the above filter
network, the transfer function between the LO Output and the In-phase Output can be
described by,

1 JwR,C,

. —— EqA7
1+]wR,C, 1+]0R,C, (EaA-78)

H(jw) =
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Again, substituting in values for R1 R2, C1, and C2 and expanding we have,

AC AC AR
1+ o - g 7% %{ >0 (Eq A.79)
b joffr 0 5 solf- R4 S

This then can be written as,

H(jw) =

1+w25c—A—C e i

H(jw) = (Eq A.80)

%H JwRCEl + J@RC% R%l—g—g%
This can finally be written as.
[ACTT [ARCF - 0, _(ACCF AR
Dl * JwRCJ%l el E%L CoRO %‘J‘ORCA/EF‘ Fhed i~ RO OEq A81)
%l JchEg + JQ)RC%:[ 2%_2_(%%

Extracting the phase from H{) gives,

(jw) =

. A AR AC
OH(jw) = —atarB»RC%H %+ Zg%_ ataanRC%l >n ZC% (Eq A.82)

Using the trigonometric identity.

- tyno
atanx) + atan( y) = atargl(_xyD (Eq A.83)
Equation A.82 can now be written as,
. 20RCHL+ ggggg a
= _ O (Eq A.84)
OH(jw) = —ata
A~wRC)*H1- EARDZ%L—@EDZ
[PRU (bclU

Taking the phase difference of a filter with no mismatch, equation A.77, and
subtracting equation A.84, gives the total phase error as a function of the mismatch in

resistors and capacitors.

O ARACH
0 20RCHL+ SRocT
Ad(w, AR, AC) = 2atan(wRC)-atarH

g
0
U
1(wreyA- BRI B0y

(Eq A.85)

[(PRO
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Appendix G: Miller Capacitance Phase Shifter Transfer
Function
The 9 phase shift which is created in the buffer is done so with a Miller
capacitor placed from the drain to the source of the input source coupled pair. This

capacitor is shown as €in figure 136. The phase relationship between the input and

Vdd

Buffer I
Input Bias2 (b)

Figure 136(a) Buffer with feed forward capacitor (b) equivalent half-circuit for just the source
coupled pair.

output of the buffer can be understood finding the transfer function from the buffer
input to the drain of the device M2. Although, this will not give the voltage transfer
function of the buffer, it does provide insight into the phase relationship which is
created between the buffer input and output; the phase difference betwgandvthe
buffer output will be the same. Using the small-signal model given in figure 136(b)
while applying a test source \{. Noticing that Viy=Vys and using Kirchoff's current
law on the input node gives,

v
d _
Va=VinsGe* mVin g = O (Eq A.86)
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With a little algebra, the following transfer function between the drain and gate
of the input device can be obtained.
0 sCl
—ngLDL—iFD (Eq A.87)

g 0 Um0
VIN(S)_ (1+sGRy)

Substituting s=p gives,

O jwCO
—g, R O - — (Eq A.88)
v U® = —a5ae R
IN JWCER|)

Using the assumption that the impedance at the drain of the input device can be

approximated as R=1/g, results in,

R [ 19CFE
_g — —
. m |_D O O (Eq A.89)
V—(J(D) =
IN 0O . CgO
A+ jo—0O
IO

When the frequency of the input signal is equal {g/G@g, the transfer function

can be simplified to,

\Y, —-9,R (1—]
Va (g = Om L(1-1)
ViN (1+7]) (Eq A.90)
Further simplifying gives,
Vd . .
m(lw) = jgmRy (Eq A.91)

Note the “j” left in the transfer function, this gives rise to the®3fhase shift

between the input and output voltage of the source coupled pair.
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Appendix H: Polyphase filter mismatch and phase change

The analysis of the effect on phase error due to the mismatch in a polyphase
filter is given in this section. The analysis is carrier out on a single stage of a polyphase
filter. The analysis is first applied to the case of a single phase type Il input. These
results are then extended to the both the cases of mismatch with a single phase type |

and quadrature inputs applied to the polyphase filter .

While the exact analysis of the phase error created as a function of the
mismatch in both the resistors and capacitors is considerable involved, insight may be
obtained by decomposing the polyphase filter into an | and Q signal paths. Then analyze
the affect of mismatch on one of the two paths. The situation is illustrated in figure
137(a) with a vector signal diagram for a single phase type Il input. In this example, a
single phase signal (shown on the x-axis of figure 137(a)) is applied to two of the four
polyphase filter inputs in figure 137 (b), as discussed in section 7.2.4 on page 207. At
the output of the first stage polyphase filter, channels 1 and 3 may be taken
differentially to obtain the Q phase signal, while 2 and 4 may be used for the | phase

signal. The differential input signal in figure 137(a), is ideally rotated with a positive

Q Outpth’ ’ IQ(I|deaI Q Output)

w/ mismatch 0q +1/2 MM o
I - = :
B ‘\ (npu'ij ector) 2 Q Output

6=0 (I Output w/ mismatch) \ &
8'|=0 A /\ @o-
-1/2 I‘é
<+— 2

(a) (b)

Figure 137 A mismatch analysis on a single stage of a polyphase filter. This filter has been decomposed
into a mismatch analysis on just one of the two signal paths.

phase ofeQ . However, for the case of mismatch in both the resistors and capacitors of

the polyphase filter, the resulting phase will be altered to give the ve@tpr . The total
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phase error for just the Q sighal path can be expresse%‘l’als: e'Q_GQ . The phase at
the output, in the | path, will be identical to the input phase applied to the filter. Thus,

there will be no phase error generated by component mismatch in the | path. The total
phase error generated between the | and Q signal paths can be found by evaluating

Ady = e'Q_eQ as a function of the mismatch in R and C values, along the Q path only.

First, a an expression is given for outputs of one and three in figure 137(b) as

function ofw, Ry, Ry, Cq, and G. The output labeled as 1 can be expressed as,
}Hl‘ijlcl)E
21+ jwR,Cy)O (Eq A.92)
The output of channel 3 is,
10-1+ jwR,C,)0
25(1+ JoR,C,) O (Eq A.93)

Taking the difference of the channel 1 and 3 and working through some math

gives.
N ¢ ‘*’ZRlcleCZ)
Q(Jw) - (1+ ijlcl)(l+ ijZCZ) (Eq A.94)
Using the following definitions for R Ry, C4, and G.
_ AR _ AC
_ AR _ AC
Substituting the above values for resistor and capacitor offset results in,
2 AR AC ACDD
+ + — + ==
o) = Ao RS 2 R-5 %: (Eq A.95)
. AR AC . ACDD
A+ joR+ T+ +J‘°H? %3
Working through the math on equation A.95 gives,
- 2 Eq A.96)
2.2 .2 AR AC
_ 1+ 0 RCH - Sea - fhen o
Qljw) =

0, AR, AC _ ARAC _AR_AC, ARAC[
A+ jORCEL+ S + 2C T 2R2C +jORCEL-52 2¢ T 2R2¢M
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Extracting the phase from Q) and adding the ideal phase without mismatch,

similar to what was done in appendix F gives,

AR, AC , ARAC]
+
2R ' 2C ' 2R2C

0, _AR_AC, ARACH
"2R 2C 2R2CO

Ad(w, AR, AC) = 2atan(wRC) - atar{oRCHL+ 5= (Eq A.97)

— atamRC

Again using the trigonometric identity of,

- tyn
atanx) + atan y) = atargf_xyD (Eq A.98)
Using the above identity with equation A.97 results in,
E 2 RCE1+ARACE E
2R2C 0 (EqA.99)
Ad(w, AR, AC),, = 2atanwRC)- atarg
(0RO’ DL~ [AREF%_EP_QDZ
[PRO [bcU

Note the result is identical to that given for the mismatch in a constant
magnitude phase shifter. This to be expect as the phase in the | path of the polyphase is
not altered between the input and the output; thus, the polyphase filter with a single
phase type Il input is effectively identical to the constant magnitude phase shifter.
However, it is worth rederiving this result using the phase relationship given for a

single phase type Il input polyphase filter.

The result given in equation A.99 can easily be extended by inspection, to the
two other cases of the polyphase filter input discussed in chapter 7. For a polyphase
filter with both single phase type Il and Quadrature phase relationships applied to the
input, the error which is generated is now twice the phase error given in equation A.99.
This can be seen by looking at how a mismatch between component values will affect
the output phase error. In the type Il input, a component mismatch will only generate a
phase error in one of the two possible output signal paths. This can be understood by
simply looking at the | output path in figure 137. Here the components which generate
the | path output (these are the lightly shaded Rs and Cs) are being feed with the same
phase signal on both ends of the resistor and capacitor which make up a pole or zero.

The phase at the input and output will obviously be identical. Therefore, a mismatch in
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component values for the single phase type Il inpuit) have no affect on the phase at

the output of the | pathin contrast, when a single phase type | input or quadrature input
is applied to a polyphase, a component mismatch in both the | and Q paths will generate
a phase error. This is illustrated in figure 138 for a polyphase filter with a single phase

type | input.

An approximation for the phase error due to component mismatch in the case
of either the single phase type | or quadrature input phases is simply twice the phase
error generated by a single phase type Il input. The worst case phase error due to

mismatch in both the type | and quadrature inputs can be written as,
A(w, AR, AC); = 2A¢(w, AR, AC) o = 28¢(w, AR, AC),, (Eq A.100)

Where A¢(w, AR,AC), and Ad(w, AR, AC)Q designate the phase error as a
function of frequency and component mismatch for the single phase type | and quadrature inputs

respectively.

it +1/2 R,
Q' (Q Output w/ mismatchp——" —» \ o)
Q(Ideal Q Output) w +
& 4,—%—‘1 Q Output
B o) (Input Vector) Co
/0 o ) )
94 <1/i R> | Output
| (Ideal | Output)
I’ (I Output w/ mismatch) AC
Y 1

(a)
Figure 138(a) Vector description of the phase error which is generated with a single phase type |
input (b) Polyphase filter with input and output phase relationships.

Appendix I: Relation between Peak and Mid-Swing Triode
Resistance

In chapter 7, of this thesis some approximations were made to find the required

channel resistance of a PMOS device in the triode region of operation using a replica
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biased circuit. The resistance of a PMOS device which is in triode, is easily estimated
by taking the derivative with respect toyy of the well known drain-source current

equation for a MOS device in triode, this reslults in,

Rpmos = =
ol w
a\(/js Mn('\’oxDT_—%(Vgs_Vt) —Vgo (Eq A.101)

d
When the single-sic?ed output of the replica biased buffer is at the minimum

voltage, the drain to source voltage is equal tg,VAt the minimum output voltage, the

drain-to-source resistance of the PMOS devices will be at a maximum, and can be

defined as,
Ropa = —— = 1
peak ~ Py (Eq A.102)
as Co A (Vgs=Vo =V
AV

When the device is in the mid. fwing, the resistance can be expressed as,
R

mid ~ V;

MnCoxCi %vgs Vo-—"g (Eq A.103)
Taking the ratio of the equation A.102 to equation A.103 and assuming the

(Vgs-Vt) of the device remains constant for the entire buffer output swing, the

relationship between R,cand Ryig can be expressed as,

Rpeak_ (Vgs_vt)_Ts

Rmid (Vgs_vt)_vsw
Expressing ({sVy) as a fraction of \, with the following relation

(Eq A.104)

( = (Vgs—vt)/vSW . Equation A.104an now be expressed as,

peak _

1
R (-3
R = 771 (Eq A.105)

Appendix J: Peak Resistance verses Required Buffer
Bandwidth
The following is a quick derivation of the maximum resistance which can be
used at the output of a replica biased buffer, running at any frequency. The derivation
assume that the buffer output will settle to within 15% of the desired voltage swing set
by the replica biased circuit. Assuming a fixed resistance for the entire output swing

and defining the time before switching ag,t, the following expression can be written.
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O _tmax N
R eakc
0.85V;,, = Vg, id—e ™" H (Eq A.106)
Solving Ryeaxgives, H .
R - max
peak ™ |n(0.15C (Eq A.107)

tmax 1S €quivalent to half the period of the buffer output signal. This then

allows writing equation A.107 with respect to frequency.

-1

Rpeak = 37 n(0.19 IC

(Eq A.108)

Appendix K: Derivation of stacked device MOS battery voltage

All of the reference bias voltages and currents used in both the DECT and
GSM/DECT projects, were generated on chip. A standard bandgap reference circuit was
replicated in several strategic locations of both receivers described in this thesis. The
bias was generated exclusively on-chip to reduce the possibility of unwanted noise or
spurious signals coupling in through the bondwires. In chapter 7, section 7.4.1, the
AVgs/AVbe standard bias circuit was described which produced a reference current. The
output of this current source, often times feed a set of stacked diodes which generated
some of the bias voltages used throughout the receiver. One simple method to convert a
reference current to a DC bias voltage is the use of a series of stacked CMOS devices.
The circuit shown in figure 139, consists of two devices stacked and feed with the
reference current source into the drain, of the top device. The bottom transistor (M1) is
forced into the triode region by the gate-to-source voltage of M2. All of the devices

above M1 are in saturation.

Figure 139.CMOS battery created with stacked devices.
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Below is an estimate of the bias voltage generated at the drain of the top
stacked transistor as a function of the reference current and the device sizes. The
analysis is carried out on two stacked NMOS devices, shown in figure 139. The key to
finding Vg ag(lg W/Ly1, W/L,5) is to observe that M1 is in fact in the triode region,
while M2 is in saturation and all the drain currents are edgat Iy = Ip; = Ip,

Using the drain current expression for a triode device.

- VO 2
Ip = ka—L_[Ml[(VGSM_Vt) D/Dle‘VDle/z] (Eq A.109)
Substituting VGSMl = Vgas and VDSM1 = VBIAS—VGSMZ in to equation
A.109 gives,
- VO 2
Ip = kpmf[}wl[(vsms‘Vt)(ValAs‘VGSW)‘(VBlAs‘Vt) /2] (Eq A.110)
Expanding and eliminating terms results in,
_ . VO 2 2
'o = ko, [Veias’2~VillVaias ~Ves,,) ~Ves,, 2 (Eq A.111)
Setting equation A.111 equal to zero then gives,2|
— /2 2 ‘b
HﬂomL W a7
Solving for Vg g » Where the coefficients to the quadratic equation are,
a=1
b = -2V,
21
_ 2 __“D
%pDL E}\M
Using a, b, and c in the quadratic equation gives.
_ 2 2 21
k VD
POL Ty

Next, substituting VGsw /kpgﬁla\ﬂ +V, into equation A.113 and
2

simplifying results in,

2
- DL L 0
Veias = Vt+Jk Gz T Wi (Eq A.114)
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Equation A.114 ighores the body effect and assumes that the threshold voltage
of both devices is identical. Although,;Will be significantly different (a few hundred
millivolts), equation A.114 gives a reasonable first order estimate for the bias voltage as
a function of the reference current and the aspect ratios of M1 and M2. Equation A.114

can easily be extended to the case of N transistors stacked in series.
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	N/A
	Author
	Architecture
	Application
	Technology
	Noise
	Figure
	IIP3
	Blocking
	Performance
	Total
	Power
	A. Abidi et al.
	(ISSCC ‘97 [8.22])
	Homodyne
	ISM Band.
	1.0mm
	CMOS
	8.5dB
	-8.3 dB
	-----------
	177mW
	M. Steyaert et al. (ISSCC ‘98 [8.23])
	Low-IF
	DCS 1800
	upbanded
	0.35mm
	CMOS
	4.9dB
	-3dBm
	-----------
	190mW
	D. Schaeffer et al. (ISSCC ‘98 [8.15])
	Low-IF / Weaver
	GPS
	0.5mm
	CMOS
	4.1dB
	-16dBm
	-----------
	115mW
	S. Wu et al.
	(ISSCC ‘98 [8.19])
	Weaver
	GSM / DCS1800
	0.6mm CMOS
	4.7dB/
	4.9dB
	-7dBm/
	-8dBm
	-----------
	72mW/ 75mW
	M. Banu et al. (CICC ‘97 [8.24])
	Double Low-IF
	GSM
	0.5mm
	BiCMOS
	4.8 dB
	(SSB)
	-4.5dBm
	GSM
	66mW
	J. Rudell et al. (ISSCC ‘97 [8.13])
	Wideband IF
	DECT
	0.6mm
	CMOS
	14dB
	(DSB)
	-7dBm
	DECT
	198mW
	T. Cho et al.
	(ISSCC ‘99 [8.16])
	Homodyne
	Cordless
	Telephone
	0.6mm
	CMOS
	4.5dB
	(DSB)
	-21dBm
	900MHz
	SS
	525mW
	F. Banahani
	(ISSCC ‘00 [8.21])
	Hetrodyne Weaver/PPF
	ISM
	Band
	0.6mm
	CMOS
	9.8dB
	-10dBm
	ISM
	180mW
	300mW
	D. Yee et al.
	(EESSC ‘00 [8.25])
	Homodyne
	2-GHz
	WLAN
	0.25mm
	CMOS
	8.5dB
	(DSB)
	-18.3dBm
	-----------
	106mW
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