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1.1 Recent Trends in Wireless Communication Technologies

The 15 years prior to the written form of this thesis has seen a tremend

growth in the wireless communication market. A few years ago, in the early 199

cellular telephones were considered a luxury affordable by only upper inco

individuals. In addition, such mobile communication devices were realized with bu

and power hungry hardware, limiting their practical use in everyday life. Today

growth in the number of users utilizing portable communication systems beco

plainly obvious when walking down a busy city street or across a college campus w

one may observe several people conversing over a mobile phone. This growth in

mobile communications market has been fueled by a continued reduction in the

size and increased battery life of the hardware which is used to realize modern m

wireless devices [1.1] (see figure 1). Moreover, this size and cost reduction has ena

a whole new class of applications used by such devices. New consumer application

mobile communications include the Global Positioning System (GPS), used by wee

hikers and recreational boaters, to wireless meter reading used by utility compani

allow rapid acquisition of monthly home electric and water usage. Today one might

into a cafe and notice several customers sitting at a table, working with a lap
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networked to the internet via a mobile communication device. Each succes

generational improvement in communications hardware further promotes the numb

consumers utilizing existing applications and enables new applications for wire

systems.

Commensurate with the explosive growth in the wireless communicat

market is a proliferation in the standards which dictate how the mobile devices

communicate with each other. Between wireless communications applications, and

within a given application, there are vastly differing requirements on the hardw

which is used to realize modern radios. Examples again might include cell

telephony, where in the United States there are several digital and one analog stan

utilized by various service providers. Today one might buy a cellular phone which u

the North American Digital Cellular Standard (IS-95) or the Analog Mobile Pho

(AMPS) standard, or any one of half a dozen other cellular standards. Likewise,

given cellular phone in Europe might utilize AMPS (but on a different carrier frequen

than the US) or GSM (Global System Mobile). Therefore, one phone typically oper

off of one or at most two standards, and is rendered useless when moving either to

regions of the country, which don’t subscribe to a phone’s standard, or betw

countries, which at a minimum, might have similar standards, but operate on a diffe

carrier frequency. Adding to this, there are now applications which require the serv

provided by multiple RF platforms (standards). In the US, the FCC has mandated

all cellular phones sold after the year 2001 must have the ability to report a pho

position when an emergency 911 called has been placed. Many envision the realiz

of such a phone through the ability to use the Global Positioning System (GPS).

would require a mobile cellular phone to have the hardware capable of utilizing bo

cellular phone standard as well as GPS. Other examples of multiple RF platfo

become obvious in the data communication arena, where users might have a lapt

Personal Communications Device (PDA) that they would like to operate off of both

indoor Wireless Local Area Network (WLAN) standard while inside a building, th
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move to a longer range cellular standard once the PDA has been moved to an ou

environment.

Concurrent with the trends in the wireless communications industry descri

above is a parallel advancement in semiconductor technologies. Moore’s Law states

every 18 months the density of silicon technologies will increase by 2x. This trend m

be observed in figure 2 where the relative ft (a common figure of merit for the speed o

a single transistor) is plotted verses the year. Particularly interesting are the trend

common digital CMOS technologies. It was only recently, in the early 1990s, t

researchers began investigating the potential of using digital CMOS processe

implement high frequency “front-end” radio components [1.2]. Implementation of a

analog circuitry in contemporary digital silicon CMOS has a particular advantage w

respect to cost, which is enabled by the sheer volume of digital IC products relativ

those in the mixed signal and analog markets. In addition, integrating the an

(c)

(a) (b)

Figure 1. (a) Martin Cooper who is often credited with making the first cell phone call using
a Motorola DYNA-TAC (1973). This phoned weighed 2.5 lbs and had a form fac
of 9 x 5 x 1.75 inches with a 35 minute talk time. (c) 1999 Motorola StarTac 700
Modern cell phones often have talk times in excess of 5 hours, weigh less th
ounces with form factors below 4.0 x 1.8 x 0.7 inches.
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transceiver components of a wireless communications system in CMOS holds

advantage that potentially someday, all of the analog and digital components

mobile transceiver could be integrated on to a single piece of silicon. With

substantial advantages in terms of cost and size, clearly, the demand exists for

radio architectures and innovative circuit design techniques which facilitate high le

of radio integration in CMOS.

1.2 Transceiver Analog Front-End Hardware.

As mentioned before existing hardware solutions for the analog portion o

transceiver are typically realized with a multi-component solution. As an exam

figure 3(a) shows a modern cellular phone with the printed circuit board exposed

figure 3(b) is shown a block diagram illustrating a conventional super-heterod

transceiver system. The individual components which are used to realize m

transceivers in production today, are done so with several integrated cir

technologies which include Gallium Arsenide for the higher frequency front-e

components, Silicon Bipolar for either Radio Frequency (RF) front-end compone

and/or the realization of any Intermediate Frequency (IF) components, and sil

Figure 2. Increasing CMOS device (ft) throughout the 1990s.

10GHz

1GHz

75 77 79 81 83 85 87 89 91 93

Bipolar

ft (Hz)

Year
95 97 99

30GHz

100GHz

3GHz

Hemts,HBTs
GaAs
Bipolar

CMOS

3u

2u 1.5u

1u 0.8u
0.6u

GaAs

CMOS

0.5u
0.35u

0.25u



5

eral

arp

ents

lled

cy

ned

dard.

d (b) block
CMOS for the lower frequency analog and digital baseband. In addition, sev

discrete high-Q filters are usually implemented in the signal path to provide sh

attenuation of both adjacent channel or alternate band energy. Other compon

include discrete inductors and capacitors for the realization of the Voltage-Contro

Oscillators (VCO) used by the frequency synthesizer found in the transceiver.

Many of the discrete filters shown in figure 3 as well as the higher frequen

circuitry are designed for a given (fixed) frequency. Likewise, the baseband is desig

for a particular channel bandwidth and modulation scheme associated with a stan

90

DAC

DAC

I

Q

I

Q

ADC

ADC

Transmitter
VCO

RF LNA/Mixer/VCO

IF, AGC

IF Mixer

90

Receiver

Power Amplifier

VCO

Tank

Transmit PLL

IF PLL

Tank

Channel
Select PLL

Tank

Discrete

GaAS

Bipolar Si

CMOS Si

Figure 3. Conventional Super-Heterodyne transceiver shown in a (a) cellular phone an
diagram form.

(a) 1997 Cellular Phone

(b) Block Diagram illustrating the many components
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Commercially available transceivers are designed to meet the worst-case cha

conditions dictated by a set of standards. Therefore, in order for the transceive

provide multi-standard operation, it would require the duplication of many discr

components found in figure 3 making a portable transceiver prohibitively large.

The long-term vision/goal for mobile wireless transceivers is to merge all

the components shown in figure 3 into a single piece of silicon in an inexpens

technology such as CMOS. By doing so, the advantages are clearly evident in term

size and cost. The implication with respect to the hardware is that an integrated r

can provide more functionality, possibly allowing a single transceiver to operate of

multiple RF standards while optimizing a radio’s performance as well as the po

consumption [1.3].

The translation of all the components shown in figure 3 to a single piece

silicon is not a trivial task. The question at hand is how to achieve the same leve

transceiver performance, for a given power consumption, in terms of selectivity

sensitivity on the receiver side and power output and spurious emission on

transmitter section.

Assume for the moment, that it is conceivable to integrate an entire radio o

chip. The question then arises as how to enable programmability between variou

standards. The transceiver design for each standard in general have different c

frequencies, channel bandwidths as well as modulation schemes, just to name a

Table 1 list some of the characteristics and requirements of just a few cellular, PCS

cordless telephone standards. Hardware on a single chip radio could potentiall

replicated to address the various standards, possibly going to the extreme of integr

complete multiple receive and transmit paths. However, the most efficient solution f
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Origin

Access MA
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Baseba P
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FM Dev

RF Cha

No of R
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Synthes
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s

Freque

Speech
Channe

Speech

Frame 

Peak P

Power C
multi-modal / multi-standard radio would be the maximum reuse of hardware betw

the various standards.

Table 1: Sample specifications from a few Cellular, Cordless and PCS standards.

One approach to the implementation of a single-chip multi-standard radio

the implementation of a “software radio”. Here the idea is to digitize the entire sig

band immediately from the antenna on the receive side, and likewise perform a dig

to-analog conversion immediately before the antenna on the transmit side (figure

The potential advantage of this approach is that all of the signal processin

performed in the digital domain allowing the possibility of a low-power DS

implementation which can be made programmable between the various stand

However, for obvious practical reasons, the software radio lies more in the domai

science fiction rather than realistic production-worthy hardware. Such a radio used

Parameter AMPS IS54 GSM DECT CT2 PHP 802.11

EIA / TIA EIA / TIA ETSI ETSI UK Japan IEEE

FDD FDM / FDD /TDM FDMA / TDMA TDMA / FDMA FDM / TDD TDM/TDD FHSS / FD

tion FM pi/4QPSK GMSK, diff GFSK GFSK pi/4-DQPSK (G)FSK

nd filter Root raised cosine Root raised
cos. beta=0.3

Gaussian
BT=0.5

Gaussian
BT=0.5

Root Nyquist
alpha=0.5

500khz L

te per RF channel NA 48kb/sec (2bits/sym-
bol)

270.8kb/sec 1.152Mb/sec 72kb/sec 384kb/sec 1Mb/s - 2M

iation 3khz NA NA 288kHz 14.4-25.2kHz NA ~150kHz

nnel frequencies 824.04-848.97(X)
869.04-893.97(R)

824.04-848.97(X)
869.04-893.97(R)

890-915(X)
935-960(R)

0:1897.344Mhz,
9:1881.792Mhz

1:864.15Mhz
40:868.05Mhz

1895-
1911Mhz

2.4-2.5G

F Channels 833 833 124 10 40 52 75

l Spacing 30kHz 30kHz 200khz 1.728Mhz 10kHz 300kHz 1Mhz

izer switching slow slow 30us(BS)
450us(HS)

1ms(ch-ch)
2ms

30us(BS)
1.5ms(HS)

several u

ncy Accuracy 2.5ppm 200hz 50kHz 10kHz 3ppm

 channels per RF
l (full/half rt)

1 3 8/16 12/24 1/1 4/8 NA

 coding Analog com-
panded

VCELP
8kb/s

RELP-LTP
13kb/sec

32kb/s ADPCM 32kb/s ADPCM 32kb/s
ADPCM

NA

Length NA 40ms 10ms(12Tx+12R
x)

2ms (1Tx+1Rx) 5ms
(4Tx+4Rx)

ower: 3W(6max) 3W(6max) 3W(20max 250mW 10mW 100mW 1 watt

ontrol rqmt 7 steps 7 steps no no no
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2 GHz cellular application would require an Analog-to-Digital Converter (ADC) wi

approximately 20 bits and a Nyquist rate of up to 5 GHz, certainly not achievable

CMOS or silicon Bipolar at the time this thesis was written. This implies that so

analog signal processing must take place between the digital radio components an

antenna. However, the potential advantages with respect to programmability betw

standards is evident in a transceiver solution with a maximum amount of dig

hardware. In summary then, with respect to realizing a multi-standard transceive

silicon, the transceiver components in the analog domain should be designed such

maximum amount of reuse between standards may take place and the signal shou

digitized as close to the antenna on the receive side, and converted to an analog s

as close to the antenna on the transmit side.

1.3 Research Objectives

The work which is highlighted in this thesis looks at some of the issues w

respect to realizing the analog hardware components associated with a front-end

receiver. Specifically, this thesis describes work which focuses on the issues of rec

integration from three aspects; receive architectures targeted at integra

implementation of image-rejection functions and the circuit design issues assoc

with the synthesis of CMOS active current commutating mixers. The work describe

this thesis has resulted in the following contributions:

A/D Converter

D/A Converter
DSP

Figure 4. Ideal Software / All Digital Radio.



9

f
i-
 IF,
e-
ed
me

 per-
well

ility
he

of
v-
is-
. In
cali-
the

ne

er
s cir-
ir
izes
ad-

n of

s on

dard

cture

wo

ign

tems

the
  • Various receiver architectures were examined from the perspective o
facilitating high levels of silicon integration. The exploration of the different arch
tectures resulted in the introduction of a new receiver system, called Wide-Band
which attempts to facilitate integration of the entire signal path as well as full int
gration of the frequency synthesizer section including the tank circuitry associat
with the Voltage-Controlled Oscillators (VCOs). This architecture also retains so
generic properties which can potentially be re-used between various standards,
allowing a single receiver to address multiple applications. To demonstrate both
formance compatible with modern cellular and cordless telephone standards, as
as illustrating some multi-standard operation, two prototype receivers were built
based on the Wide-band IF concept. One device seeks to demonstrate compatib
with the DECT standard while the other attempts to show compatibility with both t
DECT and GSM standards.

  • Another component of this thesis is devoted to the practical aspects 
implementing the Wide-band IF architecture. Specifically, this work examines se
eral techniques which perform image rejection without the need of an external d
crete filter. A set of Weaver image-rejection mixers was used in both prototypes
addition, the image-rejection mixers in the second prototype, were built to auto-
brate out the phase and gain mismatch within the mixer. This ultimately improves
image-rejection performance.

  • An analysis is given of active current commutating mixers. This is do
with a set of intuitive guidelines for designing active mixers in either CMOS or
BiPolar. A few example designs of active mixers, some of which were the first
designed in CMOS, are presented.

  • High side-band suppression is achieved using an image-rejection mix
with accurate LO quadrature phases. This thesis presents a discussion of variou
cuits which generate accurate quadrature phase and the issues surrounding the
design. A new VCO buffer quadrature generation circuit is presented which real
accurate phase without the need of power hungry buffers while minimizing the lo
ing on an LC-based VCO without degrading the tank Q.

1.4 Overview and Organization of Thesis

Many of the issues discussed with respect to integration and implementatio

multi-modal radios will be addressed in the thesis. Specifically, this thesis focuse

receiver architectures which are both amenable to integration and multi-stan

operation. As an example implementation of an integrated radio system, an archite

named Wideband IF with Double Conversion (WBIF) will be described and t

prototypes based on the Wide-Band IF system will be given. From a circuit des

perspective, this thesis explores the implementation of frequency translation sys

(mixers) in commercially available CMOS. In particular, issues surrounding
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implementation of dual conversion image-rejection mixers will be described. A s

calibrating image-rejection mixer with the capability to adaptively tune out the ph

and gain mismatch found within the mixer will be described. This will then lead to

discussion of the design issues surrounding the realization of the mixers used by

receiver architecture.

To demonstrate the concepts introduced in this thesis, two integrated rece

prototypes were realized in a standard CMOS process. Die photos of these chip

shown in figure 5. For the sake of clarity, these two projects will be given sepa

names which will be used throughout the text in this thesis. The first integrated rece

to be built during the period of this work was designed to illustrate some of

concepts with respect to integration in CMOS. This first prototype was designed to m

the specifications of a moderate performance European cordless telephone sy

known as the Digitally Enhanced Cordless Telecommunications (DECT) standard.

the purposes of this thesis, the DECT prototype and or project will be referred to

either the first generation receiver or simply the DECT project/receiver. The sec

prototype receiver implemented during the period of this work was implemented

demonstrate even higher levels of radio integration as well as increased leve

selectivity and sensitivity performance. The second generation device also attemp

illustrate the ability to operate on both wide and narrow band standards, to illust

concepts with respect to a multi-standard radio system. The example device

designed to meet both the specifications of DECT and the upbanded version o

european cellular standard Global Systems for Mobile Communications (DCS 18

From this point on in this thesis, the dual-mode DECT / DCS1800 chip will be refer

to as either the 2nd generation receiver or simply the DECT/DCS1800 prototype. B

the first and second generation devices are shown in figure 5.
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This thesis has the following organization:

Chapter 2 - An overview of the fundamental issues surrounding receiver des

are discussed. Specifically, the influence of noise and distortion on a receiv

sensitivity and selectivity are given. This will be used to help characterize some of

more recent integrated receiver architectures which have been proposed inclu

Wideband IF in chapter 3.

Chapter 3 - Examination and overview of several recently propos

architectures which attempt to facilitate radio receiver integration. The rela

strengths and weakness of such architectures are evaluated based on the promis

respect to integration and the potential for multi-standard operation.

Chapter 4 - A key component used in any receiver system is the frequen

translation section. Chapter 4 gives an overview of different single-sideband (ima

Figure 5. Die photos of both the 1st and 2nd generation receivers discussed throughout th
DECT prototype receiver (b) DECT/DCS1800 prototype transceiver.

(a) (b)

LO1

IR
Mixer SK

Filter

Baseband
SC Filters ADCs

LNA

I / Q
Generator

LO2
I / Q
Generator
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LO2

Receiver

LO
LO2

Transmitter

LO1
Rx

LO1
Tx

Transmitter
10bit DAC &
Analog Filter

14 bit ADC
(GSM mode)
10 bit ADC
(DECT mode)

Receiver

Receiver
Calibration
Synthesizer

LNA

Mixer

Rx Filter

Image
Cal.
DACs

Tx
Mixers
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PA (GSM)
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reject mixers) mixers which have been proposed. A description of the image-rejec

mixer system used in the implementation of the wideband IF architecture is descri

Chapter 5 - A detailed description of the self-calibrating image-rejectio

system used by the second generation DECT/DCS1800 prototype is given.

Chapter 6 - With a knowledge of the mixer architecture used by the Wideban

IF system, a more detailed analysis is given of active mixer design. These design g

lines were used in the realization of two prototype chips.

Chapter 7 - Much of the mixer supporting circuitry is discussed in this chap

In particular, generating accurate quadrature phases with minimal power consum

is essential to realizing high-sideband suppression image-rejection mixers. A

method of generating quadrature phases will be discussed in this chapter. In add

some of the standard cell bias circuitry will be examined.

Chapter 8 - The measured results as well as conclusions drawn from the d

and research obtain in this thesis are given. In addition, some thoughts abou

potential direction of research in the area of integrated transceiver systems is give

1.5 References

[1.1] T. Oehmke, “Cell Phones Ruin the Opera? Meet the Culprit”, The New Yo
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2.1 Introduction

The impetus to develop very inexpensive small radio receivers was reviewe

chapter 1. The realization of a single-chip radio implemented in a CMOS technolog

a clear candidate to address all of the desired features associated with future wir

systems. The question now arises as to the technical challenges associated

integrating a radio on to a single chip. This chapter reviews some of the classic is

associated with a radio receiver design with an emphasis on figures of merit which

particularly challenging when attempting to integrate all the receiver functionality o

a single chip. Specifically, this chapter examines two of a receiver’s key figures

merit, sensitivity and selectivity. Many of what might be classified as a receiver’s s

figures of merit influence the overall selectivity and sensitivity performance of t

receiver. In particular, the gain distribution, noise performance of the individ

receiver components, linearity, image rejection as well as reciprocal mixing all af

both the sensitivity and selectivity of the receiver.

This chapter first covers some of the basic concepts with respect to sensiti

This is followed with an example computation of the sensitivity and noise figure of
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integrated receiver. The discussion will then turn to the fundamentals of selecti

performance. The sub-figures of merit related to the selectivity performance

reviewed with a discussion on both the computation and implication on integra

receivers.

Throughout this chapter, some examples of required performance are give

both the Digital Enhance Cordless Telecommunications (DECT) standard and se

flavors of the Global System for Mobile communications GSM) standards wh

include GSM-900, DCS-1800, and PCS-1900. Some of the specifications regarding

physically layer are reviewed as well as a discussion of the implication on the ra

receiver performance from both the perspective of sensitivity and selectivity. T

chapter then concludes with a discussion of the overall implication on the of vari

receiver figures of merit when trying to integrate an entire radio on one chip. T

discussion serves as good background for material presented in chapter 3 which loo

several suggested receiver architectures targeting high levels of integration.

2.2 Sensitivity, Noise Figure and Gain

In radio design, probably two of the broadest and most comprehensive figu

of merit are the sensitivity and selectivity performance of a receiver. Thesensitivity

performance of receiver is defined as the minimum allowable desired band signal p

at the receiver input, such that there is a sufficient signal-to-noise ratio at the rece

output to adequately extract the desired received information. The sensitivity te

usually performed with only the desired signal applied to the receiver; there are

interfering signals found at other frequencies.

The implication of the sensitivity on the overall receiver relates to t

maximum range the receiver may wandered from the transmitter (figure 6). The lo

the receiver’s sensitivity, the weaker the signal that may be receiver and recover u

information. This implies that a receiver with a low sensitivity may range a grea
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distance from the basestation (in the case of many cellular applications) or from ano

mobile transmitter. The overall receiver sensitivity is directly related to the noise fig

of the receiver which is impacted by both the noise performance of the individ

receiver blocks as well as the distribution of gain down the receiver channel. As wil

seen later in the special case of integrated receivers, the sensitivity and selectivi

the receiver trade-off with each other, and the power consumption.

The true definition of sensitivity is the minimum detectable signal (typical

specified in units of dBm) at the receiver input, such that there is a sufficient signa

noise ratio at the output of the receiver for a given application. The input to the rece

can be modeled with a source resistance found in series with the input of the rece

this as shown in figure 7. Depending on how the input signal power is interpreted,

different signal levels for the sensitivity may be obtained. The confusion now ari

when the input of the receiver is matched to a certain impedance; in the simpli

example shown below, this would be when the real impedance Rin = Rs. Is the

sensitivity defined at Vs (the source generating signal) or is the sensitivity defined

the voltage across the input terminals of the receiver?

“Industry jargon” typically refers to an open-circuit voltage as “hard” an

closed circuit voltage as the “soft”[2.1] definition of sensitivity. True radio-phile

Basest

Sensitivity
(Noise Figure, Gain)

Desire

obile

Figure 6. Sensitivity of the receiver determines the maximum range a mobile may wander
the basestation. The sensitivity is usually characterized without any interfe
signals.
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prefer the “hard” definition of sensitivity which is with an open circuit input to th

receiver. However, most radio measurement equipment including the input to a rec

are matched to a 50Ω environment, leading to the more typically used definition o

sensitivity as the soft voltage across the input terminal of a block with a matched in

impedance. Therefore, the actual sensitivity is defined as the available signal p

(definition of available signal power will be given later) delivered to the input termin

of the receiver. The simple definition of sensitivity is the minimum signal pow

delivered to Rin such that a sufficient SNR may be obtained at the output of the rece

to maintain the BER required of the particular radio system. For the purposes

obtaining the required sensitivity for the two prototype receivers described later,

“soft” definition of sensitivity will be used1. To further clarify the definition of

sensitivity, assume we have a receiver where the input impedance is matched to aΩ

source resistance and the receiver sensitivity is -113dBm, then the open-circuit vo

(Vs in figure 7) corresponding to this sensitivity is 1µV.

2.2.1 Receiver Noise Figure and Sensitivity: The Conventional Approach

A good way to understanding the process of calculating receiver noise fig

begins with the original and definitive paper written by Friis in 1944 [2.2]. This pap

outlines the procedure to analyze the noise figure of a cascaded two port netw

Starting as Friis did with a simple example of a source loaded with a 4 terminal de

1.  The definition of the physical layer in virtually all radio standards use the soft definition of sensitiv

ReceiverRs

RinVs Vin

Figure 7. Input of the receiver with a source. Vin is the closed circuit voltage while Vs is the o
circuit voltage.
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and an output circuit (see figure 8) we can quickly re-derive the noise figure equat

Using this model we now need to define a few terms as Friis did in his original pap

For maximum power transfer from Vs to the input terminal of the network, a

matched impedance is needed; the power delivered from the source to the

terminals is then Vs
2/4R. The power of the signal delivered to the inputunder a

matched conditionis often referred to as theavailable signal powerwhich will be

defined as Sg. For a receiver, the available signal power at the receiver input

adequately recover desired information was defined as the sensitivity. Likewise,

available signal power at the output terminals of the network, will be defined as

Therefore, theavailable power gainG of the four terminal device is S/Sg. The availabl

thermal noise power from the source resistance delivered to the input termina

defined as,

(Eq 2.1)

Note that in the original definition of noise figure, theavailable noise powerat

the output of the source is due to the thermal noise source to the left of input termi

and not the noise generated by the input devices of the terminal. A useful numbe

remember which will aid in rapidly determining the available noise power delive

from the source (or input noise floor) of any receiver under the condition of a matc

input impedance is -173.8 dBm/Hz (referenced to 1mW) or -186.8 dBV/Hz (referen

4 Terminal

RsVs

Network
Output
Circuit

Signal
Source

Input
Terminals

Output
Terminal

Figure 8. Simple 4-Terminal network which was used to propose the well known definitio
noise figure by Friis in 1944.

4kTR ∆f⋅
4R

------------------------- kT ∆f watts( )⋅=
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to 1V). Knowing the bandwidth of interest (typically the channel bandwidth), one c

quickly calculate the available noise power at the receiver input in dBm using,

(Eq 2.2)

or if 50Ωs is assumed, the noise floor in dBV is,

(Eq 2.3)

where B is the signal bandwidth.

Next, define N to be the available noise power at the output of the 4 termi

device. The noise factor is simply defined as theavailable signal-to-noise ratio at the

signal source terminals to theavailable signal-to-noise ratio at the output of the

network. A summary of the definitions used by Friis are given below.

The noise factor for the 4 terminal network can then be expressed as,

(Eq 2.4)

which is straight from Friis paper. Using the fact that G=S/Sg, equation 2.4 can

expressed as,

(Eq 2.5)

From equation 2.5 and the fact that the available noise power at the outp

simply, N=FGkTB which includes the noise from the signal source. The available no

at the output due to the network only is then,

≅ 173.8– 10 B( )log+[ ] dBm( )Noise Floor (dBm)

≅ 186.8– 10 B( )log+[ ] dBV( )Noise Floor (dBV)

kTB : Available noise power from the source
N
Sg
S
F

: Available noise power at the output terminals of the network
: Available signal power at the output of the source
: Available signal power at the output of the network
: Noise Factor

G : (Available signal power at the output)/(Available signal power at the input
NF : Noise Figure, noise factor in dB NF=10log(F).

F

Sg

kTB
----------- 

 

S
N
---- 

 
-----------------

Sg

kTB
----------- 

  N
S
---- 

 = =

F
1
G
---- 

  N
kTB
----------- 

 =
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(Eq 2.6)

When evaluating the noise figure for a cascaded network, the same appr

may be used to find the available signal and noise powers at the input and output a

done above. For example, if as Friis presents in his paper, network 1 is cascaded

network 2 as shown in figure 9. The available noise power at the output terminal

network 2 is,

(Eq 2.7)

Substituting in the gain for network 1 and network 2 we can expre

equation 2.7 as,

(Eq 2.8)

The available noise power at the output of network 2, can be expressed as

(Eq 2.9)

Simply multiplying by the gain in network 2 gives the available noise power

the output of network 2 due to noise sources in network 1 or

(Eq 2.10)

From equation 2.6 the available noise power due to noise sources in netwo

can be expressed as,

(Eq 2.11)

The total available noise power at the output, may now be written as the sum

the noise sources due to networks 1 and 2 reflected to the output2,

F 1–( )GkTB watts( )

RsVs

Signal
Source

Network
1

Network
2

Output
Circuit

Figure 9. Cascaded network.

N12 F12G12kTB=

N12 F12G1G2kTB=

N1 F1G1kTB=

F1G1G2kTB

F2 1–( )G2kTB
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(Eq 2.12)

Using equation 2.10, equation 2.11, and equation 2.12, the overall noise fa

of networks 1 and 2 may be found,

(Eq 2.13)

Equation 2.13 can be generalized even further as the following expression

an arbitrary length of N cascaded networks,

(Eq 2.14)

Often times discrete front-end filters along the signal path have net loss (G

in the power gain, commonly called the insertion loss. In this case, the available si

power outputted by the source in figure 9 is reduced by the amount equal to

insertion loss. For example, a network where the terminals are shorted together w

correspond to a 0 dB insertion loss. The noise figure is then equal to the insertion l

Equation 2.14 is a classic equation derived by Friis to compute the noise fa

of N cascaded stages and has been used in the design of discrete component rad

more than 50 years. Friis equation is convenient for computing cascaded noise fig

when the individual components along the signal path are characterized with respe

a noise factor. It further assumes that the impedance is matched at the input and o

of the an individual block resulting in the available noise and signal power at the in

and output of each block.

From equation 2.14, it becomes clear, that a low noise figure receive

accomplished by a good design in the very front-end components. If the noise fig

were the only issue one was trying to address in the design of a receiver, then placi

much gain as close to the beginning of the receive chain as possible is desired

2.  In Friis original paper on cascaded noise figure computation[2.2], there is a slight error in his equi
expression of equation 2.12 shown above.

N12 F1G1G2kTB F2 1–( )G2kTB+=

F12 F1

F2 1–( )
G1

-------------------+=

FN F1

F2 1–( )
G1

------------------- ˙̇ ˙

Fn 1–

Gi
i 1=

n

∏
----------------+ + +=
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making the value of G1 as large as possible will have the affect of minimizing the noi

contribution of all the blocks in the receive chain which follow the block with gain G1.

As will be shown later in the discussion on selectivity, placing too much gain on

very front-end of a receiver, degrades the linearity performance of the latter s

blocks if there is no filtering in the signal path. An additional aspect to a very low no

figure receiver is achieved through minimizing the noise factor of the very first blo

(F1). Thus, both maximizing the gain of the first block while minimizing the nois

contribution is typically the function of one of the very front-end components. T

component usual is characterized by a low noise figure with high gain. Thus, the re

for the often used name, low noise amplifier (LNA).

It is often times convenient in discrete radio designs to use Friis equation

the industrial standard is to design many components with common values for the i

and output impedances, such as 50Ωs. However, in the case of a receiver that is full

integrated, the input and output of each block along the receiver chain is made to d

a node impedance directly, i.e. the output of an LNA is connected directly to the m

input port. In this situation, the concept of available signal power is somew

meaningless and inconvenient, particularly when computing the comprehensive n

figure of the receive channel. Therefore, in this work, when deriving the noise figure

the entire receiver, a slight modification was made to Friis equations which simpli

the translation of the noise performance of the individual blocks, to the overall no

performance of the receiver chain. The approach to computing the comprehensive

figure of an integrated receiver is now reviewed in the next section.

2.2.2 Integrated Receiver Noise Figure Calculation

The noise figure calculation for the entire receiver, used in this work,

separated into two parts. First, the noise analysis is carrier out on the integrated po

of the receiver in terms of equivalent noise voltages (or resistances as will be sh
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later), and the component voltage gain. Then all of the noise components in

integrated portion of the receiver chain (all the blocks on chip), are referred to the

receiver input. This would be the interface between the last discrete component, a

receiver front-end, and the first integrated block. In the case of both receivers discu

later in this thesis, the interface is between the discrete balun found on the test b

and the low noise amplifier input (LNA); this is illustrated in figure 10. The integrat

receiver noise sources referred to the input, are then compared to theavailable noise

power generated by the source impedance found on the board. Comparing the n

sources at the receiver input, to the available noise power of the source resistanc

then be used to determine the noise figure of just the integrated portion of the rece

Next, the noise factor (and figure) working back to the antenna, are determined

simply applying Friis equation recursively. The procedure for the noise figu

computation used for the receivers described in this work, is summarized below:

1) On the front-end of the receiver, the insertion loss of individual discre

components are used to find the available signal power at the input of the chip. Bec

the input impedance of the LNA is matched to 50Ω, the available noise power at the

LNA input can be computed in both dBm and dBV. This available noise power at

LNA input, is converted to a noise voltage across the input impedance of the LNA.

2) For the integrated receiver blocks (everything after the LNA), all the no

computation is made with respect to an equivalent input noise resistance. Although

resistances is completely factitious, it is a convenient measure of the noise assoc

with the individual components along the receiver chain. The noise resistance is e

reflected back to the receiver input where it may be compared to the noise contribu

from the source resistance. With this comparison, a good intuitive feel may be give

to the percentage noise contribution of any block along the receiver chain, to the ov

receiver noise figure/factor. The equivalent noise resistance will be defined aseq,

corresponding to an rms noise voltage power spectral density where,
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(Eq 2.15)

Req is found by translating the equivalent input noise voltage at the input o

an individual receiver component along the receiver chain (figure 10), to a no

resistance with,

(Eq 2.16)

All the blocks in the receiver signal path were designed to meet a equiva

input noise resistance target. The design of each block was then done so by referrin

of the noise generated within the circuit, to an equivalent input noise resistance.

equivalent input noise resistance associate with each circuit block in the receive c

was then used to compute the entire receiver noise figure. Some examples of refe

all of the noise sources in a mixer, to an equivalent input noise resistance are give

chapter 5.

In summary then, the noise figure of the receiver is calculated in two ste

using the input of the chip as a boundary where the noise level, signal level, and

SNR are converted from available signal powers to rms noise voltages from whicheq

is easily found as well as the signal voltages as shown in the example receiver, fi

10. The overall noise contribution of theintegrated section of the receiveris calculated

by reflecting the equivalent noise sources along the receiver chain back to the

input. This is then compared to the available noise power delivered to the LNA by

source resistance (50Ω) on the board. The available noise power due to a 50Ω output

impedance from the last board component iskT50. The available noise power delivered

by the source resistance to the LNA input, under a matched condition is then(kT50)/4.

Remember that the voltage attenuation between the source and the matched impe

point is divided by two in voltage, and four in power. Assuming the source resistanc

50Ω, the available noise power from the source can be simply defined as an equiva

noise resistance where,

(Eq 2.17)

Veq
2

Hz( )⁄ 4kTReq=

Req

Veq
2

Hz( )⁄
4kT

----------------------------=

Rboard
50Ω

4
---------- 12.5Ω= =
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Because Rboard represents the available noise power deliver to the recei

input from the source resistance, the equivalent input noise resistance from

integrated portion of the receiver reflected to the LNA input, may be compared dire

with Rboard. Using the Wide-Band IF receiver architecture as an example of compu

the equivalent input noise resistance of the entire receiver chain (see figure

reflected to the board chip interface, the total equivalent noise resistance from

integrated portion of the receiver can be defined as RIntegrated and described by,

(Eq 2.18)

The noise factor of the integrated section of the receiver is then,

(Eq 2.19)

Where Av is the voltage gain of the respective receiver components, i.e. AVLNA

is the voltage gain from the input to the output of the LNA. With the noise factor for t

integrated section of the receiver, the noise figure/factor of the receiver, back to

antenna may be calculated using Friis equation. Again, referring to the example sh

in figure 10, and using the results from equation 2.19, the overall receiver noise fa

including the discrete components is,

(Eq 2.20)

RIntegrated RLNA

RMixer1

AvLNA
2

---------------------+=
RMixer2

AvLNA AvMixer1⋅( )2
------------------------------------------------------

RBB

AvLNA AvMixer1 AvMixer2⋅ ⋅( )2
----------------------------------------------------------------------------------+ +

FIntegrated

Rboard RLNA

RMixer1

AvLNA
2

---------------------+
RMixer2

AvLNA AvMixer1⋅( )2
------------------------------------------------------

RBB

AvLNA AvMixer1 AvMix⋅ ⋅(
-----------------------------------------------------------------------+ + +

Rboard
------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------=

FReceiver FRFfilter

FTR

GRF
----------

FBalun

GRFGTR
----------------------

FIntegrated

GRFGTRGBalun
----------------------------------------+ + +=
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Where G is the power gain, or in this case the insertion loss, of the front-

components.

There exists a direct relationship between the receiver sensitivity and

receiver noise figure. Remembering the receiver sensitivity is defined as the minim

required available signal-to-noise ratio at the input of the receiver to get a suffic

SNR at the receiver output, an estimate of the receiver’s sensitivity based on the ov

noise figure and the noise floor at the front-end can be made. By definition, the rece

sensitivity is the minimum required available signal-to-noise ratio at the input of

receiver to get a sufficient SNR at the receiver output. An estimate of the receiv

sensitivity based on the overall noise figure and the noise floor at the front-end can

be made,

(Eq 2.21)

WhereCNRoutput is the required carrier-to-noise ratio at the receiver output

meet the minimum BER requirements of a standard or application.NFloor is the noise

floor defined by equation 2.2. The higher the noise figure, obviously the weaker

receiver sensitivity. Therefore, the need to minimize the overall noise factor beco

apparent for any receiver, integrated or discrete. In the domain of integrated recei

I Q
LO2

I Q
LO1

LNA
Balun

Mixer 1 Mixer 2 Anti-Alias
Filterr

T/R
Switch

Low Pass
Filter

 Components On-Chip

l Components

Boundary used to convert between available noise power (Fri
and equivalent noise voltages. and resistances.

RF NFT/R NFBalun

ReqLNA
ReqMixer1 ReqMixer2 ReqAA

Figure 10. Model showing the boundary for the two step noise calculation used to mode
Wide-Band IF receiver

Sensitivity dBm( ) NFReceiver dB( ) CNRoutput dB( )+= NFloor dBm( )+
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the problem of lowering the noise figure of the receiver is difficult, as care needs to

taken when applying gain to the very front-end of the receiver. As will be seen

chapter 3, integrated receivers suffer from a lack of high-Q filtering in the signal pa

particularly at high frequency. This tends to be problematic as interfering signal

other bands are now present, which can be received with a much greater magnitude

the desired signal. The interfering signals then set a limit to the amount of front-

gain which may be applied to a receiver. Thus, making a practical highly-integra

receiver with a low noise figure and sensitivity an interesting challenge.

In the next section, the other receiver key figure of merit, selectivity,

explored.

2.3 Selectivity

A receiver’sselectivityperformance is a measure of the ability to separate t

desired band about the carrier, from unwanted interfering signals received at o

frequencies. This situation is most often characterized by a weak received de

signal in the presence of a strong adjacent or alternate band user. In practice,

selectivity performance of the receiver may be required when a mobile device

physically far from its corresponding basestation (see figure 11) while simultaneou

there are other users, either within the same system or running off of a diffe

standard which are physically close to the mobile receiver which is trying to receiv

very weak desired signal. The transmitter associated with the desired signal is far

the receiver while the interfering users are close; this gives rise to the often used

“near-far problem”. The interferer could be close both physically and in frequency.

Unlike sensitivity, which has a clear quantitative description and a direct l

to both receiver gain and noise figure, selectivity is influenced by many impairment

the receive signal path. The linearity associated with many of the receiver compon

along the signal path influence the selectivity. Reciprocal mixing of the oscillator ph
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noise with an interfering signal, will likewise heavily influence the receiver selectiv

performance. Depending on the receiver architecture, a high degree of image-reje

may be required to obtain a good immunity to undesired received signals which

within the image band.

The following section will give some common definitions and requirements

receiver selectivity performance. As an example, some of the selectivity performa

requirements of the DECT and GSM standards are reviewed. Using both DECT

GSM as specific examples, a discussion is then given on some of the “sub-figures

merit which influence the selectivity performance. These include, second and t

order intermodulation performance, and oscillator phase noise.

2.3.1 Blocking and The Selectivity Definition

Most radio standards which exist today, specify the selectivity requirement

a radio receiver in the physical layer definition. One of the key selectivity requireme

outlined in a standard is the blocking performance. Similar to the near-far prob

described above, the blocking performance is typically defined with a desired sig

tion

Bas
Selectivity

(Linearity, Blocking, Image Rejection...)
De

ring

Figure 11. Selectivity determines the range in the presence of other strong interfering user.
is the “Near-Far” problem.

Mobile 1 Interfering
Mobile

Mobile 1
Received
Signal
Strength

Interfering
Basestation

Interfering
Mobile

freq.

Desired
Basestation
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applied to the receiver which is 3dB above the required reference sensitiv

Simultaneously, an additional signal is applied to the receiver (called a blocker)

defined offset frequency from the carrier with a certain magnitude. The receiver m

then have the ability to maintain a minimum bit error rate (BER) in the presence of

blocking signal.

The impact of a strong AM blocker on the BER cannot be understat

particularly in the case of an integrated receiver, as will be discussed later. A large

blocker will cause degradation on the carrier-to-interference ratio of a desired si

through three predominant mechanisms. First, the blocker will cause gain compres

which has the unfortunate affect of reducing the gain on the desired signal. Second

blocker can potentially mix with the oscillator sidebands, dropping an interfer

component directly in the desired signal band. The third mechanism of interferenc

the desired signal happens when the blocker goes through a second order non-lin

in the receive chain. This problem is particularly sever in direct conversion receive

An additional specific condition which is usually outline in a radio standa

are definitions on the third order non-linearity performance of a receiver. This tes

done separate from the blocking test and is often referred to as a third o

intermodulation test. Here, the receiver is being exercised to test the immunity to a

of undesired signals which line up in frequency such that when both the interfe

signals passing through a third order non-linearity, an interfering component is cre

in the desired signal band. Some examples of third-order-intermodulation specificat

for GSM and DECT are reviewed in later sections of this chapter with a method

estimate the comprehensive intermodulation performance of an entire receive cha

based on the linearity performance of the individual components.
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2.3.1.1 GSM Blocking Definition

In the GSM standard, the blocking test is performed by applying a GM

modulated desired signal 3dB above the required receiver reference sensitivity. Th

single unmodulated tone (simple sinewave) is applied to the receiver at disc

increments of 200 kHz from the desired signal with a magnitude as shown in

specific blocking requirements of GSM, E-GSM, DCS1800, and PCS1900 [2.3]. N

the following blocking requirements are given for the mobile station(MS) only,

separate set of specifications exist for the base station.

The blocking requirements are similar among the different GSM standa

with some exceptions which are outlined below. For fully integrated radios, one of

more difficult specifications to meet in the GSM standard is the 3 MHz blocker which

typically 76 dB above the desired carrier. Although many standards have rid

requirements on the radio blocking profile, they allow a relaxation in the block

profile at some offset frequencies from the carrier, to allow for inherent spurio

signals within the receive signal path. These might be spurious tones which are sim

feature of a particular frequency synthesizer architecture. In GSM, the relaxed bloc

specifications are called “spurious response frequencies”. The frequency of the rel

blocking requirements are selected by the user and each channel is allowed a diff

set of spurious response frequencies. For example, if one were to set a spu

response frequencies for channel 800 in DCS 1800, then move to channel 805, the

can again assign a new set of spurious response frequencies. Depending on the fla

GSM (GSM 900, DCS 1800, or PCS 1900) there are anywhere from 6 to 12 inb

expectations and up to 24 out-of-band exceptions per channel. When the spu

response exception is used, the magnitude of the AM blocker may be relaxed to

dBm[2.4].

The GSM blocking test is performed by applying a GMSK modulated signa

dB above the required reference sensitivity. This is usually from -99 to -97 dBm, ag
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depending on the flavor of GSM[2.4]. A single blocker is then applied to the receive

a given offset from the carrier frequency with a magnitude as shown in figure 12. Un

this condition, the receiver must maintain a 10-3 BER. The test is repeated with a singl

blocker at each of the frequency offsets shown in figure 12. The desired signal is

changed to another channel, and again the process of applying a lone blocke

repeated for each frequency offset shown in figure 12.
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2.3.1.2 DECT Blocking Definition

DECT has considerably easier blocking requirements as compared to G

This is expected as DECT is a relatively moderate performance standard. Simila

many Wireless Local Area Network (WLAN) standards, the mobile does not wande

far from the basestation when compared to a a cellular standard like GSM. Given

the possible range of the mobile from the basestation is smaller, so to will be the ra

of potential signal magnitudes that are received. Worse case, the desired signa

come in stronger (compared to cellular) and the difference in magnitude between

desired signal and an interferer will be smaller as compared to the case where

mobile may wander far from the basestation (cellular). Thus, the selectivity, and

sensitivity performance are more relaxed in cordless telephone and WLAN standard

set of test conditions for the DECT standard [2.5] are given for both the inband and

of-band blocking signals.

2.3.1.3 Inband blocking requirements:

The mobile must maintain a 10-3 BER when a -73 dBm desired signal is

applied to the receiver input and while a a single blocker is simultaneously applied.

blocker is a GMSK modulated signal of power level and frequency offset as show

figure 13. The blocking requirements include a -83dBm Co-Channel blocker (The

Channel blocker is an interfering signal applied in the same band as the desired sig

All of the inband blocking tests are repeated for each of the adjacent channels.
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Figure 13. DECT Inband blocking requirements.

freq.
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2.3.1.4 Out-of-band Blocking Requirements:

A desired -73dBm input signal is applied to the receiver in channel 4. The

single unmodulated blocker (simple sinewave) is applied in each of the following ba

with the signal strength indicated in figure 14. Since a 10-3 BER must be maintained,

this maps to an approximate C/I ratio of 10 dB at the output of the receiver using GM

modulation.

2.3.1.5 Blocking Performance, Reciprocal Mixing and LO Phase Noise

A Local Oscillator (LO) is used with a mixer in the receiver signal path

frequency translate the desired signal spectrum about the carrier to a lower frequ

Phase noise is a measure of the spectral purity of the local oscillators used in

operation. Figure 15 illustrates how undesired sideband energy from the local oscil

(phase noise) “reciprocal mixes” with adjacent channels or out-of-band signals.

reciprocal mixing can potentially result in frequency translating a blocker, to fall with

the desired signal band at the output of the mixer. Interference in the desired si

band from the blocker reciprocal mixing degrades the receiver (C/I) ratio. The oscill

must then be designed such that under a worst case blocking condition, the recip
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Figure 14. Out-of-Band DECT blocking requirements.

freq.
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mixing of the blocker with the phase noise of the oscillator will produce an interfere

component far below the desired signal level.

2.3.1.6 Estimation of Interference from Reciprocal Mixing

Based on the blocking profile given by a standard, along with the known ph

noise performance of the oscillator used by the mixer, the amount of interfere

created in the desired signal band from reciprocal mixing may be estimated.

method to perform the phase noise calculation assumes that the receiver chan

noiseless and the only interference produced within the desired signal band is due t

phase noise reciprocal mixing with a blocker [2.6]. The method to calculate the ph

noise performance required of the oscillator is illustrated in figure 16. Here, the ph

noise is assumed to be flat across the band of interest at a certain offset from the ca

The interference component that is then produced when the blocker mixes with

phase noise sidebands, is compared to the desired signal which mixes with the c

energy.

Spurious Tone

fL0

fch

-73

-58
-39

-33 dBm (for DECT)
Signal
Strength

-97 dBc

f

f

Sx (f)

Local

Phase Noise

Signal

LO

Osc.
Output

Vout

Vout

f
Desired
channel

On top of
desired channel!
=> Degrades SNR!

+

(Figure by Todd Weigandt)

Figure 15. Reciprocal mixing of the blocker and phase noise. DECT blocking profile used a
example.
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Based on the required C/I ratio at the output of the mixer, the block

magnitude, along with the carrier offset and the desired signal level, the required p

noise performance in dBc/Hz may be estimated using,

(Eq 2.22)

Where PN(∆f c) is the phase noise in dBc/Hz,∆f c away from the carrier. Sbl is

the magnitude of the blocker in dBm or dBV while Sdesired is the magnitude of the

desired carrier in dBm or dBV. C/Imin is the minimum required carrier-to-interferenc

ratio and BW is bandwidth of the desired signal.

As stated before, equation 2.22 can be used to approximate the required p

noise performance of the local oscillators in the receiver, assuming there are no o

sources of interference in the receiver channel. However, practically speaking this i

from the true situation and the receiver white thermal noise contribution will furth

degrade the overall carrier-to-interference ratio at the output. Therefore, a better pi

of the true C/I ratio at the output of the receiver, should include the white noise ad

fL0

∆fc

-PN (∆fc)

f

Sx (f)

Local
Osc.
Output

Phase Noise

Desired

BL
Input
Spectrum

f

Signal

LO

Vout

Receiver

f

Desired
Signal

Receiver
Output

Blocker
Mixed
Inband

C/Imin

∆fc

BW

Figure 16. Simple calculation for required phase noise performance of the LO.

PN ∆f c( ) dBc
Hz
---------- 

 

Sdesired ∆f c( ) dBm dBV⁄( ) Sbl ∆f c( ) dBm dBV⁄( )– C I⁄ min dB( )– 10 BW)( )log–

=
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to the desired signal band, as well as the effects of blockers reciprocal mixing with

phase noise and the effects of gain compression in the receiver signal path due to a

blocking signal.

The approach to determine the required receiver phase noise performance

function of the needed blocking performance may be done as follows. All of

equivalent input noise resistances are referred to the output of the receiver includin

available noise contribution at the input of the receiver (12.5Ω). Then at each mixer

output, the power of the blocking signal reciprocal mixing with the LO phase no

which creates an interferer within the desired signal band, can be approximate

assuming the phase noise is flat across the band of interest. This gives the follo

expression,

(Eq 2.23)

Where σ2
Mixerout is the power of interferer created inband by reciproc

mixing. This interference source can then be referred to the output of the receiver a

with all other interferers in the receiver chain, including the noise contribution of

individual receiver components. This procedure is illustrated for the Wide-Band

architecture shown in figure 17.

10 σ2
Mixerout( )log Sbl ∆f c( ) dBV( ) PN ∆f c( ) 10 BW( )log+[ ]–[ ] dBV( )=

LNA A/DMixer 1 Mixer 2 Anti-Alias
Filter

Low Pass
Filter

ReqLNA ReqMixer1 ReqMixer2
ReqAAReqBoard

σmixer1
2 σmixer2

2
(Av

LNA* Av
mixer1* Av

mixer2* Av
AA ) 2

Figure 17. Sources of interference in the receiver signal path while an undesired blocker is pr

(Av
mixer1* Av

mixer2* Av
AA ) 2

(Avmixer2* AvAA )2

(Av AA)2
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Treating the interference produced by the blocker reciprocal mixing with

phase noise of the LOs as an rms noise voltage source, one can reflect all o

interference sources, both thermal and phase noise to the output of the receiver

total interference can be expressed in terms of the equivalent input noise resis

(Req) of each block, the individual component voltage gain and the blocki

interference created by reciprocal mixing. Definingσ2
out as the total inband voltage

interference power (both thermal and reciprocal mixing) at the output of the rece

gives,

(Eq 2.24)

Whereσ2
thermal representsall of the thermal noise contribution referred to th

output of the receiver, which can be found using equation 2.18 and scaling

equivalent output noise resistance by 4kT to get the rms noise voltage. The rec

output C/(I+N) can be expressed as,

(Eq 2.25)

Where Av is the overall receiver voltage gain and SDesired is the rms voltage

power of the desired signal. Next, if a simplifying assumption is made that the powe

the blocker reciprocal mixing with the phase noise of the individual mixers contrib

equally (both mixers have the same phase noise profile) and the thermal n

contributions of each receiver component has been determined, the maxim

interference allowed by the phase noise mixing with the blocker can be found. Th

expressed as,

(Eq 2.26)

σ2
out AvMixer2 AvAA⋅( )2 σ2

mixer1⋅ AvAA( )2 σ2
mixer2 σ2

thermal+⋅+=

C Ioutput⁄
Av

2
SDesired⋅

AvMixer2 AvAA⋅( )2 σ2
mixer1⋅ AvAA( )2 σ⋅

2
mixer2 σ2

thermal+ +
------------------------------------------------------------------------------------------------------------------------------------------------------------------=

σ2
pn

Av
2

SDesired⋅
C Irequired⁄

-----------------------------------
 
 
 

σ2
thermal–

AvMixer2 AvAA⋅( )2
AvAA( )2

+( )
-------------------------------------------------------------------------------------=
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The required phase noise performance of the local oscillator to meet

blocking profile for a particular standard can be determined using equation 2.2

conjunction with equation 2.23.

2.3.1.7 Second Order Intermodulation (IM2)

One non-ideality which will affect the receiver’s blocking performance

second order intermodulation (IM2) of the various components in the signal path

second order non-linearity is particularly problematic for high selectivity applicatio

where the carrier is downconverted to baseband without any channel filtering, as w

be the case in a direct conversion receiver discussed in the next chapter. The mech

for second order intermodulation is outlined below with an explanation of the met

used to find the required equivalent input IP2 of the baseband blocks used by d

conversion systems, as a function of the required blocking performance.

The effect of IM2 is quickly understood by examining a simple expressi

which relates the input and output signal of a block, via a high order transfer funct

First, assume looking into the baseband block that there is a non-linear transfer fun

relating the input and output signals by,

(Eq 2.27)

Where is the output signal and Si(t), can represent an applied blocke

(interfering signal). To understand the mechanism which creates interference in

desired signal band from second order intermodulation. One can apply a blocking s

Si(t) to the non-linear transfer function in equation 2.27. Si(t) can be represented by a

sinewave where, and is the frequency of the blocker. Keepi

in mind that in a direct conversion system, the desired band signal is center around

at baseband. Therefore, the interference created at baseband, (DC), by a blocker p

through a second order non-linearity is of interest. If represents the freque

offset relative to DC after frequency translation to baseband, then using some si

So t( ) a1Si t( ) a2Si
2

t( ) a3S
3
i t( )…+ +=

So t( )

Si t( ) Si ωblt( )cos= ωbl

ωbl
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trigonometric relationships reveals that when the input signal (or blocker) pas

through a second order non-linearity, the following result is generated by the sec

order term in equation 2.27,

(Eq 2.28)

From equation 2.28, the second order non-linearity is seen to create a

component. This is a particular problematic when there is a weak desired signal w

gets frequency translated to baseband in the presence of a strong adjacent ch

blocker. The large blocker now creates an interfering component at DC, which is in

center of the desired signal spectrum at baseband. The relationship between

required equivalent input IP2, based on the targeted blocking profile of any standa

application, may be found with a little simple math. Using the relationship between

coefficients of the high order signal transfer function, and the definitions for b

second order intermodulation (IM2) and second order harmonic distortion (HD2) gi

in [2.7]. HD2 and IM2 can be expressed as,

(Eq 2.29)

(Eq 2.30)

The required IP2 performance may be inferred from a knowledge of the g

which precedes the baseband and blocking test which must be performed to comply

standard. Again, similar to the required noise figure and phase noise performance

required IP2 performance for the GSM mode of operation is far more aggressive

what is called for by DECT. Accordingly, as an example calculation of the I

performance required by the baseband blocks of a direct conversion receiver, the 3

blocking condition in the GSM blocking profile will be used, see figure 12.

To find the required IP2, it will be first assumed that both the desired sig

and the blocker are frequency translated to baseband without any filtering of

unwanted adjacent channel signal; a fair assumption for any receiver which attemp

eliminate the IF filter. In addition, both the carrier and the blocker will see an eq

a2 Si ωblt( )cos( )2⋅ a2 Si
2 1 2ωbl t⋅( )cos+

2
----------------------------------------- 

 ⋅=

HD2
a2Si

2
2⁄

a1Si
------------------=

IM2 HD2 6dB+≅
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gain by all components which precede the baseband. This gain will be denoted

which is the comprehensive gain between the antenna and the baseband blocks.

GSM standard, under the 3MHz blocking condition, the relationship between

desired baseband signal, the 3MHz blocker, and the interference component gene

by the second order intermodulation are as shown in figure 18.

The DC interference which is generated by the second-order intermodula

of the blocker can be found from equation 2.28. In equation 2.29, the numerator o

expression for HD2 is equivalent to the magnitude of the DC component produce

blocker passing through the second-order term in equation 2.27. To ensure tha

second order interference has negligible degradation to the overall receiver C/I

under the blocking condition (in this example the 3MHz blocker is used in the DCS1

standard), the DC component generated by the second order intermodulation shou

about 15dB below the desired baseband signal level. IfSdes represents the power of the

desired signal at the receiver input in dBV, andSbl the magnitude of the blocker at the

receiver input, also in dBV. To meet the condition of negligible degradation in the

ratio arising from the DC component created by 2nd order IM we have,

(Eq 2.31)

Avrf

freq.3MHz

-112dBV+20log(Avrf)

-36dBV+20log(Avrf)

C/I
3MHz

Blocker

Desired
baseband
signal

DC interference
from 3MHz blocker
after 2 nd order IM.

IM2

Figure 18. Signal spectrum after the mixer in a direct-conversion receiver. An interfere
created within the signal band, by the 3 MHz blocker passing through the base
2nd order nonlinearities.

a2Si
2

2⁄ Sdes dBV( ) 20 Avrf( ) dB( ) 15dB–log+≤
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The magnitude of the blocker at baseband is,

(Eq 2.32)

A closer examination will reveal the required HD2 under the conditio

outlined above is simply the difference between equation 2.31 and equation 2.32 in

Therefore, when the interference is required to be 15dB below the desired signal,

can be expressed as,

(Eq 2.33)

or,

(Eq 2.34)

The required IM2 performance of the baseband is,

(Eq 2.35)

By simply examining a plot of IM2 verses the blocker input power one c

quickly see that the IM2 decreases by 10 dB for every 10 dB increase in blocker po

Therefore, the required IP2 may be expressed as,

(Eq 2.36)

Similar to the IP3 which will be discussed shortly, the IP2 number is

characterization of the second order non-linearity in the receiver components. As ca

observed from equation 2.36, a high second order non-linearity performance is req

of the baseband blocks when there exists a large the difference between the magn

of the blocking signal, Sbl, and the desired signal, Sdes. In addition, a high IP2 is

required when just the magnitude of the blocking signal by itself is large. Thus, the

performance of any block along the receiver chain is dependent on the gain w

proceeds that block.

For direct conversion receivers, with essentially no front-end filtering, t

required IP2 performance at baseband can be very aggressive. As an exampl

Sbl dBV( ) 20 Avrf( ) dB( )log+

HD2 dB( ) Sdes dBV( ) 20 Avrf( ) dB( ) 15dB–
Sbl dBV( ) 20 Avrf( ) dB( )log+[ ]–

log+=

HD2 dB( ) Sdes dBV( ) 15 dB( )– Sbl–=

IM2 Sdes dBV( ) 9 dB( )– Sbl dBV( )–=

IP2 dBV( ) Sbl dBV( ) Sbl dBV( ) 9dB Sdes dBV( )–+[ ]+=
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calculation looking into the baseband, assume a direct-conversion receiver with

channel filtering between the antenna and baseband which is used in the DCS

system. The required IP2 looking into the baseband will be dependent on the 3 M

blocking condition. From figure 12, the desired signal Sdes is -97 dBm while the

blocker, Sbl, is - 26 dBm. It is convenient to convert the input signals from dBm to dB

If it is assumed that there is 20 dB of voltage gain between the antenna and base

Sdes at baseband is -90 dBV and Sbl is -19 dBV, then the required IP2 from equatio

2.36 becomes,

(Eq 2.37)

This gives an IP2 of +60 dBV. This is a challenging number for any baseba

block to meet. Thus, one of the reasons why integrated receivers using direct conve

are difficult to implement for high selectivity standards similar to DCS 1800.

2.3.2 Third Order Intermodulation (IM3) and Selectivity

An additional circuit impairment which may affect a receivers ability to reje

signals found in other bands is the third order intermodulation (IM3) performance.

mechanism of interference to the desired signal band from third IM is slightly differ

than the source of interference during a blocking test described above. Interfer

from third order intermodulation arises from two out of band signals which pa

through a third order non-linearity, and generated a new spectral component which

directly in the band of the desired signal. Along the receive signal path the nonlinea

associated with the circuits have a high order transfer function as given in equa

2.27. Assume that there are two input signals which are applied to the receiver fron

and are represented as S1 and S2, at frequenciesω1 and ω2, respectively. The input

signal, Si, can then be described by,

(Eq 2.38)

IP2 dBV( ) 19– dBV( ) 19 dBV( )– 9dB 90–( ) dBV( )–+[ ]+=

Si S1 ω1t( )cos S2 ω2t( )cos+=
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After Si passes through the third order non-linearity in equation 2.27, seve

new spectral components are generated. After doing a little trigonometry, the follow

results,

(Eq 2.39)

Of most interest in equation 2.39 are the terms which result in a spec

component at 2ω2-ω1, 2ω2+ω1, 2ω1-ω2, and 2ω2+ω1. These spectral components whic

arise from a third order non-linearity are of particular concern in radio recei

applications, as the situation may arise where there are two alternate band users

may be present very close in frequency to the receiver’s desired channel. If the alte

band signals happen to lie at frequenciesω2 and ω1, while the desired signal band to

receive resides at either 2ω2-ω1, 2ω2+ω1, 2ω1-ω2, and 2ω2+ω1, 2ω2-ω1. If this situation

occurs, as it sometimes does, the spectral components generated from the alternat

signals passing through the receivers third order non-linearity will actually appea

interference in the desired signal band, this is illustrated in figure 19.

A classic measure of 3rd order non-linearity in an individual component in th

receiver or the entire receive path, is the third order intermodulation intercept p

(IP3). This number is usual measured with a two-tone test, where the tones are ap

a3Si
3 a3S1

3

4
----------- 3ω1t( ) 3 ω1t( )cos+cos( )

a3S2
3

4
----------- 3ω2t( ) 3 ω2t( )cos+cos( )

3
4
---a3S1S2

2
2 ω1t( ) 2ω2 ω1–( )t( ) 2ω2 ω1+( )t( )cos+cos+cos[ ]

+ +=

3
4
---a3S1

2
S2 2 ω2t( ) 2ω1 ω2–( )t( ) 2ω2 ω1+( )t( )cos+cos+cos[ ]+

freq ( ω).

S2S1

IM3

2ω2 ω1–2ω1 ω2– ω1 ω2

Input Spectrum

Figure 19. Third order intermodulation in the frequency domain.

3rd Order Components
Generated by S1 and S2
passing through 3rd order
transfer function
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to a receiver input (S1 and S2) and the third order component generated is measur

The results are plotted on a log-log plot as shown in figure 20. The magnitude of S1 and

S2 are increased and the 3rd order component is again measured. From the log-log pl

both the linear and third order terms are extrapolated. Where the two lines interse

the third order intermodulation intercept point.

The issue of third intermodulation is revisited in chapter 6, section 6.6 with

emphasis on the estimation of third order intermodulation performance in CM

mixers. However, now the focus is more on the relationship between the requ

selectivity performance of a standard or application and the comprehen

intermodulation performance of the entire receiver. Specifically, it is desired to estim

the total intermodulation performance of the receiver based on the linea

performance of the individual blocks cascaded along the receive chain. The metho

doing such an estimate for integrated receivers is reviewed. This is followed by s

relationships between the physical layer specifications on intermodulation and

required third order intercept (IP3) performance of the receiver. Both the DECT

GSM standards are again used as examples.

2.3.2.1 Estimate of Receiver (IP3)

There are several methods for calculating the intermodulation performanc

an individual block and of a cascaded chain of receiver components. Two method

calculating the equivalent distortion performance of a number of cascaded rece

blocks as a function of the distortion performance of the individual components

outlined in this section.

The objective in this work, is to derive expressions for the various aspects

receiver performance with respect the voltage gain, equivalent IP2 and IP3 (written

voltage) and a noise resistance for each block. With this in mind, a few us

relationships can be obtained by examining a simple plot of an individual rece
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component’s intermodulation intercept point. Take the example of any gen

component with an output 3rd intermodulation intercept point as shown in figure 20.

The plot in figure 20 takes a little examination to understand its meaning. T

plot is of the output response both the linear and the 3rd order component as a function

of the magnitude of theoutput signals which are intermodulatingat the output of the

amplifier (a two tone test). Both the x and y axis are theoutput signal levels in dBV.

Therefore, given the output 3rd order intercept point, we can read both the lin

component of the intermodulating signals and the 3rd order component produced b

two intermodulating signals as afunction of the output power indBV of the two signals

which are intermodulating. A very useful expression that can determine the magnitu

of the 3rd order response, at the output or input of a receiver block, as a function of

output or input IP3 respectively is [2.8],

(Eq 2.40)

Where Vo3rd is the output 3rd order component generated by two adjac

channel interfering signals at the output of the amplifier of magnitude Vinter(o), this is

illustrated in figure 21. Likewise, at the input of the same amplifier one could write

(Eq 2.41)

Vip3o
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Figure 20. Simple Amplifier with voltage gain Av and Output Third order intercept Vip3o

V
o3rd

Vinter o( )
3

VIP3o
2

------------------------=

V
i3rd

Vinter i( )
3

VIP3i
2

-----------------------=
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Where Vip3i, Vinter(i), and Vi3rd are the input intercept point, the

intermodulating tones, and the input referred third order component respectively, a

this illustrated in figure 21.

All variables in equation 2.40 are related to the input of the simple blo

shown in figure 17. Equation 2.40 and equation 2.41 can be extend to a m

generalized expression to describe the distortion components generated by any

intermodulation at a given node in a receiver chain,

(Eq 2.42)

2.3.2.2 Intermodulation for cascaded blocks

There are several methods for calculating both an intermodulation interfere

any stage in the receiver and the equivalent Intermodulation Intercept Point (I

Again, the example of the 3rd order IM will be used to find the equivalent IIP3 of

several cascaded blocks. Although, this analysis could easily be extended to any

Av

freq.freq.

Vinter(o)

Vo3
rdVi3

rd

Vinter(i)

Output 3rd order component generated by the
amplifier nonlinearities referred to the input of
the same amp.

Two tones which
intermodulate creating
the 3rd order
interference.

Figure 21. Representation of the adjacent channel interferers and the intermodulated 3rd order
component which is created.

Vdn

Vinter( )n

VIPn( )n 1–
--------------------------=
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of intermodulation. The equivalent input or output intercept point of a three st

cascaded network will be determined, figure 21, as a function of the input or ou

intercept points of the individual blocks in the chain. Avn is the voltage gain of the nth

block and VIP3in and VIP3on are the equivalent input and output voltage intermodulati

intercept points respectively of the nth block. Two methods to finding the equivalen

intercept point at the output or input of a cascaded network are now explored.

The first and simplest approach is to reflect each of the individual interc

points to either the input or the output of the cascaded blocks and find the minim

term and approximate this as the intermodulation intercept point for the cascaded c

[2.9].

(Eq 2.43)

Equation 2.43 works well when trying to predict the intermodulatio

performance of a number of cascaded blocks, when there is a “weak link” in the c

and one input or output intercept point dominants (much lower in the case of IP3)

cascaded IP3. However, when the individual IP3s contribute somewhat equally to

overall chains linearity performance, then equation 2.43 is not a good approximatio

The second approach to estimating the equivalent receiver IP3, attempts to

into account the interaction of the intercept points between the cascaded blocks i

chain. In this approach, the assumption is that the distortion contribution from eac

the blocks is uncorrelated, thus their distortion products are independent from bloc

VIP3i1

Av1

VIP3i2

Av2 Av3
VIP3i3

Vin 1 2 3 Vout

VIP3o1 VIP3o2 VIP3o3

Figure 22. Intermodulation in a set of cascaded blocks.

Vip3cascade min VIP3i1

VIP3i2

Av1
----------------

 
 
  VIP3i3

Av1A
v2

-------------------
 
 
 

, ,
 
 
 

=
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block. If we write the total 3rd order distortion products at the output of the casca

chain, shown in figure 5, we get [2.8],

(Eq 2.44)

Where Vout
3rd is the total 3rd order distortion of the cascaded configuratio

and Vo1
3rd, Vo2

3rd, and Vo3
3rd are the output distortion contributions of each of th

blocks. We can now reflect the output distortion to the input, to find the equivalent in

IP3 of the three cascaded blocks,

(Eq 2.45)

Expressing each of the 3rd order distortion components using equation 2.4

gives,

(Eq 2.46)

As noted previously, the assumption is that the distortion compone

generated from different blocks are uncorrelated which may not necessarily be true

the potential exist for cancellation of the third order distortion from stage to sta

However, within an individual block, the distortion is correlated between the input a

output. Therefore, the output IP3 for an individual block may be reflected back to

input of the same block, or VIP3in=VIP3on/Avn for the nth stage. Also, an expression ca

be given for all of the output voltages in terms of Vin and the voltage gain Av of a block.

Equation 2.46 now becomes,

Vout
3rd

Av3 Av2 Vo1
3rd⋅ ⋅ Av3 V02

3rd⋅ Vo1
3rd

+ +=

Vin
3rd Av3 Av2 Vo1

3rd⋅ ⋅ Av3 V02
3rd⋅ Vo3

3rd
+ +

Av1 Av2 Av3⋅ ⋅
------------------------------------------------------------------------------------------=

Vin
3

ViIP3cas( )2
----------------------------

Av2 Av3

Vo1( )3

VIP3o1( )2
------------------------⋅ ⋅ Av3

V02( )3

VIP3o2( )2
------------------------⋅

Vo3( )3

VIP3o3( )2
------------------------+ +

Av1 Av2 Av3⋅ ⋅
-----------------------------------------------------------------------------------------------------------------------------------=
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(Eq 2.47)

Cancelling terms we get the familiar form of,

(Eq 2.48)

The total input referred IP3 for the cascaded configuration shown in figure 22 is,

(Eq 2.49)

A similar analysis reveals that for a two stage cascaded network the equiva

output IP3 can be expressed as,

(Eq 2.50)

And the equivalent input IP3 of the same two stage network is,

(Eq 2.51)

Both equation 2.50 and equation 2.51 can be used recursively to obtain

equivalent IP3 at any node in a cascaded chain of receiver components. Using e

equation 2.50 or equation 2.51 in conjunction with equation 2.40, the equivalentrd

order distortion component, which is seen as an interferer to the desired signal, ma

found at any point in the receiver chain. The 3rd order inference can then be added wit

Vin
3

ViIP3cas( )2
----------------------------

Av2 Av3

Av1 V⋅
in

( )3

Av1 VIP3i1⋅( )2
--------------------------------------⋅ ⋅ Av3

Av1 Av2 V⋅ ⋅
in

( )3

Av2 V⋅
IP3i2

( )2
--------------------------------------------⋅

Av1 Av2⋅ Av3 Vin⋅ ⋅( )3

Av3 V⋅
IP3i3

( )2
-----------------------------------------------------------+ +

Av1 Av2 Av3⋅ ⋅
------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

=

1

ViIP3cas( )2
---------------------------- 1

VIP3i1( )2
-----------------------

Av1
2

VIP3i2( )2
-----------------------

Av1 Av2⋅( )2

VIP3i3( )2
-------------------------------+ +=

ViIP3cas
1

1 VIP3i1( )2⁄ Av1
2

VIP3i2( )2
Av1 Av2⋅( )2

VIP3i3( )2⁄+⁄+
---------------------------------------------------------------------------------------------------------------------------------------------------=

VoIP3cas

A2 VIP3o1 VIP3o2⋅ ⋅

VIP3o2( )2
VIP3o1( )2

+
------------------------------------------------------------=

ViIP3cas

VIP3i1 VIP3i2⋅

VIP3i2( )2
Av1 V⋅

IP3i1
( )2

+
------------------------------------------------------------------------=
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the rms noise in the receiver chain to find the carrier-to-(noise-plus-distortion) rati

any point in the receiver chain.

Generally speaking, from equation 2.51 the distortion performance o

receiver chain is degraded when more gain is used toward the front end. This

contrast to the noise figure performance, where as much gain at the absolute fron

of the receiver is desired. Thus, the classic trade-off between receiver noise figure

intermodulation performance becomes more apparent. As will be discussed in ch

3, this trade-off becomes more complicated when trying to integrate all of the rece

functionality onto a single chip. Integrated receivers typically lack high-Q filteri

until the signal is frequency translated to near baseband. Thus, both the blocking

intermodulating components see little, if any filtering until much later in an rece

chain than would otherwise be seen in a discrete implementation of a receiver w

high-Q filters are used much closer to the front-end.

2.3.2.3 Intermodulation Requirements in DECT and GSM

Both the DECT and GSM standards outline a set of requirements on

immunity of a receiver to two adjacent or alternate channels intermodulating with e

other. This specification, as with most standards, is given in the form of the magnit

of two interfering signals spaced in frequency, in such a way that the third or

component generated falls in the band of the desired signal. A desired modulated s

is then applied to the receiver with the two interfering tones. The performance of

receiver is then measured in terms of the bit error rate. Some specific example tes

now given for both GSM and DECT. These examples are given to illustrate how

transform the required tests associated with a standard, to an equivalent required

IP3 for the entire receiver.

In GSM, the adjacent channel immunity test is performed by applying t

unmodulated carriers with a power level of -49 dBm to the input of the receiver whil
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signal 3dB above the reference sensitivity is applied (-99 dBm for GSM 900, E-GS

and PCS 1900. -97dBm for DCS 1800). The receiver must maintain a 10-3 BER or 9dB

C/I at the output of the receiver, while performing the adjacent channel test. Howe

this also includes the effects of noise in the receiver channel. Therefore, the disto

components, plus the white noise in the receiver, degrade the overall C/(I+N) at

receiver output. The desired signal level is 3dB above the sensitivity requirement. If

noise floor, at the output of the receiver, is just low enough to pass the sensitivity

than it can be assumed that the noise floor referred to the input is 9dB (to meet

CNR required at the output of the receiver) below the sensitivity requirement. T

implies that the maximum receiver input referred noise floor is at -111 dBm. Both

noise and 3rd order components are uncorrelated. Therefore, if the 3rd order IM is kept

at or below the noise floor, then the total interference to the carrier from both noise

3rd order intermodulation will raise the interference floor by 3dB, and the C/(I+N) ra

will be at 9dB or better; this is illustrated in figure 23.

The desired signal is at -99 dBm and it is desired to have all the distortion fr

the receiver to remain 12 dB below the desired signal or at -111 dBm. If the

intermodulating adjacent channels are applied to the receiver at -49 dBm, then the

component must be greater than,

(Eq 2.52)

Input Referred Receiver
Noise FloorInput Referred 3rd

Order Intermodulation

Desired Signal Level

C/I CNR
12dB12dB

C/(I+N)
9dB

-99dBm

-111dBm

-108dBm

Figure 23. Maximum allowable input referred noise and distortion levels under
intermodulation test for DCS 1800.

IM3 49dBm– 111dBm–( )–=
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The IM3 component decreases at a rate of 20dB/decade for every de

increase in input power. Therefore, the input referred IP3 can be expressed as,

(Eq 2.53)

Which gives us a -18 dBm input referred IP3 or better required of the recei

to be compliant with the GSM standard.

Similar to GSM, the DECT standard outlines a set of conditions to test

intermodulation performance of the receiver. A desired carrier is applied to the rece

3dB above the reference sensitivity or -80 dBm. Two adjacent channel signals

applied with a -46 dBm input power. Using the same procedure to calculate the in

referred IP3 as in GSM, gives an IP3 of,

(Eq 2.54)

2.4 General comments on Receiver Design

Throughout this chapter, the emphasis was on relating some of the cla

receiver non-idealities, such as noise figure, intermodulation, and phase noise to

selectivity and sensitivity figures of merit. Two key receiver characteristics which w

not covered in this chapter are image rejection and filtering, both of which affect

selectivity performance. Image rejection will be discussed in detail throughout chap

5 and 6 while filtering goes beyond the scope of this thesis.

The objective of any receiver systems is usually to provide filtering, gain a

frequency translation of the received signal spectrum before the desired informatio

recovered through some method of detection (see figure 24(a)). The distribution o

gain, filtering and the method as well as frequencies used for frequency translation

will have an impact on the receiver selectivity and sensitivity performance. Each of

receiver impairments will interact with one another and between various blocks a

the signal path. This interaction concept is illustrated in figure 24(b), where

IP3 49dBm–
IM3

2
----------- 

  dBm+=

IP3DECT 22dBm–≥
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relationship between receiver characteristics and performance in terms of selec

and sensitivity are shown. As was described in this chapter, the more gain used to

the front of the receiver will improve the overall receiver noise figure. However,

increase in front-end gain will place a greater demand on the linearity performanc

the subsequent receiver blocks. As will be described in chapter 3, this problem or tr

off between gain, noise figure and linearity is exacerbated by the very act of attemp

to integrate all of the receiver components on to a single chip. Most of the propo

high integration architectures perform filtering much later in the receive chain, tha

discrete component implementation of a receiver. Therefore, adjacent and alte

channel blockers as well as potentially intermodulating spectral components are pa

through more of the receive chain in an integrated solution as compared to a dis

receiver. This makes the selection of gain distribution along the receive ch

particularly challenging to accommodate a good noise figure and linearity performa

The last receiver characteristic which will ultimately affect virtually all of the receiv

characteristics is the power consumption. Most receiver non-idealities in the signal

may be improved by increasing the overall power consumption of the active compon

used by the receiver. For portable applications, the trade-off is between provi

adequate receiver performance with a minimal amount of power consumption.

Receiver system design usually takes place by modeling the receive cha

with respective to linearity, noise, filtering, gain and phase noise. The distribution

the gain and filtering are usually attached to a target linearity, blocking and noise fig

performance. Both the design and interaction between various receiver character

are addressed through the use of a “link budget”. A link budget also provides a me

of book keeping to track of the required performance of individual circuit blocks alo

the receive chain. An example link budget for the GSM/DECT receiver presente

later chapters of this thesis is described in [2.4]. The link budget, in some respec

similar to accounting principles making spread sheet software useful when design
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receiver from a higher system level. The Excel spread sheet used to generate the

budget for the GSM/DECT receiver may be found at [2.10].

With an understanding of how various receiver characteristics can influence

selectivity and sensitivity performance, the discussion will now turn toward the iss

associated with integration. Chapter 3 will first review the challenges of integratin

radio on to a single chip. The next chapter will then examine some recently propo

radio architectures which attempt to maintain the selectivity and sensitiv

performance of a receiver and achieve high levels of front-end radio integration.

LNA

Gain Non-Linearity

Noise

oise Figure Distortion (IP3 IP2)

Image Rejection

ensitivity

Detection

Selectivity

Frequency

Translation

f

Filtering

Receiver Impairments

Interfering Signal (Blocker)
Desired Channel

Figure 24. (a) Receiver Impairments (b) Interaction between various receiver characteris
performance.

Input
Spectrum

Output
Spectrum

Power
Consumption

LO Phase Noise

Gain
Increased

Increased

MPositive Effect
Negative Effect Fil

(a)

(b)
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3.1 Introduction

With a quick review given on some of the general issues surrounding rece

system design and implementation, the focus will now turn toward the challen

associated with the integration of a radio receiver on to a single silicon substr

Specifically, this chapter will try to give the reader an appreciation of the difficu

indelivering comparable performance with an integrated CMOS radio as that whic

achievable in more conventional discrete component receivers. The material in

section begins by examining one of the more popular implementations of a disc

radio architecture known as the superheterodyne system which is characterize

excellent performance with respect two key receiver figures of merit; mainly

selectivity and the sensitivity performance. A functional understanding of a disc

component receiver will then serve as a backdrop for a discussion on the challe

associated with integrating all of a radio receiver components, on to a single silicon

This is followed by an evaluation of several proposed receiver architectures w

attempt to overcome some of the hurdles associated with integration of ra

components. This chapter will conclude with a somewhat in-depth look at a rece

proposed radio receiver system called Wide-Band IF with double conversion. T
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architecture attempts to facilitate receiver integration, particularly for applicatio

which require narrow channel tuning along with a low phase noise performa

synthesizer (narrow channel tuning and low phase noise typically go hand-in-hand

3.2 Superheterodyne Receiver

Although to date there has been a heavy emphasis from the communica

industry to build commercial radios which are highly integrated, most RF h

performance transceivers manufactured today still utilize some variant o

conventional superheterodyne architecture. The “superhet” as it is often referred t

was originally developed by Edwin Amstrong at the end of World War I, he patented

idea in 1917[3.1]. The contemporary version of the superheterodyne receiver, show

figure 25, is implemented with a collection of both passive and active discr

components. Various semiconductor technologies such as gallium arsenide, si

bipolar and CMOS are used to realize many of the active high frequency compon

along the receiver chain, such as the low noise amplifier, mixers, and analog base

circuits.

In conventional radio design, probably two of the broadest and m

comprehensive figures of merit are the sensitivity and selectivity performance o

LNA IF

I Q
LO2

A/D

RF IR IF

LO1

Synth Synth

Receive Path Integration
Synthesizer Integration

Filter Filter Filter

LC Tank LC Tank

Discrete Component

Figure 25. Dual-Conversion Conventional Super-Heterodyne Receiver.

Crystal
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receiver. Both of these figures of merit were described in chapter 2. As will

described later, the selectivity performance of a receiver is typically the more diffic

performance metric to address when attempting to integrate a receiver onto a s

chip. The longevity of the superhet is due in part, to both the high selectivity a

sensitivity performance which may be obtained utilizing this approach. A conven

starting point for the discussion of integrated receiver architectures is to f

understand why a superheterodyne system affords such high performance. A q

overview of the superhet will begin at the antenna, and move down the receiver c

with a description of the functionality provided by each of the components.

In short, the typical objective of a receiver is to provide three basic forms

signal processing; discriminate the desired received signal from other users at alte

frequency bands, down-convert or frequency translate the desired signal to a

frequency and provide sufficient variable gain to both accommodate a broad rang

received signal power as well as minimize the noise contribution from the entire rec

signal path. Shown in figure 26, is a hypothetical spectrum as it passes through va

stages of a super-het. At the antenna, the desired channel is shown in the presen

other channels found within that user’s standard. All of the channels together form

“inband” spectrum which are defined both in bandwidth and power level by a ra

standard. Examples of inband signals would be the entire band comprising the

200kHz channels associated with DCS 1800 or the entire spectrum from 1.88GH

1.89GHz associated with the DECT standard in Europe. Any signal energy which is

apart of the users system is typically referred to as out-of-band signals or out-of-b

blockers. The RF filter follows the antenna and is used to perform a first or

attenuation of all out-of-band energy. After the RF filter, the entire spectrum includ

both the inband and residual out-of-band energy is gained up with an ampl

optimized to contribute a minimal amount of noise, this component is typically refer

to as a low noise amplifier or LNA. At the LNA output, a sufficient amount of gain h

been added to the signal to overcome the large amount of noise introduced to
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desired signal band while passing through the function of frequency translation, w

is performed by a component called the mixer.

In a superheterodyne receiver, the signal applied to the RF port of the mixe

down converted, in frequency, with a tunable local oscillator which tunes to any of

channels associated with a standard or system. The entire spectrum present at t

port of the mixer is frequency translated, either up or down, between the mixer in

and output. The amount of translation in frequency is the difference between input b

and the frequency of the local oscillator, this difference frequency is often describe

the intermediate frequency or just IF. Both the bands above and below the frequen

the first local oscillator will translate to the same intermediate frequency. The ot

undesired band below the LO frequency (in the case of figure 26) is referred to as

image band. Without filtering, the image band could potentially overwhelm the des

signal at IF. Thus, some form of image attenuation must be implemented. In the ca

the superheterodyne receiver, the RF filter provides an initial filtering of the ima

band. After the LNA, an image-rejection filter or sometimes referred to as a noise fi

specifically attempts to further attenuate signals present within the image b

Although at first glance it would appear that the RF and image rejection filters have

identical role, this isn’t quite true as all of the image attenuation could be placed be

the LNA. However, the image rejection filter has the additional function of suppress

noise emitted from the LNA, which resides in the image band. Thus, the reason why

filter is placed after the LNA and not before. Without the image rejection filter, t

mixer would frequency translate the LNA output noise from two bands and effectiv

double the noise figure of the LNA. This leads to the origin of the name “noise filte

which is used interchangeably with image-rejection filter.
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The excellent selectivity performance of a super-het is due in part to how

carrier is frequency translated to IF and the analog signal processing which takes

at the IF portion of the receiver. After the noise filter, the desired carrier is dow

converted to IF using a mixer which has a tunable local oscillator at one of the m

inputs. The frequency synthesizer which feeds the first mixer is variable and tune

the frequency of the desired channel to recover. This implies that the freque

translation of the desired carrier is always to thesameIF frequency; shown as fIF in

figure 26. This is an important feature of a superheterodyne receiver as the de

channel always appears at the same IF frequency independent of the carrier frequ

Therefore, at the output of the first mixer, adjacent channel energy may be filtered u

what is commonly called an IF filter. Because the adjacent and alternate channel en

has been attenuated, the desired band can be considered isolated from strong alt

channel blockers, this is illustrated in figure 26. This now implies that the desi

Image Filter Output.

 f

D

First Mixer Output.

 

 

VGA Output

C
to

Potential
LO Freq.

 fIF

 fIF

 fIF

LO

LNA

VGA

RF

Image

IF

LO1

Filter

Filter

Filter

Received Spectrum

 f

Image band
Interferer

Image band
Interferer

LO2

ch

-97 dBc

f

Phase Noise

Super
Heterodyne

Figure 26. Basic step-by-step operation of a super-heterodyne receiver system. Exc
selectivity and sensitivity are provided by a distribution of high-Q filtering, gain a
frequency conversion.
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signal can have variable gain (done with a VGA) added which in turn reduces

required dynamic range and the linearity/intermodulation performance requiremen

the subsequent receiver blocks. After the variable gain amplifier, the signal is t

down converted to another IF stage with additional filtering, or down converted

baseband where additional channel filtering is then performed before symbol reco

(assuming the system uses some form of digital modulation) or freque

discrimination takes place.

The superior selectivity performance of a superheterodyne receiver is

primarily to the ability of this system to provide as much high Q filtering at the earlie

possible point in the receive chain. In addition, the frequency synthesizers are typic

realized with an external high-Q tanks which use discrete inductors and varactor dio

A high-Q tank for the core resonant element in the frequency synthesizers results

local oscillator with a very low-phase-noise profile, implying less degradation of

Carrier-to-Interference (C/I) ratio from reciprocal mixing of the phase noise with

alternate channel/band energy. Consequently, the increase in the receivers immun

alternate channel signals and ultimately contributes to a better overall select

performance. In addition, high frequency, high Q filters in super-het as of yet are o

available as a discrete component solution. Also, the discrete filters found in the si

path of a superheterodyne receiver have a frequency response which is tailored to

a standard’s band or channel bandwidth, making a receiver designed for one stan

difficult or impossible to operate on another standard. Thus, when the superhe

realized using discrete components, as it typically is, the promise of developing a m

standard implementation is relatively remote.

In summary, the superheterodyne receiver achieves excellent perform

through a combination of high-Q filtering along the signal path as well as the availa

high-Q components used in the VCO tank circuitry. Therefore, the challenge of f

integrating a receiver is to replace the functions traditionally implemented with high
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discrete components with integrated on-chip solutions. Problems associated with

integration of the receiver can be separated into two categories. First, the integratio

the receive signal path (see figure 25) requires the elimination or the replacement

an equivalent function of the discrete-component image-rejection and IF filters. Sec

an integrated low-phase noise channel-select synthesizer must be realized usin

relatively low-Q and poor phase-noise performance of on-chip VCOs or delay ba

elements for the core resonator. In addition, there is a desire to develop integr

receiver architectures which facilitate the implementation of programmable signal p

allowing both frequency tuning as well as variable filtering to address the requirem

of multiple standards. Toward these goals, the rest of this chapter will focus on a

example implementations of high integration receivers and discuss the relative m

with respect to potential selectivity performance as well as the promise of realizing

integrated solution capable of multi-standard/mode operational.

3.3 Direct Conversion

One receiver architecture that eliminates many off-chip components in

receive signal path is the direct conversion, or homodyne architecture. This rece

system which is also sometimes referred to as a “Zero-IF receiver”, has been consid

as early as 1924 [3.2], while one of the first radios to be built using direct convers

occurred in 1947 [3.3]. In the homodyne receiver, shown in figure 27, all of the in-b

potential channels are frequency translated from the carrier directly to baseband us

single mixer stage. Energy from undesired channels is easily removed with on-

filtering at baseband. In a direct conversion receiver, the IF stage is eliminated as i

need for image-rejection filtering, because the image is simply one of the sideba

about the carrier of the desired signal.

In direct conversion receivers, the channel filtering takes place at baseb

this has an advantage with respect to both integration as well as potential use in m
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standard applications. With the desired channel modulated to baseband, this enabl

implementation of integrated, high-Q filter structures capable of providing suffici

rejection of alternate channel energy before being digitized. Because the carri

directly modulated to baseband, there exists the possibility of integrating programm

baseband signal processing either in the form of programmable filters or high-dyna

range ADCs followed by programmable digital channel filters to address varia

bandwidth and frequency response requirements associated with different stand

Therefore, from the perspective of the receive signal path electronics, the d

conversion receiver holds the potential of allowing programmability between vari

standards as well integration of the entire receive signal path.

With a plethora of advantages, one would think that zero-IF receivers sho

be prevalent in modern communication wireless receivers. However, there are se

disadvantages to the direct conversion receiver which limits the performan

particularly as a fully integrated solution. For high-selectivity applications, the dir

conversion receiver tends to be plagued with DC offsets which arise at the output o

mixer. This is particularly problematic as unwanted DC components appears

interference in the desired signal band. DC offsets which arise in a direct conver

receiver can be linked to a few separate mechanisms. The most well known sour

DC offsets relates to an inherent feature of the direct-conversion receiver, mainly

1 2 3 N 31 2 3 N

BasebandPost RF Filter

I Q

LO1

A/DLNA

RF
Filter

Receive Path Integration

gure 27. Direct Conversion Architecture.

Spectrum Spectrum
Post Channel
Filter Spectrum

Discrete
Component
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Local Oscillator (LO) is at the same frequency as the RF carrier. In this unique case

potential then exists for the LO to leak to either the mixer input, or back to the ante

where radiation may occur, this is illustrated in figure 28. The unintentiona

transmitted LO signal may reflect off nearby objects, which are physically mov

relative to the receiver, and will be “re-received”. This re-reception of the LO

effectively modeled as the impedance of the antenna varying as a function of time

amplitude varying component of the LO is reflected down the receiver chain

consequently self-mixes with the local oscillator resulting in a time-varying

“wandering” DC offset at the output of the mixer[3.4][3.5]. Another source of baseba

DC offsets may arise from the LO coupling to the LNA or mixer input, again leading

self mixing and a DC offset. However, this offset mechanism is typically conside

less severe than DC offset arising from the changing antenna impedance, as the

and mixer input impedance will remain relatively constant with time. Thus, the off

which is created via LO leakage through the LNA and mixer input paths will also h

constant and is easier to address with offset cancellation schemes.

In addition to the well known LO leakage problem, other offsets in a dire

conversion receiver will arise at the mixer output. For high selectivity applicatio

large adjacent and alternate channel AM blockers can potentially be received.

LNA Mixer

Oscillator
Local

Antenna

RF Filter

Freq

Desired

DC Offset

Figure 28. LO Leakage paths which lead to DC offset in Direct Conversion Receivers. (a) L
Antenna with varying impedance (b) LO to LNA input (c) LO to Mixer input (d
Mixer Input to LO output

Signal

Z

(a) (b) (c) (d)
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mechanism which is virtually the reverse of LO leakage, the AM blocker present at

mixer RF input can couple to the area around the mixer LO port. This again create

situation where two identical frequency components exists at both the mixer RF and

ports. Thus, LO self-mixing may occur, resulting in a DC component at the mi

output. Similar to the LO leakage to the antenna, the adjacent channel AM blockers

vary as a function of time, creating an offset which is potentially difficult to cancel.

addition, the same adjacent channel AM blocker when frequency translated to base

may create an additional offset when passing through the circuit non-linearit

Specifically, the second order non-linearities associated with the baseband circuits

provide a processes by which a DC offset is created from an alternate channel blo

Thus, the particular importance of designing baseband circuits with excellent sec

order intermodulation performance when intended for use in a direct conver

receivers. Both IM2 and the process by which DC offsets arise from blockers pas

through the second order non-linearities were discussed with more detail in chapte

The last component of interference found at baseband in the direct conver

approach, relates to low frequency 1/f noise. Although not limited to a particu

semiconductor technology, 1/f tends to be more severe in CMOS processes.

contribution from 1/f noise is roughly inversely proportional to the device size and m

be reduced by careful selection of larger aspect ratio devices. However, this is do

the expense of reduced performance with respect to speed and/or power consumpt

the baseband components.

Much of the research and development which is aimed at realizing pract

implementations of direct conversion receivers attempt to mitigate the affect of

offsets on the receive channel. One such approach is to simply remove the DC s

component at the output of the mixer. This is typically done by utilizing an AC coupli

capacitor between the mixer output and baseband filter input. The ability to realize

AC coupling capacitor on-chip is often dependent on the overall system, both
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modulation scheme and more importantly the bandwidth. For many wireless L

standards with wide-channel bandwidths, a significant amount of energy may rem

from the signal around DC without a significant bit-error-rate penalty, allowing the u

of DC offset cancellation with on-chip passive components. In this situation, a sm

AC coupling capacitance, compatible with on-chip integration, may be used to ca

the offset. An example of DC offset cancellation using integrated coupling capaci

can be found in [3.6]. For narrower channel bandwidths or systems that uti

modulation schemes more sensitive to removing a significant amount of energy ar

DC, the AC coupling elements are sized such that they must be placed off chip

example of this approach is given in [3.7].

A more sophisticated approach to removing DC offsets in direct convers

receivers, is to estimate what offset exists at the mixer output. Based on the estima

the offset can be canceled or negated from the mixer output. Such approaches us

rely on a known sequence of bits which may be used for calibration in estimating

DC offset that exist. Recent attempts in utilizing such cancellation schemes use

header associated with a received frame to estimate the baseband offset [3.8][3.

illustrated in figure 29. This estimation is then used to cancel the offset for

RF Filter

L.O.

Baseband
Processing

DataADC

ADC

Circuit-related noise and offsets,
(x)mV

+

+
LPF
Gain

Parasitic
Path

100uV

-

Figure 29. DC offset cancellation in Direct Conversion receivers (figure courtesy of Paul
Gray).
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1 0 1 1
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remainder of the frame. In general, this approach assumes that the offset will re

constant for the entire portion of time a frame is received. However, standards

systems exist which require that the baseband be immune to offsets which may

mid-frame. One example of a rapidly varying DC offset is written in the GSM standa

where a large alternate channel AM blocker may suddenly appear after the frame he

and DC offset cancellation takes place. This leaves the potential situation for a

offset, created by the blocker and baseband second order non-linearity, to appear

the DC offset cancellation algorithm has been applied. In this case, the remainder o

frame could be lost from saturated baseband circuits.

Although the direct conversion receiver nicely integrates the receive sig

path, there still exists some challenges with the integration of the synthesizer sectio

the receiver. This is particularly true for applications or standards with narrow chan

spacing and aggressive phase noise requirements. This is often the case with ce

standards where the channel spacing is narrow and the blocking requirement

particularly severe. As an integrated solution, the resonant tank phase n

performance is rather weak compared to the discrete component counterpart m

complete integration of the synthesizer rather challenging at high frequency w

narrow channel tuning. However, for applications with wider channel spacings and

aggressive phase noise requirements on the local oscillator, as is the case in

indoor WLAN standards, complete integration of the synthesizer with the resonant

elements is certainly attainable for a direct conversion solution; this has b

demonstrated in [3.6][3.10] and [3.11].

3.4 Low-IF Architectures

An obvious alternative to address the DC offset problems introduced in a di

conversion system, is to down-convert the carrier to a very low IF, rather than dire

to baseband. The Low-IF receiver[3.12][3.13], shown in figure 30, is almost identica
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a direct conversion system in the sense that only a single mixer stage is use

frequency translate the carrier to a low IF; where the IF for the desired signal is of

by one or two channel bandwidths from DC.

Similar to a direct conversion receiver, the low-IF architecture requires the

of only one discrete filter, the RF filter. The primary advantage of a low-IF receiver

the fact that the carrier is offset from DC. Therefore, Zero-IF receivers are l

susceptible to the mechanisms which create DC interference which include, se

order intermodulation, LO leakage and accumulated offset created by the base

blocks. However, the low-IF system comes with certain drawbacks, the most notice

being the requirements on image-rejection as well an increased bandwidth and dyn

range requirements on the baseband blocks. The low-IF receiver relies on the fac

most standards have a blocking profile where the strength or magnitude of the blo

increases as one moves further away from the desired carrier in frequency; one exa

blocking profile was given for GSM in section 2.3.1.1 of chapter 2. Thus, the rea

why low-IF receivers typically frequency translate the carrier to an IF of no more th

one or two channels away from DC. Here, the image-rejection required of the front-

is minimal, as it would need to be, because unlike many heterodyne systems the im

LNA

I Q

LO1

RF
Filter

Receive Signal Path

1 2 3 N1 2 3 N

Low-IF
Low-IF

2 3

A/D

(After filtering)

Figure 30. Conceptual diagram of a Low-IF receiver.

(Post Mixer)

Post RF Filter
Spectrum

Discrete
Component
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SM

9dB
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hase
rejection function is not shared between multiple components; the frontend RF f

provides no benefit with respect to image rejection. All of the image rejection mus

performed with some Weaver like structure, which limits the entire receiver to aro

45dB of image suppression.

Dependant on the standard used, blockers on the lower sideband of the

local oscillator are frequency translated closer to the desired signal at the output o

first mixer, this is illustrated in figure 31. From the figure, it becomes obvious that

blockers on the lower sideband of the first mixer move closer to the desired signa

2 . Assuming an ADC is used to digitize the signal, a higher order filter would

required at IF, to remove an equal amount of alternate channel energy as compare

similar filter used by a direct conversion system. An alternative to using a higher o

filter in the low-IF receiver, would be the use of an ADC with a higher resolution

compared to a direct conversion receiver. Such an ADC would require higher resolu

as well as an increased bandwidth in a low-IF receiver. Both the higher resolution

bandwidth required in the baseband, of a low-IF receiver, would have an assoc

power penalty when compared to a direct conversion receiver.

As mentioned earlier, the Low-IF receiver is mainly limited to system whe

the signal strength of the immediate adjacent channel signal is quite relaxed, w

ultimately reduces the image-rejection required by the signal path. This happens

the case for a couple of recently demonstrated receiver systems[3.14][3.15][3.12][3

one for GPS, while the other prototype was built for GSM. In the case of the G

standard, the immediate adjacent channel to carrier power ratio is no more than

above the adjacent channel signal. Therefore, given that the required C/I at the o

of the receiver, is 9dB, implies that only about 20dB of image-rejection is required

the Weaver like structure in a low-IF receiver. This translates to rather moderate p

and gain matching between the I and Q signal paths.

ωIF
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Similar to a direct conversion receiver, the synthesizer required to generate

local oscillator for the first mixer operates near the frequency of the RF carr

Therefore, it is rather challenging to realize a low-IF architecture for applications

standards that require a synthesizer capable of generating narrow-channel spa

with a low phase noise profile, at RF, with a fully integrated VCO.

Overall, the integrated Low-IF system presents an interesting alternative

certain applications where DC offset cancellation cannot be adequately performed u

a direct conversion solution. However, low-IF receivers are only appropriate

∆f USB

f LO

∆f LSB ∆f 1 2 fIF⋅–=

-99 dBm

freq.

∆f LSB

∆f USB

freq.

I-Q

Q-I

COS(ωLO2)

SIN(ωLO2)COS(ωLO1)

I

Q

SIN(ωLO1)

ADC

ADC

fif

fif Desired
Channel

First Mixer
Lower Sideband

First Mixer
Upper Sideband

Potential Blocking Profile at First Mixer Input

Blocking Profile at First Mixer Output

Figure 31. Blockers from one sideband about the first local oscillator move closer to the de
carrier when frequency translated by the first mixer.

Lower sideband

are pushed
closer to the
desired carrier
by 2*f if .

blockers
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standards with relaxed adjacent channel blocking requirements. In addition,

baseband implementation may be quite challenging with respect to bandwidth

dynamic range requirements. It is also not clear how a single baseband signal

could be made programmable between various standards with diverse cha

bandwidth profiles.

3.5 Double Low-IF Receiver.

An additional interesting example of a proposed integrated recei

architecture is the Double-Low-IF system [3.16][3.17][3.18], shown in figure 32. As

name implies, a two step conversion approach is used based on an archite

originally proposed by Donald Weaver in 1956 [3.32]. The basic concept is to uti

quadrature mixers and a RF channel-tuning synthesizer which both tunes and d

converts the desired channel to a low IF. The I and Q channels at IF, are the

converted in frequency, to a high IF using a fixed frequency synthesizer. The sign

then feed off chip where a standard discrete IF filter may be used.

Similar to a low-IF system, the close proximity of the image band implies th

none of the image suppression will be provided by the RF filter. Thus all of the im

attenuation in the double low-IF receiver must be provided by the weaver meth

I Q

LO2

I Q

LO1

LNA

1 2 3 N 1 2 3 N 3

RF
Filter

Receive Signal Path

Second Mixer

IF
Filter

Low-IF

1 2

Figure 32. Conceptual diagram of a Double-Conversion Low-IF receiver.

Post Discret
IF FiltePost RF Filter

Spectrum

Discrete
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Spectrum
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again, limiting this architecture to standards with moderate adjacent and alter

channel blocking profiles.

The double low-IF receiver has the feature that it is more immune to D

offsets similar to the a low-IF system. Unlike a low-IF receiver, the entire band is

converted to a high IF were a very high-Q discrete filter may be used to remove adja

and alternate channel energy. Assuming that enough image rejection is provided b

weaver method, the double low-IF system provides a reasonable amount of selec

performance by virtue of the low pass filter at the first IF in conjunction with th

discrete channel filter at the higher IF. Although this architecture requires an additio

discrete filter, it provides a nice compromise between integration and selecti

performance. Depending on the required frequency response and characteristic

discrete IF filter may not have a significant cost penalty. This was the case in [3.

which used a very common and inexpensive 10.7-MHz-FM-discrete filter.

Similar to all of the previously integrated receiver systems discussed so far,

double low-IF receiver still requires an RF synthesizer. For narrow channel tun

applications with difficult phase noise requirements, this again, may be difficult

implement with a fully integrated VCO.

3.6 Sub-Sampling Receivers

Many of the proposed architectures which have been discussed so far ut

sampled data circuits to implement many of the baseband functionality including

channel filter as well as the analog-to-digital converter, this is particularly true

CMOS implementations. One proposed architecture cleverly uses some of the prope

of sampling to implemented a good portion of the frontend receiver electronics u

discrete-time circuits. Specifically, a sub-sampling architecture deliberately ta

advantage of aliasing effects when sampling a continuous time signal. The

sampling receiver (figure 33) samples at a frequency which is a sub-harmonic of
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carrier frequency where fc=N.fs, N being an integer while fs and fc are the sampling and

carrier frequencies respectively. The need for a continuos time mixer and a synthe

which operates at the carrier frequency has been obviated by a sampling circuit w

aliases down in frequency the desired carrier. The sampling circuit given in [3.19

actually the first stage of a switch-cap filter used to perform channel filtering a

provide variable gain.

Although the sampling process associated with this architecture effectiv

down-converts the desired carrier, it should also be noted that energy at all of the o

harmonics of fs are also aliased into the desired signal band after sampling. T

implies that a very high-Q filter, acting as an anti-alias filter, must be used before

signal is sampled to attenuate any unwanted energy and noise at the other harmon

fs. A filter with the needed attenuation characteristics is only practical as a disc

component and is shown as a noise filter in figure 33. The noise filter will alm

invariably be followed by a buffer to drive the sampling switches. The white no

produced by the buffer and the kT/C noise from the sampling switch will still alias

Noise
Filter

LNA

RF
Filter

Receive Signal Path

Post-RF

Figure 33. Sub-Sampling Receiver Architecture.

Buffer

Sampling
Switch

SC
Filter

A/D

Sampling
Clock
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fs fc2fs fs fs

After
Sampling

Post
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the desired signal band as the noise filter precedes the buffer and sampling circ

Thus, the reason sub-sampling receivers tend to be plagued by high noise figures.

There are several recently published examples of sub-sampling receivers w

completely integrate all of the active front-end components in CMOS [3.19].

additional sub-sampling systems which integrates the transceiver from the IF thro

the baseband is given in [3.20].

3.7 Wide-band IF with Double Conversion.

An alternative architecture well suited to integration of the entire receiver

wide-band IF with double conversion [3.21][3.22][3.23]. Shown in figure 34, th

receiver system takes all of the potential channels (entire RF band) and frequ

translates them from RF to IF, using a mixer with a coarse band tuning local oscilla

A simple low-pass filter is used at IF, to remove any up converted freque

components, allowing all channels to pass to the second stage of mixers. All of

channels at IF, are then frequency translated directly to baseband using a tun

channel-select frequency synthesizer. Alternate channel energy is then removed w

baseband filtering network where variable gain may be provided. This approac

similar to a superheterodyne receiver architecture in that the frequency translatio

accomplished in multiple steps. However, unlike a conventional superheterod

receiver, the first local oscillator frequency translates all of the receive channels

whole RF band), maintaining a large bandwidth signal at IF. The channel selectio

then realized with the lower frequency channel-tunable second LO. As in the cas

direct conversion, channel filtering can be performed at baseband, where digit
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programmable filter implementations can potentially enable more multi-stand

capable receiver features[3.36][3.37].

With a basic understanding of the wide-band IF front-end operation, some

the advantages as well as disadvantages of this architecture will be explored in d

An extensive discussion of this architecture is provided, not because it exhibits s

distinct breakthrough above and beyond the other high-integration receivers exam

with respect to either facilitating integration or enabling multi-standard operation,

rather because there were some interesting features which were worth exploring an

the basis of the two prototype ICs which are reviewed in subsequent chapters of

thesis.

3.7.1 Synthesizer Integration

The wide-band IF architecture offers two potential advantages with respec

integrating the frequency synthesizer over a direct conversion approach. The prim

benefit of this receiver system relates to the fact that the channel tuning is perfor

using the second lower-frequency, or IF local oscillator and not the first, or

synthesizer. Consequently, the RF local oscillator can be implemented as a fi

frequency crystal-controlled oscillator, and can be realized by several techniques w

I Q

LO2

A/DLNA

RF
Filter

Receive Path Integration

I Q

LO1

1 2 3 N 1 2 3 N

Post RF Filter IF Spectrum

Figure 34. Conceptual operation of the Wide-band IF with Double Conversion receiver.

3

Post Channe
Filtering
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allow the realization of low phase noise in the local oscillator output with low-Q o

chip components. One such approach is to implement the synthesizer with a wide

bandwidth Phase-Locked Loop (PLL) which suppresses the VCO phase n

contribution near the carrier [3.25][3.26][3.27].

To better understand some of the VCO phase noise shaping properties w

are capable in the wide-band IF receiver, a discussion on some of the properties o

PLL are now given. Although there are many possible implementations of a ph

locked loop that go beyond the scope of this thesis, some insight may be gaine

looking at a 2nd order phase-locked loop. Shown in figure 35(a), is a block diagram o

phase-locked loop utilizing an external discrete crystal which supplies a refere

frequency fR to the PLL. A phase detector (PD) is used to compared the phase of

reference frequency and a divided down version of the VCO output. The phase det

produces a voltage which is proportional to the difference in phase, between fR and the

divided down version of the PLL output frequency (also the VCO output frequency

this case). A loop filter is used to remove unwanted spurious tones produced by

phase detector as well as to ensure stability of the entire loop. The output reso

frequency is proportional to the control voltage supplied to the VCO from the Lo

Filter (LF).

The thermal noise generated by each of the components in the PLL can

modeled as shown in figure 35(b). The noise from the phase detector, and the divide

shown as “θ1”, while the noise contribution from the loop filter is “θ2”, and the noise

injected from the VCO are shown as “θ3”. The transfer function from each of the nois

sources to the output of the PLL can be derived and will be represented as H1(s), H2(s)
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and H3(s) for the transfer functions of the “θ1”, “ θ2”, and “θ3” respectively. A

qualitative description of all the transfer functions is given in figure 35(c).

A closer examination of the noise transfer function from noise injected in

VCO to the PLL output, H3(s), can be derived from the model given in figure 35(b) a

(Eq 3.1)

Where the variable K represents the PLL loop bandwidth andω2 is a zero in

the loop filter response F(s), which becomes part of a pole in both the overall P

transfer function as well as the VCO phase noise transfer function. Fundamentall

this simple example, the transfer function H3(s) has two zeros at the carrier frequenc

and a pair of poles further out from the carrier, this is illustrated in figure 35(c) for

transfer function of H3(s).

The output phase noise power spectral density produced by a stand-alone V

decreases as one moves away from the frequency of the carrier and is describ

[3.28] as,

F(s)
θoθi

θ3

fpll

N/Kpd

kvco/fpll

1

H1(s)

H2(s)

H3(s)

LFPD VCO

N

fR
To
the
mixer

Vc

N

KVCO
sKPD

Figure 35. Concept of VCO phase noise shaping using a wideband width phase-locked
(PLL). (a) Block diagram of a simple PLL (b) Various phase noise contributors, “θ1”
noise from the divider and phase detector, “θ2” loop filter and “θ3” VCO phase noise
contribution. (c) Phase noise transfer functions from “θ1”, “ θ2” and “θ3” to the output
of the phase-locked loop.

(a)

(b)

(c)

fr

θ2θ1

θo

θ3
----- H3 s( ) s

2

s
2

Ks Kω2+ +
------------------------------------= =



78

nk

l

d

e to

band

ive

s when

oise

tion

ases

,

t to

o

PLL

be

ize a

r which

s. In a

, this
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Θo f m f a+( ) f m

2
f b
2

+( )f c
2

----------------------------------------------------------=
(Eq 3.2)

Where fm is the offset from the VCO resonant frequency fo, or fm=f-f o. is

described by , fb=fo/2Q, where Q is the Q associated with resonant ta

circuitry, Vi is the amplitude of the carrier in the VCO and No represents the therma

noise floor of the oscillator. The frequency fa, relates to the 1/f noise corner associate

with the oscillator. The phase noise power spectrum at the output of the PLL, du

noise injected by just the VCO can be described by,

(Eq 3.3)

Where H3(j2πf) is described by,

(Eq 3.4)

A more detailed plot of H3(s), and is givenfigure 36. A couple of

key observations may be made from this plot which have a profound implication on the wide-

IF architecture. Note, that the transfer function H3(s) has a high-pass frequency response relat

to the carrier frequency. As mentioned before, the stand-alone VCO phase noise decrease

moving away from the carrier frequency. Overall, the shape of the PLL output phase n

contribution from the VCO can be found quantitatively by evaluating equation 3.3 with equa

3.4. Qualitatively, is shown in figure 36, note that the phase noise contribution incre

starting from the carrier frequency and flattens out as the second pole of H3(s) has been reached

then begins to role off at the loop bandwidth frequency of the PLL. This is a significant poin

observe as the amount of VCO phase noisesuppressionwhich can be obtained by the PLL close t

the carrier, can be significantly increased by modifying the loop bandwidth.

Using the relationship observed between the VCO phase noise contribution and the

loop bandwidth, an opportunity for complete integration of the high-frequency PLL may

observed in the wide-band IF architecture. Typically, frequency synthesizers must real

number of discrete frequencies and have a reference frequency applied to the phase detecto

is equal to the step size in frequency between two of the desired synthesized frequencie

heterodyne receiver, the first synthesizer performs channel selection or tuning, thus

θVCO m
f m
3

f m
2

f c
2

+( )

Θo

Θo 2No Vi
2⁄=

Φθo
f( ) ΦθVCO

f( ) H3 j2πf( ) 2
=

H3 j2πf( ) 2 2πf( )4

2πf( )4
K

2
2Kω2–( ) 2πf( )2

K
2ω2

2
+ +

---------------------------------------------------------------------------------------------=
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synthesizer must have a reference frequency equal to the channel spacing. For narrow

cellular applications, this channel spacing and ultimately the reference frequency is typica

the order of 10s of kHz. An additional property of frequency synthesizers is that for both sta

reasons and to reduce an inherent reference spurious tone produced by the phase detector (

loop bandwidth must be anywhere from a fourth to a tenth of the reference frequency

example, GSM uses 200 kHz channel spacing which implies that the loop bandwidth mu

between 20 to 50 kHz. . This limitation on the loop bandwidth implies a boundary to the amou

VCO phase noise suppression which may be obtained from a narrow-channel-select freq

synthesizer. However, if the roles of the synthesizers are reversed compared to a superhe

done in the wide-band IF receiver, an opportunity to extend the PLL loop bandwidth is reveal

now, as is done in the wide-band IF receiver, the first synthesizer purely performs band t

between the bands of different standards, then the reference frequency associated with the

synthesizer may be significantly increased by as much as a couple orders of magnitude (fro

to MHz). This implies then that the PLL loop bandwidth may also be increased by the s

proportional amount (from kHz to MHz). This results in an increase of bandwidth, from

carrier, where close to carrier VCO phase noise shaping will occur, this concept is again illus

in figure 36. Here, fpll represents the loop bandwidth where fpll=K/2π, and f’pll represents an

fpll

|H3|2

freq.

|H3|2

Figure 36. Effect of increasing the loop bandwidth K, on the PLL output phase contribution f
the VCO.

1

|H’3|2

Φθ f m( ) Φθvco

Φθo vco( )
Φ′θo vco( )

f’ pll

Effect of
increasing
PLL loop
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fa fb fc

(rad2/Hz)
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identical PLL with a significantly increased loop bandwidth. It is also shown that the high-

transfer function is broadbanded for the synthesizer where f’pll is used. Also shown in this plot, is

a hypothetical phase noise plot of a stand alone VCO represented as . In the case

PLL with the lower loop bandwidth fpll, the synthesizer output phase noise contribution from

VCO is represented as , while the case where loop bandwidth is increased to f’pll, the VCO

phase noise contribution is shown as . In the case of the PLL with the extended

bandwidth, the suppression of VCO phase noise from the transfer function H3(s) is maintained

further from carrier frequency.

Using the previous discussion on VCO phase noise suppression, the primary motiv

for using the wide-band IF architecture can now be discussed. As was highlighted at the beg

of this chapter, current-day attempts at complete frequency synthesizer integration, with the

receiver, have been limited to applications where low to moderate phase noise performa

acceptable. The poor phase noise performance of integrated synthesizers (particularly in st

CMOS) is attributed to the low-Q of on-chip spiral inductors which ultimately degrade

resonant tank Q. Again, because the first higher frequency synthesizer does not perform c

selection, but rather, is used for band selection, the reference frequency for the PLL c

increased by a couple orders of magnitude, allowing the same proportional increase in th

bandwidth. In the case of the GSM/DECT prototype, discussed at the end of this thesis, the

bandwidth was allowed to rise from approximately 2 kHz, if channel tuning were performed b

first high-frequency synthesizer, to 8MHz in the case where the first synthesizer is allowed to

an extended wide loop bandwidth, as was the case for the wideband IF GSM implementatio

implication for the wide-band IF receiver is that a wide-band PLL may be used to suppres

close-to-carrier phase noise of the VCO. Thus, relaxing the requirement on the resonant t

and facilitating the integration of both the VCO as well as the entire synthesizer with the rest o

receiver components.

With the first local oscillator relatively fixed in frequency, all of the channe

are passed through IF, this leaves the burden of channel tuning to the second

ΦθVCO
f( )

Φθo
f( )

Φ′θo
f( )
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frequency IF oscillator. Since the channel tuning is performed with the IF lo

oscillator, operating at a lower frequency, a reduction in the required divider ratio of

phase-locked loop operating at RF results. With a lower divider ratio inside the RF P

loop, the contribution to the frequency synthesizer output phase noise from

reference oscillator, phase detector and divider circuits can be significantly redu

Moreover, a lower divider ratio implies a reduction in spurious tones generated by

PLL [3.28].

From a more intuitive perspective, the phase noise performance of the lo

frequency channel tuning synthesizer can be made inherently less than that compa

an RF channel-select synthesizer, where both are realized with low-Q, on-

components. Assume for the moment that a synthesizer is realized which perfo

channel tuning at a high frequency. Then the output of the synthesizer is divided d

in frequency by a divider block which isexternal to the PLL(see figure 37); i.e. this is

not the same divider which is a part of the PLL loop from the VCO output to the ph

detector input. The integral in the frequency domain, of the power spectral den

relates to the time domain RMS jitter. In short, the RMS jitter and phase no

performance are related; more phase noise implies a greater RMS jitter. Shown in

top part figure 37 is a hypothetical waveform representing the local oscillator outpu

a frequency synthesizer, the little shaded areas accompanying the edges represe

the RMS timing jitter associated with this waveform. Hypothetically speaking, if

noiseless divider block is used on the output of the PLL to divide the waveform sho

in the top of figure 37, then the divider circuit will grab one of every N edges (where

is the divider ratio) along with the jitter associated with this edge; shown in figure

for N=4. Thus, the time domain jitter associated with the output waveform ed

remains the same, however, the period of the divided signal has grown by a factor

which can be thought of in the time domain as the desired signal increasing in powe

a factor of four squared. Likewise, the same affect is observed in the frequency dom

the phase noise will be divided down by an amount proportional to the divider ratio
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N2. In reality, the divider circuit will contribute noise which degrades the jitter a

phase noise performance. However, typically the synthesizer circuit components

dominant the noise and jitter performance, making the contribution to jitter and ph

noise by the dividers negligible.

The high, fixed-frequency synthesizer which was used on the DECT/GSM c

was reported in [3.25] while a detailed description of the implementation can be fo

in [3.26]. A further discussion of the concept of VCO phase noise shaping can be fo

in [3.28] as well as another demonstrated PLL using these concepts is shown in [3

While the discussion of band tuning high frequency synthesizes has been limited in

thesis, to phase-locked loops, it certainly does not mandate the use of these

synthesizers for block down convert architectures such as the wide-band IF receive

alternate approach to fixed-frequency synthesis uses a Delay-Locked Loop (DLL)

was presented in [3.29] with the implementation details given in [3.30]. An interest

feature of the DLL presented in [3.30], is that the phase noise profile remains flat c

to the carrier, until the DLL’s loop bandwidth has been reached. This is sligh

different from similar results obtain from a PLL which has more of a high pass ph

noise profile until the loop bandwidth has been reached.

Figure 37. Jitter before and after an LO is divided down.
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The entire RF band is passed through the IF without channel filtering in

wide-band IF receiver, introducing the possibility of reciprocal mixing in both steps

the frequency conversion. Instead of having just one synthesizer which reciprocal m

alternate channel blockers, there are now two mixer stages in the signal path. Thu

accumulative interference which is generated by reciprocal mixing from the des

signal passing through both the first and second local oscillators in the wideban

receiver, must be better than the desired signal band interference which is create

reciprocal mixing of just one set of mixers, as would be the case for any sin

frequency conversion architecture such as a direct conversion or low-IF receiver. S

differently, the benefits of VCO phase noise shaping for both the first and sec

synthesizer in the wideband IF receiver, must produce at least 3dB better phase

performance of each integrated synthesizer than those architectures using narrow

bandwidth PLLs for tuning and down conversion.

3.7.2 DC Interference and Wide-band IF

An additional advantage associated with the wide-band IF architecture is

there are no local oscillators which operate at the same frequency, as the incomin

carrier. This eliminates the potential for the LO re-transmission problem that plagu

direct conversion system and results intime-varyingDC offsets. Although, the second

local oscillator is at the same frequency of the IF carrier in the wide-band IF syst

the offset which results at baseband, from LO self mixing is relatively constant and

be cancelled using one of the proposed methods described in [3.8][3.9].

Although, the potential for LO self mixing in the wide-band IF receiver

mitigated, there are other sources of offset which may be problematic for

architecture. Similar to direct conversion receivers, the carrier is ultimately freque

translated to baseband. Therefore, the desired signal is susceptible to 1/f n

distortion due to 2nd order intermodulation, and baseband circuit offset due to dev



84

ers

xer

alls

he

ency

tation

ion

irst

he

d by

is a

lting

sion

two

ique

ge-

h a

, at

th

esent

tual

ed in

this
mismatch. In addition, like direct conversion, large adjacent channel AM block

which are passed through the IF can potentially leak to the LO port of the mi

creating a DC offset at the output of the second set of mixers (LO2), which again, f

in the desired signal band.

3.7.3 Image-Rejection in the Wide-band IF system.

In the wide-band IF receiver, the signal is mixed to a finite IF; therefore, t

image problem is re-introduced in this system. However, because the two frequ

translations occur in cascade, the architecture used lends itself to easy implemen

of an image-reject function using a six mixer configuration. The mixer configurat

which is shown in figure 38, completes the two step down conversion by f

multiplying the LNA output signal with mixers which utilize quadrature phases of t

local oscillator. The second downconversion to baseband, from IF, is accomplishe

using the so-called double quadrature mixer configuration. Not shown in figure 38,

low-pass filter which provides some attenuation of the up converted terms resu

from the first down conversion.

The comprehensive configuration used to perform the frequency conver

from RF to baseband in the wide-band IF architecture, can be thought of as

independent sets of image-rejection mixers which resembles the Weaver techn

original proposed in 1956 [3.32]. To understand both the function of this ima

rejection mixer, as well as some of the beneficial properties it is best to start wit

frequency domain interpretation of this single-sideband mixer. Shown in figure 38

the input of the mixer configuration, is a hypothetical LNA output spectrum with bo

positive and negative frequencies displayed. For this example, bands 1 and 4 repr

the signal above the frequency of the first local oscillator which is desired to even

recover, while bands 2 and 3 are the undesired image-bands shown equally spac

frequency, below the first local oscillator. The RF spectrum applied to the input of
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mixer is first multiplied by in-phase and quadrature local oscillators and converte

IF. The spectrum at IF, is the result of a convolution in the frequency domain, of the

carrier with both a sine and cosine. At IF, there exists a known phase relation

between the image and desired frequency bands. This phase relationship is fu

exploited with a complex mixing from IF to baseband. If the up converted terms fr

the mixer are removed by low pass filtering at IF and baseband, then by properly ad

the four baseband channels in pairs, the image frequencies can be made to cancel

the desired band adds constructively for both the I and Q channels. This image-reje

mixer has the property that any incoming frequency below the frequency of the

local oscillator, ideally is rejected, while any frequency above the first LO, is passed

the IF is made high enough, additional image rejection may be obtained from the

front-end filter.

This particular image-rejection mixer topology has several advantages. F

unlike the Hartley method[3.33] or other proposed image-rejection mixers [3.12][3.3

lossy passive phase-shifting filters are not required in the receive signal path

generate the correct phase between the image and desired bands. Second, as

again that the up converted terms are removed, the image-rejection is very wide-ba

- fLO1

2 3 41

fLO1

LNA Output
Spectrum

I-Phase
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Q-Q
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4

1
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Figure 38. Frequency domain interpretation of a Weaver image-rejection mixer.
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can be further shown that the edge of the image-attenuation band is set by the frequ

of the first local oscillator (LO1), which leads to the third advantage. If it is assum

that a multi-standard capable receiver is built where the frequency of LO1 can perf

a coarse adjustment to accommodate the carrier frequency of a different standard

the image rejection will follow the first LO, or the image rejection can be thought of

self-aligning to the frequency of LO1. To illustrate this concept, two hypothetical L

frequencies, labelledfLO1a, and fLO1b necessary to properly frequency translate th

carrier of two different standards are shown in figure 39(a) & (b). Both the passb

and the rejection band as a function of the frequency referenced to the input of

mixer, are aligned to LO1. Assuming that the desired band is above LO1 in freque

the image-rejection will be self aligned with the frequency of LO1 setting the bound

between the pass and stop bands of the mixer. Further flexibility using this m

configuration may be obtained by reversing the polarity of the four baseband chan

before they are summed together at the mixer output. This has the affect of retainin

lower sideband about LO1, while rejecting the upper sideband. This concep
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illustrated in figure 39(c) and was first introduced in [3.22] and later demonstrated

[3.34].

3.7.4 Non-idealities of Wide-Band IF

Although the wide-band IF system has advantages with respect to h

integration, certain non-idealities limit the overall receiver performance. These are

discussed.

Because the first local oscillator is fixed in frequency, all of the channels m

pass through the IF stage and the desired channel is selected with the second LO

has two problematic implications. First, as a result of moving the channel tuning

lower frequency, the IF synthesizers require a VCO with the capability of tuning acr

fLO1a
fRF

fDesiredfImage

Rejection Band Pass Band

fLO1b
fRF

fDesiredfImage

Rejection Band Pass Band

fLO1c
fRF

fDesiredfImage

Pass Band Rejection Band

fLO1b

fRF
fLO1c fLO1a

(a)

(b)

(c)

Figure 39. Self-Aligning Image-Rejection Mixer.(a)fLO1a, and fLO1b, two different LO1
frequencies and their relationship to the rejection and pass band of the im
rejection mixer.(c)fLO1c case when the polarity of the baseband channels
reversed before the summation.
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a broader frequency range as a percentage of the nominal operating frequency. Se

as mentioned previously, by removing the channel select filter at IF, strong adja

channel interferers are now a concern for the second mixer stage as well as

baseband blocks. This implies a higher dynamic range requirement of these l

receiver stages. In addition, spurious tones generated by the IF local oscillator can

with undesired IF channels creating inband interference at the output of the se

mixer stage. Additional care must be taken when developing a frequency plan to g

against digital baseband clock signals and their harmonics falling within the rang

the desired IF channels.

As with virtually any single-sideband mixer which utilize a phase shiftin

scheme to reject a sideband or image, the magnitude of the image attenuation i

wide-band IF architecture, is a function of the phase mismatch between both the I a

phase of the first and second local oscillators, and the gain matching between the s

paths. A detailed derivation for the image-rejection performance as a function of ph

and gain mismatch is given in appendix A. The image rejection as a function of

mismatch is given by,

(Eq 3.5)

Where and represent the deviation of the local oscillators fro

quadrature in the first and second LOs, respectively, while is the aggregate

error along the I and Q signal paths. A plot of equation 3.5 is given in chapter 4, fig

50. With a sufficiently high intermediate frequency, the image-rejection may

performed with a combination of the RF front-end filter and this image-rejection mix

Using this approach, 35dB of image-rejection can easily be obtained from the six m

configuration.

IRR dB( ) 10
1 1 ∆A+( )2

2 1 ∆A+( ) φε1 φε2+( )cos+ +

1 1 ∆A+( )2
2– 1 ∆A+( ) φε1 φε2–( )cos+

--------------------------------------------------------------------------------------------------------log⋅=

φε1 φε2

∆A
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3.8 General Comments on Receiver Architecture Selection

This chapter was presented to highlight some of the issues and challenges

respect to full receiver integration. The superheterodyne receiver was presented

contrasted to some recently proposed receiver architectures which attempt to integ

all of the components on to a single piece of silicon.

With regard to high integration radios, the choice of which architecture to u

is of course, in large part, dependent on the application or required performa

Obviously, the easiest approach which is suitable for any application should be use

most cases this is a direct conversion receiver. Moderate performance receiver

typically characterized by less aggressive selectivity and sensitivity performa

Examples might include cordless telephone, and indoor wireless LAN standards.

these applications, the cell sizes tend be rather small. Thus, reducing the pos

variation in both, the desired and undesired received signal power, which relaxes

selectivity and sensitivity performance required of the receiver. For these applicati

often times both direct conversion and low-IF receivers present a convenient solu

for a high-integration radio.

For higher performance standards which require excellent sensitivity as we

selectivity performance, other high integration architectures may be more appropr

In the situation where the mobile wanders far from the basestation, a large pote

variation in both, the desired and undesired signal strength may occur, this is the

for most cellular standards. This translates to high performance with respec

sensitivity, selectivity as well as overall dynamic range in the signal path. Dir

conversion receivers have been demonstrated for some cellular applications, su

GSM. However, while these solutions provide high integration in the signal path,

synthesizers still utilize discrete components for the tank circuitry. The Wideband

receiver was developed to facilitate synthesizer integration, with the tank compon

for applications where both high selectivity performance as well as very narrow cha
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spacings are required. This is often the case for narrow band cellular standards su

GSM, IS-54, and AMPS. The Double Low-IF architecture was presented as a

compromise between receive signal path integration and selectivity performance.

Much research is still needed with respect to enabling a single chip solu

which is capable of addressing multiple standards and applications. From

architectural perspective, the best hope lies with systems where the signal path m

re-used, rather than duplicated, between multiple applications/standards. In the re

signal path, this typically implies keeping the signal wideband at high frequency

performing the filtering at a very low-IF, or baseband, where integrated programm

filter structures may be implemented in either the analog or digital domain. In addit

the synthesizer must be capable of tuning to various channel spacings as well as

the ability to tune across vast portions of the spectrum to address different b

associated with the desired standards to recover. Some properties associated

programmable receive signal paths were exhibited in both the direct conversion

wideband IF architectures.

With the introduction of the wideband IF receiver, the following chapte

found in this thesis will focus more on the issues associated with implementing

architecture in silicon, particularly CMOS. The emphasis will be on the compone

required to perform the frequency translation, mainly the mixers. The next cha

looks at various methods of performing image rejection for integrated heterod

receivers. This is then followed with a chapter which describes a method to remove

of the non-idealities of the wideband IF receiver. Mainly, a method is presented to

out the phase and gain mismatch in the image-rejection mixer which ultima

improves the sideband suppression. The later chapters are presented to give

specific circuit implementation details for all the blocks which realize the imag

rejection mixer used by the wideband IF receiver. A recently published transmi

using the Wide-Band IF architecture has been published in [3.38].
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4.1 Introduction

Chapter 2 was presented as an overview to some of the issues associated

receiver integration while chapter 3 reviewed a few recently proposed high integra

receiver architectures. This chapter will focus on one particular problem associ

with receiver integration, mainly image rejection. Virtually all receiver architectur

with the exception of direct conversion, must provide some means of suppres

undesired interference which is frequency translated to the same IF as the de

signal. This chapter will first begins with a description of the image problem. This

then followed with a review of some commonly used techniques to perform eit

filtering or cancellation of the image-band signals. The image-rejection mixer used

the wideband IF receiver is then described in more detail, with an analysis of

sideband suppression as a function of the phase and gain mismatch in the signal

along with a noise analysis of this mixer system.

4.2 The Receiver Image-Band Problem

A more mathematical description of the frequency translation process us

mixers is given in chapter 6. The process by which an image band interfere
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frequency translated into the same frequency as the desired band, can be

understood with a simple model for a mixer shown in figure 40. In this example, i

tone is applied to both the RF and LO ports, then the output is simply the result of

product of these two sine waves.

Using trigonometric identities, the mixer output signal (shown in figure 4

can be expanded to reveal the frequency components associated with the output

mixers/multipliers are,

(Eq 4.1)

From equation 4.1, it can be seen that the mixer output signal contain

component of mixer input signal which is down converted in frequency by

while another component is upconverted in frequency by . The down converted

is usually used by radio receivers, while the up converted term is typically a desired compon

the transmitter applications. In either the transmit or receive path, the resulting output spectr

referred to as the intermediate frequency or IF. Focusing in on the down converted

component , there exists two bands which can potentially be shifted to

same intermediate frequency. Imagine for the moment, that there exists two spe

components one of which resides at and the other

both at the RF port of the mixer. From equation 4.1, one can see that both of these

spectral components will frequency translate to the same intermediate frequency a

output of the mixer, this is illustrated in figure 41. If the desired band to translate

above the frequency of the first local oscillator, , then the other band which

frequency translated to the same IF, is referred to as the image frequency or im

RF

LO Port

IF
So(t)=cos( ωRFt) cos( ωlo t)

Slo(t)=cos( ωlo t)

Figure 40. Simplified model of a single mixer.

SRF(t)=cos( ωRFt)
Port

So t( ) ωRFt( )cos ωlot( )cos⋅ 1
2
--- ωRF ωlo–( )t( ) ωRF ωlo+( )t( )cos+cos[ ]= =

ωRF ωlo–( )

ωRF ωlo+( )

ωRF ωlo–( )

ωRF ωlo ωIF+= ωRF ωlo ωIF–=

ωlo
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band. It is clear to see that without proper filtering or cancellation of the signals pre

in the image band, this signal will appear as interference to the desired band a

output of the first mixer. The situation may arise where the desired signal in rece

applications is much weaker than undesired interferers found within the image b

Thus, a significant amount of image-suppression must be guaranteed for most rec

applications.

The amount of required image attenuation which is needed can usually

derived by either a system specification or a blocking profile which is outlined b

radio standards body. With a knowledge of both the blocking profile, the desired m

output Carrier-to-Interference (C/I) ratio, as well as an assignment of the intermed

frequency and the minimum desired signal strength, the amount of required im

attenuation may be determined. Using the blocking profiles for both GSM and DE

which were highlighted in chapter 2, along with the required sensitivity under

blocking condition, the image rejection for both the receivers used in the DECT as

as DCS1800/DECT receivers were determined with a 200MHz and 400MHz

Figure 41. Hypothetical input and output spectrum of a single mixer. Frequency translatio
shown for both the desired upper sideband of the mixer as well as the equiv
image band.

Desired Signal

freq

Image Signal

ωlo ωIF+

ωlo ωIF–

ωlo

freq
ωIFω– IF

ωlo

Hypothetical Mixer
Input Spectrum

Hypothetical Mixer
Output Spectrum
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respectively. The required image suppression for both GSM and DECT are summa

in Table 1.

4.3 Methods for Receiver Image Attenuation

For virtually all receiver applications which utilize a heterodyne architectu

the image problem is addressed using one of two basic approaches; mainly, filterin

some method of image band cancellation using a serious of phase shifts betwee

parallel signal paths. As was discussed in the previous chapter, the super-hetero

receiver typically accomplishes all of the image attenuation for the first dow

conversion with a combination of discrete filters. Specifically, image attenuation

accomplished with both the RF and the noise/image-rejection filter which are pla

both before and after the LNA. Both the RF and image-rejection filters will ha

anywhere from 30 to 50dB of image suppression depending on the quality of the f

and the selection of the IF frequency. Obviously, the further away from the RF car

the imageband lies, the more attenuation of image signals may be accomplishe

these filters and the easier the image problem is to address. In addition, the cost of

filters tends to be inversely proportional to both the insertion loss of the filter a

proportional to the number of poles required.

Some recent research has focused on implementing the image-rejection

as an integrated solution. One such approach attempts to utilize Micro-Elec

Table 1: Summary of image rejection requirements for both DECT and DCS 1800.

Receiver
Mode

IF

Maximum
Required
Blocking

Sensitivity

Required
C/I

Worst
Case Image

Required
Image

Rejection

DCS 1800 400 MHz -97 dBm ~ 12 dB 0 dBm ~ 110 dB

DCS 1800 200 MHz -97 dBm ~12 dB 0 dBm ~ 110 dB

DECT 400 MHz -73 dBm ~ 10dB -23 dBm ~ 60 dB

DECT 200 MHz -73 dBm ~ 10dB -23 dBm ~ 60 dB
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Mechanical structures (MEMs) to implement the RF and image-rejection filter[4

These devices are processed on the same die as the radio electronics. Although,

structures hold promise of delivering high-Q filters as an integrated solution, there a

few drawbacks to this approach. First, these filters would required a special sil

technology which tends to be more expense than main stream silicon processing su

is found with CMOS and BiPolar silicon processes. In addition, these filters suffer fr

other practical issues which need to be resolved to make them commercially via

These problems included the use of a vacuum chamber to realize these filters as w

issues with respect to component tolerances, the required use of high oper

voltages, as well as issues with respect to rather large input and output impeda

which appear to be inherent to these structures. There have been additional attem

address the image-band signal using a notch filter which use on-chip spiral inducto

realize an LC based filter [4.2]. The fundamental drawback to this approach, is tha

notch is relatively narrowband and susceptible to component variation, making the b

of image attenuation both narrow and dependent on process variation. A cle

technique to alleviate the narrowband nature of the notch filter is through the use

phase-locked loop in conjunction with an LC based filter where the capacitor is real

with a varactor diode. Using the control voltage from the PLL, the capacitor is tu

with the varactor diode, thus adjusting the frequency at which the no

appears[4.3][4.4][4.5]. This method of image rejection using a tunable notch filter

some shown promise for moderate image rejection with extremely low pow

consumption. The fundamental drawback to this approach, as with many of

integrated image rejection methods, is again the component mismatch betwee

varactor diode used in the PLL VCO tank and the LC filter will limit the accuracy

frequency of the notch and ultimately the amount of reliable image rejection at

given frequency.

The alternative approach to image-rejection filtering is the use of

cancellation scheme to perform image or sideband suppression. This is us
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accomplished through the use of a combination of a set of quadrature phase mi

phase shifting filters and/or asymmetric polyphase filters. Although the name ima

rejection mixer implies a single mixer, this class of device is virtually always realiz

through the use of several mixers which in some configurations also utilize a ph

shifting filter. The basic principle of this class of mixer is to generate two chann

within the receive path. Then, between the two signal paths through a combinatio

complex mixing and phase shift filtering, the signal at the image frequency, is rotate

phase, in such a manner, that a 180o phase difference exists between the two sign

paths. Although the image single has ideally an exact opposite phase differ

between the two signal paths, image rejection mixers are made to create a zero

difference between the desired signal band, found in the two channels. Thus, by si

adding the two channels together, the image band signals ideally cancel while

desired signal adds coherently. The process of creating the correct phase between

signals found between two channels is discussed with more detail in the next se

followed with a few examples.

4.4 Image-Rejection Mixers

Several popular image-rejection mixers create the correct phase between

desired band and image signals by performing a complex multiplication. This is noth

more than multiplying the desired carrier using two mixers that have local oscilla

which are in quadrature phase (90o phase difference) applied to the mixer LO inputs

Much intuition can be gain about what is happening in the signal path, by applying a

of tones to the quadrature inputs of the mixer. This situation is illustrated in figure

where two sinewave inputs are applied, one of which lies above the frequency of

first local oscillator, which for the purposes of illustration will represent a desir

signal, while the other sinewave at the input, resides an equal distance from the L

the lower side of the local oscillator. If these input signals are multiplied by an in-ph

and quadrature local oscillators, the signals which are shown in figure 42, will appe
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the IF output, where the upconverted terms are ignored and assumed to be remov

lowpass filtering at the output of the mixer. Between the I and Q channels at IF,

image signal has a 90o phase difference while the desired signal has the oppositeo

phase shift between the I and Q channels.

The difference in the phase relationship between the desired and image sig

really relates to taking advantage of the odd and even properties which arise

multiplying the input signal by a local oscillator which is represented by a sine a

cosine. This again is better understood by examining figure 42, where the input sign

frequency translated to an IF which is represented as for the des

signal, and for the image signal, at IF. Because of the even prope

of a cosine, the phase of the signal in the quadrature channel (Q channel) will alway

the same independent of whether the input signal is above or below the frequency o

first local oscillator (see figure 42). However, in the I channel, the phase of the resul

signal at IF, is dependent on whether the input signal was received above or below

COS(ωLO1)

I

Q

SIN(ωLO1)

SIN(ωDES)

SIN(ωIM)

Inphase Channel

Image signal @ IFDesired signal @ IF
1
2
--- ωDES ωLO1–( )tsin

1
2
--- ωIF( )sin=

1
2
--- ωIM ωLO1–( )tsin 1

2
---– s=

ωIF ωDES ωLO1–=

IF ωIM ωLO1–=

Figure 42. Result of mixing a pair of tones both above and below the frequency of the first
oscillator (LO1). The upconverted terms are ignored for simplicity. The desired si
has a 90o phase difference between the I and Q channel while the undesired im

h h i 90o h l i hi b h h l

time

t=0

time

t=0

t=0

tim

t=0

Need to shift the Q channel an additional

phase difference for the desired and image signal.
-π/2 (-90o) to get the correct

ωIF ωDES ωLO1–=

ω– IF ωIM ωLO1–=
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frequency of the first local oscillator. Using the relationship that sin(-x)=-sin(x), o

can see that the phase of the signal at IF, in the I channel, will rotate by 180o dependent

on whether the input signal is in the upper, or lower sideband, of the local oscilla

The overall affect on the phase of the signal, when performing a complex multiplica

is similar in concept, to a Hilbert transform about the frequency of the local oscilla

(however, this is not a Hilbert transform as the system is non-linear). The

observation to make, which is also the basis of most image-rejection mixers, is tha

shifting the phase of the Q channel IF, by an additional -90o relative to the I channel,

the desired signal will have the same phase between the two channels, while the i

tone will be 180o out of phase. Thus, in this situation, by simply combining the tw

channels, the desired signal adds coherently, while the image signal cancels. Idea

the case where a perfect 90o phase shift is added to the signal at IF, the mix

configuration can be made to pass any signal above the frequency of the oscillator w

rejecting anything below, thus giving rise to the often used name of single-sideb

mixer. It is this observation which really sets the foundation for many of the sing

sideband and image-rejection mixers which have been proposed, and used to date

One approach to adding the additional -π/2 phase shift at IF, is to simply add a

90o phase shift filter as shown in figure 43. This particular image-rejection mixer w

originally proposed in 1925, with a patent by Hartley [4.6]. In the Hartley method,

additional phase shift can be implemented with a set of resistors and capacito

implement a pole and a zero which will give a 90o phase difference at the 3dB

frequency. This approach is amenable to integration in silicon, with on-chip resis

and capacitors. The filters can be implemented with either an all-pass response, wit

phase difference being 90o only at the 3dB frequency, or the filter can be configured

a broadband 90o phase difference, where the amplitudes only match at the 3

frequency. A detailed discussion on the implementation of the phase shifting filters

be found in chapter 7. In the Hartley approach to image rejection, the magnitude o

sideband suppression is dependent on how far away the IF signal is from the
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frequency of the phase shifting filter. Therefore, with a single set of poles and zero

implement the phase shifting filter, the frequency range of image suppression beco

narrowband. To broad band the image rejection, additional poles and zeros need

added to the phase shifting filter. This is usually done at the expense of attenuatin

magnitude of the desired signal, resulting in either a weak noise performance an

large power consumption.

More than 30 years after the Hartley patent, Donald Weaver published ano

method to achieving the additional 90o phase shift after the first complex mixing

operation. The Weaver method, which was published in 1956 [4.7], achieves the co

phase by adding an additional complex mixing stage to the configuration shown fig

42. When two complex mixing operations are put in cascade, the input signal ca

made to go through two frequency translations as well as generate a 180o phase shift

between the image signals before addition and cancellation. A block diagram of

Weaver mixer is shown in figure 44, with again two tones one above and below

frequency of the first local oscillator. One can see that, as the first IF is freque

translated a second time by quadrature mixers, the correct phase for the image

desired signal is achieved before the two channels are added together. This is sho

figure 44 for a set of tones one in the imageband (shown as a sin(ωIM ) ), while the other

COS(ωLO1)

I

Q

SIN(ωLO1)

RF
Input

-90o

Phase
Shifter

Figure 43. Hartley Image-Rejection Mixer
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resides an equal distance above the frequency of the first LO in the desired signal

(represented by sin(ωDES) ).

As alluded to and described in the previous chapter, the weaver method

some interesting properties with respect to the way frequency translation is perform

In essences, the edge of the rejection band is defined by the frequency of the first

oscillator. As mentioned earlier, this has some practical implications from

perspective of providing flexibility for band selection of multiple RF standard

Because the Weaver mixer is single sidebanded about the frequency of the first

oscillator, when tuning the LO1 frequency to another band of a different standard,

image-rejection will effectively by self aligned as described in chapter 3. Also, furt

flexibility is provided by inverting the summation of the two channels at baseband. T

has the affect of sideband reversal, leaving the possibility of down converting the lo

sideband about LO1 rather than the higher sideband; the sideband which is reje

would in this case, now be the high sideband about LO1.

In the next section, a discussion is given about how the weaver method

applied to the wideband IF receiver. This is followed with an estimation of the in

I-Q

Q-I

COS(ωLO1)

I

Q

SIN(ωLO1) COS(ωLO2)

SIN(ωLO2)
SIN(ωDES)

SIN(ωIM)

Image Band
Desired Ban

Figure 44. Time domain interpretation of the Weaver Method.
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referred noise produced by this image-rejection mixer as a function of no

contribution from the four individual mixers used in the signal path of the wea

method. This is followed with a analysis as well as a discussion of the phase and

mismatch of this image-rejection mixer as well as some other non-idealities of

weaver method as it applies to the special case when used in the wideband IF rec

4.5 Image-Rejection in the Wideband IF receiver.

A description of the frequency translation section used by the Wideband

receiver was given in chapter 3. In short, the prototype receivers which will

discussed later essentially utilized a pair of Weaver image-rejection mixers to perfo

two-step frequency conversion from RF to baseband. The comprehensive configur

(shown in figure 45), utilized six mixers which generates quadrature channels

baseband in addition to providing an image reject function. The subsequent sectio

this chapter will discuss some of the non-idealities of this mixer configuration, mai

the noise performance and the affect on image rejection from phase and gain mism

between the various signal paths.

Q-Channel

I-Channel

I-I

I-Q

Q-I

Q-Q

LO1I

LO1Q

LO2I

LO2I

LO2Q

LO2Q

I

Q

Figure 45. Block diagram of the frequency translation section used by the wideband IF rece

RF input

Baseband

Baseband
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4.6 Noise Analysis for the Weaver Method

A noise analysis for the Weaver method was carried out to evaluate the add

noise to the channel and the overall impact on the receiver noise figure from the n

contribution of the mixer. The system specification for all of the receiver was writ

with respect to an equivalent input noise resistance on each component. This

convenient measure of a receiver components noise performance as it can be qu

referred to the receiver input and compared to the available noise power generate

the source resistance. Therefore, this section provides a method of estimating

equivalent input noise resistance of one image-rejection mixer as a function of eac

the four individual mixer cell’s gain and noise resistance.

Four mixers are required to produce a single channel at baseband. Develo

a specification for the individual mixers inside the four mixer configuration require

little understanding of how the noise and signal pass through the mixers. Show

figure 46, is the four mixer configuration used to produce one channel at baseband

individual mixers are specified with respect to the voltage conversion gain,

equivalent input noise resistance and maximum output swing of one of the

individual mixer cells. A bit of analysis is required to translated the conversion g

and noise performance of an individual mixer cell to that of the gain and no

performance for the composite image-rejection mixer configuration.

LO1I

LO1Q

LO2I

LO2Q

I-Channel

Figure 46. Single channel IR-Mixer used by the wideband IF receiver

LNA
Output
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In figure 47, a model is given for the transformation of the noise for t

individual mixers to the noise produced by a single channel in the receiver. Reqmrf, and

Reqmif are the equivalent noise resistances of the RF-to-IF mixers and the IF

Baseband mixers respectively. Both Avrf and Avif are the voltage conversion gains of th

desired carrier from RF, to the output of the IF lowpass filter, and the desired sig

gain from the mixer input at IF, to the mixer output just before the summation of

two signal paths taking into account the signal gain acquired when mixing from IF

baseband.

One method to understanding the relationship between the signal gain and

effective noise produced at baseband, by the mixers, can be understood by apply

test signal at the image-rejection mixer input and finding the transfer function of

signal through both mixer channels to the final mixer output at baseband. Likewise

II(t)-QQ(t)

Avrf

Reqmrf

Avrf Avif

Avif

LO1I

LO1Q

LO2I

LO2Q

Reqmrf Reqmif

Reqmif

Figure 47. Model used to evaluate the noise and single gain in a single channel.

LNA Mixer 1 Mixer 2 Anti-Alias
Filter

Low Pass
Filter

R’eqmrf R’eqmif

Av_irmixer
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noise transfer function from each mixer can be referred to the output of one chann

baseband. First, a desired signal of mean squared voltage power SD, is applied to the

input of the mixer. Before the signal in the two signal paths are summed to produce

channel, the desired signal power is,

(Eq 4.2)

After the summation of the channels, there is an effective gain of 2x in

signal amplitude and a 4x increase in the signal power.

(Eq 4.3)

Or,

(Eq 4.4)

Using a similar approach, the noise produced by the mixers, at the outpu

one of the two channels is,

(Eq 4.5)

where B is the signal bandwidth. Because the noise between the two si

paths is uncorrelated, the power of the noise adds when the two channels are a

together. The total noise at the output of the mixer as a result of the noise inside

mixer is,

(Eq 4.6)

Similar to the SNR argument for a differential amplifier, the desired sign

before summation is correlated between the two channels. Therefore, the amplit

add and the power of the signal is increased by 4x after the summation. However

noise power only increases by 2x passing through the summation circuit. There

S
II

D Avrf Avif⋅( )2
SD⋅=

S
I
D 2 A⋅ vrf Avif⋅( )2

SD⋅=

S
I
D 4 Avrf Avif⋅( )2

SD⋅ ⋅=

N
II

Avrf Avif⋅( )2
4kTReqmrf⋅ Avif

2
4kTReqmif⋅+( ) B⋅=

N
I

2 Avrf Avif⋅( )2
4kTReqmrf⋅ Avif

2
4kTReqmif⋅+( ) B⋅[ ]⋅=
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there is a net 3dB increase in the signal to noise ratio, before and after the summa

The SNR at the output of the I (or the Q channel) channel, can be expressed as,

(Eq 4.7)

or,

(Eq 4.8)

From equation 4.8, it is clear that the SNR or CNR of the desired sig

increases by 3dB when the signal passes from before to after the summation o

signal paths at baseband. The question now arises of how to translate the

produced by a single mixer to the noise of the entire radio channel. One metho

translating the equivalent input noise of a single mixer to that of the entire receive

to simply replace the equivalent noise resistance associated with each mixer stage

that of a noise resistance half the value of a single stand alone mixer. Therefore, i

receiver Reqmrf and Reqmif now become, and

where, R’eqmrf and Reqmif are the equivalent noise resistances

the receive signal path (see figure 47). Figure 48 is a more detailed model showing

equivalent noise resistance of an individual mixer cell translated to an equivalent

to estimate the noise for the comprehensive receiver channel.

SNR
I 4 Avrf Avif⋅( )2

SD⋅ ⋅

2 Avrf Avif⋅( )2
4kTReqmrf⋅ Avif

2
4kTReqmif⋅+( ) B⋅[ ]⋅

------------------------------------------------------------------------------------------------------------------------------------------------=

SNR
I 2 Avrf Avif⋅( )2

SD⋅ ⋅

Avrf Avif⋅( )2
4kTReqmrf⋅ Avif

2
4kTReqmif⋅+( ) B⋅[ ]

-----------------------------------------------------------------------------------------------------------------------------------------=

R'eqmrf Reqmrf 2⁄=

R'eqmif Reqmif 2⁄=

LNA

R’eqmrf LO1Q R’eqmif LO1Q

2x

Anti-Alias
Filter

Avrf Avif

Figure 48. Model used to refer the noise of the individual mixers to the overall noise contrib
receiver.

Image-Rejection Mixer
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It is easy to verify that this noise model for the image-rejection mixer actua

works by finding the signal to noise ratio at the output of the model shown in figure

Assuming there is a signal of power SD at the input of the mixer, now calculate the

signal to noise ratio at the baseband output. The signal power at the output of t

baseband channel is,

(Eq 4.9)

while the noise power at the mixer output is,

(Eq 4.10)

and the SNR at the baseband input is,

(Eq 4.11)

or,

(Eq 4.12)

replacing with and with in

equation 4.12 results in,

(Eq 4.13)

which gives,

(Eq 4.14)

which is identical to equation 4.8. Therefore, when estimating the noise fig

of the integrated portion of the receiver using equation 4.14, a

should be used to represent the noise contribution from the f

and second stage of mixing. Analysis of the CNR at the output of the receiver sh

also utilize half the equivalent input noise of a single mixer in the I and Q signal pa

SD
I

2 A⋅ vrf Avif⋅( )2
SD⋅=

N 2 A⋅ vrf Avif⋅( )2
4kTR'eqmrf⋅ 2 A⋅ vif( )2

4kTR'eqmif⋅+[ ] B⋅=

SNR
I 4( ) Avrf Avif⋅( )⋅ 2

SD⋅

4( ) Avrf Avif⋅( )2
4kTR'eqmrf⋅ Avif( )2

4kTR'eqmif⋅+[ ] B⋅ ⋅
-------------------------------------------------------------------------------------------------------------------------------------------------------=

SNR
I Avrf Avif⋅( )2

SD⋅

Avrf Avif⋅( )2
4kTR'eqmrf⋅ Avif( )2

4kTR'eqmif⋅+[ ] B⋅
-------------------------------------------------------------------------------------------------------------------------------------------=

R'eqmrf Reqmrf 2⁄ R'eqmif Reqmif 2⁄

SNR
I Avrf Avif⋅( )2

SD⋅

Avrf Avif⋅( )2
4kT Reqmrf 2⁄( )⋅ Avif( )2

4kT Reqmif 2⁄( )⋅+[ ] B⋅
----------------------------------------------------------------------------------------------------------------------------------------------------------------=

SNR
I 2 Avrf Avif⋅( )2

SD⋅ ⋅

Avrf Avif⋅( )2
4kTReqmrf⋅ Avif

2
4kTReqmif⋅+[ ] B⋅

------------------------------------------------------------------------------------------------------------------------------------=

Rmixer1 Reqmrf 2⁄=

Rmixer2 Reqmif 2⁄=
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4.7 Image-rejection mixer phase and gain mismatch

Although single-sideband mixers have long held the promise of providing

potentially integrated solution for image rejection, there are problems which do ex

with this approach. One such problem relates to matching issues between the va

signal paths used by an image-rejection mixer. The magnitude of the achievable im

rejection is a function of both phase and gain error between the various channels

by the mixer. This can be understood on an intuitive level, by examining figure 44. H

it is clear to see that if either of the local oscillators used by the first or second s

downconversion are not exactly in quadrature (90o phase difference), then the imag

signals produced just before the summation at the output of the Weaver mixer will

be exactly 180o degrees out of phase. This will have the affect of leaving a resid

image signal after summation. Likewise, if the gain is mismatched between the

channels in figure 44, a residual image signal will be left after adding the chann

together.

An exact quantitative expression can be derived for the image-rejection a

function of both the phase and gain mismatch between the two received channels,

a model of which is given in figure 49. Hereφε1 defines the phase error in the first loca

oscillator, whereφε1 is the total deviation of the first local oscillator from quadrature. F

I-I(t)

Q-Q(t)

cos( ωLO1t)

sin( ωLO1t + φε1)

I(t)

Q(t)

cos( ωLO2t)

sin( ωLO2t + φε2)
(1+∆A)

II(t)-QQ(t)

Figure 49. Model used to derive the magnitude of image-rejection as a function of the phase
in the first local oscillator (φε2), phase error in the second local oscillator(φε1) and the
gain mismatch between the two channels (∆A).
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example, if the phase difference between the I and Q LO inputs applied to the first set of mix

92o, then φε1=2o. Likewise, φε2 represents the amount the phase of the second set of l

oscillators deviates from 90o. Appendix A gives a derivation for the magnitude of image-rejecti

as a function of the both the phase and gain mismatch of the mixer, the result of which is pres

below.

(Eq 4.15)

There may be additional error added to the phase difference between the I

Q channel due to a mismatch in both device sizes in the mixers as well as une

capacitive loading at IF and baseband of the two channels. These errors can be lu

in with either φε1 or φε2. A plot of the image rejection as a function of the phase mismatch

given in figure 50 for several contours of gain mismatch.

Although the mismatch between the two channels of the Weaver method

significantly limit the amount of practical image-rejection which may be obtain, the

are certain techniques which can be applied to improve the matching of this im

IRR dB( ) 10
1 1 ∆A+( )2

2 1 ∆A+( ) φε1 φε2+( )cos+ +

1 1 ∆A+( )2
2– 1 ∆A+( ) φε1 φε2–( )cos+

--------------------------------------------------------------------------------------------------------log⋅=

Figure 50. Image Rejection as a function of LO phase mismatch. (a) Illustrating IR depende
on  and . (b) IR as a function of  and gain mismatch,  = 0.φε1 φε2
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rejection mixer. Chapter 5 will examine some of the previous approaches to impro

both the phase and gain mismatch of an image-rejection mixer.

There are other disadvantages which limit the usefulness of this class

image-rejection mixer, one of which relates to the required dynamic range of the se

set of mixers. This is particularly problematic in the Wideband IF approach where

entire RF band is passed through the IF. Ideally the image signal is canceled whe

two channels are added together, however, the image-rejection mixer must pass bo

image and desired signal through the IF mixers (second set of mixers). Therefore, t

mixers must have a low enough noise floor to receive a weak desired signal in

presence of a strong blocker which may be present within the image band.

situation is illustrated in figure 51.

cos( ωLO1t)

sin( ωLO1t)

cos( ωLO2t)

sin( ωLO2t)

Figure 51. Illustration of an image band blocker in the presence of a weak desired band s
being passed to IF. The second set of mixers must have the dynamic range to
both the image and desired signals, before image cancellation takes place.
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5.1 Introduction

The usefulness of image-rejection mixers for frequency translation in eit

the receiver or transmit channel of a high integration transceivers was presented i

previous chapter. The limitation of this class of single sideband mixers was a

outlined with a quantitative expression given for the image-rejection performance

function of mismatch. Specifically, it was shown in chapter 4, that the magnitude

attainable image suppression is limited predominantly by both the gain and p

mismatch between the in-phase and quadrature IF mixer channels.

This chapter will begin with a discussion of some of the techniques, wh

have been used in the past, to improve either the phase or gain accuracy bet

multiple signal paths, in an image-rejection mixer. Although many of these techniq

are useful and widely used, the overall image-rejection which may be obtaine

typically limited, without tuning, to about 30-35dB. While this level of sideban

suppression may be adequate for short range systems with moderate required im

rejection performance, this would not be suitable for standards with higher select

requirements, such as is the case for many cellular networks like GSM. Therefore,
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chapter will introduce and describe a system which self-calibrates both the phase

gain settings between the two paths of a Weaver mixer, to give maximum sideban

image suppression. The self-calibrating mixer which will be described is a mixed sig

system which utilizes both analog front-end components, as well as post ADC dig

logic to obtain an optimal solution for maximum image rejection. A description will

given of all the analog components required of this mixer system. Although the an

portion of this mixer was included on the 2nd generation DECT/GSM receiver,

digital portion was realized only in the form of software. However, the last section

this chapter will describe some of the issues related to the digital algorithm which

intended for use with the analog portion of the self-calibrating mixer.

5.2 Methods to Improve Phase and Gain Matching

Improving the sideband suppression which is achievable within an ima

rejection mixer is done through a combination of realizing circuits with excellent lay

symmetry between the various signal paths and/or utilizing circuits which gene

accurate quadrature phase. Techniques for good layout as well as some rec

proposed methods for improving the phase accuracy are discussed in this section.

Good layout practice is always essential for any integrated circuit applicat

where the performance is constrained by component matching. For the two protot

receivers which utilized an image-rejection mixer, component matching was a conc

which implied generating a layout with minimal mismatch between the various sig

paths.

Figure 52 is a die photo of the image-rejection mixer used by the DE

prototype receiver. This will be used as an example to highlight some of the symme
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layout techniques, which were used, to enhance both the matching and side

suppression performance.

Some of the layout techniques used to obtain better I and Q matching inclu

the following:

1) Perfect mirror symmetry is applied to both the Gilbert Cell mixers which a
used as well as the entire signal path. From figure 52, the RF input come
from the left, and exists the right as I and Q baseband signals. A virtual l
could be drawn horizontally between the I and Q paths of the mixer.
components on the top of this line are mirror images of every compon
below. In addition, the I and Q mixers as well as the II, IQ, QI and QQ pa
are perfectly symmetric in layout.

2) Common centroid techniques are also useful for the switches of all the d
conversion mixers. Here, the critical component to match lies between
effective input capacitance looking into the mixer LO port. Any potenti

Figure 52. Die photo of the image-rejection mixer used by the DECT receiver.
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mismatch between device sizes will lead to an asymmetry between
capacitive loading of the mixer local oscillator inputs, resulting in an unev
loading of any quadrature generation circuit which is driving the mixer L
input, subsequently leading to an I/Q phase error. One technique
overcome a mismatch in device loading, is to layout the switches us
common centroid techniques [5.1]. This technique was applied to
switches used by all the current commutating mixers.

3)To reduce the phase error between the inphase and quadrature local osci
outputs, all of the signal traces must have perfect symmetry includ
segments which have 90 degree corners. From figure 52, the I and Q
lines were brought in from the top side of the mixer, and run vertically to t
mid-point of the image-rejection mixer. Routing was tapered off from t
main line into the mixer switch in such a way that both the I and
differential LO routing all had the same length and an equal number
corners. A similar layout philosophy was applied to the RF input to the t
high frequency mixers, as well as the baseband I and Q signal paths.

Although good layout practice will lead to excellent symmetry and matchi

between the signal paths, additional methods for phase matching, leading to b

image-suppression, may be obtained with circuit techniques which attempt to pro

high phase accuracy. To date, considerable effort has been applied to circuit me

and systems which attempt to derive more accurate quadrature local oscillator sig

eventually used by the mixer. One such approach cleverly adds and subtracts diff

phases of a quadrature local oscillator to generate an LO which produces exce

quadrature (90o)[5.2][5.3][5.4]. Another approach is the use of an asymmetr

polyphase filters to generate a local oscillator with accurate quadrature phases[5.

is shown in chapter 7, that polyphase filters inherently have excellent match

characteristics and produce quadrature phase signals with less than 1.0o phase error

with components that are mismatched by as much as 10% within the filter. A th

recently proposed method to generating quadrature signals, is through the use

level-locked loop [5.5]. In the this approach, the quadrature signals are derived w

divide by two circuit which is placed inside a Level-Locked loop. Both of th

quadrature outputs of the divide by four are multiplied together, the product of whic

low pass filtered to produce a DC value, which is similar to a control voltage in a pha

locked loop. This DC value sets the common mode of the local oscillator which is



118

er

can

to

local

the

n LO

An

ever,

vice

age

nals

hase

nals

of

to

both

gain

which

nnels

eband

ded

racy

er is

can
clock input of the divide by 2 circuit. By modulating the common mode of the divid

circuit clock input signal, the phase between the I and Q outputs of the divide-by-2,

be modulated.

While the previous mentioned techniques are extremely useful when trying

implement circuits which generate accurate quadrature signals coming out of the

oscillator, additional phase mismatch between image signals will be created within

mixer receive signal path. Therefore, methods to improve the phase accuracy of a

signal are only useful in correcting the error introduced at the mixer LO input ports.

improved LO phase accuracy will contribute to better sideband suppression, how

additional phase error will be introduced in the receive signal path, due to both de

and capacitive mismatch between the I and Q channels. This implies that the im

signal at baseband, before summation, will not be exactly 180o out of phase. Thus, what

ultimately counts for excellent sideband suppression is generating two image sig

which are 180o out of phase, and not necessarily generating accurate quadrature p

LOs.

One approach to improving the image-suppression by developing image sig

which are closer to 180o out of phase in the two mixer channels, is through the use

polyphase filters [5.6] which are placed within the signal path. The basic idea is

utilize the core Weaver method and insert polyphase filters along the signal path at

IF, and baseband, as is shown in a figure 53. This has the affect of improving the

and phase accuracy of the signal as it passes through the receive signal path,

ultimately accurately generates image signals which properly cancel when the cha

are added back together. This technique has been demonstrated with very high sid

suppression in [5.7] and [5.8] with better than 50dB of image-suppression. As allu

to in the previous chapter, polyphase filters have excellent phase accu

characteristics, however, the loss associated with this class of phase shifting filt

non-negligible. Therefore, the insertion of these type filters, within the signal path,
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degrade the desired carrier power which ultimately degrades the overall noise figur

requires the use of power hungry buffers to compensate for the signal loss.

Additional means of improving sideband suppression may be obtained thro

laser trimming in production. This might be through modifying the resistance o

phase-shift filter to give maximum image-rejection. Although, this provides a n

alternative to using an image-rejection filter, there is a cost penalty associated

laser trimming in production, making this approach less attractive over discrete filt

5.3 Adaptive Image-Reject Mixer

With the advent of radio receivers which are fully integrated in silicon, t

possibilities of addressing traditional circuit non-idealities through new on-c

systems becomes a reality. In this theme, the second prototype receiver designe

both the DECT and DCS1800 standards, included an image-rejection mixer with

capability of tuning both the phase and gain between signal paths, such that the im

suppression is maximized. This self-calibration is accomplished by first delibera

injecting a calibration tone, at the RF input, of the image-rejection mixer (figure 5

The frequency of the calibration tone is synthesized with an on-chip PLL wh

Figure 53. Weaver mixer with polyphase filters added within the signal path.

Mixer 2Polyphase
Filter

Polyphase
Filter

LNA
Output

I

Q
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produces the tone at the image frequency of the desired received signal, the conc

illustrated in figure 54.

The basic idea behind this system is to use an on-chip PLL, which generat

tone directly in the image band, during an initial calibration period. This might be wh

the receiver is powered up or in the case of DCS1800, between received frames a

system is time domain duplexed (TDD). A switch is also provided on-chip, to conn

the output of the calibration synthesizer, with the RF input of the image-reject

mixer. The calibration tone is then down-converted to baseband, where ideally if t

were no mismatch, the image tone would be cancelled by the image-rejection m

However, due to mismatch there will be a residual tone which remains at baseband

magnitude of this residual image tone is estimated using the post-ADC dig

baseband. The baseband then determines how to modify the phase, as well as the g

essentially drive the magnitude of the residual image tone at baseband, to be as clo

zero as possible. A little more description of the analog electronics from a sys

I Q
I Q

A/D

ϕε1

LO2

LNA

rf filter

LO1

D

Mixer 2 Gain

Figure 54. Block level conceptual diagram of the adaptive image rejection mixer. The total ph
error is corrected using one tunable IQ phase generation circuit at the second
input.
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perspective is now given. The actual hardware which modulates the phase between

and Q LO inputs, using a digital input computed in the baseband, is describe

section 7.3.2.1 of chapter 7.

5.3.1 Requirements for the Self-Calibrating Analog Components

By reviewing from the magnitude of achievable image suppression from

more mathematical perspective, much insight can be developed as to the requirem

of this self-calibrating mixer. The equation for the magnitude of image-suppression

function of path mismatch which was given in chapter 4, and derived in appendix A

repeated below.

(Eq 5.1)

From equation 5.1 an interesting observation can be made which ha

practical implication which respect to realizing the circuits which actually tune t

phase for maximum image-rejection performance. Equation 5.1 gives the ratio in d

the magnitude of the desired carrier, to the magnitude of the image response, at the

mixer output (post summation of channels). To suppress the undesired image resp

implies that we want to make the Image-Rejection Ratio (IRR) as large as poss

Therefore, to get the best performance out of the image-rejection mixer, it is desire

drive the dominator in equation 5.1, as close to zero as possible. The interes

observation to make with respect to tuning the phase is that the IR ratio will be

maximum when the argument of the cosine function in the denominator is driven

zero, this will occur when the difference of ( ) isminimized. This implies that the

comprehensive phase error within the image-rejection mixer can be removed by tuning the

of justone of the two local oscillators.

IRR dB( ) 10
1 1 ∆A+( )2

2 1 ∆A+( ) φε1 φε2+( )cos+ +

1 1 ∆A+( )2
2– 1 ∆A+( ) φε1 φε2–( )cos+

--------------------------------------------------------------------------------------------------------log⋅=

φε1 φε2–



122

at

ase

cal

ed

e that

the

stage

f the

ood by

ge-

just

ixer

y 2

e

the

in

ver

igher

to

d to

age-

of

as a

able
In the DSC1800/DECT prototype receiver, the first local oscillator operates

approximately 1.5GHz, with the second LO at 3-400MHz. Thus, the tuning of the ph

for maximum image rejection is accomplished by tuning just the lower frequency lo

oscillator (LO2), while the first local oscillator has quadrature inputs which are fix

and not phase tunable. From an implementation perspective this has the advantag

the more complicated function of tuning the phase is pushed to a lower frequency in

form of a tunable quadrature generators used at the LO inputs, of the second

mixers.

Intuitively, the concept of tuning the comprehensive phase error of the entire path, o

image-rejection mixer by tuning just the phase between the second LO input, can be underst

looking at figure 44 in chapter 4. Remembering that the real objective in virtually all ima

rejection mixers is to create a 180o phase shift between the image signals, in two channels,

before summation at the output of the mixer. Now, if the first quadrature local oscillator m

input has a 2o phase error, then the image signal between the two channels at IF, will be off bo.

Thus, by rotating the phase of the second local oscillator 2o in the opposite direction, the phas

error due to the first local oscillator will be compensated. Likewise, any phase error within

mixer channels can be negated by tuning the phase of just one of the two local oscillators.

A detailed block diagram of the adaptive image rejection mixer is shown

figure 55. Again the six mixer configuration is shown which implements a wea

architecture and generates I and Q baseband signal paths. Here the first h

frequency oscillator labeled as LO1 generates a a fixed 90o of phase between the I and

Q mixer local oscillator input ports. The second local oscillator which is used

frequency translate the intermediate frequency signal to baseband is then use

correct the comprehensive phase error in two of the four signal paths of this im

rejection mixer. The gain is then corrected by digitally modulating the gain in two

the four mixers, used for frequency translation. This is represented in figure 55,

single tunable gain block, however, as will be shown in the next chapter, this tun
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gain block was implemented by modulating the gain of the second stage mixer. Eac

the blocks must be tuned independent of the other. The two phase tuners are calib

independently for the minimum image response. Likewise, the calibration is repe

on an individual basis for the two gain stages.

In keeping with the theme of pushing as much of the radio functionality

possible in to the digital domain, both the estimation of the magnitude of the im

tone at baseband, as well as an update for the phase and gain is done purely

digital domain. Thus, both the phase and gain tuners are controlled digitally. With

said, both the range and the resolution (number of bits) must be determined for bot

digital words used to update the phase and gain.

The question now arises as to what is required of the individual tuning bloc

to achieve a specified minimum image rejection. In chapter 4, it was shown that f

heterodyne system desired for DCS 1800 standard, with a 400MHz intermed

Q-Channel

I-I

I-Q

Q-I

Q-Q

LO1I

LO1Q

I

I

Q

Q

I

Q
ϕ

ϕ

Local Oscillator
(Synthesizer Output)

Gain

Gain

I-Channel
(Baseband Output)

(Baseband Output)

n bits

n bits

n bits

n bits

LNA
Output

Digital Phase
Control

Digital Gain
Control

Digital Phase
Control

Digital Gain
Control

Figure 55. Digital Block Diagram illustrating the digital control (tuning) of both the phase a
gain errors in the self-calibrating image-rejection mixer.
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frequency, an image suppression of 60dB is required of the six mixer configurat

With 60dB of required image suppression, the minimum resolution of the phase

tuners (shown in figure 55), can be determined. Figure 56 shows the image suppre

ratio plotted in contours of gain mismatch ( ) as a function of the comprehens

phase error ( ) between the two mixer channels. From figure 56 and equation 5

is clearly seen that the required resolution in phase tuning is dependent on

obtainable resolution in gain tuning and vice-versa.

Because of the interdependence between the phase and gain error on the

rejection, it was desired to first pick either a minimum achievable phase or gain set

With a knowledge of the practical minimum accuracy (in either phase or gain) for

variable, the necessary resolution of the other variable (gain or phase) can

determined. This process was done through a combination of simulation

experimental data obtained from the DECT prototype image-rejection mixer[5.9]. F

simulation, it was found that by modulating the tail current through the Gilbert c

mixers, a difference in the gain tunable resolution in gain of 0.001 was possible. U

data measure from the DECT receiver, it was estimated that with careful layout a w

case gain between signal paths was found to be +/- 1%. However, to ensure a suffi

range of the gain tuning, the system was specified to correct for as much as a 5%

error between the two channels. This now defines the total range of gain tuning requ

as well as the minimum required resolution in gain. With this information, both t

number of bits required for the gain control and the minimum resolution in phase tun

can now be determined. From the above information, the digital tuning required of

gain is,

Max.  required : 0.05

Min.  required : 0.001

Total resolution of gain control : 0.05/0.001= 50 levels or  6 bits of contr

∆A

ϕεt

∆A

∆A

∼
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Again referring to the plot shown in figure 56, the required resolution in pha

may now be determined using the minimum achievable resolution in gain. Since

specified minimum resolution in gain is 0.001 this implies that the contour wh

should be examined in figure 56 is the curve labeled “1+∆A = 1.001”. The shaded area

in figure 56 now defines the target performance in terms of image suppression, gain

phase accuracy which is required to achieve 60dB of image suppression. It can be

from figure 56 that with a gain tuning resolution of 0.001 the minimum resolution

phase tuning for better than 60dB of suppression is 0.1o. To allow a safety margin a

minimum resolution in phase tuning of 0.05o was used. In addition, it must be

remember that there exist a need to tune to the optimal phase for every channel.

implies that a resolution of at least 0.1o must be supplied across the entire range of LO

frequencies which span from 350MHz to 420MHz.

The maximum tunable phase required of the second local oscillator

determined by the total potential phase error which can accumulate in the channel.

was previously defined as . For this mixer system, the total phase error du

mismatch is the sum of the phase error from the first quadrature local oscillator, def

as , and is specified to be designed with less than 0.5o deviation from quadrature.

while the total error within the signal path (previously labeled as ) can be mad

within 0.5o. The total potential phase error which can accumulate in the channel is

sum of the two phase errors, approximately 1.0o. However, an additional safety margin

of 3o was added to ensure that the phase tuner would cover a broad enough ran

comprehensive phase mismatch in the mixer. Again, with the minimum and maxim

range of the phase tuner, the number of bits required of the phase tuner may no

determined.

Maximum range of tuning: 3o

Minimum resolution in phase: 0.05o

ϕεt

ϕε1

ϕε2
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Total number of bits required: 3o/0.05o = 60 levels or 6bits.

5.3.2 Digital Image Magnitude Estimation: Digital Algorithm

With a definition of both the resolution required in phase and gain to obtain

required image-rejection for a cellular like standard such as DCS 1800, some words

be said about the digital portion of the self-calibrating mixer. A significant portion

this work was done in [5.10]. In short, this digital algorithm is done by observing

magnitude of the image (calibration tone) which is present after the ADC output. W

the magnitude of the image-tone being observed at baseband, each of the tune

swept from one end of the tuning range to the other, until the residual image t

present at baseband drops to a minimal value.

Unfortunately, it is difficult to derive information about the phase of the err

signal generated at baseband (positive or negative error signal), particular when a
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Figure 56. Image suppression as a function of the total phase mismatch a gain mismatch
obtain a greater than image rejection a solution for the total phase and gain mism
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image suppression ratio is required. The approach used in this work, was to monito

magnitude of the residual image tone which appeared at baseband. Thus, unlike an

adaptation algorithm, or a analog feedback network, the error signal which is gener

is purely a magnitude with no information in phase. Stated differently the error sig

has no sign. This makes defining the direction to drive phase and gain, between the

channels difficult, and ultimately challenging to find the optimal settings in phase

gain. Therefore, both the magnitude of the image tone found in the baseband an

derivative of the magnitude with respect to either the phase or gain are both obse

digitally to determine when the optimal phase and gain settings have occur, th

illustrated in figure 57.

When the sign of the derivative of the image tone magnitude (labeled as |

figure 57) changes from positive to negative or vice-versa, then it is assumed which

variable is being modified in the mixer (be it phase or gain) has just past an opti

Figure 57. Information available at baseband to adapt both the phase and the gain misma
the image-rejection mixer. The digital portion of the radio sweeps the phase as we
gain settings, while computing the magnitude of the residual baseband image to
well as comparing to the |I| of the previous phase/gain setting. The derivative o
with respect to either the phase or gain being sweep is then used to determin
settings which minimizes the magnitude of the image tone present at baseband.

LO1I

LO1Q

LO2I

LO2Q

age
alibration
ne

| I  |
Residual Image
Tone at baseband |  I |

| I  |

d| I  |
dφεΤ

φLO2

φLO2

Both the magnitude of the residual
image tone at baseband as well as
the derivative of the magnitude are
computed to determine the settings
in phase and gain for the minimal
image response.
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point, where the magnitude of the residual image tone at baseband has been minim

When the minimum is found for the particular variable being adjusted the proces

repeated for the next tuner (again, either gain or phase adjustment). This is done

all 4 tuners have been calibrated to give the minimum image response.

The comprehensive digital algorithm described in [5.10], is shown in figure

During calibration, the image tone is synthesized and injected into the analog front

at the LNA output, mixer input interface. Then, either the phase or the gain is tu

independently between two of the mixer channels. Using the variable of phase as

example, the algorithm used is described. The phase tuner is set all the way to o

end of the range of values. When the algorithm is enabled, the phase tuner begi

sweep the entire range of values using a binary search. For each trial of the bi

search, 30 samples are acquired at the ADC output. The samples are then us

compute a 30 point DFT on just 100kHz (which is the frequency that the residual im

tone will always lie), this effectively determines the magnitude of the image tone.

To determine the next guess in the binary search process, the existing esti

for the magnitude of the residual image tone is compared to the previous estimate

the derivative is estimated simply by computing (1-Z-1). If the sign of the derivative

changes value, then it is known that the optimal setting in phase (or in gain) has

passed. The algorithm then returns to the previous setting in phase and lowers the

size (gear shifting) used to generate a new phase setting, the binary search

continues until again the algorithm detects, via computing the magnitude and

derivative the magnitude, when a minimal image response has been passed. When

the optimal settings has been passed, the phase setting is returned to the previous

the step size is reduced and the binary search continues. This process is repeate

the minimal step size (minimal resolution) in either phase or gain is reached. With
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phase tuned, the entire search algorithm is repeated to tune the phase between th

mixer channels.

The digital algorithm described in figure 58, was modeled using a syst

simulator tool in matlab, called simulink. The noise as well as the expected third o

distortion associated with the analog frontend were incorporated with the model of

analog frontend. The resolution in both the number of bits used by the phase and

tuner were also modeled as well as the number of bits used for the computation o

residual image magnitude. Several simulations were run to determine whether

algorithm could adapt fast enough to allow calibration between received GSM fram

as this system is TDD. The results of one simulation are shown in figure 59. In

simulation, a phase error was deliberately introduced in LO1, of approximately 0o.

The algorithm is seen to begin the binary search hunting for the minimal response in

image-tone. Gear shifting between various step sizes can be seen as the phase is g

tuned to the optimal setting. With the optimal phase setting in the LO2 quadra

inputs, the same procedure is then used to tune the gain for optimal image rejection

results of which are shown in figure 59.

Figure 58. Digital algorithm used to adapt the analog portion of the self-calibrating image-reje

Image-Tone PLL
Ring based Osc.

LO1
cos(2 π100kHz*t)

sin(2 π100kHz*t)

Image-Rejection
Mixer

ϕ

LO2

6 bits

6 bits

Phase tuning

Gain tuning

Analog
Baseband

30 point DFT on 100kHz

Σ

Σ
ADC 1 - Z-1

-1.0o

Σ

0.64o

0.08o

0.01o

0.064
0.008
0.001

Phase GainGear
Shifting

-0.1

Initial Phase
Offset

Initial Gain
Offset

Spectral Estimation

∆A( )∆ϕ( )
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Although it must be qualified that the results shown in figure 59 are pure

based on simulation. It is clear to see, that both the phase and the gain can be

within 4ms, which is approximately the time between received DCS1800 frames. T

the mixer has the potential of calibrating both the gain and phase to optimal sett

between received frames. Although these results are purely from simulation, there

seem to be promise in building a real system which can adapt between received fra

More research is required to determine whether such a calibration system could be

by CDMA standards, which are in the receive mode, virtually operate all the time. H

the key issue is whether the desired signal, after the correlators, will be affected

narrowband calibration tone which is injected into the front of the receiver.

Figure 59. Simulation results of both the analog front-end and the digital algorithm used
adaptation. The top shows the phase tuner hunting for the optimal setting us
binary search algorithm. Likewise, the second plot illustrates the difference in
between two channels of the mixer, along with convergence on the optimal
setting. The last two plots give both magnitude of the image tone and image-reje
ratio as function of time.
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Both this chapter and some of the previous material presented in chapters 3

4, discuss the system related aspects of the Wideband IF receiver as well as the

calibrating image-rejection mixer. The next couple of chapters will look at more

circuit implementation details which surround the realization of both the ima

rejection mixer as well as many supporting components used along the in receive ch
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6.1 Introduction to Mixers

With a knowledge of the components used by both the Wide-Band IF system

well as the configuration used to perform image rejection, a discussion can now

given on the implementation of the circuit blocks used to realize the higher le

system. Although the mixers discussed in this section are tailored for a cou

prototype receivers, many of the concepts which are discussed in this chapter, ca

extended to a broad class of applications which require frequency transla

components utilizing only CMOS circuitry. The translation of a higher frequency sig

to a lower frequency in receiver applications is typically done through the use o

mixer. Likewise, the up conversion of baseband information to a carrier frequenc

also most often performed by a class of components again referred to as mixers.

Chapter 6 will provide some useful guidelines for designing active CMO

mixers which closely resemble a circuit topology originally proposed by Barrier Gilb

[6.1] and since has been known as the Gilbert Cell. This chapter begins wit

description of the basic role of a mixer in both receiver and transmitter applicatio

This will be followed by a basic review of the frequency translation properti
132
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associated with a mixer. A more detailed discussion will then be given on

characterization of CMOS active mixer performance with respect to the conver

gain, noise behavior and the distortion performance as well as how these figure

merit relate to the power consumption of current commutating active mixers.

approach to mixer characterization used in this work, is to provide a designer with a

of equations which characterize the mixer performance as a function of some com

and intuitive variables such as the drain bias current of each mixer device (Id), as well

as the VGS-Vt of each device used in the mixer. More accurate and computatio

efficient approaches to describing the behavior of CMOS-Gilbert-Cell-like mixers m

be found in [6.2][6.3][6.4][6.5][6.6][6.7].

6.2 Mixer Basics

Mixers have long been utilized in virtually every facet of communicatio

applications for as long as such systems have existed. They have found their pla

many applications ranging from frequency up and down conversion in both wireless

wireline transceiver to the utilization as a phase detection in frequency synthesize

The symbol for a mixer shown in figure 60, indicates a component wh

actually performs a multiplication between two applied signal S1(t) and S2(t) resulting

in a signal, So(t), at the output of the mixer. The symbol for a mixer implies

multiplication between two signals, this symbol often times leads to a confus

between the function of a mixer versus a multiplier. A multiplier actually performs

true multiplication between the two incoming signals S1(t) and S2(t), the output signal

So(t) is then the product of both S1(t) and S2(t). An artifact of an analog multiplication

of two sinusoidal signals is the creation of an output signal which contains two spec

components one at the sum frequencies of S1(t) and S2(t) while the other component

shows up at the difference between the two frequencies of the multiplied input sign

This is easily seen by using simple trigonometry on the two sinusoidal input signal
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shown in figure 60. Suppose for a minute that S1(t) is some high frequency signa

received from the antenna of a receiver, while S2(t) is a signal created with a frequency

synthesizer inside the receiver channel. It can be seen that the incoming signal ,S1(t),

will be shifted or translated in frequency from the input to the output of the mixer

multiplying S1(t) by S2(t). In radio receivers, the difference frequency is used

typically down convert in frequency, the desired received channel and the

frequency is filtered away. Likewise, in a transmitter system, the sum frequency is u

to up convert the desired signal band before being applied to the antenna

transmission.

Unlike a multiplier, mixers are a class of modulators which are designed

optimized to perform frequency translation as their primary role (frequency transla

is no longer an artifact of a multiplication, but is the primary role) [6.8]. Most often

mixer is implemented with some type of switching network that is commutating at

S1(t)

S2(t)

So(t)

Figure 60. Analog multiplier and the affect on frequency translating sinusoidal signals.

S1(t)=A1sin(ω1*t)

S2(t)=A2sin(ω2*t)

So(t) = S1(t)*S2(t)

= A1sin(ω1*t)*A 2sin(ω2*t)

= (A1*A 2/2)[cos((ω1-ω2)*t) - cos((ω1+ω2)*t)]

ω
ω1

S1(ω)

ω

S2(ω)
−ω1

ω2−ω2

ω

So(ω)

ω1-ω2 ω1+ω2
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frequency of S2(t). The effect of switching or commutating one signal by another can

modeled as taking some desired signal, say in the case of figure 61, S1(t), and pulse

modulating or multiplying by a periodic pulsed signal, here represented as S2(t) in

figure 61. Remembering from basic signal processing that multiplication in the t

domain is equivalent to convolution in the frequency domain, a copy of the spectrum

S1(t) will be replicated at each of the harmonics associated with the pulsed signal S2(t),

this situation is illustrated in figure 61(b) where the top spectrum is shown (S1(f))

represents that of the incoming signal, while P(f) represents the spectrum of the p

which is multiplied by S1(t). The top two spectrums are convolved with each other

produce the bottom spectrum shown as So(f) in figure 61(b).

6.3 Passive vs. Active Mixers

With respect to circuit implementation, mixers can be separated into two ba

classes, passive and active. As the name implies, passive mixers are realized

S1(t)

S2(t)=p(t)

So(t)

p(t) freq.

freq.

freq.

frf

fo 3fo

time

To fo=1/To

S1(f)

P(f)

So(f)

Figure 61. Operation of a simple switching mixer. (a) Switching mixer modeled in the tim
domain as a signal multiplied by an ideal pulse. (b) Frequency domain interpreta
of various signals found at the input and output of an ideal switching mixer.

(a) (b)

fif

fif=fdc=frf-fo fuc=frf+fo

Down-converted
component

Up-converte
component

RF LO

IF
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components which do not dissipate standby power1. Most passive mixers are realized

with a set of switches which are clocked by the local oscillator. This network

switches commutates the RF signal, effectively realizing a multiplication of the

signal ,S1(t), (see figure 61), by ,p(t). In both Bipolar and MOS technologies, t

switches are realized with NPN, PNP, NMOS, or PMOS transistors. Passive mi

typically commutate an input voltage from the input to the output. Unlike pass

mixers, active mixers do utilize static current; thus, dissipating power. For both Bipo

and MOS active mixers, a transconductance stage is used at the mixer input to gen

a current signal. This RF current signal is then passed through a network of swit

which are driven by the local oscillator. The effect is again to multiply the current

signal, S1(t), by the LO , p(t).

Passive mixers have the obvious advantage that they do not require s

current with the expectation of the circuits which drive the mixer. However, witho

active current, the mixer will actually have a net loss in carrier power between the in

and output. It will be shown in the next section, that theoretically a passive mixer

have a gain of no greater than 2/π. The difficultly in realizing gain with a passive mixer,

generally makes it challenging to maintain a low noise figure along the entire rec

signal path. Because of the net attenuation between the mixer input and output

linearity performance of passive mixers tends to be very good when implemente

most semiconductor technologies. However, in CMOS implementations of pas

mixers, the linearity win isn’t quite so clear as the switches themselves are effecti

realized with a non-linear resistor. Although the passive mixer is commutating volta

an ac current is required to pass through the switch to charge and discharge

capacitance on the other terminal of the switch. This ac current passes through the

linear resistor resulting in a linearity degradation. Further design issue relates to

amplitude of the local oscillator which is require to drive the mixer. To ensure that

1. The passive mixer by itself does not dissipate power. However, the circuits which drive the mixer LO
RF input ports will require power.
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switch resistance is low, a large amplitude is require at the gates of the switc

Depending on the frequency of the local oscillator, this may be difficult to achie

without requiring a large amount of power from the LO driver. In CMOS, if th

frequency of the local oscillator is high enough, an inductor may be used to reso

with the gate capacitance of the switches, this was shown in [6.9]. However, for s

intermediate frequencies where on-chip resonance with a spiral inductor is difficu

achieve, generating a sufficient amplitude LO can be problematic. In the Wide-Ban

architecture which utilized an IF of 400 MHz, generating a large amplitude LO wo

require a considerable amount of power in the LO drivers.

Active mixers have the obvious advantage that signal gain may be achie

between the input and output of the mixer. With both more gain and a better contro

the designated gain of the mixer, the noise figure of the entire receive signal path

be easily controlled. In addition, the voltage swing required to commutate the switc

in an active mixer, usually a few hundred millivolts, is considerably less than w

would be required by a passive mixer, typically more than a one volt. Therefore,

power required by the LO drives tends to be less. Although, an active mixer can pro

signal gain which could be used to improve the receiver noise figure, the numbe

active components in the mixer itself is greater than a passive mixer. Therefore, t

are actually more components within the mixer that generate noise. In particular, u

certain blocking conditions noise can modulate in from the current bias and

switches may also contribute more noise when compared to the passive counte

particularly flicker noise.

Active mixers have one distinct advantage that there exists clear design tr

offs between gain, noise, linearity and power consumption. This makes the total de

space somewhat more broad allowing flexibility in the higher level system design. T

is particularly true from the perspective of allowing more controlled gain in the sig

path. The rest of this chapter explores some of the characteristics of active CM
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mixers with respect to gain, noise, and linearity. Some example designs of active m

used by the Wide-Band IF receiver are provide at the end of this chapter.

6.4 Conversion Gain of an Active Gilbert-Cell-Like Mixers

Mixers are inherently operating as a non-linear circuit and the gain from

RF port to the IF port is called the conversion gain. The description of the mixer gai

somewhat unique compared to raw voltage gain in a linear amplifier. Here,

conversion gain of the signal gain from the input to the output of the mixer accounts

the frequency translation (or conversion in frequency) which takes place on the de

signal. Thus, the name “conversion gain”.

This section of chapter 6 will begin by providing an overview of the conversi

gain of a completely idealized switching mixer. The derivation of the conversion g

for a simple mixer is then extended to the case of a CMOS current commutating m

taking into account the finite time need for the CMOS switches to turn on and off. T

results of this derivation will be useful for a later discussion on the overall no

performance of the active current commutating mixers. The reader can refer to

appendix for a more detailed derivation covering some of the equations presente

this section.

6.4.1 Switching Mixer Conversion Gain: Idealized Model

Virtually all switching mixers, or at least those considered in this thes

commutate a signal applied to the mixer RF port shown in figure 61. Practica

speaking, the signal applied to the RF port of the mixer is typically represented

voltage or a current. Therefore, the mixers discussed in this thesis use a set of swi

to commutate either the voltage or current signal represented at the RF port o

mixer. As alluded to before, the affect of commutating the input voltage or current

be modeled as an input signal S1(t) which is multiplied by an ideal periodic pulse. The
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period or frequency of the pulse is controlled by the hardware (typically a freque

synthesizer) which is a part of the receiver.

The conversion gain of this idealized mixer may be found in the time doma

by multiplying each of the spectral components associated with the pulse by the i

signal S1(t). Specifically, the pulse p(t) can be represented as a fourier series in the

domain. For simplicity S1(t) can be represented by a simple sinewave, whe

S1(t)=cos(ωrf t). After multiplying S1(t) by p(t), the product resulting from the

fundamental component of p(t) and S1(t) at the correct frequency, for a down converte

component, can then be extract. The amplitude of the desired frequency compone

the output of the mixer, can then be compared to the amplitude at the RF input o

mixer. Taking the ratio of the input amplitude to the amplitude of the desired mi

output spectral component will result in the conversion gain of an idealized switch

mixer. A complete derivation associated with the conversion gain of a ideali

switching mixer is given in appendix B and is highlight below.

First, the fourier series representation for a pulse p(t) is given by, ,

(Eq 6.1)

The fourier coefficients for p(t) are given by,

(Eq 6.2)

As shown in appendix B, the fourier series for an idea pulse with amplitude

-)1, given by equation 6.2, may be rewritten as,

(Eq 6.3)

The signal at the output of the mixer can now be written as the product of,

(Eq 6.4)

For S1(t)=cos(ωrf t), the output signal can be described as,

p t( ) pke
jkωot

k ∞–=

∞+

∑=

pk
1

To
------ p t( )e

jkωnt–
td

To

2
-----–

To

2
-----

∫=

p t( ) 4
kπ
------ kπ

2
------ 

  kωot( )cossin

k 1=

∞

∑=

So t( ) p t( ) S1 t( )⋅=



140

ing

s of

f

er,

put

or

the

h the

the

eal

s

of

∞

(Eq 6.5)

Where ωo represents the fundamental frequency of the oscillator. Expand

the result gives following form for So(t).

(Eq 6.6)

For most communication transceiver applications, the important component

So(t) result from the signal S1(t) being multiplied by the fundamental component o

p(t). For receivers, the spectral component which contains (ωo-ωrf) is usually of

interest. If we assume that there is an ideal brickwall filter at the output of the mix

removing all of the components expect the one which contains (ωo-ωrf), then So(t) can

be written as,

(Eq 6.7)

The conversion gain of the mixer can be found be taking the ratio of the in

signal amplitude atωrf to the amplitude of the signal found at (ωo-ωrf). Thus, the

theoretical conversion gain of an ideal switching mixer is 2/π. For passive switching

mixers, the name conversiongain is a bit of a misnomer as there is an inherent loss

attenuation, associated with the desired signal band passing from the input to

output. As we will see in the next section, conversion gain can be increased throug

use of active components within the mixer, by adding gain either before or after

switches.

6.4.2 Conversion Gain for a Current Commutating Active Mixer

In the previous section, it was found that the conversion gain of an id

switching mixer is 2/π, a result given in many previous publication

[6.2][6.4][6.5][6.10]. In this section, a method to calculating the conversion gain

active current commutating CMOS mixers is derived.

So t( ) 4
kπ
------ kπ

2
------ 

  kωot( )cossin

k 1=
∑ 

 
 

ωrf t( )cos⋅=

So t( ) 4
π
--- 1

2
--- ωo ωrf–( )t( ) ωo ωrf+( )t( )cos+cos[ ] 

 

4
3π
------ 1

2
--- 3ωo ωrf–( )t( ) 3ωo ωrf+( )t( )cos+cos[ ] 

  …–

=

So t( ) 2
π
--- ωo ωrf–( )t( )cos=
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All of the current commutating mixers discussed in this section, exhi

characteristics associated with multiplexing a desired signal by a set of switches

most cases a voltage signal is applied to the input of the mixer, so a very high in

impedance is desired. Figure 62 depicts a case where Vin(t)/2 is applied to each of a pair

of transconductance stages to convert the input voltage signal to a current. This cu

signal is then fed through a set of double-pole, double-throw switches that

switching at the fundamental frequency of a local oscillator coming from either a cl

generation or frequency synthesizer block. The current signal flows through

switches, then drives a load impedance or resistance as depicted in Figure 62.

To understand how to model the effect of the switches on the current or volt

input signal, it is useful to analyze the idealized mixer in figure 62, when the switc

are set in one of the two states. First, assume the switches are set in each state fo

the period of the local oscillator. Therefore, during one half of the local oscilla

period, the switches will be set exactly as shown in figure 62. During this time,

mixer is operated as a resistively loaded amplifier whose voltage gain is given as gmRL.

When the switches move to the opposite setting during the remaining half of the l

oscillator period, the gain from the input to the output of the mixer is -gmRL. Therefore,

the overall circuit shown on the left of figure 62, can be simplified and modeled

shown on the right of the same figure. Essentially, the input signal Vin(t) is attenuated
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by a factor of 1/2, then applied to one of the multipliers two ports. The other sig

applied to the port of the multiplier, is again a periodic pulse with amplitude of

gmRL. Both the spectrum and the conversion gain of this mixer can be found using

identical approach given in section 6.4.1. This gives the same result for the conver

gain with the exception that the gain is scaled by gmRL of mixer.

(Eq 6.8)

A Bipolar implementation of a current commutating mixer is shown in figu

63(a) along with its corresponding CMOS implementation in (b). The circuit shown

figure 63(a) was reported as a four quadrant analog multiplier [6.8], and later bec

known as the “Gilbert Cell”. However, the original Gilbert Cell was proposed in 196

as a four quadrant highly linear precision analog multiplier and not as a mix

Therefore, when the circuit in figure 63(a) is used as a mixer, the term Gilbert Cell i

entirely accurate. By comparing the circuits of figure 63, with the circuit of figure 6

certain parallels in operation can be drawn. Because the circuit has a differential in

the input voltage Vin(t) can be thought of as being divided by 2, as modeled by t

attenuation of 0.5, shown in figure 62. Devices Q/M1 and Q/M2 are in the forw

active/saturation region and act as a transconductance stage. The current signal

Figure 62. Conceptual schematic of a current commutating active mixer.

gm• Vin(t) -gm•Vin(t)

RL RL

Vdd

Switching Rate
Set Equal to the
Fundamental LO

Vin(t)

p(t)

Vo(t)
RF

LO

IF

Frequency

gmRL

-gmRLVin(t)

Vo(t)

22

1/2

Voltage
Gain

ACG
2
π
---gmRL=
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collector/drain of Q/M1 and Q/M2 are then applied to the emitter/source of a se

devices (Q/M3-Q/M6) which are over-driven to commutate the current signal from

set of differential outputs to the other. The circuit shown in figure 62, the pu

modulates the gain of the mixer from +/-gmRL in exactly the same fashion as figure 63

In the ideal situation, the switches in both the Bipolar and CMOS mixe

would change instantaneously. However, in reality, there will be a finite amount of t

or non-negligible portion of the local oscillator period during which all of the switchin

devices conduct current. While all of the switches are conducting current

differential AC current signal at the output of the transconductance stage appears

common mode signal at the output of the mixer; both positive and negative compon

of the current signal are added at the mixer output. This current sharing decrease

overall conversion gain of the mixer. Thus, reducing the percentage of the lo

oscillator period during which all of the switches are conducting current, increasing

mixer conversion gain.

Vlo

M1 M2

M6M5

Vout

M3 M4

Vout

Vin

Vdd

RL RL

Vrf

Vlo

RERE

(Barrie Gilbert, JSSC Dec. 1968)

Vcc

RLRL

Q2Q1

Q3 Q4 Q5 Q6

(a) (b)

Figure 63. Current Commutating Mixers (a) Bipolar version, (b) Corresponding CMOS versio

I bIb
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To obtain a reasonable estimate of the conversion gain corresponding to

CMOS mixer in figure 63(b), a modification of the model given in figure 62 should

made. Specifically the waveform p(t) needs to be altered to account for the time tha

of the switches are conducting current. The period of time during which all switches

on is referred to as the balanced state of the mixer. During the balanced state

differential ac current applied to the switches appears as a common mode signal a

mixer output. Likewise, the period during which only two of the four switches (tw

devices among Q/M3, Q/M4, Q/M5, and Q/M6) are conducting current while the ot

two switches are in the cutoff region will be defined as the unbalanced state. While

mixer is in the unbalanced state, all of the ac current applied to the switche

differentially applied to the output load and the voltage gain of the RF input signa

instantaneously either +/-gmRL.

The periodic pulse p(t) used in the previous section to derive the convers

gain of an ideal mixer can be modified to more properly reflect what is happening in

actually implementation of a mixer circuit by taking into account the portion of the L

period during which the switches remain in the balanced state. A good approxima

for p(t) while the switches are in the balanced state is to assume that the vol

transfer function follows a linear curve when moving from one unbalanced st

corresponding to when the instantaneous gain is +gmRL, to the alternate unbalanced

state where the instantaneous mixer voltage gain is -gmRL. This is similar to the

approach used in [6.2]. The modified waveform p(t) is shown in figure 64 where

times, T1 and T2 mark the instances when the switches move from an unbalanced s

to a balanced state, or visa-versa. In other words, at times T1 and T2, the switches move

from a point where current is conducted by all switches to a point where curren

conducted by just two switches, or visa-versa. This leads to an easy characterizati

the p(t) which will be useful in finding the conversion gain and the noise performa
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of either a Bipolar or CMOS mixer with respect to device parameters such as

currents and the VGS-Vts of the CMOS switches.

Using the waveform p(t) shown in figure 64, the conversion gain of a CMO

mixer may be found using the i procedure outlined in section 6.4.1. First, p(t)

represented in the time domain by a fourier series. This requires finding the fou

coefficients corresponding to p(t) as shown in figure 64 so that p(t) may be represe

by a fourier series. The derivation of the fourier series representation of p(t) is give

appendix C, the results of which are given below in equation 6.9.

(Eq 6.9)

Here, the variablex is used to replace the variables T1 and T2. This is done

utilizing the fact that the mixers shown in figure 63, employ a doubly-balanced se

switches. Ignoring the effects of device mismatch, T1 and T2 are equally spaced in time

from the point where zero differential voltage appears at the base/gates of the swi

(VLO(t)=0). This fact allows T1 and T2 to be defined with respect to the fundamenta

period of the local oscillator. This gives the following relationships between

variablesx, T1, T2 and To,

t

To/2-To/2

p(t)

gmRL

-To/4 To/4

T1

T2

-T1

-T2

-gmRL

Figure 64. Pulse used to model the conversion gain and later the noise performance of a C
mixer.
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Where To again is the period of the fundamental frequency. The value ofx in

terms of well known circuit parameters will be discussed later.

The relationship between the input and output voltage waveforms can sim

be written as,

(Eq 6.10)

Expressing Vin(t) as Vin(t)=cos(ωrf t), Vo(t) is,

(Eq 6.11)

The conversion gain can be extracted from equation 6.11 by finding the res

of multiplying the input sinewave by the fundamental component of p(t), this is done

setting k=1.

(Eq 6.12)

This result can be simplified into the following form, extracting the coefficie

of the fundamental term associated with the down conversion of Vin(t)=cos(ωrf t) gives,

(Eq 6.13)

To confirm the accuracy of equation 6.13 a simple thought experiment can

performed. When the transition from the one peak value of the pulse to the oppo

polarity occurs instantaneously, T1=T2 and x=0 and the waveform shown in figure 64

approaches the ideal squarewave. The conversion gain in this case should agree w

result obtained in section 6.4.1 for an ideal pulse modulated switching mixer. Whex

approaches zero, the approximation of  for small z may be used which giv

(Eq 6.14)
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Removing the gmRL component associated with the voltage in the acti

mixers shown in figure 63, gives the identical result for the conversion gain of an id

switching mixer or (2/π).

6.4.2.1 Transition time Definition for CMOS Current Switching Mixers

As will be shown later, equation 6.11 can be extremely useful for not on

finding the conversion gain of an active mixer, but also to evaluate the no

contribution from the transconductance stage (the input devices). Equation 6.11

written with respect to a variablex which was used to simplify some of the mat

required to obtain the fourier series representation of p(t). Now, it will be useful

definex with respect to common values used to determine when a set of CMOS swit

transitions from conducting current down both legs, to a point where one device is

while the other is in the off state, or in other words a time when the switching devi

move from the balanced to the unbalanced state.

The situation where the devices move from the balanced to unbalanced sta

illustrated in figure 65. Again restricting ourselves to doubly-balanced mixer, when

differential local oscillator goes through the zero crossing, the four switches act as

source coupled pairs as shown in figure 65(a). As mentioned before the desired

current shown as +/- gm(VRF/2) cancels when summed at the output, in turn degradi

the conversion gain. Likewise, when the amplitude of the local oscillator is sufficien

large, two of the four devices will turn off, and all of the desired AC current is passed

the output. This is shown as the unbalanced state in figure 65(b), This also, corresp

to the time when the instantaneous mixer gain will either be gmRL or -gmRL.
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Figure 65. Mixer switch transition from the balanced state to the unbalanced state. (a) cu
conducted through the switches in the balanced state. (b) Current conduction thr
switches in the unbalanced state. (c) Differential current at the output of one se
differential switches (d) Relationship between the local oscillator amplitude and
mixer instantaneous voltage gain.
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t
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It is useful to evaluate with respect to time, when the switches of a curr

commutating CMOS mixer transition from the balanced state to the unbalanced s

Specifically, it is helpful to determine this time as a function of the VGS-Vt of the

switches as well as with respect to the amplitude and frequency of the local oscill

which is applied to the gates of the mixer switches. The time at which the switc

actually transition from balanced to the unbalanced state will be defined asbal.

Assume, that the local oscillator which is applied to the mixer inputs can be descr

by VLO(t)=VLOsin(ωLOt), where VLO is the amplitude andωLO is the frequency of

oscillation. Two of the four switches can be viewed as a source coupled pair. In

context, assuming square law devices, if the differential gate voltage becomes gr

than , then one device will be conducting all of the tail current while t

other device goes into the cut-off region [6.11]. Using this information, one can w

directly that,

(Eq 6.15)

Again, using the approximation that for small z, , tbal can be solved

directly from equation 6.15.

(Eq 6.16)

Writing with respect to the period gives,

(Eq 6.17)

Now from both figure 64 and figure 65, it can be seen that T1, T2 and tbal are

related such that T2-T1=2•tbal

(Eq 6.18)

The variablex can now be solved with respect to tbal and the fundamental

period of the local oscillator or,

(Eq 6.19)

Combining equation 6.16 and equation 6.19,x can be now written as,

2 Vgs Vt–( )
sw

VLO tbal( ) VLO ωLOt( )sin 2 Vgs Vt–( )= =

z( ) z≈sin

tbal

2 VGS Vt–( )
sw

VLOωLO
-----------------------------------------=

tbal

2 VGS Vt–( )
sw

TLO

2VLOπ
----------------------------------------------------=

T2 T1– x
TLO

2
---------- 2 tbal⋅= =

x
4 tbal⋅
TLO

---------------=
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(Eq 6.20)

Substituting in the value forx that was determined from the previous resu

into equation 6.13, to find the conversion gain of a CMOS current commutating m

gives,

(Eq 6.21)

Any expression can be substituted in for the value of gm to properly reflect the

transconductance of the input pair, this can also include modifying gm to reflect

possible degeneration. A useful form of equation 6.21 is to utilize the following lo

channel expression for gm in terms of the (Vgs-Vt)in of the input pair and tail bias

current where gm=2Id/(Vgs-Vt)in. Id is given as the drain bias current and Vgs-Vt is the

Vdsat of each input device. Id can also be expressed as half the tail current or Id=Ib/2.

This results in gm=Ib/(Vgs-Vt)in. Substituting the previous expression for gm into

equation 6.21 gives,

(Eq 6.22)

This equation is intuitively pleasing, as it gives the mixer conversion gain a

function of the of both the input devices and switches as well as

amplitude of the local oscillator, the tail bias current Ib, and the load resistance. In this

current commutating mixer, there are several tools available to the designer to incr

the overall conversion gain of the mixer. The most interesting, and probably the m

obvious is the relationship between the amplitude of the local oscillator (VLO) relative

to the nominal Vgs-Vt of the switches. As we increase the size of the switches wh

holding the tail bias current constant will result in a reduction of the Vgs-Vt of these

devices, in turn reducing the differential voltage necessary to completely shut off

set of switches. Thus, reducing the value of tbal or the time it takes for the switches to

turn off. This is illustrated in figure 65(c) and (d), for a switch that is increased in s

while the tail bias current remains constant. Alternatively, the switching time, tbal, can

be reduced by increasing the amplitude of the local oscillator VLO relative to the Vgs-Vt

x
gs t sw

VLOπ
------------------------------------------=

ACG

2 gmRL( )VLO

Vgs Vt–( )
sw

π
--------------------------------------

2 Vgs Vt–( )
sw

VLO
---------------------------------------

 
 
 

sin=
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2IbRLVLO
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 
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of the switches. This relationship also comes from equation 6.22. Some of the m

obvious ways of increasing the conversion gain involve increasing the gm of the input

devices which may be done by decreasing the Vgs-Vt of the mixer input devices.

However, as will be shown later, decreasing the input device Vdsat is done at the

expense of reducing the mixer linearity performance. Likewise, the tail bias current

be increased to improve the input device gm, however care must be taken as this wi

increase the switch Vgs-Vt when device size remains constant. A clear trade-off exi

between the static power consumption of the mixer and the conversion gain. If the

current is increased to improve gain, this has the obvious affect of increasing the m

power consumption. However, to maintain the overdrive of the switch

( ), when increasing the mixer tail current, requires increasing the s

of the switches. A larger switch size will increase the capacitance looking into the

port of the mixer, requiring a higher power consumption of the LO buffers which dr

the mixer. The method of quadrature generation and buffering are discussed in ch

7.

The result given in equation 6.14 is intuitively practical since as the ratio

goes to zero, the switches take a negligible amount of time to swi

from one terminal to the other (of course this assumes the switches have inf

bandwidth), thus, driving tbal to zero. In this case, the conversion gain, similar to wh

was shown in equation 6.14, approaches the ideal conversion gain for a switching m

of 2/π.

Shown in figure 66, is a plot of the voltage conversion gain of a curre

commutating mixer as a function of the LO overdrive, , predicted

Vgs Vt–( )
sw

VLO⁄

Vgs Vt–( )
sw

VLO⁄

VLO Vgs Vt–( )
sw

⁄
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equation 6.21. The gmRL product is 6. Note, as the LO overdrive increases beyond

ratio of 2 the conversion gain begins to level off.

6.5 Mixer Noise Analysis

A natural extension to a discussion of mixer conversion gain is an analysi

the noise performance of current commutating mixers. Unlike much of the no

analysis which is carried out for lower frequency and baseband circuits , mixers as

as many RF circuits are highly non-linear. In the case of mixers, this is necessar

enable frequency translation of a desired signal. Although the non-linearity associ

with mixers makes the noise analysis cumbersome, design guidelines for cu

commutating mixers with respect to the noise performance will be developed.

Before beginning a discussion on the noise performance of a mixer, i

particularly useful to understand the differences between a single-sideband noise f

or noise source as compared to a double-sideband noise figure or noise source

concept has a special significance when describing the noise performance of va

0 2 3 4 5 6 7 8 9 10
2.4

2.6

2.8

3.0

3.2

3.4

3.6

3.8

4.0

4.2

1
VLO/(Vgs-Vt)sw

Mixer Voltage Conversion Gain vs. VLO/(Vgs-Vt)sw

Figure 66. Conversion gain of CMOS current commutating mixer vs. VLO/(Vgs-Vt)sw.gmRL = 6

ACG
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mixers used by the image-rejection configuration used in the experimental proto

receivers discussed later.

6.5.1 Single-Sideband and Double-Sideband Noise

A considerable amount of confusion arises when referring to either the sin

sideband noise figure (SSB) or double-sideband noise figure (DSB) of either the e

receiver or an individual component along the chain. The most convenient metho

determining which classification (SSB or DSB) should be used is to understand

band in which the desired signal lies, both before and after frequency translation

was shown in previous chapters on the discussion of image-rejection, there are act

two bands which are frequency translated by a mixer block, both the desired ban

one side of the local oscillator and the corresponding image-band which lies in

alternate lower sideband of the mixer. Both the upper and lower sidebands abou

local oscillator are frequency translated to the same intermediate frequency. The

to determine whether a noise source is single or double-sidebanded is to look at

how the noise and the desired signal band are being frequency translated. A

through explanation with a few examples follows.

Assume for the moment, that there is some desired spectrum which is rece

and lies in the frequency band above the frequency of the local oscillator used by

mixer. Further assume that one wishes to down convert the desired signal from

carrier frequency to some intermediate frequency, this situation is illustrated in fig

67. As mentioned before in several discussions, the desired signal, which in the ca

figure 67, lies in the upper sideband of the mixer, is frequency translated to

intermediate frequency at the output of the mixer. Likewise, the noise in the same b

is frequency translated to the same IF. The noise in the image-band is also frequ

translated to the same intermediate frequency. Thus, although the noise is trans

from both the upper and lower sidebands of the mixer, the desired signal is only com
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from one or asingle sideband about the LO mixer input. Therefore, convention is

define the noise source at the input of the mixer as single-sidebanded, and th

describe the noise figure which is calculated, measured or quoted as asingle-sideband

noise figure. This definition can apply to either a single component in a receiver ch

or to the entire receive path. Virtually any heterodyne receiver architecture wh

produces a non-zero intermediate frequency should be described in terms of a si

sideband noise figure as again, the noise is translated from both the upper and

sidebands about the mixer while the desired signal only resides in one sideband a

the mixer. Likewise, a low IF receiver architecture would as will be described by a S

noise figure for the reasons described above.

The other common description for the way noise folds into the desired sig

band is the characterization of a double-sideband noise source or noise figure. As

for the sake of argument that there are two identical bands which are received

above and below the frequency of the first local oscillator, i.e. both bands are 10

correlated. This unique and hypothetical case is shown in figure 68 where both

bands above and below the frequency flo are the same signal. If the frequency of th

local oscillator (flo) is tuned to a frequency which is precisely between both of t

received bands, then both of the bands which lie in the upper and lower sideband o

mixer will frequency translate to the same intermediate frequency. Assuming that

Figure 67. Simple example of double-sideband mixing and noise figure.

LO

Signal IF
Input Output

flo

Desired Signal

fIF

Desired Signal

Noise

freq
The Desired Signal only

of the mixer (one / or “single” sideband).
resides in the upper sideband
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local oscillator is accurate enough, both of the desired bands will add constructive

the output of the mixer. Likewise, the noise is again frequency translated from both

upper and lower sidebands about the mixer. However, unlike the single-sideband

the desired signal is coming from both sidebands about the mixer, so that the

sidebands about the mixer add todouble the signal energy that is translated by th

single-sideband mixing operation. Thus, in this situation the noise source and the n

figure are said to be double-sidebanded (DSB) about the mixer. The noise figure w

would be used to characterize either the block or the receive chain which freque

translates a signal residing in both sidebands about the mixer LO input, is referred

the double-sideband noise figure. The situation shown in figure 68, is somew

unrealistic and rarely occurs in practical applications. However, any componen

receiver chain which in either one or multiple steps, frequency translates a desired

to a zero IF is virtually always described by a double-sideband noise figure. Both

mixers and the receiver of a direct conversion system would be characterized by e

DSB noise sources and/or DSB noise figure. The direct conversion situation

illustrated in figure 69 where the local oscillator that is applied to the LO port of t

mixer is tuned to exactly the center of the desired signal band. Therefore, the de

band which is frequency translated to a zero-IF, lies in the mixer’s upper and lo

Figure 68. Simple example of double-sideband mixing and noise figure.

LO

Signal IF
Input Output

flo

Desired Signal

fIF

Desired Signal

Noise

Desired signal is present in both upper and lower sidebands of the mixer.
Therefore, double sideband noise figure should be used.

freq
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sideband. Thus, direct conversion systems are characterized with double-sideband

figures.

It might seem unusual to spend a significant amount of text describing in de

the differences between a double-sideband and single-sideband noise figure. How

the weaver mixer which was implemented in the wide-band IF double convers

receiver presents some interesting examples of the concepts surrounding SSB and

systems/components. Because the overall receiver is effectively performing a d

frequency conversion of the carrier from RF to baseband, albeit in two steps, the e

receiver system is characterized with a DSB noise figure measurement. However,

interesting to note that some of the individual components used in the image-rejec

mixer are actually characterized by single-sideband noise sources. Specifically, the

set of mixers which are running off of the first local oscillator would be described b

single-sideband noise figure. However, the mixers running off of the second lo

oscillator are defined by a double-sideband noise figure. As will be seen in the n

section, a further refining of the image-rejection mixer’s noise sources reveals tha

only components along the entire receiver signal path which contribute noise

single-sideband fashion are the devices associated with both the switches an

transconductance stage of the RF-IF mixers running off of LO1. All other noise sou

fold into the desired signal band in a double-sideband fashion. At first glance it wo

appear that the noise contribution from the LNA would frequency translate to the

LO

Signal IF
Input Output

flo

Desired Signal

0

Desired Signal

Noise

freq

Figure 69. Translation of both the desired signal band and noise in direct translation of the ca
frequency to a zero-IF.
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from both the upper and lower portions of the RF-IF mixers sidebands. However,

noise spectrum from the LNA falling within the image-band is actually cancelled to f

order by the image-rejection mixer itself. Thus, the LNA contributes noise from o

sideband.

6.5.2 Noise Analysis of a Current Commutating Mixer

Building on some of the concepts discussed in the previous two sections,

following is provided to highlight the approach to analyzing noise in curre

commutating CMOS active mixers. This analysis for the Gilbert Cell like circu

topology can essentially be broken down into three separate categories; the

contribution from the transconductance stage, noise from the switches and the n

from load resistance (this is either thermal noise from resistors and or as will

illustrated later noise from active current source loads at the mixer output). Simila

the expression derived for the conversion gain, the emphasis will be on develo

intuitive design relationships that can demonstrate certain trends with respect to de

sizes which can be used during the development of this class of mixer. The discus

will begin with a look at the noise contribution from the transconductance stage

addition, the convention for the noise sources discussed in this section are to refle

of them to the mixer input, the noise is then defined with respect to a fictitio

equivalent input noise resistance. This is done for convenience to allow for an e

reflection of the noise to the receiver input, where the noise may be compared to

produced by the available noise power produced by the receiver source resistance

6.5.2.1 Transconductance Stage

As alluded to before, the expression for the conversion gain given

section 6.4.2 will prove to be useful when attempting to find the noise performanc

these types of CMOS mixers. Specifically, Equation 6.9 will be useful to find the no

contribution of the transconductance stage. The noise contribution from the input
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can be viewed as a set of source coupled devices which contribute both thermal

and produce flicker noise. The noise then passes through the switches which frequ

translates the noise power spectrum from the input devices. The noise whic

produced passes through a transfer function which is periodic and the noise spec

which appears at the output of the mixer, due to the input device noise contribution,

cyclostationary random process described by the following expression.

(Eq 6.23)

The overall mechanism of a white noise source which is passed throug

periodic transfer function has the effect of folding several copies of the white no

spectrum in the frequency domain of the desired signal. This situation is highlighte

figure 70, where the white noise spectrum produced by the input devices actu

convolves with all of the harmonics produced by the local oscillator, in turn dropp

vout t( ) p t( ) vin t( )⋅=
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several copies of the folded spectrum at the output of the mixer. This is the prim

reason why mixers have a tendency to be extremely noisy.

The noise transfer function is computed by frequency domain techniqu

Remembering that multiplication in the time domain is equivalent to convolution in

frequency domain. Therefore, the expression given in equation 6.23 can be writte

the frequency domain as,

Figure 70. Noise moving from the transconductance stage to the output of the mixer. The o
noise is then reflected back to the input as an equivalent input noise source.
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Si(f) translated byp1
2

Si(f) translated by p3
2
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2
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1

p1
2

-----
 the input as an equivalent
put noise spectrum ofSin(f) by

Model of the Transconductance Stage
Noise Spectrum as it passes through

the mixer
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(Eq 6.24)

Where P(ω) represents the fourier transform of the pulse p(t). Because

pulse p(t) is periodic, the fourier transform of P(ω) will be a summation of discrete

Dirac delta functions in the frequency domain. Thus, intuitively the input no

produced by Si(ω) is convolved with the discrete points associated with P(ω). This is

the inherent process by which numerous copies of Si(ω) (assuming Si(ω) is white) are

folded over in the frequency domain producing a summation of Si(ω) with the discrete

Dirac-delta functions associated with P(ω). To find the power spectral density of this

cyclostationary random process can be found for So(ω). Mathematically, the time

average of this periodic spectral density at the output can be expressed as was giv

[6.2].

(Eq 6.25)

This is done by extracting the energy of p(t) over one period of the LO alo

with using Parseval’s relationship [6.12].

(Eq 6.26)

Where pk are the fourier coefficients associated with the fourier seri

calculation performed earlier on p(t). Equation 6.25 can be used to find the contribu

of various noise components due to the harmonics associated with p(t). Assuming

noise is white, the copies of Si(f) can be represented as a constant or as will be se

later, the thermal noise contribution from the input device channel and gate resist

can be expressed as 4kTR. Therefore, can be replaced with Vn
2 which is

the equivalent input noise source at the input of the transconductance stage giving

(Eq 6.27)

The expression in equation 6.27 assumes infinite bandwidth for the switc

However, in reality there is a finite limitation to the speed of the switches which w

dictate how many harmonics associated with pk that must be calculated. In addition

what is of ultimate interest in the design of all mixers used by the wide-band IF rece

So ω( )
2π
------ P ω( ) Si ω( )⊗( )=

So f( ) pk
2

k 1=

∞

∑ Si f k f LO–( )⋅=

1
TLO
---------- p t( )( )2

td

0

TLO

∫ pk
2

k ∞–=

∞

∑=

Si f k f LO–( )

So f( ) V
2
n pk

2

k 1=

∞

∑=
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is the equivalent input noise spectrum or the equivalent input noise resista

Therefore, the expression given in equation 6.27 must be divided by the fundame

transfer function of p(t) which is nothing more than the conversion gain of the mix

Therefore, what is of interest is the input referred version of equation 6.27 which ca

written as,

(Eq 6.28)

This is a rather useful form for the equivalent input referred noise contribut

due to the transconductance stage. This form reveals that the equivalent input

source can be expressed as Vn
2 commonly associated with a CMOS differential pai

multiplied by a constant which takes into account the folding of noise from t

transconductance stage as it passes through the switches to the output of the m

Therefore, equation 6.28 can be rewritten as,

(Eq 6.29)

Where is theconstant that corrects for the action of the switches folding in noise fr

the input to the output, this constant is similar to the factor which is given in [6.2]. This

convenient form for the input referred noise, and the output referred noise may be obtain

multiplying by the squared version of the expression given for the conversion gain inequation

6.22.

(Eq 6.30)

Next, it is of interest to evaluate the value of as itrelates to the CMOS mixer in

figure 63. Using the expression obtained for pk which is derived in appendix C, can bewritten

as,

(Eq 6.31)

Sin f( ) V
2
n

p1
2

----------- pk
2

k 1=

∞

∑=

Sin f( ) V
2
n

pk

p1
-----

2

k 1=

∞

∑ V
2
n ζ⋅= =

ζ

α

So f( ) V
2
n ζ ACG( )2⋅ ⋅=

ζ

ζ

ζ
pk

p1
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2

k 1=

∞

∑
1

k
2

----- 
  kπ

2
------ 

 sin
kπ
2

------x 
 sin

π
2
---x 

 sin

--------------------------------------------------------
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 
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Substituting in previously determined values forx, equation 6.31 can be

written as,

(Eq 6.32)

This gives an interesting result, as the value of isonly influenced by the ratio of

and the number of harmonics which are actually passed to the output.

number of harmonics which should be summed is related to the frequency of the local osc

and the overall bandwidth of the switches. For example, if the LO is running at 500MHz, an

bandwidth of the switches is 3GHz, then k should only be summed to the first 2.5GHz/500MH

5 harmonics in this case, therefore, the value of would be summed from k=1 to 5. Figure 7

plot of various values of for different values of overdrive as well as a several curves summ

to a finite value.

ζ

1

k
2

----- 
  kπ

2
------ 

 sin
k 2 Vgs Vt–( )

sw

VLO
------------------------------------------

 
 
 

sin

2 Vgs Vt–( )
sw

VLO
---------------------------------------

 
 
 

sin

-----------------------------------------------------------------------------------------

 
 
 
 
 
 
 
  2
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∞

∑=

ζ
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ζ
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Figure 71. Plotted values of as a function of VLO/(Vgs-Vt). Each curve represents a differ
number of harmonics which are summed in equation 6.31. (a) Illustrates
approaches an ideal squarewave which is identical to VLO/(Vgs-Vt). (b) for more
practical values of VLO/(Vgs-Vt) which would be used by the current commuta
mixer.
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With a proper value of the input referred noise contribution from th

transconductance stage can be expressed by utilizing equation 6.29 with the co

expression for the input referred noise of a single CMOS device. Here, there is

thermal noise contribution from the channel resistance as well as the gate resistang.

An additional contribution to the noise produced by the transconductance stage i

source resistance from the previous stage, in this case the LNA. Overall, the total i

referred noise contribution from the transconductance stage can be expressed as,

(Eq 6.33)

Expressing equation 6.33 in the format of an equivalent input noise resista

as is used to evaluate the overall receiver described in chapter 2 gives,

(Eq 6.34)

The factorm is an integer which is either set to 1 or 2 depending on wheth

the mixer is mixing noise in single-sideband or double sideband.m should be set to one

if the down conversion mixer directly frequency translates the incoming signal

baseband or DC; again, this would be the situation when a double sideband noise f

is necessary. Likewise, if the mixer is frequency translating the incoming carrier to

IF, then a single-sideband noise figure is used and the noise from the transconduc

stage is folded in from two sets of bands. In this case,m would be set to 2. For the

Wide-band IF receiver discussed in chapter 3, the mixers running off of LO1 wo

havem set to 2, while the mixers utilizing LO2 would havem set to 1 in equation 6.34.

A considerable amount of effort can be placed on finding the exact value o

in equation 6.34 as a function of (Vgs-Vt)sw. However, the maximum noise contribution

from the transconductance stage will occur when the amplitude of the LO is m

greater than (Vgs-Vt)sw. In this case, p(t) approaches the ideal square wave and ther

a maximum contribution of white noise power due to frequency translation from

harmonics of p(t). The values of for large VLO/(Vgs-Vt)sw are plotted in figure 71(a).

Here, it can be seen, that assuming switches with an infinite bandwidth (summing

ζ

Vin
2

Hz( )⁄ ζ 4kT Rs m 2 rg γ 1
gm
-------+ 

 ⋅+ 
 ⋅= m 1 2,=

Rgm
ζ Rs m+ 2 rg γ 1

gm
-------+ 

 ⋅ 
 ⋅= m 1 2,=

ζ

ζ
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72.

of at
values of k to infinity) and a very large VLO/(Vgs-Vt)sw (ideal square wave p(t)) the

value of in the worst case is 1.2. Therefore, to determine quickly the no

contribution from the transconductance stage of a gilbert cell like mixer,

conventional noise source of a single device, due to a source coupled pair ca

referred to the input and multiplied by 1.2. Practically speaking, VLO/(Vgs-Vt)sw will be

between 2 and 10 for most mixer designs. Thus, the additional noise contribution du

the harmonics of the switches mixing noise inband will lie between 6 and 15 percen

few examples designs of current commutating mixers are presented at the end o

chapter along with a discussion of the ratio of VLO to (Vgs-Vt)sw and with the

corresponding  values.

6.5.2.2 Switch Noise

As was shown in the previous section, the equivalent input noise contribu

from the transconductance stage is a somewhat weak function of the VLO/(Vgs-Vt)sw

when the LO voltage is much great then the Vdsats of the switches. Conversely, the

equivalent input noise contribution from the switches is a stronger function of the r

VLO/(Vgs-Vt)sw as will be seen in this section. The approach to finding the equival

input noise contribution from the switches is similar to what was done for t

transconductance stage. Again, a time varying transfer function was found from

switch input noise source to the output and then this noise spectrum was reflected

to the RF input port of the mixer. Following the approach for the transconducta

stage, the noise from the switches is written in terms of an equivalent input n

resistance with a correction factor that takes into account the folding of the white n

spectrum as the noise passes through the switches.

The noise model which was used for the switches is highlighted in figure

Here, the equivalent input noise of all four of the switches are referred to the gates

the input of the LO port as,Vsw, where,

ζ

ζ
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gmswRL

Vnsw

Vo

+
-

Mixer
LO Port
(Eq 6.35)

The input referred noise at the gate of the switches then passes through

time varying transfer function s(t) which models the voltage transfer function betw

the LO port to the output of the mixer. It is interesting to note that the switches w

only produce noise at the output of the mixer when the mixer is in the balanced s

This corresponds to the time when the LO signal passes through the differential

crossing. While in the unbalanced state, the switches which are in the saturation re

can be thought of as a cascode device relative to the source coupled input

(transconductance stage). Similar to any cascode device, the noise contribution is

negligible (this isn’t always true for some high frequency circuits) and will be ignor

for the purposes of this analysis.

V
2
sw Hz( )⁄ 4kT RLO 4 rg γ 1

gmsw
------------- 

 + 
 + 

 =

Figure 72. Model used to find the noise contribution from the switches. (a) Device input no
sources applied to the LO port of the mixer; transfer function to the output through
time varying transfer function s(t). (b) Voltage transfer function from the LO port
the mixer output, s(t). (c) Model of the noise from the switches as it passes to
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The waveform to model s(t) is shown in figure 72(b) and assumes the tran

function from the LO port to the mixer output rises linearly from the time the switch

move from the unbalanced state (only two of the four devices are turned on) in to

balanced state (time when all four devices are conducting current). The voltage tra

function continues to rise and will peak at the time when the differential LO voltage

zero, this corresponds to the time when all four switches are ideally conducting

identical amount of current. At the peak of s(t), (again, when all devices are conduc

equal current) the voltage transfer function from the LO port to the output of the mi

is 2gmswRL, where gmsw is the transconductance associated with one of the fo

switches and the factor of 2 is used because the differential equivalent half circuit

have two switches between the LO port and the mixer output. In reality, the tran

function s(t) does not rise or fall linearly and can be expressed as function of tim

given in [6.2].

However, by making the assumption that the transfer function s(t) is linea

the balanced state considerably simplifies the calculation of the fourier coefficient

s(t) without deviating significantly from the expected expression for s(t). In reality s

can be closely approximate as linear in the balanced state with minimal error from

real transfer function.

The mixer output noise contribution from the switches averaged over o

period of the local oscillator in an identical approach, as was used to find the ou

referred noise of the transconductance stage in the previous section. The output ref

noise due to the switches can be expressed as,

(Eq 6.36)

Where sk are the fourier coefficients of s(t) and can be expressed as

the white noise spectrum Vnsw/(Hz). Equation 6.36 reduces to.

(Eq 6.37)

So f( ) sk
2

k 1=

∞

∑ Si f k f LO–( )⋅=

Si f k f LO–( )

So f( ) V
2
sw sk

2

k 1=

∞
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Remembering that the goal in this analysis is to reflect the output no

spectrum to the input of the mixer, and represent all of the noise sources within

mixer as an equivalent input noise resistance. Reflecting the output noise back to

input gives

(Eq 6.38)

Here, represents the amount by which the switch input noise is attenu

from the LO port to the input of the mixer. Similar to the variable , ismainly

dependent on the ratio of LO amplitude to the (Vgs-Vt) of the switches. Unlike the input referred

noise from the transconductance stage, the switch noise contribution will decrease as the a

of overdrive of the mixer switches is increased (ratio of VLO/(Vgs-Vt) increases). This is expected

as the switches are contributing most of the noise as the LO passes through the differentia

crossing when the mixer enters the balanced state. The value of Beta can be expressed as

(Eq 6.39)

The fourier coefficients for s(t) are found in appendix D and repeated belo

(Eq 6.40)

The sum of the fourier coefficients can be expressed as,

(Eq 6.41)

Dividing by the expression given for the conversion gain given in equation 6.13 give

(Eq 6.42)
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Remembering that beta is the ratio of the fourier coefficients to the mixer conver

gain gives.

(Eq 6.43)

Substituting in the value forx as well as squaring the numerator and denominator

equation 6.42 an expression for can be obtained with respect to the amplitude of the

oscillator VLO, the (Vgs-Vt) of both the switches and the input devices.

(Eq 6.44)

The total input referred noise from the switches can now be expressed a

equivalent

(Eq 6.45)

Several values of areplotted in figure 73(a)summed for different several values o

k. Most of the energy in s(t) is represented in the first few values of k, thus, there is negli

difference between 5 harmonics summed verses summed from k=1 to infinity. Shown in fi

73(b) is a plot of and verses VLO/(Vgs-Vt)sw. Here, it is interesting to note that the value of

quickly roles off as the amplitude of the LO voltage is increased above the (Vgs-Vt) switches. This

can be explained intuitively. For lower ratios of VLO/(Vgs-Vt)sw the switches are actually adding

noise to the mixer for a greater percentage of time per period of the local oscillator. In additio

a low VLO/(Vgs-Vt)sw, the noise from the switches reflected to the mixer input is actually be

exacerbated by the loss in conversion gain from the lack of LO overdrive. A weaker depende

on VLO/(Vgs-Vt)sw relates to the fact that as the LO voltage significantly increases such tha

conversion gain of the mixer approaches an ideal pulse, the extra noise added from all
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harmonics of p(t) only introduces an additional 22% noise compared to the noise relating fro

fundamental. The strong dependence of the switch noise on VLO/(Vgs-Vt)sw can also be explained

by observing equation 6.44.

6.5.2.3 Load Resistance Noise

The load resistance at the output of a CMOS Gilbert cell like mixer is the l

component which contributes a significant amount of noise. The task of referring

load noise to the input is considerably more straight forward then referring the n

from either the switches or the transconductance stage. The ease of computing the

referred noise from the load devices really relates to the fact that these noise so

are not passing through the switches, therefore, the noise spectrum is not folding i

frequency domain. Stated differently, the white noise produced by the load device

not frequency translated, making the computation of the input referred noise ra

easy. The equivalent mixer input noise contribution from the load devices can

referred from the output to the input by simply dividing by the conversion gain of

mixer.

VLO/(Vgs-Vt)sw

vs. VLO/(Vgs-Vt)swβ

VLO/(Vgs-Vt)sw

Both  and vs. VLO/(Vgs-Vt)swβ ζ

1 2 3 4 5 6 7 8 9 10 0 1 2 3 4 5 6 7 8 9 1
1.00

1.05

1.10

1.15

1.20

Figure 73. (a) Values of plotted as a function of the ratio of VLO/(Vgs-Vt)sw summed
up to several values of k (b) Plot of both  and  verses VLO/(Vgs-Vt)sw.

β
β ζ

ζ
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(Eq 6.46)

The value of the load resistance is dependent on the particular implementa

of the mixer. As will be seen later in this chapter, many of the mixers implemented

the experimental receiver realized for the DECT and GSM standards were done so

active current source outputs as shown in figure 74, along with PMOS triode region

resistors in a common mode feedback loop. The PMOS current source devices in f

74, can potential be the dominant source of noise at the output of the mixer. There

properly referring the noise generated by the current source devices at the output, t

input is crucial. Assuming the resistance of RL is significantly less than the output

impedance of the current source, the noise due to both the load resistance an

current source devices in figure 74, can be expressed as,

(Eq 6.47)

This expression can be rewritten as,

(Eq 6.48)

Where (Vgs-Vt)cs is the Vdsat of the load current source devices while Ib is the

mixer tail bias current. The second term in equation 6.48 can be further refined to g

relationship between the bias current and the relative Vdsatsof the input devices as well

as the switches and the current source.

(Eq 6.49)

From equation 6.49 the relationship between the mixer bias current and

(Vgs-Vt)cs of the PMOS current source may be observed. Here the trade-off is c

between the current source noise contribution and the output swing of the mixer.

(Vgs-Vt)cs of the current should be increased as much as possible while still allowin
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ACG( )2
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ACG( )2
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 
 
  2

1
RL
------- γ

Ib

Vgs Vt–( )
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------------------------------+
 
 
 

=

Rin load( )

2
RL

ACG
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 
 
  2

1
RL
------- γ 1

2Ib Vgs Vt–( )
cs

---------------------------------------
Vcs Vt–( )

in
Vgs Vt–( )

sw
π

RLVLO
------------------------------------------------------------------

 
 
  2 2 Vgs Vt–( )

sw

VLO
---------------------------------------

 
 
 

sin

2

+
 
 
 
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desired mixer output swing. Thus, the design trade-off becomes available mixer ou

swing verses the noise contribution from the active current source loads.

6.5.2.4 Total Mixer Input Referred Noise

With a description of the noise contribution from the mixer load devic

referred to the input, a complete picture can now be developed for the overall m

performance. By combining equations (Eq 6.34), (Eq 6.45), and (Eq 6.47) the follow

total equivalent input noise resistance of the entire mixer may be obtained.

(Eq 6.50)

Vlo

Ib

Vout

RL
Vout

Vin Vin

Vdd

RL

Vbias1

Vocm

ics
2 ics

2

Figure 74. Noise emanating from all the output noise sources in an actively load cur
commutating mixer.
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An example implementation of one mixer and the associated noise sou

referred to the input and plotted as a function of VLO/(Vgs-Vt)sw is shown in figure 75.

The total equivalent input noise resistance is plotted as Req(total) and described

by equation 6.50. Each of the individual noise contributions referred to the input fr

the transconductance, the switches as well as the load resistance and current sour

plotted as Req(gm), Req(sw), Req(RL) and Req(CS)respectively. As expected the equivalen

input noise resistance due to the transconductance stage increases slightly as th

overdrive is increased. The increase Req(gm) with a higher overdrive relates to the fac

that p(t) approaches an ideal squarewave and noise is folded over from the harmon

p(t). However, the maximum increase in noise from the transconductance stage m

with the harmonics has an upper bound of an additional 22%. In contrast, the switc

as well as all of the noise sources at the mixer output contribute the maximum am

Figure 75. The total equivalent input noise resistance (Req(total)), as well as the individual inpu
referred contributions from the transconductance stage (Req(gm)), the switches
(Req(sw)), the load resistance RL (Req(RL)), and finally the noise generated by an acti
current source load (Req(CS)).
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0

500

1000

1500

2000

2500

3000

3500

Equivalent Input Noise Resistance vs. VLO/(Vgs-Vt)sw

VLO/(Vgs-Vt)sw
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(Vgs-Vt)in = 0.4 V
(Vgs-Vt)cs = 0.8 V
RL = 1000
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Beta(β) = 0.19
Gamma(γ) = 0.67
Zeta (ζ) = 1.02
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of noise for a low LO overdrive. There exists a heavier dependence of the n

contribution from the switches and the load on the amount of LO overdrive, becaus

the VLO/(Vgs-Vt) drops, so does the conversion gain Thus the input referred no

begins to rise significantly. In the case of the switches, the percentage of time

period that the switches add noise actually increases with a lower VLO/(Vgs-Vt) in

addition to a reduction in the conversion gain. For lower values of VLO/(Vgs-Vt), the

switch noise will actually dominant the overall mixer noise performance. Thus, the n

to ensure that the mixer is supplied with a local oscillator which has sufficie

amplitude to provide enough LO overdrive to the switches is critical.

6.6 Distortion in an Active Current Commutating Mixers

In addition to the conversion gain and mixer noise performance, the other

description of mixers for receiver applications is usually the linearity performance.

linearity of a mixer will determine how well this component can reject signals found

alternate bands which ultimately will impact the overall selectivity performance of

receiver. Because the mixers which are discussed in this section, are all differentia

second order non-linearity will tend to cancel typically making the second or

intermodulation distortion negligible compared to the mixer noise floor or other sour

of interference. Although, virtually all even order distortion has a tendency to

negligible for differential circuit topologies, the odd order harmonics can potential le

to a greater source of interference to the desired signal band. In particular, the

order intermodulation distortion of a single component or an entire channel can gre

influence the overall receiver’s selectivity performance.

The nature of interference arising from the third order intermodulation can

understood by first looking at some of the basic issues associated with the linearity

circuit component. In most baseband circuit applications, linear circuit analysis

assumed as this tends to be an accurate description of the needed circuit perform
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In addition, most baseband circuits are running at a low enough frequency that feed

is usually applied to linearize the circuit. However, receiver front-end components s

as the LNA and mixer are typically running at too high a frequency to allow the use

feedback to linearize the circuit. Therefore, these circuits are run open loop and

non-linear nature of certain circuit elements such as junction capacitance and

linear channel resistance will add higher order terms to the current or voltage tran

function. Thus, the relationship between the input and output signal will have

following general form [6.13].

(Eq 6.51)

Where the output signal So is related to the input signal Si by a high order

transfer function, where a1, a2, a3, etc. are the coefficients of each order of the transf

function. The particular problem related to the third order transfer function may

understood by representing the input signal, Si, as a pair sinusoidal tones with

amplitude S1 and S2 running at a set of separate but closely spaced frequencies,ω1 and

ω2.

(Eq 6.52)

Passing the above signal through the third order term in equation 6.51 res

in,

(Eq 6.53)

Of most interest in equation 6.53 are the terms which result in a spec

component at 2ω2-ω1, 2ω2+ω1, 2ω1-ω2, and 2ω2+ω1. These spectral components whic

arise from a third order non-linearity are of particular concern in radio recei

applications as the situation may arise where there are two alternate band users

close in frequency to the receiver’s desired channel, may be present. If the alte

So a1Si a2Si
2

a3Si
3

a4Si
4…+ + +=

Si S1 ω1t( )cos S2 ω2t( )cos+=

a3Si
3 a3S1

3

4
----------- 3ω1t( ) 3 ω1t( )cos+cos( )

a3S2
3

4
----------- 3ω2t( ) 3 ω2t( )cos+cos( )

3
4
---a3S1S2

2
2 ω1t( ) 2ω2 ω1–( )t( ) 2ω2 ω1+( )t( )cos+cos+cos[ ]

+ +=

3
4
---a3S1

2
S2 2 ω2t( ) 2ω1 ω2–( )t( ) 2ω2 ω1+( )t( )cos+cos+cos[ ]+
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band signals happen to lie at frequenciesω2 and ω1, while the desired signal band to

receive resides at either 2ω2-ω1, 2ω2+ω1, 2ω1-ω2, and 2ω2+ω1, 2ω2-ω1. If this situation

occurs, as it sometimes does, the spectral components generated from the alternat

signals passing through either the mixer or receivers third order non-linearity

actually appear as interference in the desired signal band, this is illustrated in figure

Two common measures which are used to describe the third order non-line

of communication circuits or systems are the 3rd order intermodulation compon

(IM3) and the 3rd order intermodulation intercept point (IP3). Both measures

typically quoted when the magnitude of S1=S2. Under this assumption, the 3rd o

intermodulation component or IM3 is by definition the ratio of the amplitude of thir

order IM component to the amplitude of the fundamental (S1, and S2) either at the input

or output of the component [6.13].

(Eq 6.54)

The plot in figure 77 is a common plot which describes both the IM3 and I

of a component either referenced to the input or the output of a block. The x-axis is

input/output power applied to the component which is equivalent to the power of S1

S2 expressed in dBV in figure 77. Typically, several values for the input signal S1

applied to the receiver in either a simulation or measurement. The linear response t

Figure 76. The third order intermodulation both output and input referred.

freq.freq.
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amplifier non-linearities referred to the input of
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2ω2 ω1–2ω1 ω2– ω1 ω2 LO
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-----S1
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input signal is then plotted along with the measured or simulated 3rd order IM at either

2ω2(-/+)ω1or 2ω1(-/+))ω2. The 3rd Order response is then recorded in dB, while a line

used to extrapolate both the linear and 3rd order response based on the simu

measured values. Where both of these extrapolated lines cross is defined as the 3rd order

intermodulation intercept point or IP3. This point has a special and convenien

significance in defining the linearity performance of receiver communication blocks

it characterizes the amount of interference as a function of magnitude of the alter

channel/band interfering signals, and the IP3. In addition, the IP3 number can be used to

compute the equivalent IP3 of several components in series as a function of the IP3 of

the individual components, this is discussed in chapter 2.

Although, the IP3 is useful in characterizing the amount of 3rd ord

distortion, it should be kept in mind that the mixer or whatever receiver component,

never actually generate signals of that magnitude as the component will go into

compression before this point is reached. The real response due to the linear an

order component will roll off before reaching the IP3, this is illustrated in figure 77.
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Figure 77. General plot characterizing the third order distortion of a component. Both IM3
IP3 are illustrated on the plot.
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With the previous discussion, it becomes clear that modeling the switch

mixer with respect to the IP3, quickly allows an understanding of the mixer’s relativ

degradation of the overall receive chain’s linearity. Therefore, it will now be of inter

to model the linearity performance of these mixers with respect to an equivalent in

referred IP3 of current switching mixers. From simulation, it was found that t

degradation in the overall mixers 3rd order non-linearity was dominated by the linea

performance of the transconductance stage. Thus, the quick analysis given in

section is done so with the assumption that the transconductance stage dominat

linearity performance of CMOS switching mixers.

With the assumption that the distortion is coming from the transconducta

stage a model for the equivalent IP3 of the mixer may be constructed. Part of

distortion analysis for the transconductance stage was derived from notes give

[6.13]. The input devices in fine line CMOS technologies will experience veloc

saturation, which will have the affect of linearizing the device transconductan

However, a lower bound (worst case) to the 3rd order linearity performance can

given, if it is assumed that the devices in the transconductance stage, have a cla

square law drain current characteristic. From figure 78, the objective now beco

finding when the 3rd order component in the drain current of the transconductance s

is equal to the differential signal produced by the fundamental. The equivalent IP3

be found with respect to the amplitude of the differential input voltage. The differen

drain current at the output of the transconductance stage can be written as,

(Eq 6.55)

Assuming square law device the drain current can be derived as a functio

the differential input voltage vi,

(Eq 6.56)

Io I1 I2–=

Io

µnCox

2
--------------- W

L
----- 

  vi

2Ib
µnC

ox

2
--------------- W

L
----- 

 
--------------------------- vi

2
–=
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This can be written as,

(Eq 6.57)

Defining variables K1 and K2 as

Equation 6.57 can be written as,

(Eq 6.58)

Recalling the following power series expansion,

(Eq 6.59)

Utilizing the above expression on equation 6.58 results in,

(Eq 6.60)

Expanding out equation 6.60 similarities to equation 6.51 may be found,

(Eq 6.61)

By definition the third order input referred intercept point will occur when th

magnitude of the linear term generated at the output, is equal to the magnitude o

third order IM produced by the third order transfer function. Utilizing the definitio

given in equation 6.54 along with results from equation 6.61 gives,

(Eq 6.62)

The K2 term drops out and substituting in the definition from K1 results in,

(Eq 6.63)
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Equation 6.63 gives a measure of the input referred IP3 with respect to

(Vgs-Vt)in of the input devices. Although the (Vgs-Vt)in devices are a variable in

equation 6.63 it is assumed that the drain current is remaining constant. Assumi

constant current, the device size may be scaled to modulate the (Vgs-Vt)in and in turn

change the third order intermodulation distortion performance.

Although, the analysis carried out in the previous section provides a con

result which provides a clear trade-off with the conversion gain and noise performa

of the mixer, the result does not take into account the affect of filtering of both

fundamental components as well as the 3rd order intermodulation component. As long

as the transconductance is operating well below theft of the input devices and the

switches, the approximation given in equation 6.63 will produce an accurate

conservative result. However, as the speed of the mixer approaches the maxi

achievable bandwidth for a particular technology, then a more appropriate approa

to utilize Volterra Series to evaluate the mixer linearity performance. In addition,

3rd order linearity performance of the mixer is also dependent on the amount of time

switches are in the balanced state. It is shown in [6.14], that the linearity performa

of the mixer will begin to degrade as the mixer spends a greater percentage of tim

the balanced state. A more thorough treatment of both CMOS mixer linea

performance using volterra series as well as an in depth discussion of the line

M1 M2
n

Ib

Ib

-Ib

VinDecreasing (VGS-Vt)in
degrades IP3
performance

I2I1 Io

Figure 78. Source coupled stage with the corresponding curve of Io(Vin).
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th
dependence on the amount of time the mixer spends in the balanced state is giv

[6.14].

6.7 Mixer Design Methodology

With a general description of the mixer conversion gain, noise contributi

and linearity, a review will be given of the general design methodology used to rea

the mixers used in the wide-band IF receiver. A summary of the equations derive

describe the noise and linearity performance is summarized in table 2. A sl

modification has been made to some of the equations such that all of the various n

sources and the conversion gain is strictly a function of the both the mixer tail b

current and the (Vgs-Vt) of the input devices within the transconductance stage,

switches and the current source load devices.

In general, the objective is to minimize the (Vgs-Vt) of all the devices to allow

for as low a Vdd as is required by the technology. For the obvious reasons, the se

objective is to minimize the static current consumed by the mixer, or minimizeb.

Alternatively, as will be discussed in detail throughout the next chapter, is to minim

the gate capacitance associated with the switches which will affect the po

consumption of the LO buffers driving the mixer.

The methodology for designing all of the mixers used on both the experime

receivers described in this thesis involved first defining from a system level the requ

3rd order linearity performance of the mixer. A review of the procedure used to f

both the equivalent input noise resistance, 3rd order linearity performance, in addition

to the conversion gain of the individual mixers as well as the other receiver compon

used by the DECT/GSM receiver is given both in chapter 2 of this thesis, and in [6.

From a system level, with a definition of the required 3rd order intermodulation

performance of the mixer, the (Vgs-Vt) of the input devices can be set using the firs

entry in table 2. This will actually give a conservative estimate for the linearity of bo
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the transconductance stage and the mixer, as this equation was derived using squa

equations. For sub-micron technologies, the devices will experience velocity satura

resulting in a more linear input pair and increasing the value of the Vip3 compared to

what is defined in table 2. With the Vdsat of the source coupled pair defined, the nex

objective is to define the required conversion gain and the desired noise performan

the mixer which are now dependent on the product of Ib and RL in addition to the ratio

of VLO/(Vgs-Vt)sw. Again, the objective is to minimize the bias current which is used

the mixer. It would seem at first glance, that increasing the ratio of VLO/(Vgs-Vt)sw

could be accomplished by simply decreasing (Vgs-Vt)sw to a few millivolts. However,

for a given Ib, decreasing the (Vgs-Vt)sw will obviously result in a larger switch size and

corresponding large gate capacitance. This makes the design of a low power hig

amplitude buffer difficult to implement. This is particularly true if accurate quadratu

is required as is in the image-rejection mixer implemented in both the receiv

discussed in this thesis. The implementation of an LO buffer which generates accu

quadrature is covered in chapter 7. All of the LO buffers which were designed for b

receivers were intended to have a 800mV zero-to-peak amplitude driving the m

With the amplitude of the LO fixed (VLO), the (Vgs-Vt)sw was then selected as large a

possible to meet both the noise and conversion gain requirement while minimizing

gate load capacitance on the LO buffer. From the plot shown in figure 75, it can be

that the total input referred noise begins to role off when the VLO/(Vgs-Vt)sw is

approximately 2. Therefore, the Vdsats of the switches were selected to b

approximately half the value of the LO input amplitude, for this example, th

corresponded to (Vgs-Vt)sw of approximately 400mV.

To minimize the noise contribution from the PMOS active current source, o

can see from the expression given for Req(cs)that maximizing the (Vgs-Vt)cs will reduce

the noise contribution from the load current source. However, increasing the Vdsatsof

the load will obviously lower the output swing, in turn reducing the amount of availa



182

ge

e.

of

r

or I

n in

nce

g

Vip3

ACG

Req(gm

Req(s

Req(loa

Req(to t)cs

---------




headroom. Therefore, the (Vgs-Vt)cs of the load current sources should be made as lar

as possible allowing for the needed output swing at a given minimum supply voltag

With the (Vgs-Vt) selected for all the mixer devices, this leaves the choice

RL and the bias current. The product of Ib and RL are selected to meet a particula

conversion gain requirement, set on a higher system level. The choice specifically fb

is made on the required noise performance of the mixer. From the expression give

table 2 for Req(total), the relationship between bias current and the noise performa

becomes clear. In short, the entire curve for Req(total)can be pushed down by increasin

Description

)

w)

d)

tal)

Table 2: Mixer conversion gain, noise, and linearity description.
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the value of Ib and maintaining all previously selected values for (Vgs-Vt) of the

switches, transconductance stage and the current source. An example of the

contribution of various mixer devices on the tail bias current Ib is given in figure 79.

6.8 Example Mixer Design

With a review of the methodology used to design the mixers, a few des

examples will now be provided. Not to lead to any confusion, it should be kept in m

that there were two receivers systems which were built, both of which utilized the w

band IF architecture described in chapter 3. All of the six mixers used by both proto

receivers were implemented with some variant of the CMOS current commutating m

shown in figure 63(b). This section will highlight some of the design features of e

mixer used by both prototype receivers. For the purposes of the design exam

presented in this section of the thesis, the name RF-to-BB will refer to the mix

converting the RF port signal from RF to an intermediate frequency. The RF-to

Figure 79. Current-commutating mixer noise performance as a function of the tail bias currenb.
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mixers will always utilize the first higher frequency local oscillator referred to as LO

the mixers themselves may sometimes use the name LO1 mixers or first stage mi

The six mixers used in the wide-band IF architecture which convert the signal from

to baseband will be called the IF-to-RF mixers or the LO2 mixers as these compon

run off of the lower frequency oscillator used in the second stage conversion, or

second local oscillator (LO2).

6.8.1 DECT Receiver Implementation

A diagram of the all the blocks included on the first DECT prototype receiv

[6.15][6.16] is shown in figure 80. At the RF and LO signal ports of the receiver

single-ended-to-differential conversion takes place with an external balun allowing

higher frequency signals to be brought on-chip differentially. To reduce the impac

coupling between blocks in the receiver, the entire signal path across the chip was

fully differential. The LNA is AC coupled to the input of the RF mixers, while the firs

mixer stage is AC coupled to the second set of mixers. At baseband, two offset cu

DACs are used to mitigate any effect due to LO self-mixing in the second mixer sta

A Sallen and Key anti-aliasing filter is used before the signal is sampled by an 8th-o

switched-capacitor channel filter network. The signal is then digitized using a 10-

10 MS/sec ADC. The digital output is driven off-chip using source-coupled logic

reduce the effects of digital substrate noise coupling. Quadrature LOs are realized

a 2nd-order polyphase filter before being applied to the mixer input[6.17]. An indep

look into the implementation of the polyphase filter is given in chapter 7.

All circuits on this chip use a 3.3 Volt supply. All pads are ESD protected w

reversed-biased PN diodes including the LNA input. To further reduce the possibilit

coupling effects due to parasitic bondwire inductances, a self-biased on-chip cu

source is replicated throughout the RF and IF sections of the receiver. A discussio

the current source implementation is given at the end of chapter 7, section 7.4.1.
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bias circuit for the DECT prototype includes an adjustable current DAC. All b

circuits, gain control for the RF and baseband sections, as well as the ADC cloc

frequency and various other options are controlled by two sets of 50-bit serial-in

shift registers.

For the DECT prototype receiver, the output of the LNA is AC coupled to t

input of the RF mixers (LO1), while the output of the RF-to-IF mixers is AC coupled

the input of the IF-to-BB (LO2) mixers. Finally, the output of the IF-to-BB mixers

directly coupled into the baseband anti-alias filter.

In the DECT prototype implementation, both of the local oscillators a

realized off-chip. The first LO was fixed at 1.7GHz, because the DECT carrier r

from 1.88GHz to 1.89GHz, this implies that the second local oscillator must tune fr

approximately 190MHz to 200MHz to accommodate the direct modulation from IF

baseband.

LNA

Anti-Alias
Filter

SC Low
Pass Filter

10-Bit
ADC

Phase
Shifter

I Q I Q

LO1 IN LO2 IN

 IN

Σ

Σ

Phase
Shifter

Σ

Σ

DC Offset
Current DAC

DC Offset
Current DAC

Figure 80. Block Diagram of the all the components included on the DECT receiver [6.16].
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6.8.1.1 RF-to-IF (LO1) Mixer

The basic circuit topology used by both the first and second mixer stage

shown in figure 81, with the exception that triode region devices M9 and M10 are

replaced with p+ diffusion resistors in the second mixer stage (LO2 mixers). The in

transconductance stage consists of a simple differential pair M1 and M2. The cascode

devices M3 and M4 provide better LO-to-RF isolation. M5-M8 act as switches in the

mixer. Triode region devices M9 and M10 are used to set both the load and the ga

which may be modulated on-chip by varying the current through diode-connec

device M16. Common-mode feedback is achieved with devices M13, M14, M15 and the

current source consisting of M11 and M12. Compensation for the common-mod

feedback loop is provided with Ccomp. To remove any DC offsets from the first mixe

and accommodate a level shift between the output of the first mixer stage and the

to the LO2 mixers, a 2.6pF coupling capacitor was used (see figure 82).

Selection of the local oscillator and IF frequencies involves several trade-o

Gain and phase mismatch within the signal paths of the mixer limit the practical im

attenuation to 35 dB. Therefore, to meet the image-rejection requirement of 70 d

the DECT implementation, some filtering must be performed by the front-end RF fil

However, to make full use of this filter, the image-band must reside sufficiently

away from the desired carrier in frequency, implying a high IF. In addition, a high

reduces the tuning range requirements of the IF synthesizer. In contrast, the outp

the first mixer is a high impedance node. Therefore, the parasitic capacitance an

silicon technology used for this implementation set an upper bound on the allow

intermediate frequency. Originally, the RF mixers were designed to accompany an

chip synthesizer where LO1 was limited to 1.7 GHz by the 0.6µm technology.
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Therefore, in this implementation LO1 was set to 1.7 GHz requiring LO2 to range fr

181 MHz to 197 MHz.

The bandwidth of the common loop is nominally 270MHz with a phase marg

of 85o. The value of Ccomp is 8 pF. The (Vgs-Vt) of the input devices was selected suc

that the IP3 of the mixer was simulated as Vip3 = 1.0 V. The size of M9 and M10 w

selected to give a nominal drain to source resistance of 1 kΩ and this is the dominant

load resistance of this mixer, thus, the drain-to-source resistance of M9 and M1

represented by RL in the model presented in section 6.5.2.3.

As mentioned earlier the amplitude of the local oscillator was designed to

800mV zero-to-peak. To achieve minimal loading on the LO buffers while reducing

noise contribution from the switches and the load, a ratio of VLO/(Vgs-Vt)sw was

selected to be 2. This then set the (Vgs-Vt) of the switches to be approximately 400mV.

The value of RL and the Ib were selected to give a voltage conversion gain of

with an equivalent input noise resistance of 1 kΩ.

Vlo

Vbias1

M1 M2

M8M7

M3
M4

Vocm

Vout

IGain ICM

M5 M6

M9 M10

Ccomp

M11 M12
M15

M13 M14

M16
Vout

Vin Vin

Ib=2.4mA

100/0.6

40/0.6

120/0.8

66/0.6

6/0.6

Figure 81. RF-to-IF (LO1) mixer used for the DECT receiver.
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As was mentioned in the previous section there exist a trade-off between

noise contribution from the current source devices and the available output swing o

mixer. The maximum required swing at the output of the first mixer is determined

the maximum possible received signal at the antenna as well as the total voltage

between the antenna and the first mixer output. From the DECT standard, with 20d

gain between the LNA input and the first mixer output this translates to a maxim

differential mixer output swing of 200 mV.

The output common mode voltage was established by feeding in a single

reference current through the stack devices M1 through M6. The reference voltag

at the drain of M7 was then applied to a unity gain buffer consisting of M10, M11, M1

M19 and M20. The reference voltage at the output of the unity gain buffer, is t

applied to an amplifier consisting of M13, M14, M15 and M18 which compares t

desired common mode voltage at the gate of M13 with the actually common m

voltage from the output of the mixer. The error voltage generated then modulates

gate voltage of the load current source to move the output common-mode voltage i

direction of the desired common mode.

Vocm

Vb20/1.020/1.020/1.0

14/1.0

14/1.0

14/1.0

15.5/1.0

15.5/1.0

15.5/1.0 40/0.6 40/0.6

40/0.6

20/0.6 20/0.6

Figure 82. Circuit used to create the output common mode voltage of the LO2 DECT mixers
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6.8.1.2 IF-BB (LO2) Mixer

To remove the up converted terms, a low-pass filter is required at the IF no

The output resistance of the RF mixers in combination with the parasitic capacitanc

the IF node together create the required RC time constant. Unfortunately, a pro

associated with this particular implementation of the wide-band IF system is that a

first mixer output, the 3 dB frequency is 160 MHz which is much lower than desired.

IF, the desired channels range from 181 MHz to 197 MHz which implies a signific

gain penalty for the RF mixers. Using a 0.6µm CMOS technology, the drain junction

capacitance of the switches and the current source at the output of the first mixer

gate capacitance of the input devices of the second mixer stage, and the par

capacitance of the AC coupling capacitor severely limit the bandwidth and the gai

the mixer.

The output current from two of the four IF-to-baseband mixers are add

together to correctly sum the signals for image cancellation, as shown in figure 8

pair of 6-bit DC offset current DACs are then used to mitigate the effects of any L

self-mixing and to compensate for DC offset in the subsequent baseband switc

capacitor filter stages. The offset current DAC on this chip can be updated wit

baseband DSP using an algorithm as described in [6.18][6.19]. At the current summ

node, the first pole of the anti-alias filter is created with the mixer output resista

loaded by a 28 pF capacitor. The low-pass filter created at the output of the first m

stage in combination with the Sallen and Key filter serve a dual purpose, to remove

up converted IF mixer components and perform anti-alias filtering for the subseq

switched-capacitor blocks.
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7.1 Introduction.

In the previous chapters a description of the wide-band IF system was giv

and a system that permits self-calibrating of the gain and phase mismatches found

in the various channels of an image-rejection mixer. In chapter 6, a discussion

given on the design of the all of the mixers used in both prototype receivers. T

chapter emphazises the circuits which support the core mixer cells. In particular,

design and implementation techniques of circuits which generate quadrature sig

Both the first and second local oscillators must produce signals which have a 90o phase

difference. Because of the different frequencies of operation, and the requiremen

tuning by the self-calibrating image-rejection mixer, the quadrature generation cir

implemented for the first local oscillator is significantly different from that used for t

second local oscillator.

This chapter is broken into three sections, the first of which reviews some

the issues of generating quadrature signals at high frequency. Included in the

section, are some example implementations of high frequency quadrature p

generation circuits which have been utilized to date. This is followed by a descrip
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of the circuit used to perform quadrature generation on the first high frequency lo

oscillator, shown as the LO1 phase shifter in figure 84. Specifically, a new circ

utilized by the DECT/GSM receiver, which eliminates the loss in carrier pow

associated with a polyphase filter is presented. The second section of this ch

(section 7.3), looks into the issue of generating a tuneable, quadrature gener

circuit, which has the ability to tune out the comprehensive phase error associated

all of the phase mismatch between two of the four image-rejection mixer channels

example implementation of a tuneable phase shifter is presented at the en

section 7.3, along with some simulation results. The final section of this chap

(section 7.4) quickly reviews some of the standard bias circuits which were utilized

both the first and second generation prototype receivers.

7.2 High Frequency Quadrature Generation (LO1)

A key feature of any well designed frequency translation block used in

variety of communications applications, is the ability to generate accurate quadra

signals used by the mixers. This section will outline a block which was used for

GSM/DECT (2nd generation) receiver. An additional example is given on

Figure 84. DECT prototype receiver block diagram.
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implementation of the quadrature phase shifter used by LO1 in the DECT receiver.

section begins with a brief review of the issues in designing quadrature genera

circuits, as well as a comparison of some of the more common phase generation cir

used to date.

Typically in a receiver channel, quadrature signal generation begins with

output of a voltage controlled oscillator, which is inside a phase locked loop (PLL). T

performance of PLLs in a radio channel is usually quoted in terms of phase no

output carrier power (amplitude of the LO) and, for portable applications, the ove

power consumption is of much interest. In conventional, discrete-compon

implementions of PLLs for radio channels, all of the components within the lo

contribute noise fairly equally including the VCO. However, as was mentioned

chapter 3, when attempting to integrate the entire PLL, the VCO has a tendenc

dominate the overall phase noise performance, as the inductor and the varactor

used to implement the VCO have a significantly lower quality factor, than the discr

component counterpart. This is particular true of low-Q spiral inductors found on lo

CMOS substrates. Therefore, when attempting to utilize or tap the output of the ph

locked loop, it is critical to develop a circuit which not only buffers the VCO witho

significantly degrading the Q of the tank, but also provides buffering with minim

amount of loading to the PLL tank circuitry. In addition to generating quadratu

signals, the buffer/phase shifting circuit also needs to supply sufficient carrier po

for the mixer input port with a phase relationship as close to 90o as possible.

The problem of buffering the VCO and generating quadrature signals

summarized in figure 85. Here it becomes clear from the perspective of the VCO,

input of the buffer/phase shifter should look purely reactive to prevent a reductio

the LC tank Q. Given a choice between an L or C, the choice is clear that an integr

input capacitance can be realized on-chip with a much higher Q than an inductor.
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is particularly true at 1.5GHz, which is approximately the frequency of the first lo

oscillator in both the GSM/DECT and DECT prototype receivers.

The VCO is typically realized with an LC tank, where the tuning frequency

the oscillator is controlled by a variable capactor, which is often nothing more tha

varactor diode. Any additional parasitic capacitance added to the tank circuitry

degrade the achievable tuning range. Therefore, the capacitance looking into the

buffer phase shifter must be kept to a minimum. Additional issues associated with

buffer design are that the carrier power should be kept sufficiently large to ens

enough signal swing to adequately overdrive the switching devices inside the m

Furthermore, the phase error (defined as the deviation from the ideal 90o) produced at

the phase generator output should also be kept as small as possible, as this

influence the value of  first described in chapter 4.

While there are many publications and techniques introduced over the last

years to generate quadrature signals, only a few are highlighted here. One metho

generating quadrature signals is to use a set of D flip-flops which perform a divide b

A desireable byproduct of this division is a set of 4 signals which are seperated equ

in phase by 90o. Although this achieves the goal of producing quadrature signals

synthesizer is required which can realize a carrier four times higher in frequency

the signal required by the mixer. For the wideband IF system, the first local oscilla

ϕε1

Figure 85. General block diagram of the VCO, phase shifting network and the input of the m

90o

Cinb

Buffer Phase Shifter Combination Cinm

90o

ALO RFin

LO1I

LO1Q
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CV
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must reside in the 1-2 GHz range for a 2 GHz input carrier. If D-latches were used t

generate quadrature signals from the PLL, this would require a synthesizer capab

producing a 6 GHz output signal, which is difficult to achieve in a 0.35µm CMOS

technology. In addition, achieving less than a 0.5o of phase error using this method is

challenging. Therefore, the divide by four method was eliminated for the first hig

frequency local oscillator. However, this method was used to generate the lo

frequency LO mixer input (LO2) for the DECT/GSM receiver, and is discussed more

section 7.3.

The operation of most of the phase generation filters discussed in this sec

can best be viewed or understood with a vector signal represention of the LO carri

it passes through the filter. This is particularly true in the case of a polyphase fi

which will be examined in depth, in section 7.2.5. Most of the passive phase shif

filters in the following sections utilize either a simple RC pole or zero to manipulate

phase of a signal in one path relative to the other signal path. Figure 86 contains

most intuitive vector argument, for the simplest single pole and single zero filter. T

input to both the RC and CR circuits are represented with a vector of shown as Vi. The

well known transfer function of both the single pole and zero are represented

H(jω). At the 3dB frequency, the input vector in the RC circuit is multiplied by th

Figure 86. Vector representation of the effect of a pole and zero in the signal path.

H jω( ) jωRC
1 jωRC+
------------------------ j

1 j+
-----------

ω 1 RC( )⁄≈
≈ 1 j+( ) 2⁄= =

Vo jω( ) ω 1 RC( )⁄≈ Vi jω( ) 1 j–( ) 2⁄•=

Vo jω( ) ω 1 RC( )⁄≈ Vi jω( ) 1 j+( ) 2⁄•=
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Pole Phase Shift (RC)

Zero Phase Shift (CR)

R
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H jω( ) 1
1 jωRC+
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transfer function which can be written as . This implies that the input vec

is rotated by -45o while the magnitude of the input vector magnitude is attenuated

. Likewise, in the case of a zero, the input vector is multiplied by a vector

having the effect of advancing the phase of the input vector by 45o, at the

3dB frequency. These simple vector concepts are reviewed in figure 86.

7.2.1 RC-CR Phase Shifter

The most basic circuit for generating a quadrature phase shift is to utilize

resistors and two capacitors to implement a pole in the in-phase path of the l

oscillator, as well as a zero in the quadrature path of the carrier[7.1][7.2]. This meth

which is illustrated in figure 87, simply uses the phase generated by a signal pole

filter in one path and a zero in the other path to develop a 90o phase difference between

the two channels.

1 j–( ) 2⁄

1 2⁄

1 j+( ) 2⁄

Figure 87. Simple RC-CR phase shifter used to develop a 90o phase shift between two signa
paths.
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One of the most desireable characteristics of an RC-CR phase shifte

revealed when the phase difference between the I & Q output paths are derived

function of the frequency. Assuming no mismatch between the passive components

phase difference is a constant 90o at all frequencies. This implies that the phas

difference is immune to process variations in the resistors and capacitors (assumin

mismatch between components). However, the amplitude of the I and Q signals, in

two signal paths, vary as a function of frequency, and are only equal at the

frequency. Both the magnitude and phase response of an RC-CR are plotted in f

87, as a function of theω normalized by the 3dB frequency. Although, the frequency

relatively constant for the first local oscillator in both the 1st and 2nd generat

receivers discussed in this thesis, the amplitudes will differ considerably over res

and capacitor process variations. This in all likelihood, would require a limiter (wh

is typical done) at the output of the RC-CR. Such a limiter would be difficult a

relatively power hungry to design at 1.5 GHz. Additionally, the mismatch between

Rs and Cs in this filter will lead to a phase error. In appendix E, both the trans

function of the RC-CR filter is derived as well as an analysis of the phase error cre

by a mismatch between the passive components. The results of this analysis giv

appendix E show that the deviation from ideal quadrature in an RC-CR filter a

function of component mismatch can be described as,

(Eq 7.1)

At the 3dB frequency this may be simplified to,

(Eq 7.2)

From equation 7.4, it can be shown that with a 5%( an

) variation in both the resistor and capacitor values, the phase error

∆ϕ ∆R ∆C,( )
ωRC ∆R

R
-------- ∆C

C
--------+ 

 –

1 ω2
RC( )2

+
--------------------------------------------

 
 
 
 
 

atan=

∆ϕ ∆R ∆C,( ) ∆R
2R
-------- ∆C

2C
--------+≈

∆R R⁄ 0.05=

∆C C⁄ 0.05=
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be as large as 3o. As will be shown shortly, the single ended version of the RC-CR filt

has rather poor component matching characteristics when compared to a differe

phase shifting topology.

7.2.2 Constant Magnitude Phase Shifter

One method proposed to overcome the gain mismatch between the two ou

of an RC-CR filter, was achieved through the use of a constant magnitude phase s

[7.3]. Similar to an RC-CR phase shifter, the constant magnitude filter relies on a si

RC pole and zero to obtain a 90o phase shift. However, the primary advantage of th

approach is with respect to maintaining an approximate equal amplitude between

the I and Q outputs. A schematic of the constant magnitude filter is shown in figure

This I/Q phase generator is inherently differential, one path of the carrier pas

through a circuit with both a pole and zero, while the Q path of the filter is deriv

directly from the input signal, without any additional phase shift added between

input and output of the filter. For the implementation example given in [7.3], the ph

shifter was used in the I and Q signal path after a downconversion mixer, however,

concept can easily be extended to generating quadrature local oscillators. In [7.

Figure 88. Constant magnitude phase shift filter.
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dummy filter was placed in the Q channel, to ensure equal loading between the

signal paths.

A simple analysis of the in-phase signal path illustrates that both a pole

zero exist in the transfer function. The transfer function in the in-phase path can

expressed as,

(Eq 7.3)

Because of the allpass nature of the transfer function given in equation 7.1

magnitude of the signal is obviously unity across the entire spectrum. From equa

7.3, the phase shift as a function of frequency can be written directly,

(Eq 7.4)

or,

(Eq 7.5)

From equation 7.5, it is clear to see that the phase difference between the I

path is 90o, only at the 3 dB frequency. Therefore, this class of phase shifting filter h

almost the opposite properties of an RC-CR filter. The gain between the two sig

paths is equal at any frequency, eliminating the dependency of the signal amplitud

resistor and capacitor process variation. However, the phase is only 90o at precisely the

3dB frequency, this can be seen in figure 88, where the magnitude response of the

channels is shown with the phase difference between the I & Q signals.

A derivation of the phase error as a function of the mismatch is given

appendix F, where the phase error as function of component mismatch can be desc

by,

(Eq 7.6)

HQ jω( ) 1 jωRC–
1 jωRC+
------------------------=

H jω( )∠ ωRC–( ) ωRC( )atan–atan=

H jω( )∠ 2 ωRC( )atan–=

∆ϕ ω ∆R ∆C,,( ) 2 ωRC( )
2ωRC 1

∆R
2R
--------∆C

2C
--------+ 

 

1 ωRC( )2
– 1

∆R
2R
-------- 

  2
– 

  1
∆C
2C
-------- 

  2
– 

 
-----------------------------------------------------------------------------------------

 
 
 
 
 
 

atan–atan=
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The expressions for the mismatch of both the RC-CR (equation 7.4) filter

well as the constant magnitude phase shifter (equation 7.6), are plotted as a functi

frequency for the case of , and in figure 89(a), whil

figure 89(b) shows identical plots obtained from spice under the same condition.

phase error for an RC-CR filter peaks at the 3dB frequency, and is approximately 3o for

a 5% resistor and capacitor mismatch. Under identical circumstances, the phase

for a differential constant magnitude phase shifter is considerably less than an RC

filter; this is illustrated in figure 89. A 5% component mismatch results in less tha

0.1o phase error, which is obviously considerably less than the case of an RC-CR fil

The question of why the component mismatch has considerable less affect

differential phase shift filter, when compared to a single ended filter, is not immedia

clear. However, a vector signal diagram does aid in gaining an intuitive understan

as to why the phase error is significantly less, as a function of mismatched compon

when compared to the mismatch error produced in a single-ended RC-CR filter.

∆R R⁄ 0.05= ∆C C⁄ 0.05=

ure 89. Plots of phase error due to component mismatch for a RC-CR and constant magnitu
shifter vs. frequency. All examples above assume and
Results from spice simulations. (b) Plots based equation 7.2 and equation 7.6
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Shown in figure 90(a), is a vector diagram representing the output signa

both the I and Q paths of an RC-CR filter. Near DC, the Q vector has an almost

magnitude on the j-axis, while the I vector is at maximum magnitude, as expected,

can be represented as sitting on the real axis. As the frequency is increased

approaches the 3dB frequency of the RC combination, the Q vector rotates, and

ideally (without mismatch) sit at a 45o angle with respect to the real axes, and th

magnitude will increase to . Likewise, the I vector will rotate by a negative 4o,

and will ideally (without mismatch), reside at -45o, with respect to the real axis.

However, if there exist a mismatch between components in the RC filter, the vector

the 3dB frequency, are phase shifted; this case is represented as I’ and Q’ in fi

90(a). For the example mismatch case given in appendix E, R1 and C1 are slig

increased in value, thus lowering the pole frequency, and increasing the phase sh

the operating frequency, of the local oscillator, this is represented as I’ in figure 90

Conversely, for the example given in appendix E, in the Q path of an RC-CR, a decr

in the resistor and capacitor results in an increase in the zero frequency, in

resulting in less of a phase shift at the oscillator carrier frequency. In the RC-

approach, the phase error due to mismatch, is then simply the sum of the phase

from the Q vector and the I vector.

A similar approach to understanding the phase error of differential cons

magnitude phase shifter can be used as was done with the RC-CR filter. Figure 9

shows a vector signal representation of the I and Q output vectors, shown at nodes

2, in figure 88. The Q output vector is created by taking the vector represented as 1

subtracting vector 2. Ideally, without mismatch, the resulting Q vector would lie on

j-axis. Vectors 1 and 2 will experience a similar phase shift with mismatch as was

case for the I and Q vectors in the RC-CR example. The output vectors, as a resu

mismatch, are shown as 1’ and 2’ in figure 88(b). Now when the difference betw

these two vectors is taken to obtain the Q vector, it is clear, that the resulting Q ve

will still reside on the j-axis at the 3dB frequency. Thus, the phase error due

1 2⁄
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component mismatch actually cancels, when taking the difference between the

vectors. In the RC-CR filter, the quadrature accuracy is the result of the ph

Figure 90. Vector representation of the phase error due to component mismatch (a) RC-CR
(b) Constant Magnitude phase shift filter.
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difference between two vectors that are shifted in phase, by an amount that is rou

proportional to mismatch in R or C. However, in the case of the constant magnit

phase shifter, the Q vector is generated by taking the difference of the two vec

which are generated with a single pole and zero. To first order, the phase error gene

by the pole and zero in a constant magnitude phase shifter cancels. The phase

generated as a result of component mismatch, in a constant magnitude phase shif

then related to higher terms resulting from subtracting vectors one and two in fig

90(b).

Generally speaking, differential phase shift circuit topologies will exhib

superior matching performance when compared to single ended quadrature gene

circuits. In summary then, the RC-CR filter holds the advantage of maintainin

constant 90o phase shift at any frequency. However, the disadvantage is with respe

matching (at least in the single ended version of this circuit) and the magnitude in e

signal path is only equal at the 3dB frequency. Almost the opposite properties

observed with the constant magnitude phase shifter, which maintains an e

magnitude between the I and Q paths but has the disadvantage of only producingo

phase shift at exactly the 3dB frequency, allowing for a phase error across resisto

capacitor process variation. The single ended RC-CR filter could be arranged in

differential version [7.3] to obtain superior matching properties. However, both

constant magnitude phase shifter as well as the differential version of the RC-CR f

begin to approach the form of a polyphase filter as will be discussed in section 7.2

7.2.3 Miller Capacitance Phase Shifter

An alternative method to utilizing RC components in the realization of

quadrature signal generator, was introduced in [7.4], and is shown in figure 91. Here

output of the synthesizers feeds the input of two differential buffers. The output of e

buffer is LC tuned with an on-chip spiral inductor. A phase shift is created between
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I and Q paths, at the buffer output, by virtue of a feed forward zero created wit

capacitor between the gate and drain of the input devices of one buffer. The tran

function of the buffer with a miller compensation capacitor is shown in [7.4] to be,

(Eq 7.7)

This expression for the voltage gain of just the input differential pair has an

pass characteristic, similar to the constant magnitude filter, in section 7.2.2. RL is the

impedance looking into the source of the cascade device (equation 7.7 is only

transconductance of the input differential pair) and can be simplified as RL=1/gm. In

addition, if it is assumed that the value of Cm and gm are selected such tha

, than equation 7.7 can be expressed as,

(Eq 7.8)

This can be further simplified to,

(Eq 7.9)

From equation 7.9, the transconductance stage of the buffer with a Mi

capacitor will create a 90o phase shift between the input and output. The other buff

without a Miller cap., will have a 180o phase shift between the input and output. Thu

the total difference in phase between the two buffers outputs is ideally 90o. This buffer

configuration has a distinct advantage over the previous methods of phase shifting u

passive RC components, as this circuit can actually be made to provide gain to

carrier from the VCO output to the mixer LO input. In addition, to generatin

quadrature, this buffer also accomplishes one of the goals previously outlined, whic

to provide a capacitive input from the VCO looking into the buffer. However, it

probably worth mentioning that the impedance looking into the buffer with the fe

forward zero is not entirely capacitive and can be shown to be of the following form

(Eq 7.10)

H jω( )
gm RL 1 jωCm gm⁄–( )⋅–

1 jωCmRL+( )
--------------------------------------------------------------=

ω gm Cm⁄=

H jω( ) 1 j–( )–
1 j+( )

-------------------=

H jω( ) e
j90o–

–=

Zin jω( )
1 jωCFRL+( )

jω Cgs CF+( ) 1 jωCFRL+( ) gmRLCF 1 jωCF( ) gm⁄–( )+[ ]
---------------------------------------------------------------------------------------------------------------------------------------------------=
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At , the impedance looking into the buffer, with a mille

capacitance, can be approximated as,

(Eq 7.11)

Equation 7.11 illustrates that there is a real part to the buffer input impeda

of 1/2gm. Previous implementations of this phase generation scheme utilized

additional buffer between the VCO output, and the input of the two phase shift

buffers, illustrated in section 7.2.3. Depending on the use of the miller cap. ph

shifter, care should be taken as the real part of the buffer input impedance c

potentially degrade the Q of an LC based VCO tank.

The implementation given in [7.4], provided buffering of the mixer inpu

capacitance and generate quadrature with relatively little power consumption.

phase accuracy in this approach, relies on generating a constant device gm across

ω gm Cm⁄=

Zin jω( ) ω gm Cm⁄=
1 j–
2gm
-----------≈

Figure 91. Miller Capacitance Phase Shifting Buffer.
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temperature and process. While this approach is suitable for applications where

requirement on phase accuracy is relaxed as it was in [7.4]. Other applications requ

a higher degree of phase accuracy may experience limitations using this metho

quadrature generation.

Although, the miller phase shifting method may have limitations with resp

to achievable phase accuracy, it is certainly worthy a discussion, as this concept

manipulated to realize a high phase accuracy buffer and quadrature signal gener

circuit which was utilized by the first local oscillator in both the receive, and transm

paths of the GSM/DECT transceiver.

7.2.4 Asymmetric Polyphase filters

A third approach for generating quadrature signals and used in a variet

communications applications, is through the use of asymmetric polyphase filters. T

filters have been used in applications ranging from quadrature signal generatio

improving sideband suppression in the case of some image-rejection mixers

discussed in chapter 5.

A polyphase filter is realized with a network of poles and zeros configured

rotated the phase of applied signals in potentially eight different directions, between

input and output of the filter. To understand how a polyphase filter may be used

various applications it is best to evaluate a single stage, again using a vector s

representation at both the input and the output of the filter.

The introduction of a phase shift for a single RC is illustrated in figure 86 a

can be extended to a one stage polyphase filter shown in the center of figure 92.

filter is realized with four single ended inputs and four outputs. Four resistors

capacitors are configured to realize a network of poles and zeros. Depending on

phase relationship of the signal applied to the input of the polyphase, a numbe
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functions in communications channels may be realized including, quadrature si

generation, improved phase accuracy of quadrature signals and image (sideb

suppression. All of the potential input phase configurations, as well as the resu

ideal output vectors are shown in figure 92.

Although polyphase filters may be applied in several locations within

receiver channel, of most interest in this work, is in use for quadrature sig

generation. Quadrature signals are required for the local oscillator inputs of the im

rejection mixer discussed in this thesis. An accurate generation of a signal with ao

phase difference may be achieved by driving the input with a differential signal, eit

in what will be labeled as a single phase type I or type II input, both shown in fig

92(i) and (ii). In the type I input, one end of the differential signal is connected

terminal one while the opposite end of the differential signal is connected to term

three, terminals two and four would then be connected to a common mode (AC g

voltage. For the type I input, the resulting vectors, shown on the right-hand side

figure 92 under quadrature output (Type I), will ideally result in a two differenti

quadrature signals by combining ports (1b) and (3b) to generate a Q signal w

pairing ports (2b) and (4b) to obtain an I signal. Similarly , a polyphase filter driven

Figure 92. Potential uses for a poly phase filter. (i) Quadrature generation (type I inp
Quadrature generation (type II input) (iii) Improved quadrature accurac
Sideband (image) rejection.
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with what is labeled as a single phase (Type II) input, shown figure 92(ii), is realized

taking a single differential signal and applying one end of the signal to terminals

and two while the other end of the input differential signal is applied to terminals th

and four. By applying the principle of superposition to each of the four outp

terminals, a set of vectors shown in figure 92(ii), at the output, would result with a t

II input. Using terminal 1a under the case of quadrature output (type II), two sepa

vectors result at the filter output terminals 1b and 3b. However, through superposi

these two vectors when added (or subtracting 3b from 1b), results in one vector poin

along the negative j-axis. Similarly a vector pointing along the positive j-axis wo

result from adding two vectors shown at port 3b, in the quadrature generation (typ

example. Quadrature differential signals may be obtained by combining terminals

and 3b as well as the pairing 2b and 4b for both the type I and type II inputs.

Differential signals which may already be in quadrature or close to a 90o phase

difference may also appear at the input of a single stage polyphase filter; thi

illustrated in figure 92(ii). This situation might arise when signals that are close

quadrature and need to be further refined in terms of phase accuracy are passed th

either one or more stages of a polyphase filter. Another potential application

applying a signal that is already close to quadrature would be when attemptin

suppress a sideband resulting from a complex mixing function [7.6]. In the case

image suppression, a differential signal in the desired frequency sideband woul

applied with the phase relationship as shown in figure 92(iii) (already close

quadrature) while the undesired sideband (usually at the image frequency) would

an opposite phase relationship to the desired sideband as shown in figure 92(iv). A

this phase relationship would exists after a complex mixing function, as is often don

receiver systems. The sideband above and below the frequency of the mixer

oscillator will have the phase relationships as shown in figure 92 (iii) and (i

Applying the superposition principle to both sets of input vectors shown in figu

92(iii) and (iv) results in one set of output vectors which add in phase, allowing
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desired sideband to pass ideally unattenuated, while the undesired sideband (with

as (iv)) results in a set of vectors which cancel at the filter output, thus removing

undesired sideband. The amount of sideband suppression which is attainable

polyphase filter ultimately depends on the component matching as well as

dependence on phase to process variations. The following sections will look at t

issues .

Polyphase filters are rarely implemented as a single stage. More often

polyphase filter utilizes several stages to realize either a quadrature circuit or

sideband suppression. Shown in figure 93 is again a vector diagram for a multis

polyphase filter which generates quadrature signals from a single phase type I in

This signal could be coming from the output of a synthesizer. Again, assuming tha

signal passing through the filter is close to the 3dB frequency of the individual po

and zeros, the phase of signals as they pass through the filter may be tracked.

approach to studying polyphase filters was first introduced in [7.6]. At the output of

first stage of the filter, roughly quadrature signals are generated at 1b through 4b.

signal at the output of the first stage of the filter may have not be in perfect quadrat

in addition to an amplitude imbalance. The phase error resulting from the first stag

illustrated at the bottom of figure 93, where the vector labeled 4b is deviating sligh

from the ideal. This error will be correct by passing the desired signal throu

additional stages of a polyphase filter. For quadrature generation, a phase error d

mismatch in the polyphase components is dominated by the last stage, as any

error resulting from mismatch in all of the stages prior to the last stage, will

averaged out by the subsequent stages [7.10]. This is again illustrated at the outp

the second stage of figure 93. It also worth noting that the phase of all the vectors

rotated by a positive 45o, assuming the signal is near the filter 3dB frequenc

Additional stages may be added to this filter to further correct the phase, as we

improve image suppression. The location of the poles and zeros in each of the s

may be staggered to increase the bandwidth of the filter, allowing quadrature ph
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over a broader range of frequencies. The concept of broadbanding the phase

polyphase filter was first introduced in [7.5][7.6]and applied in [7.7][7.8].
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Figure 93. Mechanism of quadrature generation in an asymmetric polyphase filter. Additi
stages improve quadrature accuracy.
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A more quantitative description of a polyphase filter may be obtained

realizing that the output signal can be expressed in a matrix form. The relation

between the input signal and output signal can be described by,

(Eq 7.12)

Where P represents the shift in phase created by the polyphase filter and ca

represented as a 4x4 matrix of the following form.

(Eq 7.13)

At the 3dB frequency of the individual poles and zeros, within the polypha

filter, a shift in the phase will be created where the P matrix can now be expressed

(Eq 7.14)

The input vector Vi represents the voltage at all four of the input ports of th

filter. For example, a single phase differential signal with a peak voltage of un

applied to input ports 1 and 3 in figure 92(i), and figure 93, can be represented a

input vector Vi shown in equation 7.15(a). Likewise, an input signal already

quadrature may be represented as a vector in equation 7.15(c), also shown graph

in figure 92(iii). The third application of the polyphase filter is signal which has

opposing phase relationship between the I and Q inputs as the previous quadr

example and is represented as equation 7.15(c) as well as figure 92(iv).

Vo P Vi•=

P

1
1 jωRC+
------------------------ 0 0

jωRC
1 jωRC+
------------------------

jωRC
1 jωRC+
------------------------ 1

1 jωRC+
------------------------ 0 0

0
jωRC

1 jωRC+
------------------------ 1

1 jωRC+
------------------------ 0

0 0
jωRC

1 jωRC+
------------------------ 1

1 jωRC+
------------------------

=

P

0.5 0.5– j 0 0 0.5 0.5 j+

0.5 0.5 j+ 0.5 0.5 j– 0 0

0 0.5 0.5 j+ 0.5 0.5 j– 0

0 0 0.5 0.5 j+ 0.5 0.5 j–

=
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(Eq 7.15)

(a) Single Phase (b) SinglePhase (c) Quadrature (d) Sideband
(type I) (type II) Input Suppression

Taking each of the input vectors listed above and multiplying by the P ma

results in.

(Eq 7.16)

(a) Single Phase (b) SinglePhase (c) Quadrature (d) Sideband
(type I) (type II) Output Suppression

For all four cases, it is easily seen that there is an agreement with the ve

argument given in figure 92. Although it becomes obvious that there are sev

possibilities when utilizing the polyphase filter as a quadrature generation circuit, s

insight may be gained with a further investigation of the relative advantages

disadvantages in terms of the phase frequency dependence, mismatch properties a

as gain matching between the different possibilities for input phase. This will

considered in the next section.

7.2.4.1 Polyphase Properties Associated with Input Signal Phase

Upon first examination, it is not clear what the relative advantages a

disadvantages associated with a single stage polyphase filter driven with a signal s

which has a phase relationship classified in the previous section as either single p

type I or I input as well as a signal which is already in quadrature.

Vi
0

0.5–

0

= Vi
0.5

0.5–

0.5–

= Vi
0.5–

0.5 j–

0.5

= Vi
0.5

0.5 j–

0.5–

=

Vo

0.25 0.25 j–

0.25 0.25 j+

0.25– 0.25 j+

0.25– 0.25 j–

= Vo

0.5 j–

0.5

0.5 j

0.5–

= Vo

0.5 0.5 j+

0.5– 0.5 j+

0.5– 0.5– j

0.5 0.5– j

= Vo

0

0

0

0

=
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A starting point for a comparison between the different polyphase filter inp

signal configurations can be obtained by using equation 7.12. For a single phase t

input, equation 7.12 takes on the following form,

(Eq 7.17)

This results in an output voltage vector of,

(Eq 7.18)

Using the fact that the Q signal is created with the difference between the

and third output while the I differential signal is realized with the second and th

output ports. The output vector, as a function of frequency in the I and Q outputs ca

written as,

(Eq 7.19)

The phase difference between these two vectors is,

(Eq 7.20)

From equation 7.19 and equation 7.20, it may be seen that type I input, sh

the same properties as a RC-CR filter with respect to the phase difference between

and Q signal maintaining a constant 90o difference. However, similar to the RC-CR

filter the amplitudes are only matched at the 3dB frequency. The one advantage o

type I input over an RC-CR filter, is again with respect to the differential nature of t

Vo

1
1 jωRC+
------------------------ 0 0

jωRC
1 jωRC+
------------------------

jωRC
1 jωRC+
------------------------ 1

1 jωRC+
------------------------ 0 0

0
jωRC

1 jωRC+
------------------------ 1

1 jωRC+
------------------------ 0

0 0
jωRC

1 jωRC+
------------------------ 1

1 jωRC+
------------------------

0.5

0

0.5–

0

⋅=

Vo

1
2
--- 1

1 jωRC+
------------------------ 

 

1
2
--- jωRC

1 jωRC+
------------------------ 

 

1
2
---–

1
1 jωRC+
------------------------ 

 

1
2
--- jωRC

1 jωRC+
------------------------ 

 –

=

VoI
1

1 jωRC+
------------------------= VoQ

jωRC
1 jωRC+
------------------------=

∆ϕ ωRC( )∠ 90
o

cons ttan( )=
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7.6.

ndix
polyphase approach resulting in better matching properties. A matching analysis

single phase type I input is provide in appendix H and is be described by,

(Eq 7.21)

Now looking at the case of a polyphase filter driven with a single phase typ

input, and again applying equation 7.12, will result in the following response in b

the I and Q output channels of the filter.

(Eq 7.22)

The phase difference between these two vectors can be described by,

(Eq 7.23)

From equation 7.22 and equation 7.23 it becomes obvious that a single p

type II input has identical characteristics to the constant magnitude phase sh

described in section 7.2.2. Unlike the type I input, the magnitude in the I and Q out

are equal at any frequency. However, the phase difference between the I and Q

becomes only 90o at the 3 dB frequency. A closer examination of the configuratio

shown in figure 94 reveals that the phase of the input signal on both sides of the

combination, comprised of R2 and C1 as well as R4 and C3 is identical. Theref

these components do not serve any function other than providing better imped

matching for polyphase filter stages which might follow the first one. By eliminati

the R2, C1, R4 and C3 from figure 94, it becomes obvious that this configuration

identical to the one shown in figure 88, the constant magnitude phase shifter. Bec

of the identical circuit topology between a constant magnitude phase shifter and a

II single phase input polyphase, it follows that the phase, magnitude, and matc

behavior as a function of frequency are the same. The analytic result for the matc

performance of a type II input polyphase is the same as given in equation

Nonetheless, the matching analysis for a type II single phase input is given in appe

∆ϕ ω ∆R ∆C,,( )II 2 2 ωRC( )
2ωRC 1

∆R
2R
--------∆C

2C
--------+ 

 

1 ωRC( )2
– 1

∆R
2R
-------- 

  2
– 

  1
∆C
2C
-------- 

  2
– 

 
-----------------------------------------------------------------------------------------

 
 
 
 
 
 

atan–atan=

VoQ
1 jωRC–
1 jωRC+
------------------------= VoI

1 jωRC+
1 jωRC+
------------------------=

∆ϕ ωRC( )∠ 2 ωRC( )atan–=
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A, as the analysis was carrier out without making the observation that these

configurations are the same. The result is shown in equation 7.24.

(Eq 7.24)

The last case of interest is a single stage polyphase filter with a signal so

at the input that has a phase relationship already close to quadrature. Again u

equation 7.12, with an input Vi as given in equation 7.16(c), results in both an I and

vector at the polyphase which can be written as,

(Eq 7.25)

Here it is interesting to note that the phase difference between the I an

paths is 90o for any frequency. However, unlike an RC-CR type of filter, the amplitud

match for all frequencies. Admittedly, if the I and Q signal applied to the input of t

filter were already in quadrature, there would be no reason to even use a polyp

filter. However, if the signal source used at the input of the filter is close to quadrat

and all that is need is a correction in phase, then there are some favor

characteristics of applying a quadrature signal, to the polyphase input as wil

discussed.

∆ϕ ω ∆R ∆C,,( )II 2 ωRC( )
2ωRC 1

∆R
2R
--------∆C

2C
--------+ 

 

1 ωRC( )2
– 1

∆R
2R
-------- 

  2
– 

  1
∆C
2C
-------- 

  2
– 

 
-----------------------------------------------------------------------------------------

 
 
 
 
 
 

atan–atan=

+1/2

-1/2

1

3

+

-

R1

C1

Figure 94. Type II input. Outputs 2 and 4 are immune to component mismatch as they are b
driven by the same phase across an impedance divider of C1, R2 and C3, R4
combination.

Q Output
2

4

Phase at outputs 2 & 4
are unaffected by component
mismatch of R2, R4, C1, C3.
Both outputs 2 & 4 are feed wi
same phase input.

R2

R3

R4

C2

C3

C4

VoQ j
1 ωRC+( )
1 jωRC+( )

-----------------------------= VoI
1 ωRC+( )
1 jωRC+( )

-----------------------------–=
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The matching characteristics of a single stage polyphase filter is shown

appendix H to be,

(Eq 7.26)

Shown in figure 95 is a plot of the phase error due to mismatch as a functio

frequency for all three of the input configurations discussed in this section. Show

figure 95(a) are the results obtained for mismatch running spice simulations w

figure 95(b) is based on the analytical expressions for mismatch presented in

section.

Shown in figure 96 are the results of SPICE simulations run on the three in

phase configurations discussed in this section. The simulation results in figure 96,

identical results to all of the equations for phase and gain given in this section. F

both the plots given in figure 96 and equations given in this section, some us

observations may be made with respect to the signal loss through a single stage o

filter. For the single phase type I input, a carrier loss of at the 3dB freque

(which is where the filter should be operating to obtain the correct phase) is obser

This is intuitive, as with a type I input, the source is applied to only two of the fo

terminals and the power will be reduced by 1/2, in turn reducing the amplitude

. Because of the all pass nature of the constant magnitude filter shown in fig

96(b), ideally there is no signal attenuation in either the I or Q paths. The quadra

input polyphase configuration, is plotted in figure 96(c). In addition to maintaining

90o phase independent of frequency, there is actually asignal gain near the 3dB

frequency. The net increase in carrier power between the input and output, as com

to a polyphase driven with a type I or II input, is a significant observation that is use

realize a circuit discussed in the next section. The increase in carrier power is attrib

to the fact that the filter is being driven by a signal source that adds in phase each o

four channels at the 3dB frequency. Thus, it would appear that driving a polyphase

∆ϕ ω ∆R ∆C,,( )II 2 2 ωRC( )
2ωRC 1

∆R
2R
--------∆C

2C
--------+ 

 

1 ωRC( )2
– 1

∆R
2R
-------- 

  2
– 

  1
∆C
2C
-------- 

  2
– 

 
-----------------------------------------------------------------------------------------

 
 
 
 
 
 

atan–atan=

1 2⁄

1 2⁄

2
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Figure 95. Phase error due to component mismatch in a single stage polyphase filter. (a) R
from SPICE simulations. (b) Phase from analytical expressions given in this sectio
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a source which has a phase relationship that is at or near quadrature, has favo

characteristics in virtually ever category discussed in this section. However,

question remains as to how to generate a signal which is fairly close to quadratu

begin with, and apply this signal to the first stage of a polyphase filter. The realiza

of a quadrature signal source to a polyphase filter will be discussed in the sectio

filter implementation, section 7.2.6.

Although, polyphase filters have been demonstrated in applications wh

sideband suppression is required [7.7][7.8], the current discussion focus on

usefulness of polyphase filters for quadrature generation at approximately 1.5 GHz.

question at hand is how does the polyphase filter compare to the other two approa

discussed with respect to phase accuracy as a result of mismatch, gain matching

phase sensitivity to process variations.

Table 3 gives a summary of the different characteristics of the phase shif

filters discussed in this section. It is clear that although the polyphase filter

considerable loss of carrier power, the potential advantages with respect to phas

gain accuracy become evident. A major advantage of the polyphase filter is the rel

immunity that this filter has respect to component mismatch and process variatio

well as the ability to broad band the quadrature phase.
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7.2.4.2 Summary of Phase Shifting filter characteristics.

Table 3 summarizes all of the characteristics of the various phase genera

filters discussed in the previous section. Each characteristic is given as a functio

frequency.

Table 5 is identical to table 4 with the exception that all of the expression h

been simplified to show only the particular characteristic at the 3dB frequency of

C-CR 90o (Constant) 0 (Constant)

onstant
gnitude

0 (Constant)

ingle
hase

lyphase
Filter
Type I
nput)

90o (Constant) 0 (Constant)

ingle
hase

lyphase
Filter
ype II
nput)

0 (Constant)

lyphase
adrature
Input

Table 3: General frequency characteristics of three common quadrature generation filte

ϕ ω R C, ,( )
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poles and zeros with in the filter. Typically, all of the quadrature generation circu

discussed are designed to operate at or near the 3 dB frequency.

7.2.5 Polyphase Filter Design Issues

Once the determination has been made to use the polyphase filter

quadrature phase generation of the local oscillator, the issues associated with

implementation must then be addressed. In particular, the polyphase filter

accomplishes one of the two functions outlined at the beginning of section 7.2,

other functioning being the proper buffering of the synthesizer output. Sim

connecting the polyphase filter directly to the VCO output would significantly redu

(radians)

C-CR 90o (Constant) 0 (Constant) 0

onstant
gnitude

0

ingle
hase

lyphase
Filter
Type I
nput)

0

ingle
hase

lyphase
Filter
ype II
nput)

0
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adrature
Input

Table 4:
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the Q of the LC tank resulting in a degradation of the local oscillator phase no

performance. This then implies some method of buffering between the VCO output

polyphase filter input.

A simple method to shield the VCO from the polyphase is to utilize a pair

source followers at the input of the poly phase filter, this was proposed in [7.9] an

shown in figure 97. In this implementation, the loading on the VCO is almost pur

capacitive. Thus, achieving one goal outlined in section 7.2, of providing the VCO w

a capacitive output. However, for carriers in the 1-2 GHz range, the source follow

(particular in a 0.35µm CMOS process) have a gain less than one as the Cgs of the

source followers will act as voltage divider with the input capacitance or impedanc

the filter, resulting in a net buffer gain of less than one. Depending on the selectio

the Rs and Cs in this filter an additional 6 to 10 dB of signal attenuation will occ

between the filter input and output. Therefore, because of the significant reductio

carrier power an additional buffer in [7.9] was required at the filter output, to drive

mixer capacitance. The composite power consumption of this buffer fil

implementation was reported to be 100mW.

An attempt was made to implement this filter/buffer topology illustrated

figure 97 for the GSM/DECT transceiver. However, it was found that only

consuming a prohibitively large amount of power in both the input and output buff

could attain a sufficient amplitude of the mixer LO input signal. Thus, alternat

buffer/filter architectures were explored. In an attempt to reduce the power consump

gure 97. Source Follow with 3 stage poly-phase filter for quadrature generation. Source fo
take 10mA per device.

I

I

VCO
Output LO Port

I Mixer

LO Port
Q Mixer
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of the polyphase filter, it was desired to understand the mechanism of carrier loss in

filter topology. Either minimizing and or reducing the loss in carrier power, ultimate

will reduce the need for power hungry buffers and or amplifiers.

In the section 7.2.4, simplifying assumptions were made with respect to

loading of the polyphase filter output. However, one significant contribution to

signal loss through a polyphase filter are several forms of parasitic capacita

Although an exact analysis of the carrier loss as a function of parasitic capacitan

difficult to obtain, a more intuitive view is to simply look at the effect of loading

simple RC pole or zero with an unwanted parasitic capacitance as shown in figure 9

Here, it is clearly seen, that an input signal at the 3dB frequency, for either the case

pole or a zero, will be attenuated by more than when the output has additio

undesired parasitic capacitance.

The parasitic capacitance within a polyphase filter arises from several sour

Wiring capacitance will exists between the resistors and capacitors as well as from

filter output to the mixer input. This is easily addressed with attention given to

layout. A second source of parasitic capacitance is dependent on both the metho

the integrated circuit technology used to realize the individual capacitors. For

polyphase filter implemented in both the GSM/DECT and DECT receivers,

capacitors were implemented with two layers of poly. It is most obvious that

undesired parasitic bottom plate capacitance exists between the lower poly stru

and the substrate of the chip, this is shown in figure 98(b). The last source of para

capacitance results from the output from the comprehensive capacitance at the out

filter. This capacitance is the result of wiring capacitance to the mixer as well as

gate capacitance associated with the mixer input and any capacitors used fo

1 2⁄
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coupling. The location of each of these parasitic capacitors as they relate to a t

stage polyphase filter are shown in figure 98(c).

In summary, the loss in carrier power can be attributed to three source

parasitic capacitance. Understanding these losses will aid in the development

buffer quadrature phase shifting circuit topology.

1) Mixer capacitive loading at the filter output, due to the mixer switchin
capacitance and the wiring capacitance.

2) Bottom plate parasitics of the polyphase capacitors.

3) Transition from a single phase input to quadrature phase from the fi
input to the output, has a minimum loss of 3dB when operating at the fil
half power point. This was discussed with the possible phases which
be applied to the polyphase in section 7.2.4.

Figure 98. Non-ideal components contributing to the attenuation of the local oscillator input.
loading of an RC or CR by a parasitic capacitance. (b) Parasitic capacitance in a
poly capacitor. (c) Parasitic capacitance in a polyphase filter.
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Optimizing the mixer switching capacitance was discussed in chapter 6 and

minimizing the runner capacitance between the filter output and the mixer input

simply a matter of good layout between the mixer LO input and the polyphase out

Also, using ac coupling capacitors between the mixer LO input and the polyphase f

output should be avoid, as this will further add parasitic bottom plate capacitance to

polyphase output. This suggests that the polyphase filter output can properly pro

the common-mode required by the mixer LO mixer input port.

7.2.6 Miller Buffer Polyphase Quadrature generator

This section outlines the buffer and quadrature phase shifter that was use

the output of the first local oscillator in both the transmitter and receiver of the GS

DECT prototype. A similar, but less power efficient set of polyphase filters were des

for quadrature generation of both LO1 and LO2 on the DECT receiver. Some guidel

for the synthesis of polyphase filters are outlined in this section.

A buffer and polyphase filter combination was developed by merging two

the previous quadrature signal generation techniques discussed in section 7.2.3

section 7.2.4. To reduce the loss of carrier power attributed to converting a single p

input to a quadrature phase, a Miller buffer was used at the input of the polyphase

as illustrated in figure 99. Again, using a vector signal representation for a single p

input in figure 99. The first buffer (left-hand side of figure 99), provides a 180o phase

shift relative to the input signal. The first buffer output is then applied to the input o

miller capacitance buffer. The output of the second buffer now has a 90o phase shift

relative to the output of the first buffer, thus providing roughly quadrature sign

which are then applied to the polyphase filter.

The output of the first buffer drives the input impedance of the second bu

with the miller capacitance. Therefore, from the prespective of the VCO, capaci

loading is only attributed to one of the two buffers. In addition, the VCO almost see
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pure capacitance looking in to the gates of M1 and M2 in figure 99. Both the redu

capacitance of just one buffer input as opposed to two and the elimination of

component of the miller buffer input impedance described in section 7.2

will reduce the degradation of the LC tank Q as well as have a minimal impact on

effective reduction in tuning ranging associated with parasitic capacitances in the V

tank.

The common mode input voltage to the mixer is provided with a common mo

circuit comprised of a simple amplifier and M9 (see figure 96). A capacitor Cc is used

between the gate of M9 and the supply to both provide compensation to the com

mode feedback loop as well as improve the high frequency power supply rejection.

common mode feedback circuit eliminates the need for an AC coupling capacitor a

output of the polyphase filter. This again, reduces the capacitive loading at

polyphase filter output. This further reduces the loss to the carrier signal power w

implies less gain and ultimately less power is required of the buffers that drive the f

input impedance.

Inductors L1 and L2 tune out both the total capacitance at the output of

first buffer, the input capacitance of the second buffer as well as the capacita

looking in to the polyphase filter. Likewise, L3 & L4 tune out the total parasit

1 2gm( )⁄
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capacitance at the drains of M7 and M8, as well as the capacitance looking into

polyphase filter.

7.2.7 Device sizing.

With a definition of the buffer filter circuit topology a brief description is

given for sizing some of both the passive and active components. This is followed

a few design examples which were used in the GSM/DECT prototype receiver

transmitter.

7.2.7.1 Inductor Sizing

The exact analysis of the input impedance looking into the polyphase

considerable complicated. However, if it is assumed that looking into the filter, ther

a network of poles and zeros and the frequency of the carrier, and ultimately

gure 99. Buffer phase shifter combination circuit topology used for the receiver in the GSM
project.
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Output of 1st buffer
drives the input cap.
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frequency that the inductor should resonant with the capacitance is near the

frequency of the individual RC poles and zeros. Therefore the impedance looking

the filter network is relatively independent of the value of the RC componen

Ultimately, to maintain the highest buffer gain with the minimum amount of pow

consumption it becomes obvious that developing the highest impedance possible a

buffer output is desired. The impedance looking into the filter is in parallel with t

inductor impedance. This implies as high an inductance value as is possible to o

both correct resonant frequency with the capacitance and ensure that the circuit is

operating below the self resonant frequency of the on-chip spiral inductors.

7.2.7.2 Polyphase filter R and C values.

As described earlier, a three stage polyphase filter was used in

implementation of all the polyphase filters both on the GSM/DECT transceiver as w

as on the first generation DECT prototype. The value of the RC product is dependen

the frequency of operation. The first local oscillator operates at a fixed frequency

will determine the value of the RC product required to generate the proper phase

mentioned earlier the parasitic bottom plate capacitance of the poly-poly capacitors

attenuate the carrier power. This then implies that it is desireable to have as low a

possible while increasing the resistor value to obtain the correct 3dB freque

However, another consideration is the additional noise contribution from the ther

resistors to the overall phase noise performance. Ideally both the polyphase filte

well as the buffer should have negligible contribution to the phase noise profile of

local oscillator. Again, an exact analysis of the contribution to phase noise from

resistors noise contribution in the polyphase, is rather involved. However, an up

bound to the resistor may be obtained by assuming that the resistors will only add w

noise proportional to 4kT; although the noise will be colored by the frequency respo

of the filter. The sum of the three resistors in series should then add significantly

noise to the tail of the phase noise skirts. A rough estimate of the total resistance in
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of the four branches of the polyphase filter can be found by starting from the amplit

of the carrier at the output of the polyphase. This can be expressed as,

(Eq 7.27)

Where Scarrier is the power spectral density of the carrier, PN the phase noise

dBc/Hz while is the offset from the carrier. This expression is simplified as in m

of the applications this circuit was designed for a carrier with a 1 volt amplitu

Therefore, equation 7.27 simplifies to,

(Eq 7.28)

solving for Rmax,

(Eq 7.29)

Using the value of Rmax and the desired 3dB frequency the value of C

quickly found.

7.2.8 GSM/DECT LO1 Receiver Buffer Quadrature Phase Shifter.

The circuit topology shown in figure 99 was customized for the first loc

oscillator output of the GSM/DECT receiver. The phase noise floor required for t

application is -155dBc/Hz. The value of Rmax was then determined to be 6.32 kΩ. The

operating frequency of the first local oscillator is nominally 1.5 GHz. Selecting t

capacitor value of 16.7 fF would translate to a capacitance far too small

implementation by using poly-poly capacitor. Therefore, the capacitor sizes w

selected such that the values were actually set slight higher then the target value

LO common mode voltage require by the mixer switches is 1.8 volts. The bias volt

was generated using stacked diodes, designed using the relationship between v

and the diode aspect ratio predicted in appendix K. The bias circuit was then desi

to generate this voltage at the node designated “LO Input Common Mode” of 1.8 vo

From simulation the phase error between the I and Q mixer input ports was less thao

Scarrier
dBV
Hz

------------ 
  PN ∆f c( ) dBc

Hz
---------- 

 + 10 4kT 3R( )( )log=

∆f c

PN ∆f c( ) dBc
Hz
---------- 

  10 4kT 3Rmax( )( )log=

Rmax
10

PN ∆f c( ) 10⁄

3 1.667
20–×10⋅

--------------------------------------=
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over process. The LO carrier amplitude variation at the mixer LO input ports ran

from 800 mV to 1 V over process.

Figure 101 shows the results of a periodic steady state analysis run u

SpectraRF. This simulation was performed with all the bias circuitry along with

VCO. Note that the buffer and polyphase filter combination have a negligi

contribution to the phase noise profile.

6mA
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M5 M6
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M7 M8
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Input

Q Mixer
LO

Input

LO Input
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R2
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igure 100.GSM/DECT LO1 receive buffer.

R1 R2 R3 C1-C3 M1-M8
MFB2
MFB3

MFB5
MFB6

M9
L1
L2

L3
L4

Cac1
Cac2

Cff1
Cff2

CComp

Size 255 300 345 100fF 100(µm)/
0.35(µm)

50(µm)/
0.35(µm)

10(µm)/
3(µm)

4000(µm)/
3(µm)

8nH 11.4nH 200fF 550fF 8.3pF

Table 5: GSM/DECT LO1 receive buffer.
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7.2.9 GSM/DECT LO1 Transmit Buffer Quadrature Phase Shifter.

A similar buffer filter combination was utilized for the transmitter in the GSM

DECT prototype. Slight modifications were made to accommodate the transmit mix

This circuit was made considerable simpler as the desired common mode input vo

at the filter output, is VDD. However, the quadrature accuracy of the I and Q fil

output was much more stringent than the receiver as there is no tuning of the quadr

generator used by the second local oscillator as is the case with the self-calibr

mixer. A circuit diagram is given in figure 102, note the absence of a common m

feedback circuit. The carrier frequency of this polyphase filter is approximately

GHz and the total power consumption is 27mW from a 3.3 V supply.

7.2.10 DECT LO1 and LO2 Quadrature Phase Shifter.

In the DECT receiver, both frequency synthesizers were intended to uti

ring oscillator VCOs which inherently produce quadrature signals. This was allowe

6mA

M1
VCO

Output

M5 M6
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M7 M8

I Mixer
LO

Input

Q Mixer
LO

Input

M2

M4

L4L3L2L1
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R1C1
R2 R3

C2 C3
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Figure 102.GSM/DECT LO1 receive buffer.

R1 R2 R3 C1-C3 M1-M8
MFB2
MFB3

MFB5
MFB6

M9
L1
L2

L3
L4

Cac1
Cac2

Cff1
Cff2

Size 255 300 345 100fF 100(µm)/
0.35(µm)

50(µm)/
0.35(µm)

10(µm)/
3(µm)

4000(µm)/
3(µm)

8nH 11.4nH 200fF 550fF

Table 6: GSM/DECT LO1 receive buffer.
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the image suppression required by the mixers was relatively moderate when comp

to GSM. Although the intention was to integrate the DECT receiver with the synthes

this portion of the receiver was never fully completed. Therefore, the test data whic

covered in chapter 8, was realized with only the receive signal path integrated from

LNA input through the ADC output. Originally, the DECT receiver was intended to

integrated with a phase-locked-loop which utilized a ring oscillator based VCO wh

would also generate quadrature signals. However, some difficulty was encount

when implementing this synthesizer. Therefore, a relatively crude design

implemented on chip, to generate quadrature signals using polyphase filters

warrants some discussion. However, it must be emphasized that this design

intended for testing purposes only and little attention was paid to optimizing the po

consumption of the buffers and filter combination.

In the DECT receiver, a polyphase filter was utilized to generate quadrat

signals for both the first and second local oscillators. The polyphase filter topol

used by the DECT receiver is shown in figure 103. The signal input in this device

brought in off chip and applied to the source follower inputs. After passing through

polyphase filter the signal was then amplified using a three stage differential

buffer. A unique feature of this quadrature signal generate was the ability to tune

phase by varying the bias current in one set of buffers relative to the other set

adjusting the tail current through the buffer, the delay of the buffer circuit could



235

is

ods

f the

y and

ature

two

ut

the

ixer

nd

by

cuit
varied ultimately modifying the phase at one filter output relative to the other. This

illustrated in figure 103.

7.3 IF Quad. Generation Circuit (LO2) for Self-Calib. Mixer

In the previous section, there were some comparison of the different meth

which can be used to generate quadrature signals using passive RC filters. All o

previous approaches discussed utilize a single phase signal at a particular frequenc

generate quadrature signals at the same frequency. Now the focus will be on quadr

generation circuits that not only take a single phase signal at the input and produce

channels with a 90o phase difference, but also divide down in frequency the inp

signal. An additional objective for this particular phase generator is with respect to

adaptive image-rejection mixer discussed in chapter 7. For this image-rejection m

the should be close to 90o but also have the ability to tune the phase between the I a

Q local oscillator signals. The control for the tuneable phase shifter will be provided

the digital baseband. Therefore, the input to the tuner is digital implying that the cir

I Mixer
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Input

Q Mixer
LO

Input

R1C1
R2 R3C2 C3
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R2

R2
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Figure 103.DECT LO1 receive buffer.
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which controls and generates the quadrature signals must map a digital, input

corresponding change in phase.

Section 7.3 begins with a quick review of the adaptive image-rejection mi

and how the variable phase shifter fits into the overall mixer system. A discussio

then given on the implementation of the D-latches which were utilized to divide

synthesizer output by four and produce quadrature signals. The divide-by-four lat

are followed by a set of buffers which drive the capacitance looking into the switche

the gilbert cell mixers. These buffers are were the phase tuning actually takes plac

understand how the phase is tuned with the buffers a more through discussion is g

with respect to tuning the phase between two signal paths using a basic one pol

response. Results used from this section are then applied to the design of a buffer w

implements the phase tuning, a description of some of the circuits which support

buffer are given. Section 7.3 concludes with some simulation results of the phase tu

circuits. It is worth mentioning that these circuit were only utilized for the 2n

generation DECT/GSM receiver.

7.3.1 The Adaptive Image-Rejection Mixer and the LO2 Phase Shifter

Before continuing with a discussion of the implementation of the LO2 pha

shifter with digital tuning, the placement of the tuneable phase shifter in the adap

image-rejection mixer will be reviewed. Shown in figure 104 is the block diagram of

adaptive image-reject mixer system. These blocks are shown as implemented in

DECT/GSM receiver, the output of the second local oscillator is feed into a set of

latches which performs a divide by 4 of the oscillator carrier frequency and gener

quadrature signals (see figure 104). The quadrature output of the latches are

applied to a series of buffers which serve a dual function of both driving the mixer lo

oscillator switches and tuning the local oscillator phase for maximum ima

suppression. Therefore, the approach used to implement the tuneable phase shifte
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to first generate roughly quadrature signals using the D-latches, the output of t

latches are then finely tuned to correct for the comprehensive phase error due t

mismatch in the quadrature generator of the first local oscillator, the potential ph

error in the mixer signal path, and the quadrature phase error of the second

oscillator output (this would be the phase error from the divide by four latches and

mismatch in the mixer input switches).

Not shown in figure 104 is the digital control for the gain tuning in two of th

four mixer paths. This required an additional 12 bits of control from the digi

baseband. This brings the total number of bits required from the baseband to 24. It

desired to use the digital input of the transmitters DAC to feedback the bits from

gure 104.Adaptive Image-Rejection mixer implemented for the GSM/DECT receiver. The outp
the second local oscillator is applied to a divide by 4 block generating rough quadra
finely tuned for maximum image suppression.
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DSP. However, the transmitter for the GSM/DECT transceiver used two 10bit DA

implying that there is only a total of 20 bits for the receiver to use for adaptati

Therefore a set of 2-1 multiplexers were used for the phase and gain tuning of

mixer. Care was taken in selecting which digital phase and gain tuners would

available at any instant; obviously access to all six bits of an individual phase tu

would be required at a given time for tuning. With the multiplexer using one set

inputs from the baseband the adaptation algorithm would be used to tune for maxi

image-rejection. Once the first set of either gain or phase error has been tuned

multiplexer is then set such that the alternate set of tuners is connected to the bas

DSP and the adaptation algorithm is again used to further improve the im

suppression of the mixer system.

7.3.2 Implementation of the divide by four quadrature generation circuit

The divide by four circuit show in figure 104 was implement with a pair o

master-slave D-Latches configured as shown in figure 105. The output of the frequ

synthesizer is used to clock two positive-edge triggered D-latches and a compleme

pair of negative-edge triggered D-latches. A timing diagram of the divide by four blo

shown in figure 105 illustrates that the waveform at the output of each latch has 4x

period of the local oscillator input. In addition to generating four phases, each la

output ideally has a 90o phase difference with the previous and subsequent la

outputs. The state diagram, also shown in figure 105, reveals that the latches will

into the proper sequencing of states independent of the initial condition on power
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This obviates the need for a reset circuitry to guarantee that the latch remains in o

the desired states.

The individual latches in the divide by four were implemented using sour

coupled logic. One master and one slave are shown in figure 106. In general,

individual digital components are realized with a common source differential pair w

a tail current source. Although there is static power consumption associated with so

coupled logic, the benefit lies in the fact that the switching current, to both the gro

and from the supply are ideally zero. Generally speaking, isolating or reducing su

and substrate noise from many of the sensitive analog receiver components is ess

to achieve high selectivity performance. This is particularly true for the synthes

which can easily generate spurious components through noise or interference coup

through the supplies and ground. The circuit shown in figure 106, has and additi

ure 105.D-Latches configured to perform a divide by four and generate quadrature signa
shown, are the timing and state diagrams.
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benefit of a fully differential structure which increases the rejection of undesired sig

components coupled in through the supply and ground.

The output of the channel select frequency synthesizer in the GSM/DE

receiver is applied to the port labeled “CLK Input” in figure 106. When the different

clock signal is high, current flows through M1 as well as M3 and M4 allowing t

evaluation of D and D sets the logic value of Q1 and Q1. When the differential cl

signal goes low, M1 is cutoff will M2 is turned on and current flows through the cro

coupled pair M5 and M6. The positive feedback associated with the cross coupled

M5 and M6 ensure the value of Q1 and Q1 are latched to the output on the neg

phase of the master latch input signal. Likewise, the polarity of clock input signa

reversed when applied to M11 and M12 which insures that the output of the first latc

evaluated latched to the output on the positive clock edge.

Triode region PMOS resistors are used to load the output of the latch.

swing and the bandwidth of the output signal are determined by VCMO and the cur

through the latch tail current. The required voltage swing of both the next latch st

and the output buffer (not shown in figure 106) will determine the value of VCMO. T

gure 106.One of two source-coupled master slave D-Latches used to both generate quadratu
and divide the synthesizer frequency by a factor of four.

MT2

M1
CLK
Input

M2

MT1

D

D

ias

+
-

M3 M4 M5 M6

M7 M8
M9

M11 M12

M13 M14 M15 M16

M17 M18

Q2

Q2

Q1 Q1

VDD

CMO

Table 7:

Device Size

M1-M2 10µm/0.35µm

M3-M6 5µm/0.35µm

M7-M8 7.5µm/0.35µm

M11-M12 10µm/0.35µm

M13-M16 5µm/0.35µm

M17-M18 7.5µm/0.35µm

MT1-MT2 200µm/3µm

VCMO 2.3Volts
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total latch load capacitance and the needed bandwidth will dictate the value of the

resistance and ultimately the required tail current.

Similar to a mixer, the low frequency noise of the tail current devices MT1 a

MT2 can be upconverted or mixed in band with the desired signal. . For the cir

shown in figure 111, the input device M1 is turning on and off at the rate of the lo

oscillator input which will have the affect of modulating the 1/f noise from MT1 to th

frequency of the latch input clock signal. However, the zero crossing of the latch ou

will be affect by the noise introduced by MT2.

The 1/f noise from a single device was determined through simulation and u

to size the device accordingly.

7.3.2.1 Phase Tuning with a Replica Biased Buffer.

As was mentioned earlier, the tuning of the phase and the buffering of

mixer capacitance are done using the same circuit. Although there are potentia

number of different circuit implementations which could realize this tuning function

buffer with replica biased PMOS devices was selected to perform the tuning func

because of the ability to modulate the phase utilizing a current source. The basic ci

is shown in figure 110. The input to the buffer is the output of the divide by four

Latches described in the previous section. In the replica bias buffer, the PMOS

devices are biased in the triode region with an opamp that compares a parallel tran

(shown as M3 in figure 107). The feedback of the opamp modulates the gate voltag

all the PMOS devices forcing the drain-to-source voltage of M3 to equal Vsw. If the

input devices M1 and M2 are driven with a signal which is greater than

amplitude, then one of the two devices will conduct all of the tail current while t

other is in the cut-off region. In other words, the input devices are acting like switc

when sufficiently over driven. With all the output current flowing through one leg of t

buffer, the output voltage on corresponding side of the buffer will drop from Vdd

2 Vgs Vt–( )
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Vdd-I tailRPMOS. The drain-to-source resistance RPMOS of M3, M4, and M5 are set by

forcing a current ITAIL (or scaled version of the tail current) through a parallel PMO

device and comparing the VDS of the replicated PMOS device to a desired VSW vi

opamp which modulates the gate voltage of all the PMOS devices, this is show

figure 107. If all of the PMOS devices are sized such that the Vgs-Vt of each device is

greater than the VDS, then the PMOS channel resistance RPMOS, can nominally be

approximated as VSW/Itail. In practice this estimate is accurate for M3, however, t

channel resistance of M4 and M5 are only equal to VSW/I tail which Vop, Von are on the

low end of their swing.

If the buffer input differential pair is overdriven and assuming that the buffer

not slew rate limited at the output, the shape of the output voltage waveform

exponential. This is similar to the linear settling in a switched-capacitor integra

stage. Both the single ended and differential signals at the output exhibit an expone

characteristic in the output waveforms, this is shown in figure 108. At the output of

divide by four circuit, the signals are approximately in quadrature. These quadra

signals are passed through the replica biased buffer before being applied to the m

input. The objective is to now finely tune the phase, at the output of one buffer, rela

Figure 107.Buffer circuit loaded with replica biased PMOS triode region devices

Vop

Von

Vip

Vdd

M1 M2

M3

VSW

M4

M5

M6 M7

Vin

Itail
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time

time

time
to the other buffer. This is accomplished by change the drain-to-source resistance o

replica biased PMOS devices. By modulating the value of RPMOS, the rise time of the

exponential curve in one path maybe changed relative to the other path.

In one path (use the I path as an example), at the output of the divider

buffer is used with a fixed load resistance. The other path (Q output) a buffer is u

with circuit where the R is modulated from its nominal value. In both buffers, assu

that the output resistance is a fixed value for the entire swing (this isn’t true as

resistance of both devices changes across the entire swing), an estimate may be

for the change in phase of the Q buffer, as a function of the amount that the

resistance has been modulated. It must be kept in mind that the objective is to fi

tune the phase of the Q buffer such that the total phase difference between the I a

buffers is 90o, plus the amount needed to compensate for the total phase mism

between two of the image-rejection mixer channels. An illustration of the desired af

ure 108.Resistively loaded buffer with output waveforms.

Mixer

LO
Input

M1 M2

RPMOS

RPMOS

Vdd

Switch
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ITail

Vdd

ITail R
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on the phase between the I and Q second local oscillator channels is illustrated in figure

Here, the I buffer has a fixed load resistance. However, the at the output of the Q buffer

resistance is increased by above some nominal value. This then causes the output

buffer to settle slightly slower than the case of the buffer with a nominal load resistance.

point of interest where the phase affects the mixer switches is when the differential ou

signal pass through the zero crossing. This time corresponds to the point where the s

ended signal is approximately half way to its final value, where the final value will be defin

as the point immediately before the single ended buffer output reaches its lowest value

begins to rise up in the direction of the rail. When the single ended signal reaches the

point some interesting observations may be made. For the I output we can define the s

ended output voltage as a simple exponential equation,

∆R

time

-ITailR
TLO

ITail R

Buffer I Outpu

Buffer Q Outp

time

∆t ∆t

Mixer

LO
Input

M1 M2

RPMOS

Vdd

Switch
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ivide
by 4
utput

ITail

Vop(t)

Von(t)
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Phase

I Phase

Mixer
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Input

M1 M2

RPMOS +

Vdd

Switch

CC

ivide
by 4
utput

ITail
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Von(t)

∆ R

RPMOS + ∆ R

 Phase
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Figure 109.Conceptual illustration of incrementally modulating the zero crossing,∆t, (modulating
the phase) of one buffer relative to another buffer by varying the load resistance.
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Now it is desired to find out what affect adding a small amount of resistan

has on the both a time delay at the differential zero crossing. Defining V’Qo(t)

as the single sided voltage swing of a buffer with , added to the load resistance,

can be written as,

(Eq 7.31)

Again, by definition and are defined as the output voltage at mid-swin

To determine as a function of , equation 7.30 is set equal to equation 7

Solving some simple algebra reveals that  can be expressed as,

(Eq 7.32)

Where tmid is defined as the time it takes for one side of the differential pair

go from full swing to the mid-voltage (again, corresponds to the zero cross

differentially). By solving equation 7.30 for tmid results in.

(Eq 7.33)

Using equation 7.33 in equation 7.32 an expression can be obtained for the

as function of  and C.

(Eq 7.34)

The objective in the design of the buffer is to understand what is require

produce the needed change in phase or resolution in phase. can be expresse

difference in phase between a nominal buffer with load resistance R and the same b

with load resistance R+  with,

(Eq 7.35)

VQo t( ) Vsw 1 e
RC

–
 
 
 

=

∆R ∆t

∆R

V'Qo t( ) Vsw 1 e

t– ∆t+
R ∆R+( )C

---------------------------
–

 
 
 

=

∆t ∆R

∆t ∆R

∆R

∆R ∆t R⋅
tmid

--------------=

tmid
1
2
--- 

 ln RC=

∆R

∆t

∆R ∆t

1
2
--- 

 ln C

------------------=

∆R

∆t

∆R

∆ϕ ∆t
TLO
----------360=
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Where TLO is the period of the local oscillator coming out of the divide b

four. Substituting the above into equation 7.34 and expressing the LO period in term

frequency gives.

(Eq 7.36)

is now given as a function of the required resolution in phase, the car

frequency and the load capacitance. The interesting observation to make is tha

difference in phase between the I and Q buffers (or ) is independent of the abso

value of R and only depends upon the difference between the load resistance in th

output buffers. In addition, equation 7.47 reveals that the smaller the load capacita

the larger the required to obtain a given . The higher the LO frequency

smaller the required . For the replica biased buffer, the is created by modula

the current through the PMOS devices. The larger the required resolution in resista

the easier it becomes to implement the current DAC which ultimately modulates

resistance. Less load capacitance is also desireable from the perspective of burnin

power. More generally speaking, this buffer is working on the synthesizer wh

performs the channel selection. Therefore, the worst case required resolution in R

the highest frequency.

Although, the analysis to determine∆t assumed that the load resistance RPMOS

is constant across the entire output swing, in practice this isn’t quite true.

resistance of the triode region PMOS load devices is a function of the drain-to-so

voltage of this device. Therefore, the resistance of the output device chan

throughout the entire swing of the output voltage. Assuming classic square law dev

the resistance of PMOS device can be expressed as,

(Eq 7.37)

∆R ∆ϕ

f
1
2
--- 

 ln C 360⋅ ⋅ ⋅
-------------------------------------------=

∆R

∆t

∆R ∆ϕ

∆R ∆R

RPMOS
1

µnCox
W
L
----- 

  Vgs Vt–( )
Vds

2
---------–

--------------------------------------------------------------------------=
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Where Vds is obviously Vdd-VQo(t). The expression for the single sided output voltag

of the buffer is now more accurately described by.

(Eq 7.38)

Equation 7.38 comes closer to equation 7.30 when the Vgs-Vt of the PMOS devices is

made as large as possible compared to Vds, which on the low end of the swing is Vdd-Vsw. With

the Vgs-Vt of the PMOS device maximized, the modulation of the channel resistance

minimized. Although, equation 7.35 and equation 7.36 were derived assuming a constan

resistance, these estimates still come close to the actual change in phase when the c

resistance changes while the output voltage is changing.

With an understanding of the basic operation of this variable phase shifter,

question now arises as to the design of the components in this buffer. The greatest impa

the performance of this buffer is the selection of the design of the load resistance, some

must be used in selecting the value of R. Mainly, selecting the value of R ultimately ha

impact on the amplitude of the LO carrier at the buffer output and the tail current po

consumption. Ultimately, the lower the value of R, the faster the circuit can operate. Howe

this requires more tail current and power as the PMOS resistance is Vsw/ITail. Therefore, it is

really desired to have as high a value of R as can be tolerated. The two primary considera

which define an upper limit to the value of the output resistance are the phase noise prod

by the circuit and as mention the speed.

From the perspective of phase noise, the PMOS devices should be sized such tha

resistance at the differential zero crossing has negligible contribution to the phase noise

Because the resistance of the triode region devices is changing throughout the output vo

swing, the resistance that will most influence the phase is again, when the differential vo

is zero, or the singled output voltage has reached the mid-voltage swing. A relation

between the resistance at middle of the single-sided voltage swing and the peak triode r

load resistance is given in the appendix I as,

VQo t( ) Vsw 1 e

t–
R VQo t( )( )C
------------------------------

–
 
 
 
 

=
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(Eq 7.39)

Where and Rpeak is simply the resistance at full outpu

swing or Rpeak=Vsw/ITail. Next, the required phase noise floor relative to a 1V carri

will be defined as PNF. To have a negligible contribution to the phase noise floor,

resistance at the zero crossing should be selected such that there is a 6dB m

between the phase noise floor and thermal noise produced by the resistor. The val

the triode region resistance at mid-swing should be no more than.

(Eq 7.40)

Using the relation given in equation 7.39 and equation 7.40 and

relationship between Rpeakand ITail, a relationship for the minimum require tail curren

of the buffer may be found for a given phase noise performance.

(Eq 7.41)

An additional limitation to the maximum resistance which may be used is

overall bandwidth of the buffer. As mentioned earlier, the voltage output waveform

a sawtooth shape. This is due to the exponential behavior of the output. Similar to

settling of a switched capacitor integrator stage, the less bandwidth, the more tim

will take to reach the final voltage. However, unlike a switch capacitor integrator sta

the output does not need to settle with any degree of accuracy. The buffer differe

output must only exceed the amplitude which is needed to drive the mixer w

sufficient amplitude to maintain the required mixer conversion gain. Therefore, one

of the buffer output does not necessary need to reach Vsw before the buffer input

switches in the opposite direction. Obviously, the fastest settling conditions will

required at the highest frequency. For this work it was assumed that the output c

swing, worst case to within 15% of the final value, or within 15% of Vsw before

swinging in the opposite direction. Using the 15% assumption, the maximum valu

Rpeak is shown in the appendix J to be roughly,

(Eq 7.42)

Rmid Rpeak
ζ 1–( )

ξ 1 2⁄–( )
-----------------------=

ζ Vgs Vt–( ) Vsw⁄=

Rmid
10

PNF 6–( )
10

-------------------------

4kT
---------------------------≤

ITail

Vsw 4kT⋅

10

PHF 6–( )
10

-------------------------
--------------------------- ζ 1–( )

ξ 1 2⁄–( )
-----------------------≥

Rpeak
1–

2f 0.15( ) C⋅ln⋅
---------------------------------------=
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7.3.2.2 Implementation of variable phase shifter

The variable phase shifter which was described in the previous sectio

implemented with the circuit shown in figure 111. The phase tuning buffer shown on

right of figure 110 takes the output of the quadrature generating D-latches and d

the mixer local oscillator input. The replica bias opamp which establishes the cor

gate voltage for M4 and M5 is shown on the left. The current and ultimately the out

resistance of the buffer is modulated with a six bit current DAC shown in the middle

figure 110.

The variable resistors are realized with two triode region PMOS devices

and M5 which load the output of the buffer. The loading capacitance of the bu

provide the C of the variable RC which is used to tune the phase. The nominal valu

R is selected to give the necessary bandwidth and ensure negligible contribution t

overall phase noise performance of the local oscillator at the mixer input port. With

estimate of the load resistance and the necessary amplitude of the output sign

sufficiently overdrive the mixers, the nominal tail current can then be found by sim

dividing the need amplitude by the load resistance. For the GSM receiver applica

the phase noise floor needs to be approximately -160dBc at 20MHz from the car

Keeping in mind that the channel selection is performed with this local oscillator,

highest frequency the output buffer needs to drive is 410MHz. The buffer lo

capacitance was estimated to be approximately 300fF. It was also found that the Vgs-Vt

of the PMOS devices could be as high as 1.3volts. With this information the maxim

load resistance was found by taking the lower of the two results obtained from equa

7.41 and equation 7.42. Equation 7.41 gives a peak load resistance of 2.2 kΩ while

equation 7.42 gives an upper bound of 2.14 kΩ. Therefore, a value of 2.14 kΩ was used

for the nominal PMOS output resistance. From the mixer design, it was found that

differential local oscillator input should be a minimum of 0.8 volts, therefore, Vsw

should be at least 0.4 volts. With both the maximum resistance and the peak swing
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nominal bias current is found to be approximately 0.2 mA which implies that ea

buffer output tail current should be 0.4mamps.

The replica bias opamp shown in figure 110 is used to bias the gate voltag

the PMOS load devices of the phase tuning buffer as well as the load devices of th

latch shown in figure 106. Although the design of each buffer is identical, all of

buffers and each of the D-latches have their own independent replica bias opamp

corresponding circuitry. This is necessary particularly for the buffers as the resista

is modulated with the tail current of one buffer relative to the other. Therefore, e

buffer requires an independent opamp to set the proper PMOS gate voltage. The d

of the opamp used by the replica bias circuit was taken directly from [7.11] and

shown in figure 108. The Vds of M6 is compared to Vsw with the differential to single

ended converter consisting of M11, M12, M14 and M15, while M10 is used for le

shifting and M7 is inserted to reduce the output load capacitance which the op

would otherwise drive if the output were tied directly to the gates of the triode reg

PMOS devices. A Miller compensation capacitor is added between the gate of M10

drain of M6. A high aspect ratio is used for M7 to reduce the Vdsat of this device.

Increasing the size of M7, allows for a larger modulation range of current from

current DAC. Both M3 and M8 are made rather large to reduce the 1/f no

contribution which will be upconverted to the output by the switching action of t

input devices M1 and M2.

The input devices to the buffer are sized to ensure that they are sufficie

overdriven. Going with the assumption that the input pair will be complete

unbalanced (one device in cutoff while all of the tail current goes pass through the o

device of the differential pair) when the differential input is greater than2 Vgs Vt–( )
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As alluded to before, the load devices M4, M5 and M6 are all sized to give as larg

Vgs-Vt without driving M8 into triode for any of the current DAC settings.

A more global view of how the tuneable buffers sit in the image-rejecti

mixer system is shown in figure 111. Both the I and Q phases of the carrier are extra

from the divide by four block. These outputs are then buffer using the replica bia

buffers shown in figure 110. Each buffer has an associated six bit current DAC

modulate the output phase of one buffer relative to the other buffer. Keeping in m

that there are two mixers which run off of the I phase of LO2 and two other mixers t

run off of the Q phase of LO2, a parallel set of buffers which are not shown in fig

111 are also used for these mixers. The control bits are feed back into the chip via

transmit DAC input. In the second generation transceiver two 10bit DACs were utili

for the transmit. The bits used to control these buffers were feed in through the tran

Figure 110.Operational amplifier required by the replica biased buffer shown on the righ

M3
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M4 M5

VDD

M13

M11 M12

14 M15 M6

M7

M8

M10

M9

M2

Buffer
Output

Buffer
Input

Cc

M17

Table 7:

Device Size(µm

M1-M2 20/0.3

M3/M8 20/3

M4-M6 15/0.3

M7 240/0

M9 64/1.

M10 48/0.

M11-M13 48/1

M14-M15 48/0.

M16 64/1

Replica Bias Opamp Phase TuningTuneable
Current  Buffer

(Divider Output)

6 Bit
Current

DAC

Itune

(Mixer LO Input)

Vsw
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DACs. As there were more than a total of 20 bits to control both the gain and the ph

of the mixer a multiplexer was used in this path. The multiplexer settings are set

manor such that the phase or the gain of the mixer is controlled, both sets of bits ca

be accessed at the same time. Additional reduction in the total number of bits which

feedback to the phase tuner section is accomplished by accessing only one of th

current DACs used in figure 111. Essentially an XOR decides whether the top buffe

figure 111 is accessed or the both current DAC for the Q buffer is tuned. T

implementation of the current DAC which modulates the buffer output resistanc

highlighted in the next section.

7.3.2.3 Current DAC implementation

The current DAC which is used in the replica biased buffer was realized wit

6 bit binary weighted current DAC as shown in figure 112. The reference curren

generated using the integrated current source described in section 7.4.1. The outp

Figure 111.Digital phase shifting tuners for LO2 buffers.
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the current source labeled as Vg and CASC in figure 114 are applied to the maste

reference current DAC. The output of the reference current DAC is then put throug

10-to-1 current mirror which then feeds the reference current of the buffers,

ultimately controls the load resistance. The output of the six bit current DAC is then

input the buffer as shown in figure 111.

The needed resolution of the current DAC can then be approximated u

equation 7.36 which gives the needed change in output resistance to cause the re

change in phase. The value of∆R can be translated into a value of∆I by solving the

following relationship,

(Eq 7.43)

Solving for and substituting in equation 7.36 for gives the followin

relationship between the required resolution in phase and the minimum resolution o

current DAC.

(Eq 7.44)

In the second generation GSM transceiver, the load capacitance into the m

was estimated to be 300fF, the highest IF frequency is 410MHz. Using equation 7

the required resolution in the current DAC is approximately 0.32mA. A summary of

characteristics of the replica biased buffer along with the need resolution in the cur

DAC is given in table 7.

∆R
VSW

ITail
------------

VSW

ITail ∆I+
-----------------------–=

∆I ∆R

∆I 1
1

ITail
----------- ∆ϕ

Vsw f
1
2
--- 

 ln C 360⋅ ⋅ ⋅ ⋅
---------------------------------------------------------–

--------------------------------------------------------------------------- ITail–=
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The master current DAC shown in figure 112 has the MSB scaled to nomin

output a current which is 10x of the desired∆I. The master current DAC is biased off o

the standard cell current source described in section 7.4.1. The current out of the m

current DAC is then divided down by 10x using the NMOS current mirror. The output

the current mirror is now the reference current for the six bit current DAC. T

reference current of the DAC shown in figure 112 is now∆I and the LSB of the phase

tuning DAC. Extremely low aspect ratio long channel devices were used to ensu

large Vgs-Vt of the devices that have a source connected to either Vdd or ground. A

these devices were scaled to give a Vgs-Vt of 800mV. This helps to improve both their

Table 7: Tuning Buffer Characteristics

Variable Value

C 300fF

f 410MHz

∆ϕ 0.05o

R 2.14kΩ

∆R 1.62Ω

ITail 0.4mA

Vsw 0.6

∆I 0.32µA
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thermal noise contribution, improve supply immunity and reduce the effect of misma

between the different legs of the current mirror.

The terminal labeled “I/Q DAC select” in figure 112 decides whether the

current DAC or the Q current is enabled for phase tuning. Bits 0 through 5 come fro

multiplexer which is between the transmitter DACs and all of the mixer tuning contr

7.3.2.4 Results of phase tuner simulations

A simulation was run on the tuning buffer described in the previous section

shell script was written to incrementally adjust the DAC settings to give a vario

2.Current DAC utilized by the replica biased buffers. I/Q Control selects which current DAC
corresponding to the output buffer is to be used. All dimensions are in micro-meters.

10
0.35

20
0.35

40
0.35

80
0.35

160
0.35

320
0.35

3
50

6
50

12
50

24
50

48
50

96
50

10
0.35

3
50

20
200

2
200

4
1

4
1

4
30

8
30

16
30

32
30

4
1

4
1

4
1

4
1

4
1

4
1

I/Q DAC 

Bi

Bi

Bi

Bi

Bi

Bi

ITune

Bit 0Bit 1Bit 2

Vdd

aster Current DAC Phase TuningSimple
DAC

IRef Tuneable Current
to the Buffer

Current Mirror



256

nce

local

from

one

eated.

tire

tail

nce

(c),

f the

in
values of tail current in the buffer. Hspice was then run and the phase differe

between the I and Q channels were measured over several hundred periods of the

oscillator. In addition, the resistance of the PMOS channel was also recorded

simulation. Using the shell script, the DAC current was automatically increased by

LSB, and the output resistance as well as the I/Q phase measurements were rep

This process was repeated for the entire range of the DAC.

The simulation results from sweeping the buffer tail current across the en

range of the DAC are shown in figure 113. The load resistance as a function of the

current is shown in figure 113(a). Through simulation it was found that 1.8kΩ works

slightly better than the value estimated in section 7.3.2.3. A lower nominal resista

was used to accommodate any variation in load capacitance. In figure 113(b) and

the phase difference between the I and Q output buffers are given as a function o

output current. It is interesting to note that in figure 113(c), the minimum resolution
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phase agrees quite well with the results given by equation 7.44 when 310MHz

410MHz are used.

7.4 Standard Bias Cell

Because of the inductive nature of bondwires, there exists a potential to co

undesired signals from external chip components to circuit blocks found on the c

The modulation of noise and interfering signals through the bias circuitry of

components is a particular concern. Therefore, to reduce the likelihood that a spu

signal is coupled into the RF circuitry all of the current and voltage bias sources w

generated on-chip. For both the DECT and GSM/DECT projects a standard cell cu

source was utilized as shown in figure 114. This particular circuit which was deri

from work described in [7.12][7.13][7.14], was selected because a degree

Figure 113.Results of an iterative Spice simulation which measured the phase difference bet
the I and Q buffer outputs as a function of different DAC settings.
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programmability which may be obtained by modifying some of the metal routin

Depending on the configuration, a digitally controlled current source may be used

another configuration a PTAT voltage source may be obtained. Both of these circuits

now briefly described.

7.4.1∆VGS-∆VBE Current Source

The current source version of the circuit shown in figure 114, develops

current through a pair of unequally sized substrate PNPs as well as a set of NM

devices with different sizes. From the schematic shown in figure 114, if the PM

cascoded legs consisting of M3-M10 and M14, as well as M15 are all given the s

size, and if the aspect ratio of M16 is twice that of M17 then the current through MG

and MGD2 will be forced to be the same current as Q1 and Q2. Given that the curre

equal in the substrate PNPs of Q1, Q2 and the MOS devices MDG1, MDG2,

operating points exist for the current through these devices. These operating point

ure 114.Standard current source used to bias all RF components on both the first and
generation receivers. Device sizes reflect those used for the DECT receiver. All devic
are given inµm.
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either be zero, this is case when the entire circuit is off. The other operating point

be described by a function which is related to the of the bipolar devices as w

as the of the MOS devices. Because the PNPs are sized differently and both

the same current, a difference in the emitter voltages of Q1 and Q2 will exist.

emitter voltages are then level shifted with the PMOS devices M18 and M19.

differential voltage is then applied to the gates of MDG1 and MDG2. Again, both of

MOS devices in the differential pair have the same current running through them

this case the difference in gate voltages is equal to the difference in emitter volt

and we have,

(Eq 7.45)

Utilizing standard expressions for and square law equations to de

, the current through all of the devices as well as at the output of the curr

source may be solved in terms of the ratio between the PNPs as well as the aspect

of MDG1 and MDG2. The equation describing the output current through the b

circuit is,

(Eq 7.46)

7.4.1.1 Current Source Basic Operation

Although the circuit in figure 114 seems somewhat complicated, it can

simplified to the form shown in figure 112. Here again, a difference voltage is crea

between two unequally sized PNP devices. This difference voltage depends to

order on the size ratio between the two PNP devices. The created by the

Bipolar devices can then be thought as being applied to the inputs of an operat

amplifier with a variable offset voltage which depends exclusive on t

current which flows through the Bipolar devices. The dependence of the OPAMP in

offset voltage is described by the equation shown below in the figure 115.

∆Vbe

∆VGS

∆Vbe ∆VGS=

∆Vbe

∆VGS

Ibias

unCox

2
--------------- W

L
----- 

 
MDG1

VT n( )ln[ ]2

1
WMDG1

WMDG2
--------------------–

 
 
  2
------------------------------------------=

∆Vbe

∆VGS I( )

∆VGS
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OPAMP will modulate the gates of M3 and M5 until an operating point is reach

where . The operational amplifier with the built-in offset voltage

is realized with MDG1, MDG2, M12-M17 shown in the circuit of figure 114.

7.4.1.2 Start-Up Circuit

The plot of as a function of the bias current through the PNP devic

shown in figure 115, reveals an addition interesting aspect of this class of bias circ

which must be addressed during the design. From this plot, it becomes intuiti

obvious that this current source has two stable operating points as described earlie

ensure that the circuit finds the correct operating point upon power-up, star

circuitry is required. The start-up circuitry is realized with devices MS1-MS5 shown

figure 114. Upon power-up, if the current through Q1 and Q2 is zero and the en

current source moves to a state where all of the bias circuitry is shut down then

current will be flowing through device MS6. A diode is connected between the drain

MS6 and ground. The diode is created with a very low aspect ratio device, MS10

there is zero current through MS6, the diode MS10 will pull the gate voltage of M

and MS8 toward ground. The current flowing through MS7 and MS8 will pull t

voltage at the input to the feedback OPAMP (gates of MDG1 and MDG2) ensuring

∆Vbe ∆VGS= ∆VGS
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I I
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Figure 115.Conceptual diagram of the bias circuit shown in figure 114.
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a sufficient gate voltage exists to turn on MDG1 and MDG2. In addition, current fl

through MS9 will ensure that current will flow through M16, thus, ensuring that t

OPAMP consisting of M12-M17 as well as MDG1 and MDG2 will eventually start-u

With the OPAMP powered up, the voltage at the gates of M1-M10 will begin to dr

causing current flow through the PNP devices, eventually the current will move to

other stable operating point for this bias circuit (indicated as point 2 in figure 11

When the current source approaches a stable operating point, the VGS of MS

sufficient large to turn on this device and force current through MS10. Because

aspect ratio of MS10 is so small, the gate-to-source voltage is very large for a s

amount of current, this results in turning off MS7-MS9, or in other words shutting do

the start-up circuitry for the normal current source operation. The aspect ratio of M

is made sufficiently low to result in negligible drain-to-source current under norm

operation.

7.4.1.3 Compensation and Supply Rejection

The capacitor Cbp serves in a dual role. This capacitor can compensate

feedback loop found in the current source. In addition, if the capacitor Cbp is placed

between Vdd and the gates of all the PMOS current source devices (M1, M3, M5,

M9) an additional benefit will occur with respect to improving the bias circuit’s supp

rejection. If noise or spurious signals exists on the supply, the capacitor Cbp will force

the gate-to-source voltage to remain constant, thus, reducing the coupling of noise

the supply to the output current. In addition, the PMOS devices were sized to giv

maximum VGS-Vt which again improves both the supply rejection and reduc

mismatch between any of the two current legs in this bias circuit. For the DE

prototype receiver the VGS-Vt was designed to be nominally 600mV.
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7.4.1.4 Temperature and Process Dependence

Equation 7.46 expresses the output bias current as a function of the as

ratios of the unequally sized MOSFET devices and the ratio of the substrate P

From this expression, some useful information with respect to the current sou

temperature and process dependence may be observed. To understand the relati

between, the output current, temperature and process a few simple relationship

reviewed. First, VT is directly proportional to the temperature while the mobility of a

NMOS device has the following dependence on temperature,

(Eq 7.47)

From equation 7.46, one can see that the output current is proportiona

(VT)^2 and VT is obviously proportional to temperature. Therefore, the output curr

from the bias circuit of figure 114 has a slight temperature dependence of,

(Eq 7.48)

Although at first appearance, the temperature dependence of Ibias does not

seem attractive as a general current source. However, a closer examination of

common circuit components which might utilize this source reveals some interes

dependences on temperature. Mainly, again assuming square law device character

the gm and the Vdsat of a device which utilizes this current source has the followin

dependencies on temperature.

(Eq 7.49)

On there own, the temperature dependence of gm and Vdsat do not seem that

interesting. However, when these simple results are applied to a few specific situa

some interesting results are forthcoming. Assuming the settling time is proportiona

gm/C [7.16][7.17], then it becomes clear that the settling time of an integrator st

which utilizes this current source as the main bias circuit will only have a slig

un T
3 2⁄–∼

Ibias T
1 2⁄∼

gm T
1– 2⁄∼ Vdsat T∼
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temperature dependence. An interesting utilization of the results given in equation

are found when the DVGS - DVBE current source is used to bias source coupled l

circuits like the ones described in section 7.3. For the case of a simple source-cou

buffer as shown in figure 108, the voltage gain can be expressed as,

(Eq 7.50)

Expressing gm with respect to current, and the Vdsat of device as well as

expressing Ro in terms of the voltage set across the replica bias PMOS devices.

voltage gain can be expressed as,

(Eq 7.51)

Where Vo is the output swing produced by the replica biased opamps. From

relation given in equation 7.49, Vdsatwas shown to be proportional to temperature. If Vo

could also be made proportional to temperature and the current which biases the

devices comes from the current source in figure 114, then the voltage gain of t

source-coupled cells are to first order, independent of temperature. A similar resul

the voltage gain temperature dependence of a source coupled cell bias with the cu

source which utilized replica biasing for the load devices is also given in [7.15].

The question now arises as how to make Vo proportional to absolute

temperature (PTAT). This was done by utilizing the core cell shown in figure 114 wit

few changes to the metal routing layers. The PTAT voltage source is describe

section 7.4.2.

The current source shown in figure 114 does show a temperature depend

and for the device sizes illustrated in the figure the following output currents w

simulated across the four process corners, these simulation results are given in ta

Av gmRo=

Av
2I

Vdsat
-------------

Vo

I
-------

Vo

Vdsat
-------------∼⋅=
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The estimated current was verify in the lab. Most current sources for the DE

prototype had a measured output current very close to 50uA.

7.4.1.5 Adjustable Current Source

Both the first and second generation prototype receivers had a serial s

register to control all of the on-chip current and voltage biases across the chip.

previous standard cell bias circuit described had an additional option of a bin

weighted current DAC which could be easily placed at the output of the current so

and controlled by the shift register. This was done to allow flexibility in the lab wi

respect to experimenting with various bias conditions on selected receiver compon

The bias current to various RF blocks could be controlled through the use of a 4

DAC connected to the output nodes Vg and CASC in figure 114. The current DAC use

is illustrated in figure 116.

Table 8:

Process Corner Output Current (Ibias)

Typical-Typical 51.5uA

Fast-Fast 66.2uA

Fast-Slow 51uA

Slow-Fast 52uA

Slow-Slow 41uA

Figure 116.Binary weighted current DAC used to modulate the current source output.
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7.4.2 PTAT Voltage Reference

Both the design and the layout of the - current source was done

a fashion as to facilitate implementation of other useful circuits which utilized the b

cell shown in figure 114. Mainly, a PTAT voltage reference may be realized with

slight modification to the aforementioned current source. The PTAT voltage refere

option was implemented by Srenik Mehta, the details of which can be found in [7.1

The layout of the current source was done in a way to allow the placement of a

additional devices as well as an easy resizing of MDG2.

The basic concept behind converting the current source in figure 114 to a P

voltage reference is illustrated in figure 117. The basic steps to converting the cur

source to a voltage reference is done by making the aspect ratios of MDG1 and M

equal and adding an additional resistor at the emitter of Q2. By sizing b

MDG1=MDG2 this has the affect of removing the current bias dependent offset to

input of the amplifier which feeds back a voltage to the gates of M3 and M5. Theref

if M3 and M5 are equal in size, then the amplifier will force the voltage at the inputs

the opamp to be equal. The current Ibias through the PNPs is then easily found to be,

(Eq 7.52)

If the output current Ibias is taken from this circuit by again adding transistor

to Vg and CASC as was done for the current source in figure 114, the current produ

can then be applied to a resistor producing a voltage. If it is assumed that the ou

current is mirrored around and applied to a resistor R2, then the expression for the

voltage produced is simply,

(Eq 7.53)

∆Vbe ∆VGS

Ibias

VT n( )ln

R1
---------------------=

Vo
R2VT n( )ln

R1
----------------------------=
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Again, VT is proportional to temperature making the output voltage a

proportional to absolute temperature.

A more detailed circuit diagram of the implementation of the PTAT volta

source is shown in figure 118. Similar to the current source version of this circu

binary weighted current DAC can be added to the output at Vg and CASC. This has the

virtual affect of increasing the value of R2, thus changing the output voltage while s

remaining proportional to absolute temperature. The exact implementation of both

Figure 117.Simplified schematic of the PTAT option used to compliment the standard
current source.
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current DAC which is used to modulate the output voltage, as well as m

implementation details of this PTAT reference may be found in [7.15].
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8.1 Introduction

No thesis would be complete without some description of the measured res

and a comparison to the predictions presented in previous chapters. This final ch

will begin with a description, covering the measurement techniques which were use

the lab. This is followed by a discussion of the results obtained in the lab, from

DECT receiver, as well as some results from a stand alone prototype image-reje

mixer. Unfortunately, at the time of this writing, there were no results available on

second generation receiver, which included the adaptive image-rejection mixer.

DCS1800/DECT prototype will probably be published at a later time. The resu

obtained from the DECT prototype are compared to some of the predictions given

the image-rejection mixer. This chapter will conclude with a few comments wh

summarize this work in a broader context of other comparable research efforts.

finally, a discussion is given of possible future avenues of research.

8.2 Test Set-Up and Procedure

A description is given in this section, of both the test setup, as well as

procedure used to take the measured data on both the receiver and the individual im
270
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rejection mixer. The overall test results obtained from measurements on the D

receiver, were taken in such a way as to compare these numbers to expected resu

the image-rejection mixer in terms of noise and linearity.

The source impedance at the receiver input was assumed to be 50Ωs and all of

the components on the testboard, at the input were matched a single-ended 50O s

impedance. The complete characterization of the receiver was done using the

shown in figure 119, along with some software on the PC which analyzed the digita

stream acquired from the ADC output. To test the receiver, an RF signal generator

applied to the testboard and passed through a balun before the signal went on chip

the differential inputs of the low-noise amplifier. The output of the receive channel

the DECT chip, was driven off-chip at the output of the analog-to-digital convert

using source-coupled buffers. This digital output was then read using an logic anal

data acquisition card. The acquired bits from the ADC in the logic analyzer, were t

feed to a PC were subsequent signal analysis could be done with matlab, to deter

the linearity, noise, and filter response of the comprehensive channel. Two additi

signal generators along with baluns were used to generator both the first and se

local oscillator (known to this point as LO1 and LO2).

The performance of higher frequency receivers is highly dependent on

quality of the on-chip supply and ground. For 2-GHz receiver applications, a

parasitic inductances in series with the supply can become a performance is

Therefore, the choice of the packaging technology is important and examined in

next section. This is followed with a description of the measurement procedure, as

as a discussion of the test results.
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8.2.1 Packaging Considerations

All of the testchips which were evaluated for this project used Chip-On-Boa

(COB) packaging techniques. This basic concept is illustrated in figure 120, where

backside of the test die is attached directly to the testboard using a conductive epox

this case, the area were the die is glued to the testboard has been gold plated. If e

to do so, the backside of the die can be gold plated and the substrate will hav

excellent ground provide through the chip backside, after the attachment to

testboard takes place. For the experiments described in this thesis, die with and wi

gold plating were tested with no observable difference in performance between

plated die, verse non-gold plated die. With the backside of the die attached to

testboard, a bondwire is then run from the individual chip pads to the appropr

routing on landing zone (routing) on the testboard.

LNA
I Q

I QLO1 LO2

A/D

GMSK Signal
Generator 1.89GHz

Quadrature

1.7GHz
190MHz

LO1 1.7GHz LO2 (182MHz-197MHz)

PC Controller

Logic Analyzer

1.89GHz -90dBm

Balun

Receiver
Chip

Balun Balun

Generator

Figure 119.Block diagram of the test set-up which was utilized in the lab.

Tunable
Quadrature
Generator

Tunable
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The primary advantage for packaging with COB is the reduction in paras

lead inductance as compared to a packaged part. The situation has been illustra

figure 120 (a) and (b). If a package were used, the total inductance from any chip

back to the board, would include the inductance associated with the bondwire from

chip pad to the package bondwire landing zone, in series with the inductance from

package landing zone along the package lead, to the point where lead connects wi

routing on the testboard. If COB is utilized in place of a package, at a minimum,

inductance associated with the package lead is removed, the bondwire inductance w

still be present. However, with a proper layout of the testboard, particularly in the a

of the chip landing zone, the space from the chip pads to the board landing zones c

minimized, thus reducing the length of this bondwire. In addition, the ground chip p

can be brought down directly along the side of the chip, and bonded to the chip lan

zone, further minimizing the ground bondwire length and the associated inducta

Bonding of the chip ground to the die attach area, using COB is illustrated in figure

(c).

Figure 120.Chip-On-Board (COB) packaging. (a) sideview illustrating a conventional packa
(b) sideview of COB packaging (c) Die photo of DECT receiver on attached to
testboard using COB.

Die
Testboard

nly Bondwire

Die

Testboard

Bondwire
Conventional Package (a)

Chip On Board (COB) (b)

kage Lead
ditional
uctance

ductance between
ippad and the

stboard

Package

Inductance

Die
Testboard

Bondwire
COB for the Ground Pads (c)

Run Directly
Down the
Side of the Chip

Die

Area
Attach

DECT Chip attached to Testboard (d)
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Landing
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Although there may be some advantages of reducing both supply se

inductance and effects of mutual coupling of spurious signals from bondwire

bondwire, there are some practical (or maybe impractical) issues associated with C

For experimental testboards, COB has the disadvantage that to test an individual d

entire testboard needs to be exclusively built-up for one part. If the die on one testb

is non-functional, then an entirely new board must be built to test a second dev

Testboards can be potentially recycled by reattaching new chips and rebonding.

process of recycling a board with new devices can be repeated up to three times

can only be accomplished if the board layout is done in such a way as to allow pr

movement of the bonder, in the die attach area. In other words, many of the high-pr

through-hole components, must be sufficiently spaced, far enough away from the

attach area, to allow an unconstrained movement of the bonder, while a new devi

being bonded. For a production part, COB might prove to be an attractive alternativ

package parts as the cost of the package has been eliminated. However, the cost

would depend on the potential penalty associated with discarding an entire board

final test as opposed to simply eliminating a part after package testing.

Other board/chip assemble techniques which could be used to reduce

supply lead inductance, might include die attachment using flip-chip techniques. W

the die is still in wafer form, solder bumps are added to each of the chip pads. A

sawing the wafer, the individual die are heated to reflow the solder on the chip p

The device is then lowered topside down (thus the name “flip-chip”), and positioned

to the board, in such a way that the solder bumps connect the chip pads to landing z

found on the board. The length of the solder bump is extremely small compared

bondwire, giving again, the advantage of a lead parasitic which is significantly lo

than even COB, and certainly better than a packaged part. However, the disadvan

relate to the fact when using flip-chip, the topside of the die (substrate) faces upw

making it difficult to provide a good ground to the backside of the die. In addition,

production cost advantages of flip-chip are not immediately clear, as the reflow pro
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of the solder bumps can be somewhat complex requiring glass dams on the b

substrate.

8.2.2 Third Order Non-Linearity (IP3)

One very common characterization of either an entire receiver or the individ

components in the receive chain is the relative measure of linearity. For radio rece

applications, the overall third order intermodulation performance is critical. T

measurement is done to test a receiver’s immunity to a very unique situation when

very undesired signals are received, with a specific combination of frequencies,

that the relationship between the undesired interferers, and the desired received s

lead to interference with in the desired signal band. If fdes represents the frequency o

the desired carrier while f1 and f2 are the frequencies of the undesired alternate ch

interferers. Then if the relationship in frequency between the interferers and the de

signal is the following.

 or

The situation may arise where the two undesired alternate channel interfe

pass through a third order non-linearity and create interference in the desired s

band. The most commonly quoted figure of merit which characterize the third or

distortion performance is the third order intermodulation intercept point, or IP3. T

can be either referred to the input or the output of the Device Under Test (DUT)

more through treatment of IP3 is given in chapter 2.

The measurement of the IP3 number (usually quoted in dBm or dB) for

DECT receiver was done by applying two tones to the input, at frequencies such tha

third order intermodulation component generated (at 2*f2-f1), fell within the bandwidth

of the baseband filter. The frequencies at which the two applied tones were assigne

outlined in the DECT standard [8.1]. In short, the tones were applied in vari

f des 2 f1⋅ f 2–= fdes 2 f2⋅ f 1–=
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combinations of channel spacings as shown in figure 121(a). The magnitude of

undesired tones which were applied to the receiver input, were then recorded along

the magnitude of the third order intermodulated component at the output of the A

To measure the magnitude of the third order component at the output of the receive

FFT was run on the PC shown in figure 121(b). The computed value for the third o

intermodulation component was then divided by the receiver gain and recorded.

magnitude of the applied tones was then increased, and the above procedure

repeated to obtain the linear and third order response of the receiver. The resul

which are shown in figure 121 (c). With this data, the linear response of the rece

was extrapolated as well as the third order response. The intersection point of the l

and third order lines is the input-referred-third-order-intermodulation-intercept po

For this receiver, the IP3 was recorded to be -7dBm.
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Figure 121.Two tone 3rd order intermodulation test. (a) FFT of the receiver output with a
tone input. (b) Tones applied 2 & 4 DECT channels away from the carrier. (c) 3
IM plot showing intercept point.

IP3



277

the

tor.

the

m on

d to

he

the

put

was

is

what

umes

ain,

ally

nder

ut to

are

t and

ated

aking

a

hout

e or

t, in
It was determined that the linearity bottleneck for the DECT receiver, was

transconductance pair associated with the mixer running off of the first local oscilla

This was confirmed with a measurement, on a die which just included the LNA and

transconductance stage of the first mixer. Again, the IP3 was measured to be -7dB

the LNA stand-alone chip [8.2]. An IP3 at the input of the receiver, can be converte

a peak voltage assuming a 50Ω load. The -7dBm measurement converts to 141mV at t

receiver/LNA input. The LNA gain was measure to be approximately 20dB across

DECT band. Using the LNA voltage gain, the measured IP3 reflected to the mixer in

is 1.41volts. Using equation 6.63 in chapter 6 the estimated IP3 is 1.31V, which

estimated with a 400mV, Vgs-Vt of the common source devices used by the mixer. Th

compares quite well to measured results. The measured IP3 is slightly higher than

is predicted by equation 6.63, this is to be expected as the hand estimate ass

square-law devices. However, even with a Vgs-Vt of 400mV there will still be some

velocity saturation which tends to linearize the input transconductance stage.

8.2.3 Noise Performance

Obtaining noise data for an individual analog component along a receive ch

such as a standalone LNA, mixer or filter is somewhat straightforward. This is typic

done using a noise figure meter which injects a noise source into the component u

test. The meter then looks for the amount of noise which has been added to the outp

determine the noise contribution from the device under test. Noise figure meters

made to evaluate the noise performance of purely analog components; analog inpu

output. The problem of measuring a receiver’s noise figure becomes more complic

when an analog-to-digital converter interface has been added to the signal path, m

it difficult if not virtually impossible to utilize a noise figure meter. In this work,

method was used which facilitates the noise figure measurement of a receiver wit

the use of a noise figure meter [8.3]. The is done by measuring the Carrier-to-Nois

Carrier-to-Interference (C/I) at both the input and the output of the device under tes
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this case the receiver. With both the C/IInput and C/IOutput, the noise figure of the

receiver can be computed directly from the definition of noise figure or,

(Eq 8.1)

The noise figure measurement is performed by first ensuring that a good m

to 50Ω has been made at the receiver input. For the DECT receiver, the S11 looking

the SMA connection was better than -14dB. A signal source was attached to the rec

input as shown in figure 119. The signal source assumes a 50Ω load and theavailable

power delivered by the signal source is typically what is shown on the display of

signal generator output. To ensure that the signal source readout is calibrated pro

it is probably a good idea to check the delivered power with a spectrum analyzer, w

also reads the available power of an input signal assuming a 50Ω match. Once the

receiver input impedance has been matched to the source resistance (50Ω), a tone is

then applied to the receiver input and the C/I ratio at the input, can be compute

using the available signal power which is read from the signal source generator dis

and then taking the ratio to the available noise power delivered by a source resista

which is simply kTB. For the DECT measurements, the signal bandwidth was assu

to be 700kHz which is the same bandwidth of the baseband filter. The C/I ratio at

receiver can be expressed as,

(Eq 8.2)

Where Stone is the available power delivered to the receiver input (this can

taken directly from the signal generator)1 and B is the channel bandwidth of the system

in this case 700kHz was used. The output carrier-to-noise ratio is simply found

taking an FFT of the ADC output. The bins in the FFT which correspond to the sig

source applied to the receiver are found and the sum of the signal power in these

are then used to evaluate the signal power. Next, all of the remaining bins between

1.   If the units on the signal generator are registered in dBm, then the available signal power in Watt
be computed to use equation 8.2, or the numerator in the right-hand side of equation 8.2 must be mu
by 1mW (inside the log expression) to obtain the correct dimensions.

NF 10
SNRInput

SNROutput
---------------------------

 
 
 

log 10
C IInput⁄

C IOutput⁄
-------------------------

 
 
 

log= =

C IInput dB( )⁄ 10
Stone

kTB
------------ 

 log=
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and 700kHz were summed, to find the output inband noise power. The C/I ratio at

output of the receiver was then computed using these two quantities derived from

FFT.

It is worth mentioning, that the output C/I ratio estimated using an FFT is n

the true C/I ratio at the output of the receiver. A fudge fact of 3dB must be subtrac

from the receiver output C/I ratio, to account for the frequency conversion of

desired channel to baseband, as is the case in a direct conversion receiver o

Wideband IF receiver. To understand why 3dB has been subtracted, the follow

section attempts to bridge the gap between the output C/I ratio of a receiver whic

measured using the above mentioned method, and what the true C/I ratio would be

real channel signal were received.

8.2.3.1 Conversion of SSB measurement to DSB Receiver Noise Figure.

Most signals which are modulated up to the carrier frequency are double-

banded about the frequency of the carrier. Therefore, there is useful information in

the lower and the upper sidebands above and below the carrier frequency. This situ

is illustrated at the top figure 122, where the desired channel (post upconversio

shown as FC(f), and is symmetric about the carrier frequency, fC. The objective is to

then down converter the desired channel from the carrier frequency, to either a

intermediate frequency or zero IF as is the case for direct conversion or the wideban

receiver.

As mentioned in the previous section, the noise figure of the DECT prototy

was measured by finding the carrier-to-noise ratio in lab at both the input and outpu

the receiver. This is done by injecting a tone at a slight offset from the carrier freque

such that when down converted to the baseband, the tone is discernible and falls w

the baseband filter’s bandwidth. For the purposes of the DECT receiver measurem

a tone was applied to the receiver at a 150kHz from the carrier. In other words,
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difference between the frequency of the tone applied to the frontend of the receiver

the sum of both the local oscillators used by the receiver is 150kHz, again

difference is shown in figure 122 as∆f (∆f = fTone - fC).

There is a very subtle difference between the carrier noise ratio measure

the output when a single tone is applied, and the actual carrier-to-noise ratio w

would exists if a real radio channel were received. The key to understanding

difference starts by first looking at the fundamental loss in signal power whe

received channel is converted to baseband. First a few definitions will be given, whe

is assumed that there is a baseband channel in the transmitter which will be defin

F(f). Next, this spectrum is upconverted to the carrier frequency by multiplying with

ideal sinusoidal function. After the channel is upconverted, the spectrum can be wr

as FC(f) and is shown graphically, centered about the carrier in the top part of fig

122. FC(f) will now represent the signal which is actually received at the antenna of

receiver.

Figure 122.Illustration of the relationship between frequency translation of a real double-s
banded signal and a single tone used for receiver noise figure measurement.

f(Hz)

f(Hz)

f(Hz)

fTone

fLO=fLO1 + fLO2

fC
-fTone-fC

∆f

-fLO=-(fLO1 + fLO2)

|FC(f)|
Actual
Received
Channel

Tone T(f)
Applied
for C/I
Measurement

|C(f)|

|T(f)|

FC(f)

−∆f
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(Eq 8.3)

The objective is to now downconvert FC(f) to either an intermediate frequency

or centered around DC. Using the DECT prototype receiver as an example,

incoming spectrum is multiplied by two cascaded local oscillators, the sum of whic

shown in the frequency domain as just FLO, middle of figure 122. To simplify things,

the sum of the carriers will be represented by C(f) in the frequency domain. The t

frequency translation of the incoming spectrum FC(f), can be modeled as the

convolution in frequency between FC(f) and C(f), the result of which will be

represented as FB(f).

(Eq 8.4)

C(f) is again nothing more than the spectrum of the sum of the local oscillat

in the frequency domain.

(Eq 8.5)

Equation 8.4 can now be written as,

(Eq 8.6)

The original desired channel represented as F(f) is now frequency transla

resulting in the following shift of the desired spectrum as,

(Eq 8.7)

Because the frequency translation is a direct modulation from the carrie

DC, there is a component of FB(f) which arises from the positive frequency and also th

negative frequency, these are shown as the first two terms in Equation 8.7.

baseband component of FB(f) has two spectrums which are adding together. This aris

again from the fact that the frequency translation converts the desired channel to c

around DC, in addition to the property of the desired channel being symmetric abou

carrier. The desired channel at baseband can now be expressed as,

(Eq 8.8)

FC f( )
2
---F f f C–( )

2
---F f f c+( )+=

FB f( ) FC f( )*C f( )=

C f( ) 1
2
---δ f f C–( ) 1

2
---δ f f C–( )+=

FB f( ) 1
2
---F f f C–( ) 1

2
---F f f C+( )+ *

1
2
---δ f f C–( ) 1

2
---δ f f C–( )+=

FB f( ) 1
4
---F f( ) 1

4
---F f( ) 1

4
---F f 2fC–( ) 1

4
---F f 2fC+( )+ + +=

FB f( ) 1
2
---F f( ) 1

4
---F f 2fC–( ) 1

4
---F f 2fC+( )+ +=
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The above situation of converting a radio channel to baseband is contra

with the case where a single tone is applied to the receiver to find the input and ou

carrier-to-noise (C/I) ratio to estimate the receiver noise figure. As mentioned bef

the tone which is applied to the receiver input needs to be offset from the carrier (o

sum of the two local oscillators), such that when the tone is frequency translate

baseband, it is easy to extract the energy of this tone using an FFT. The single

applied to the input can be represented as TC(f), again, this situation is reflected at the

top of figure 122. However, unlike the desired channel, the tone only resides on

sideband about the carrier frequency. The single tone which is applied to the rec

input (TC(f)) can be written as,

(Eq 8.9)

When the tone TC(f) is frequency translated to baseband, this can

represented with a convolution in the frequency domain. The tone which then res

will be written as TB(f), which can expressed as the convolution of a the tone around

carrier frequency, and the sum of the local oscillator frequencies or C(f).

(Eq 8.10)

The result of this convolution at baseband is then.

(Eq 8.11)

The baseband filter will remove the higher frequency components leaving,

(Eq 8.12)

Note that the amplitude of the desired tone at baseband is reduced by a

when compared to the tone which is injected at the receiver input. The power of the

which is observed at baseband, has been reduced by 3dB. This is fundamen

different from the real situation where a desired channel which occupies both sideb

about the carrier frequency. Here, energy from the down converted signal at baseb

is frequency translated from both positive and negative frequencies. So there exi

TC f( ) 1
2
---δ f f C ∆f+( )–( ) 1

2
---δ f f C ∆f+( )+( )+=

TB f( ) TC f( )∗C f( )=

TB
1
4
---δ f ∆– f( ) 1

4
---δ f ∆f+( ) 1

4
---δ f 2f C ∆f+( )+( ) 1

4
---δ f 2f C ∆f+( )–( )+ + +=

TB
1
4
---δ f ∆– f( ) 1

4
---δ f ∆f+( )+=
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3dB difference between the tone used for measurement of the C/I ratio at baseband

the real situation where a desired channel is downconverted in the receiver. Thus

reason for the 3dB fudge factor which is subtracted from NF measurement obta

using the input and output C/I ratios. Clearly again, the 3dB subtraction would o

take place for radio system that frequency translate to baseband.

8.2.3.2 Noise Figure Measurement Result: Discussion

Using the procedure outlined in the previous section, the overall receiver n

figure was measured. The double-sideband noise figure from the LNA input, to the A

output was recorded to be 14dB which corresponds to a -90 dBm sensitivity when

on a DECT channel.

The considerably high noise figure for the DECT receiver was attributed to t

problematic areas. First, and certainly foremost was an error in the para

capacitance extraction from the layout. The value of capacitance, which was estim

and used, was as much as 30% lower than what was obtained in the lab. This ha

adverse affect on the amplitude of the first local oscillator used by the RF mixers.

additional capacitance and loading of the output buffers shown in figure 103, of cha

7, had the affect of significantly lowering the amplitude of the LO. This had a m

negative affect on the conversion gain of the first set of mixers. With a lower convers

gain in the LO1 mixers, a much larger than expected noise contribution from the sec

set of mixers and the baseband circuits was seen and increased the receiver noise f

In additional, the higher than expected noise contribution from the mixers

the overall receiver was also attributed to poor device models. At the time the de

was completed, little investigation had taken place into the behavior of CMOS dev

at RF frequencies. In particular, it has since been found that the “gamma” factor u

for the input referred channel noise associated with a single MOS device can vary

function of frequency [8.2][8.4][8.5][8.6][8.7][8.8]. Traditional, CMOS devices hav
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used a value of 2/3 for , at low frequency. However, recently it has been suggested

may vary as high as 2.5 for some CMOS technologies, at high frequency. Un

estimating the value of gamma for the device noise model would certainly contribut

a poor noise figure.

The noise figure of the receiver could have been also improved through a be

trade off between the noise performance for an individual block, verses the po

consumption. Shown in figure 123 (a) and (b), is a breakdown of the measured R

noise power of each block referred to the receiver output, and the distribution of

receiver power consumption, respectively. One can note, that although the first mi

noise contribution to the overall receiver is almost 40%, these mixers contribute

than 10% of the overall receiver power budget. Therefore, the noise and po

consumption could have been better traded off to obtain a lower receiver noise figu

8.2.4 Image-Suppression

A key component which contributes to the selectivity performance of

receiver, particularly in a heterodyne system, is the ability to reject signals found wi

the image-band. To test the DECT receiver’s ability to reject signals found within

image-band, a series of tones were applied to the receiver sweeping the entire D

band from 1.884GHz to 1.896GHz. The magnitude of the tones, which were feed

γ

γ

Mixer (LO2)  /
Baseband

Filters / ADC
40%  148 µ V

LNA
22%

80µ V

Mixer (LO1)
38%

142 µ V

(a)
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2
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(b)

Mixer(LO1)
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17mW

LNA
21%

41mW

ADCs
20%

40mW
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Filters

33%
66mW

Mixer(LO2)
17%

34mW

Figure 123.(a) Breakdown of the output rms noise voltage (b) breakdown of the receiver’s po
consumption.
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the receiver, in the DECT bands, was then measure using an FFT at the ADC outpu

additional set of tones were feed into the receiver, at the image freque

corresponding to each of the desired frequency tones. The ratio of the recei

measured response at the output of the ADC, between the tone in the image band

the corresponding tone in each of the desired bands, was recorded. The results of

are shown in figure 124.

This measurement might be better understood by looking at how one data p

in figure 124 was taken and assigning some real numbers to the measurement. F

purposes of all the DECT measurements, the first local oscillator (RF LO or LO1) w

set at 1.7 GHz, leaving the IF to range from approximately 190MHz to 200MHz for

the DECT channels. Given the frequency of the first local oscillator, the image band

at approximately 200MHz below the first LO, or at 1.5 GHz to about 1.516 GHz. T

first measurement point in figure 124, at 1.8838GHz was obtained by applying a si

tone at this frequency, to the input of the receiver, which was set at full gain. T

magnitude of the output signal was then measured. A second tone was feed int

receiver at the image frequency, of the first tone, which is at [1.7GHz - (1.8838GH

1.7GHz)], the magnitude of the receiver’s response at baseband value was

recorded. The ratio of the receiver’s response to the desired signal tone applie

1.8838GHz was taken relative to the magnitude of the measured tone which was ap

at the exact image frequency of the desired tone or [1.7 GHz -(1.8838 GHz -1.7 GH
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[1.7GHz -(1.8838GHz - 1.7GHz)]. The one data point under discussion has been plo

as the left most point in figure 124.

It should be noted that the image-rejection data was taken while the ph

between the I and Q LO mixer inputs were tuned for maximum image suppression. B

the circuit and process for tuning the phase on the DECT receiver were describe

chapter 7, section 7.2.10.

8.2.5 Blocking performance

To test the receiver’s immunity to signals found in both adjacent and altern

channels, a blocking test was performed. The conditions of this test were don

accordance with the specification outline in the ETSI document covering the phys

layer of DECT [8.1]. Although there are some specific blocking conditions associa

with DECT, most blocking test associated with various standards, share s

commonality in the method used to evaluate the receiver’s selectivity performance

respect to blocking. Specifically, blocking test are usually performed by applyin

desired signal to the receiver which is 3dB above the required reference sensit
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Simultaneously, either a single AM or a modulated blocker is applied to the receive

one of the alternate channels associated with the system. The blocker is increas

power level (or amplitude) until the bit error of the desired signal increases to so

unacceptable value. For the purposes of the DECT receiver testing, a desired signa

73dBm was applied to the receiver input in accordance with [8.1]. A single sine w

was then applied to one of the adjacent DECT channels, and increased in magn

until the C/I ratio of the desired signal, at the output of the receiver, dropped to

than 10dB. This approximately corresponds to a BER of 10-3 for a signal which

modulated using gaussian minimum shift keying (GMSK). This assumes the nois

white across the channel [8.9][8.10][8.11] which may not necessary be true. The po

of the blocker in each of the adjacent channels, which resulted in the C/I ratio drop

below 10dB, was recorded and is shown in figure 125, as a star. The required D

blocking performance has been shown in the shaded areas. As can be seen, the blo

performance of the receiver is well above what is required by DECT.
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8.2.6 Receiver filter response

To test the comprehensive response of the entire receive channel a seri

tones were recursively applied to the receiver. As shown in figure 119, a PC,

receiver input signal generator, and the logic analyzer were all networked toge

using HPIB connectors. A “C” program was then written [8.12] which automatica

sets both the frequency and amplitude of the input signal source to some desired o

from the sum of the oscillators. With the input signal applied to the receiver, the “

program grabs a set of data from the ADC output using the logic analyzer. Knowing

frequency of LO1 and LO2, along with the frequency of the input tone applied,

program then computes the FFT of the output signal. The bin associated with the ou

tone, after frequency conversion to baseband, is stored in a file. The program

slightly increments the frequency of the receiver input signal and again acquires

using the logic analyzer. Subsequently, the magnitude of the new tone at baseba

found, again using an FFT. The tone is again incremented slightly in frequency, and

process of acquiring the magnitude of the tones at baseband is done recurs

sweeping the entire range of the baseband filter output.

Figure 126.Frequency response of the entire receiver from the LNA to ADC output. Positive
negative frequencies are shown
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Figure 126 shows the results of sweeping a series of tones from 4MHz be

the carrier, to 4MHz above the input carrier frequency, notice the baseband f

bandwidth is approximately 700kHz and the receiver gain is approximately 78dB.

the DECT receiver, a 8th-order channel-select switched-capacitor filter was used w

had an equiripple response.

8.2.7 Summary

As was mentioned earlier, this thesis contains data from the DECT rece

while the dual mode DECT/GSM receiver will be published at a later date. This sec

is provided to give a summary of the data which was obtained on the DECT receive

well as give a relative comparison to other comparable work in the area of h

integration receivers.

Table 9: Summary of results obtained from the DECT receiver

Many of the key measured results obtained from the DECT recei

measurements are shown in table 9. Where it is relevant, the DECT rece

measurements are compared to the physical layer specifications which are outlin

the DECT standard [8.1]. As can be seen from table 9, the DECT receiver meets ea

Receiver Measurement DECT Requiremen

Sensitivity -90dBm -83dBm

Input IP3 (Max. gain setting) -7dBm -26dBm

P-1dB(Min gain setting) -24dBm -33dBm

Receiver Image Rejection ~85dB w/ RF Filter ~70dB w/ 200MH

Pob3dB(Max. gain setting) -33dBm @ 2MHz N/A

Max. Receiver Gain 78dB N/A

Min. Receiver Gain 26dB N/A

Die Size 7.5mm x 6.5mm N/A

Active Chip Area 15mm2 N/A

Power Supply 3.3v N/A

Silicon Technology 0.6µm DPTM CMOS N/A
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the significant requirements of the DECT standard. The overall receiver sensitivity

90 dBm with a receive channel gain of 78 dB. The prototype DECT receiver w

fabricated in a 0.6µm double-poly triple-metal CMOS process, at the Taiwan Silico

Manufacturing Company (TSMC). The overall receiver die size is 7.5mm by 6.5 m

and the active die area is 15 mm2.

A relative comparison to other high integration techniques, in silicon, whi

have been used to perform image rejection are shown in figure 127. Various met

were used to address the image-rejection function as an integrated solution.

include, image-rejection mixers, integrated image filtering and a combination of

two methods, all of which are plotted as a function of the measured image rejectio

figure 127. The two highest reported numbers for image rejection [8.13][8.14] w

obtained by manually tuning the I and Q phase error in the lab. Although, this

somewhat impractical, there does lie the hope of adaptively, auto-calibrating out

phase error and achieving a high image-rejection ratio.
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Figure 127.Relative comparison between various recently published attempts to impleme
integrated image-rejection function.
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In comparison to other recently reported high integration receivers, the w

presented in [8.13], was one of the first complete RF radio receivers implemente

CMOS. At the time this work was presented, the prototype had the highest level of r

integration in CMOS, everything from the LNA to the ADC was all implemented on

single chip without the need for external RF and image-rejection filters. In table 10

some other recently demonstrated high integration receivers. The various publica

presented in table 10, are samples of some of the radio architectures which have

implemented as a high integration systems, and represent various silicon technol

including, CMOS, Bipolar and BiCMOS which were used to address differe

applications/standards.

Table 10: Summary of recently published high integration receivers.

thor Architecture Application Technology Noise
Figure

IIP3 Blocking
Performance

Total
Power

Abidi et al.
SCC ‘97 [8.22])

Homodyne ISM Band. 1.0µm
CMOS

8.5dB -8.3 dB ----------- 177m

 Steyaert et al.
SCC ‘98 [8.23])

Low-IF DCS 1800
upbanded

0.35µm
CMOS

4.9dB -3dBm ----------- 190m

Schaeffer et al.
SCC ‘98 [8.15])

Low-IF / Weaver GPS 0.5µm
CMOS

4.1dB -16dBm ----------- 115m

Wu et al.
SCC ‘98 [8.19])

Weaver GSM /
DCS1800

0.6µm
CMOS

4.7dB/
4.9dB

-7dBm/
-8dBm

----------- 72mW
75mW

 Banu et al.
CC ‘97 [8.24])

Double Low-IF GSM 0.5µm
BiCMOS

4.8 dB
(SSB)

-4.5dBm GSM 66mW

udell et al.
SCC ‘97 [8.13])

Wideband IF DECT 0.6µm
CMOS

14dB
(DSB)

-7dBm DECT 198m

Cho et al.
SCC ‘99 [8.16])

Homodyne Cordless
Telephone

0.6mm
CMOS

4.5dB
(DSB)

-21dBm 900MHz
SS

525m

Banahani
SCC ‘00 [8.21])

Hetrodyne
Weaver/PPF

ISM
Band

0.6µm
CMOS

9.8dB -10dBm ISM 180m
300m

Yee et al.
SSC ‘00 [8.25])

Homodyne 2-GHz
WLAN

0.25µm
CMOS

8.5dB
(DSB)

-18.3dBm ----------- 106m
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The GPS receiver given in [8.15] did an excellent job of trading off the no

figure and power consumption. The cordless telephone receiver presented in [8.16

one of the first all-CMOS integrated receivers put into production and is currently s

as a component in a Siemens telephone.

One conclusion that can be drawn from recently published work given in ta

10 is that, to date, it does seem plausible and in fact, practical as well as inexpensi

implement an entire radio receiver in CMOS for moderate performance applicati

These would be radios for short range standards, where the mobile does not wand

far from the basestation. In the situation where both the transmitter and receiver

relatively close together, the selectivity performance required of the receive

somewhat relaxed. Example applications would include receivers built for cord

telephone, wireless computer peripheral components (keyboard, mouse, printer,

and wireless LAN to name a few. Future research and development is needed to ad

many of the technical challenges still associated with full integration in CMOS, or a

semiconductor technology for that matter, of an entire radio receiver intended for a

performance standard.

8.3 Contributions and Possible Future Directions

There are three distinguishable contributions in this work which come from

levels of architecture, analysis and circuit implementation. From the perspective

radio architectures targeting high levels of receiver integration, the wide-band

receiver was introduced and explored during the period of this work. From more o

analysis perspective, a convenient method for evaluating current commutating a

mixers was also explored. Although the analysis emphasized CMOS Gilbert Cell

mixers, the design techniques are general enough to be used on any active

independent of the implementation technology. From more of a circuit implementa

perspective, a new variable gain mixer cell was introduced. The mixer, modulates
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the load resistance and the gain of the mixer through a common mode feedback ci

Other new circuit implementations which were introduced included a novel utilizat

of a polyphase filter and buffer combination. This circuit utilizes an all-pass buff

followed by a third order polyphase filter. The buffer filter combination produces ve

accurate quadrature signals (less than a 0.5o phase error) while maintaining the LO

carrier power and reducing the overall power consumption associated with this func

as compared to other polyphase filter implementations.

An additional contribution in this work, which is somewhat less proven, is t

introduction of a self-calibrating image-rejection mixer. The proposed self-calibrat

image-rejection mixer is really the first step in the implementation, of receiver syste

which take advantage of the system aspects which are now possible and facili

through the very act of integrating all of the radio components onto a single piec

silicon. Therefore, the implication is that not only can future radios be implemen

with self-calibrating mixers, but can also overcome many traditional radio n

idealities and limitations through adaptation, or auto-calibrate as well as optimize

time performance.

Any form of research usually ends by answering a few questions while open

the door to many more new riddles. Future challenges and research associated with

integration radio systems in CMOS, lie on the device, circuit, and system level.

next wave of research will need to further explore the behavior of sub-micron CM

devices in the 1 to 6 GHz range. The rapid implementation of all CMOS receivers

be critically linked to accurate device models for simulation, particularly a reasona

estimate of the noise performance.

The continued scaling of modern CMOS processes requires the lowering of

available supply voltage. This presents some interesting and unique challenges fo

implementation of future CMOS RF circuits. Further exploration will be required

realize mixers, oscillators and power amplifiers for sub-1.5 volt CMOS processes.
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From more of a system radio architecture level, a yet unexplored area whe

reduction in the receiver power consumption may lie in the exploitation of hi

integration CMOS transceivers[8.26]. By rethinking the transceiver as a “system-o

chip,” radio architectures may be developed to optimize power consumption for nee

performance. Most radio standards or applications outline a set of test conditions w

specify the required performance of both the transmitter and receiver. A clo

examination of the standards reveals that typically, high performance in terms

linearity, noise figure and dynamic range are only required during brief interva

However, contemporary receivers and transmitters found in products are typically o

designed to meet the most difficult performance requirements even when not requ

This results in higher power consumption than is really necessary. Receiving a w

desired signal in the presence of a strong alternate channel signal is an exce

example of a condition which leads to very high dynamic range requirements in

backend of integrated radio receivers; this is illustrated in figure 128. Higher requ

dynamic range in both the baseband filters and/or ADC typically implies a hig

receiver power consumption. The condition of an adjacent channel blocker may

occur during very brief intervals of the receiver’s operation time. However, curren

LNA IF

RF IR IF
Filter Filter Filter

RF / IF Frontend of a

RF
Filter

High Integration Receiver

 freq

 freq

 freq

Conventional Discrete Receiver

High Integration Receiver
DR

DR

Desired
Channel

Undesired
Alternate
Channel

Required
Dynamic
Range at

Figure 128.Effect of blockers on dynamic range in both discrete and integrated receivers.

IF or Baseband
output
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integrated radios are designed to handle high dynamic range conditions of an alte

channel blockers at all times, as shown in figure 128. A more optimal approach

handling the high dynamic range required of integrated baseband components ma

in developing transceiver systems which sense when a strong alternate cha

condition exists. This would allow the receiver to fall back to a low-power, low

performance mode when high performance was not required. Then, when a st

alternate channel signal arises, the receiver would increase the dynamic range i

back-end to meet the particular condition present. Again, by monitoring the presenc

the blocker, the receiver could then return to a low performance, optimal po

consumption mode of operation when the blocker disappears. A parallel strategy

be applied to optimize the frequency synthesizer power consumption verses the req

phase noise performance which again would be determined by the blocking cond

which is sensed by an intelligent receiver system. This concept could potentially

extended to optimize the receiver power consumption versus noise figure and req

sensitivity for a given received signal strength.
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Appendix A: Image Suppression as a function of phase and gain
mismatch

The following is an outline of an analysis to determine the effects of pha

mismatch between the I & Q local oscillator of both LO1 and LO2 and the effects o

gain mismatch between the signal paths. The matching error is modeled as show

figure 129. The phase mismatch between both the I and Q LO mixer inputs of both

first and second local oscillators are defined as and respectively. This ph

error will be defined as the deviation from ideal quadrature. For example, 91o phase

difference between the I and Q LO1 would be represented by =1o. represents

the composite gain mismatch between two of the four image-rejection channels.

The analysis is carried out by applying two complex signals denoted D(t) a

IM(t) both equally spaced in the frequency domain, from the first local oscillator

shown in figure 129. Both the image and desired signal will be tracked as they m

φε1 φε2

φε1 ∆A
298
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through the mixer to the baseband II and QQ channels where they are summe

solution for the image-rejection ratio is found with the magnitude of the desired

image signals after summation of the II and QQ channels.

(Eq A.1)

(Eq A.2)

Assuming an idealized sinusoidal LO, the two input signals D(t) and IM(t) a

multiplied by the I and Q local oscillators, the resulting signals at IF can be expres

as,

(Eq A.3)

(Eq A.4)

(Eq A.5)

(Eq A.6)

I-I(t)

Q-Q(t)

cos( ωLO1t)

sin( ωLO1t + φε1)

I(t)
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cos( ωLO2t)

sin( ωLO2t + φε2)
(1+∆A)

ωLO1

D
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ire
d

Im
ag

e

II(t)-QQ(t)

ωDωIM

Figure 129.Model used to analyze the image-rejection performance as a function of LO phase
gain path matching.
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2
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Assuming the upconverted terms are removed through low-pass filtering

substituting in  results in,

(Eq A.7)

(Eq A.8)

(Eq A.9)

(Eq A.10)

Multiplying equation A.7-10 by the second set of quadrature LOs and ag

removing the upconverted terms, the following expression may be obtained for

image and desired signal present in the II and QQ baseband channels.

(Eq A.11)

(Eq A.12)

(Eq A.13)

(Eq A.14)

From equation A.11-14 the magnitude of the desired and image baseb

signals may easily be found. Making the simplifying assumption that

we get at baseband,

(Eq A.15)
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(Eq A.16)

By taking the ratio of equation A.15 and 16 the image-rejection ratio in (dB)

given by,

(Eq A.17)

Equation A.17 is identical to the result given in [AP.1][AP.2] for th

more general class of single-sideband mixers.

Appendix B: Conversion Gain of an Idea Switching Mixer

This appendix is provided to give a brief review of the conversion ga

characteristics of an ideal switching mixer. The switching can take place either in

form of commutating a voltage or a current signal. This has the net affect of taking

signal and multiplying it by a pulse train, which will from this point on described b

p(t).

The general situation of a switching mixer is shown in figure 130 where

arbitrary signal S(t) is applied to the input port of a mixer. The signal S(t) is effectiv

multiplied by a pulse train with a zero mean and amplitude of unity. The period of

pulse p(t) will be defined as TLO (corresponding to the frequency of the local oscillato

used by the mixer). Using the fact that multiplication in the time domain, is equival

to convolution in the frequency domain, it can be shown that the mixer output w

contain several copies of the input spectrum shifted in frequency by both

fundamental and various harmonics of the local oscillator, p(t). It is now of interes

II IM t( ) Q– QIM t( ) 2 1
16
------ 1 1 ∆A+( )– φε1 φε2–( )cos( )2

1 ∆A+( ) φε1 φε2–( )sin( )2
+[ ]=

IRR dB( ) 10
1 1 ∆A+( )2

2 1 ∆A+( ) φε1 φε2+( )cos+ +

1 1 ∆A+( )2
2– 1 ∆A+( ) φε1 φε2–( )cos+

--------------------------------------------------------------------------------------------------------log⋅=
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find the gain that the input signal S(t) experiences from the input to the output of

mixer during frequency translation.

The best approach for finding the conversion gain of the mixer is to anal

what is going on in the frequency domain. p(t) is periodic and may be represente

the fourier series where the fourier coefficients can computed as,

(Eq A.18)

The fourier coefficients pk are given by,

(Eq A.19)

One approach which facilitates computation of the fourier coefficients of p

is to offset the waveform such that the low end of the swing is zero and the high en

p(t) is twice the amplitude of the zero mean pulse; this is shown in figure 131. Once

fourier coefficients have been found, the DC component may be subtracted ou

recover p(t). Although, it may be somewhat obvious to offset p(t) to get p’(t), it is wo

Figure 130.Model of an ideal switching mixer. S(t) represents either a voltage or current sig
which will be commutated by switches, while p(t) models the pulsing action of t
switches.
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illustrating as this approach will be used again to find conversion of an active CM

mixer. The offset version of p(t) will be defined as p’(t).

The fourier coefficients for the waveform p’(t) can be written as,

(Eq A.20)

Solving equation A.20 results in the following expression for the fouri

coefficients of p’(t),

(Eq A.21)

The time domain expression for p(t) can be written as,

(Eq A.22)

It is useful to look at several values of k to notice a pattern which may be u

to write a simpler and more useful expression for p(t). This is done for values of k

through k=+3. Equation A.22 evaluated at k=-3 gives,

t
To/2To/2

p’(t)

t

DC term

2
1

t

p(t)

1

-1

Figure 131.Offset added to p(t) which simplifies computation of the fourier series. (a) p’(t) pu
which is offset to simplify computation of the fourier coefficients. (b) The DC offse
of 1 can be subtract from the fourier series representation to recover the orig
desired pulse p(t), shown in (c).

(a) (b)

(c)

pk
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To
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To

4
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pk
2

kπ
------ kπ
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------ 
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------ 
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jkωotsin

k ∞–=

∞+

∑=



304

ero.

re

bled

in
(Eq A.23)

There is no energy in the signal at k=+/-2 as the sine function reduces to z

For k=-1, 0, +1, +3 the fourier series representation in equation A.22 becomes,

(Eq A.24)

(Eq A.25)

(Eq A.26)

L’Hopital’s rule should be applied to get the k=0 term, which is nothing mo

than the DC component of p’(t). For k=0,

(Eq A.27)

A pattern can be seen with all of the odd values of k which can be reassem

in the form of a cosine with respect to the harmonics ofωo. p’(t) can be written as,

(Eq A.28)

(Eq A.29)

To get p(t) from p’(t), the DC component must be subtracted out as shown

figure 131. This gives,

(Eq A.30)

Leaving an expression of p(t) in terms of the harmonics ofωo.

(Eq A.31)
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For switching mixers, equation A.31 is probably one of the most fundamen

equations describing the operation of this class of frequency translation dev

Reflecting on the role of a mixer which is to frequency translate some incoming sig

in this case S(t), by another frequency either higher or lower than the frequency of

To understand the frequency translation properties of the mixer, a idealized mode

be constructed as a multiplication between a pulsed signal p(t) and the incoming s

S(t). This is expressed as,

(Eq A.32)

Next, if it is assumed that the input signal S(t) can be described by a sin

tone where S(t)=cos(ωrf t), the output signal can be described as,

(Eq A.33)

Expanding this results in the following form for So(t).

(Eq A.34)

For use in receiver applications, the term which contains the difference

frequency betweenωo and ωrf (cos((ωo-ωrf)t) is of interest. The down-converted

component is the useful signal which we hope to recover at the output of the m

Therefore, assuming that all of the other terms are removed with an ideal brick

filter leaving just the difference frequency between the fundamental and incoming

signal, So(t) can now be written as,

(Eq A.35)

From equation A.35 the classic conversion gain which is given for an id

switch mixer is shown to be “2/π”. In reality, as will be shown later, the non-idealitie

of the mixer actually reduce the value of the conversion gain to a value which is

than 2/π. The result of 2/π for the conversion gain of a switching mixer is somewh
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------ 
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classic and has also been shown in many other publications which incl

[AP.3][AP.4][AP.5][AP.6].

Appendix C: Conversion Gain of an Active Switching Mixer

A derivation of the conversion gain for a CMOS active mixer is presented

this appendix. Most of this section will focus on obtaining the fourier series coefficie

of a pulse which closely models the non-idealities of a Gilbert Cell like mixer utilizi

CMOS devices. In chapter 6, a more in depth discussion is given on both the top

the conversion gain of a CMOS mixer as well as the input referred noise of this clas

mixer.

The analysis begins by slightly modifying the shape of p(t) such that

switching time of the mixer is taken into account. During the time the mixer is in t

balanced state (all of the switches are conducting current), the value of p(t) wil

assumed to be linear. In other words, rather than a sharp transition from a low- to a

amplitude, the pulse p(t) follows a straight line from the low to high value. p’(t) can

described as shown in figure 132.

The fourier coefficients for this waveform are computed in three separate ca

regions which are identified as regions 1, 2 and 3 in figure 132. Region 1 is define

the portion of the signal between -T2 and -T1 while region 2 is defined from -T1 to T1,

and region 3 runs from T1 to T2. p’(t) in the region 1 can be described by,

t

TLO/2-TLO/2

p’(t)

2.gmRL

Figure 132.Waveform used to find the fourier series of the pulse which is used to compute
conversion gain of an active mixer.

-TLO/4 TLO/4

T1

T2

-T1

-T2

Region 3
Region 2

Region 1
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(Eq A.36)

In region 3. p’(t) can be described by,

(Eq A.37)

Again, the variables T1 and T2 define the begin and end of the transition tim

for current to completely flow from one set of mixer switches to the alternate set. It w

be useful in the derivation of the fourier coefficients of the waveform given in figu

132, to define the relationship between T1, T2 and TLO. The relationship between the

three variables is easy to find when TLO/4 is defined to be halfway between T1 and T2.

T1=TLO/4-xTLO/4 T2=TLO/4+xTLO/4

The fourier coefficients of p’(t) can then be described by,

(Eq A.38)

It is useful to solve each term individually in regions 1, 2, and 3, th

recombine all terms and simplify at the end to obtain a final expression for pk. The first

integral in equation A.38 may be solved using integration by parts, this gives,

(Eq A.39)

Evaluated for T1 and T2 gives,

(Eq A.40)

The integral for pk in region 2 is somewhat trivial and results in,
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And finally the integral in region 3 gives,

(Eq A.42)

Evaluated from T1 to T2 gives,

(Eq A.43)

Combining equations A.40, A.41, and A.43 as well as simplifying results in

(Eq A.44)

Again, the variables T1 and T2 define the beginning and end of the transitio

time for current to completely flow from one set of mixer switches to the alternate

It will be useful in the derivation of the fourier coefficients of the waveform shown

figure 132, to define the relationship between T1, T2 and TLO. The relationship between

the three variables is easy to find if TLO/4 is defined to be halfway between T1 and T2.

Substituting the above relations into equation A.19 gives,

(Eq A.45)

This expression can be simplified to,

(Eq A.46)
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And to obtain a simplified version of pk after working through a little trig.

gives,

(Eq A.47)

Writing the general expression for p’(t) gives,

(Eq A.48)

Expanding out equation A.48 with respect to k, similar to what was done at

end of appendix B, a pattern can be observed which allows the simplification in

above expression for p’(t); this is given below as,

(Eq A.49)

p’(t) is obtained from p(t) by subtracting the DC component of 1 giving,

(Eq A.50)

Appendix D: Fourier Coefficients for the Switch Transfer
Function

Both the fourier coefficient and series, of the time varying transfer functi

from the switch input (LO input) to the output of mixer, are derived in appendix D. T

waveform used to model the gain from the LO port mixer input port to the mixer outp

is shown in figure 133, while the behavior is described in chapter 6 of this the

Similar to the approach used to find the fourier coefficients of the p(t) in the previ

appendix, the waveform s(t) will be broken into four separate regions. The fou
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coefficients for each region are computed then combined at the end to get

comprehensive for coefficients for s(t).

The mechanics for obtaining the fourier coefficients for a waveform is brie

reviewed in appendix B. Assuming s(t) is linear in regions 1,2,3, and 4 t, sk can be

found in all four regions. In region 1, s(t) is described by,

(Eq A.51)

Using equation A.51 the fourier coefficients in region 1 are,

(Eq A.52)

In region 2 s(t) and sk are described by,

(Eq A.53)

t
TLO/2
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TLO/4

T2 T1
-TLO/2

-TLO/4

-T2-T1

2gmswRL

Figure 133.Periodic Pulse s(t) used to model the switch noise voltage transfer function from
LO port to the mixer output.
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Region 3 s(t) and sk are respectively,

(Eq A.54)

(Eq A.55)

And finally both s(t) and sk in region 4.

(Eq A.56)

(Eq A.57)

Now defining both T1 and T2 in terms of TLO as.

T1=TLO/4+xTLO/4 T2=TLO/4-xTLO/4

Note: The definitions of T1 and T2 are the opposite of what was given in

appendix C. This was done unintentionally and not meant to confuse any reader.

Combining sk(region1), sk(region2), sk(region3), and sk(region4) with the above

substitutions for T1 and T2 results in.

(Eq A.58)
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This reduces to,

(Eq A.59)

To obtain an expression for s(t) the fourier coefficients were used

conjunction with the definition of a signal represented as a fourier series.

(Eq A.60)

Next, finding s(t) for a few values of k, a pattern can be observed wh

simplifies the final form of s(t). Starting with k=-4.

(Eq A.61)

The case of k=-3,  and the for k=-2 gives,

(Eq A.62)

For k=-1, while for k=0 results in a solution of 0/0. Therefore, fo

k=0, L’Hopital’s rule must be applied twice on s(t)k=0 which results in,

(Eq A.63)

The pattern can now be observed that for k odd, S(t) is zero while for k=2 a

4, gives s(t) as respectively,

(Eq A.64)

(Eq A.65)

Observing a pattern s(t) can be written as,

(Eq A.66)
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Appendix E: Phase Mismatch Analysis for a simple RC-CR
phase shifter

The following is a derivation of the phase and gain error, as a function

mismatch in both the value of R and C for a single-ended RC-CR filter. From chapte

it was shown that the difference in phase between both the input and output, of

simple phase shifting filter, can be expressed as,

(Eq A.67)

As mention in chapter 7, when R1 = R2 and C1 = C2, the phase in t

idealized situation is simply 90o. Next, it will be assumed that a mismatch exist

between the Rs and Cs in this filter. The mismatch between R1, R2, C1, and C2, fo

purposes of analysis on the all three phase shifting configurations, will be represe

as the following.

Substituting the above equations into equation A.67, the following is obtain

(Eq A.68)

or,

R1

R2

C1

C2

Figure 134.Simple RC-CR phase shifter.

ϕ R C,( ) π 2⁄– ωR2C2( ) ωR1C1( )tan–tan( )+=

∆R R1 R2–= ∆C C1 C2–=

R1 R ∆R
2

--------+= C1 C ∆C
2

--------+=

R2 R ∆R
2

--------–= C2 C ∆C
2

--------–=

∆ϕ R C,( ) ωR2C2( ) ωR1C1( )tan–tan( )=
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(Eq A.69)

expanding and removing higher order terms, the following is obtained,

(Eq A.70)

(Eq A.71)

Using the trigonometric identity,

(Eq A.72)

setting,

 and

rewriting equation A.71, substituting for both x and y results in the following

(Eq A.73)

or

(Eq A.74)

Assuming the mismatch is small, all of the higher order terms in t

denominator of equation A.74, can be ignored. This results in,

(Eq A.75)
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4
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∆R
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2
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------------------------------------------------------------------------------------------------------------------------
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Equation A.75 can be further simplified assuming that the filter is operating

or near the 3dB frequency of the RC filter, which it would need to be to ensure g

matching between the quadrature outputs. For  and ,

(Eq A.76)

Appendix F: Constant Magnitude Phase Shifting Filter.

The following is a mismatch analysis of the constant magnitude quadra

phase generator. A description, as well as discussion of this phase shifter are giv

chapter 7. For the purposes of this analysis, the configuration in figure 135 will be u

along with the same definitions for , , R1, C1, R2, and C2 from the analy

given in appendix A.

In section 7.2.2, it was shown that without a mismatch, the phase differe

between the I and Q outputs can be written as,

(Eq A.77)

Again, assuming that a mismatch exists in both the R and C of the above f

network, the transfer function between the LO Output and the In-phase Output ca

described by,

(Eq A.78)

ω ω3dB≈ ∆R ∆C 1«,

∆ϕ ∆R ∆C,( ) ∆R
2R
-------- ∆C

2C
--------+≈

LO

Inphase
Output

Quadrature
Output

Figure 135.Constant Magnitude Phase shifting output.

Output

R1

C1

R2

C2

∆R ∆C

ϕ R C,( ) 2 ωRC( )atan–=

H jω( ) 1
1 jωR1C1+
------------------------------

jωR2C2

1 jωR2C2+
------------------------------–=



316

e,

nd

h in
Again, substituting in values for R1 R2, C1, and C2 and expanding we hav

(Eq A.79)

This then can be written as,

(Eq A.80)

This can finally be written as.

(Eq A.81)

Extracting the phase from H(jω) gives,

(Eq A.82)

Using the trigonometric identity.

(Eq A.83)

Equation A.82 can now be written as,

(Eq A.84)

Taking the phase difference of a filter with no mismatch, equation A.77, a

subtracting equation A.84, gives the total phase error as a function of the mismatc

resistors and capacitors.

(Eq A.85)
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Appendix G: Miller Capacitance Phase Shifter Transfer
Function

The 90o phase shift which is created in the buffer is done so with a Mill

capacitor placed from the drain to the source of the input source coupled pair.

capacitor is shown as CF in figure 136. The phase relationship between the input a

output of the buffer can be understood finding the transfer function from the bu

input to the drain of the device M2. Although, this will not give the voltage trans

function of the buffer, it does provide insight into the phase relationship which

created between the buffer input and output; the phase difference between Vd and the

buffer output will be the same. Using the small-signal model given in figure 136

while applying a test source VIN. Noticing that VIN=Vgs and using Kirchoff ’s current

law on the input node gives,

(Eq A.86)

M1 M2

M3 M4

Output

Vdd

Figure 136.(a) Buffer with feed forward capacitor (b) equivalent half-circuit for just the sour
coupled pair.

IBias2

gm*Vgs

CF

CgsVgs

+

-
-Vin
+

CF CF

(a)

(b)

Vd

Vd VIN–( )sCF gmVIN

Vd

RL
-------+ + 0=
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With a little algebra, the following transfer function between the drain and g

of the input device can be obtained.

(Eq A.87)

Substituting s=jω gives,

(Eq A.88)

Using the assumption that the impedance at the drain of the input device ca

approximated as RL=1/gm results in,

(Eq A.89)

When the frequency of the input signal is equal to gm/CF, the transfer function

can be simplified to,

(Eq A.90)

Further simplifying gives,

(Eq A.91)

Note the “j” left in the transfer function, this gives rise to the 90o phase shift

between the input and output voltage of the source coupled pair.

Vd
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---------- s( )

gm– RL 1
sCF

gm
---------–

 
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1 sCFRL+( )
------------------------------------------=

Vd

VIN
---------- jω( )

gm– RL 1
jωCF
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-------------–
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 
 

1 jωCFRL+( )
----------------------------------------------=

Vd

VIN
---------- jω( )

gm– RL 1
jωCF

gm
-------------–

 
 
 

1 jω
CF

gm
-------+

 
 
 

----------------------------------------------=

Vd

VIN
---------- jω( )

gm– RL 1 j–( )
1 j+( )

----------------------------------=

Vd

VIN
---------- jω( ) j gmRL⋅=
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Appendix H: Polyphase filter mismatch and phase change

The analysis of the effect on phase error due to the mismatch in a polyph

filter is given in this section. The analysis is carrier out on a single stage of a polyph

filter. The analysis is first applied to the case of a single phase type II input. Th

results are then extended to the both the cases of mismatch with a single phase

and quadrature inputs applied to the polyphase filter .

While the exact analysis of the phase error created as a function of

mismatch in both the resistors and capacitors is considerable involved, insight ma

obtained by decomposing the polyphase filter into an I and Q signal paths. Then ana

the affect of mismatch on one of the two paths. The situation is illustrated in fig

137(a) with a vector signal diagram for a single phase type II input. In this exampl

single phase signal (shown on the x-axis of figure 137(a)) is applied to two of the f

polyphase filter inputs in figure 137 (b), as discussed in section 7.2.4 on page 207

the output of the first stage polyphase filter, channels 1 and 3 may be ta

differentially to obtain the Q phase signal, while 2 and 4 may be used for the I ph

signal. The differential input signal in figure 137(a), is ideally rotated with a positi

phase of . However, for the case of mismatch in both the resistors and capacito

the polyphase filter, the resulting phase will be altered to give the vector . The t

Figure 137.A mismatch analysis on a single stage of a polyphase filter. This filter has been d
into a mismatch analysis on just one of the two signal paths.

+1/2

-1/2

1

3

Q Out

+

-

R1

R2

C1

C2

(Input Vector)

(a) (b)

j

σ

Q’

θΙ=0

θQ

θ'Q

θ'Ι=0

Q(Ideal Q Output)
(Q Output
w/ mismatch)

(I Output w/ mismatch)

2

4

θQ

θ'Q
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phase error for just the Q signal path can be expressed as . The pha

the output, in the I path, will be identical to the input phase applied to the filter. Th

there will be no phase error generated by component mismatch in the I path. The

phase error generated between the I and Q signal paths can be found by evalu

as a function of the mismatch in R and C values, along the Q path on

First, a an expression is given for outputs of one and three in figure 137(b

function of ω, R1, R2, C1, and C2. The output labeled as 1 can be expressed as,

(Eq A.92)

The output of channel 3 is,

(Eq A.93)

Taking the difference of the channel 1 and 3 and working through some m

gives.

(Eq A.94)

Using the following definitions for R1, R2, C1, and C2.

Substituting the above values for resistor and capacitor offset results in,

(Eq A.95)

Working through the math on equation A.95 gives,

(Eq A.96)
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--------+=
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2

--------–=
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2

--------+ 
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2
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Extracting the phase from Q(jω) and adding the ideal phase without mismatc

similar to what was done in appendix F gives,

(Eq A.97)

Again using the trigonometric identity of,

(Eq A.98)

Using the above identity with equation A.97 results in,

(Eq A.99)

Note the result is identical to that given for the mismatch in a consta

magnitude phase shifter. This to be expect as the phase in the I path of the polypha

not altered between the input and the output; thus, the polyphase filter with a si

phase type II input is effectively identical to the constant magnitude phase shi

However, it is worth rederiving this result using the phase relationship given fo

single phase type II input polyphase filter.

The result given in equation A.99 can easily be extended by inspection, to

two other cases of the polyphase filter input discussed in chapter 7. For a polyp

filter with both single phase type II and Quadrature phase relationships applied to

input, the error which is generated is now twice the phase error given in equation A

This can be seen by looking at how a mismatch between component values will a

the output phase error. In the type II input, a component mismatch will only genera

phase error in one of the two possible output signal paths. This can be understoo

simply looking at the I output path in figure 137. Here the components which gene

the I path output (these are the lightly shaded Rs and Cs) are being feed with the

phase signal on both ends of the resistor and capacitor which make up a pole or

The phase at the input and output will obviously be identical. Therefore, a mismatc
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component values for the single phase type II input,will have no affect on the phase a

the output of the I path. In contrast, when a single phase type I input or quadrature in

is applied to a polyphase, a component mismatch in both the I and Q paths will gene

a phase error. This is illustrated in figure 138 for a polyphase filter with a single ph

type I input.

An approximation for the phase error due to component mismatch in the c

of either the single phase type I or quadrature input phases is simply twice the p

error generated by a single phase type II input. The worst case phase error du

mismatch in both the type I and quadrature inputs can be written as,

(Eq A.100)

Where and designate the phase error as

function of frequency and component mismatch for the single phase type I and quadrature

respectively.

Appendix I: Relation between Peak and Mid-Swing Triode
Resistance

In chapter 7, of this thesis some approximations were made to find the requ

channel resistance of a PMOS device in the triode region of operation using a re
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Figure 138.(a) Vector description of the phase error which is generated with a single phase
input (b) Polyphase filter with input and output phase relationships.
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biased circuit. The resistance of a PMOS device which is in triode, is easily estim

by taking the derivative with respect to Vds of the well known drain-source curren

equation for a MOS device in triode, this results in,

(Eq A.101)

When the single-sided output of the replica biased buffer is at the minim

voltage, the drain to source voltage is equal to Vsw. At the minimum output voltage, the

drain-to-source resistance of the PMOS devices will be at a maximum, and ca

defined as,

(Eq A.102)

When the device is in the mid. swing, the resistance can be expressed as,

(Eq A.103)

Taking the ratio of the equation A.102 to equation A.103 and assuming

(Vgs-Vt) of the device remains constant for the entire buffer output swing,

relationship between Rpeak and Rmid can be expressed as,

(Eq A.104)

Expressing (Vgs-Vt) as a fraction of Vsw with the following relation

. Equation A.104 can now be expressed as,

(Eq A.105)

Appendix J: Peak Resistance verses Required Buffer
Bandwidth

The following is a quick derivation of the maximum resistance which can

used at the output of a replica biased buffer, running at any frequency. The deriva

assume that the buffer output will settle to within 15% of the desired voltage swing

by the replica biased circuit. Assuming a fixed resistance for the entire output sw

and defining the time before switching as, tmax, the following expression can be written.
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(Eq A.106)

Solving Rpeakgives,

(Eq A.107)

tmax is equivalent to half the period of the buffer output signal. This th

allows writing equation A.107 with respect to frequency.

(Eq A.108)

Appendix K: Derivation of stacked device MOS battery voltage

All of the reference bias voltages and currents used in both the DECT

GSM/DECT projects, were generated on chip. A standard bandgap reference circui

replicated in several strategic locations of both receivers described in this thesis.

bias was generated exclusively on-chip to reduce the possibility of unwanted nois

spurious signals coupling in through the bondwires. In chapter 7, section 7.4.1,

∆Vgs/∆Vbe standard bias circuit was described which produced a reference current.

output of this current source, often times feed a set of stacked diodes which gene

some of the bias voltages used throughout the receiver. One simple method to con

reference current to a DC bias voltage is the use of a series of stacked CMOS dev

The circuit shown in figure 139, consists of two devices stacked and feed with

reference current source into the drain, of the top device. The bottom transistor (M

forced into the triode region by the gate-to-source voltage of M2. All of the devic

above M1 are in saturation.

0.85Vsw Vsw 1 e
RpeakC
-----------------

–
 
 
 
 

=

Rpeak

tmax–

0.15( )ln C
-------------------------=

Rpeak
1–

2f 0.15( ) C⋅ln⋅
---------------------------------------=

M1

M2

IR

Figure 139.CMOS battery created with stacked devices.
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Below is an estimate of the bias voltage generated at the drain of the

stacked transistor as a function of the reference current and the device sizes.

analysis is carried out on two stacked NMOS devices, shown in figure 139. The ke

finding is to observe that M1 is in fact in the triode region

while M2 is in saturation and all the drain currents are equal

Using the drain current expression for a triode device.

(Eq A.109)

Substituting and in to equation

A.109 gives,

(Eq A.110)

Expanding and eliminating terms results in,

(Eq A.111)

Setting equation A.111 equal to zero then gives,

(Eq A.112)

Solving for , where the coefficients to the quadratic equation are,

Using a, b, and c in the quadratic equation gives.

(Eq A.113)

Next, substituting into equation A.113 and

simplifying results in,

(Eq A.114)
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Equation A.114 ignores the body effect and assumes that the threshold vol

of both devices is identical. Although, Vt will be significantly different (a few hundred

millivolts), equation A.114 gives a reasonable first order estimate for the bias voltag

a function of the reference current and the aspect ratios of M1 and M2. Equation A

can easily be extended to the case of N transistors stacked in series.
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