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CHAPTER I

INTRODUCTION

From an economic standpoint, the circui;s best suited to monolithic
realization are generally those that can be used as basic functional
blocks in a wide range of eclectronic applications; 'The field of commercial
anélog integrated circuits is dominated by a class of circuit of this
type--the operational amplifier. There are, however, a number of analog
functions, with widespread applications, that cannot be realized effec-
tively with such multipurpose circuits; one of these is broadband lowpass
amplification. The bandwidths that can be achieved using operational
amplifiers are typically two or more orders of magnitude below those
obtainable with amplifier designs intended specifically for broadband
performance. For this reason, broadband lowpass amplifiers have emerged
as a separate class of single-purpose linear integrated circuit.

In the design of integrated circuits, it is highly desirable to
maximize the range of performance specifications that can be met with a
single design. For this reason, an extensive design optimization effort
is warranted. The emphasis of the work reported in this dissertation is
on the development and application of a practical automated design opti-
mization procedure for monolithic broadband amplifiers.

In Chap. II, the basic problems of broadband amplifier design are
introduced, and a subclass of such amplifiers is defined by a set of
general design requirements. This subclass, namely dc-coupled integrated

broadband voltage amplifiers, serves as a focus for the application of



ABSTRACT

A circuit design automation proéram has been implemented to optimize
the design of dc-coupled monolithic broadband amplifiers. In phis program,
dc conditions, device geometry, and all passive elements are adjusted to
obtain the maximum small-signal -3dBbandwidth for a specified gain and
quiescent power dissipation. The program is used to compare several basic
configurations suitable for broadband monolithic voltage amplification by
establishing optimum amplifier designs for each configuration.

The prinqipal subsections of the design optimization program are a
frequency response analysis subroutine, a subroutine for determining
response sensitivity, and a subroutine for minimizing a scalar function of
several variables. The circuit analysis is formulated on a nodal admit-
tance matrix basis and the results are used to generate a scalar index of
performance. The gradient of this index is then evaluated from analysis
of the response sensitivity to circuit elements. The adjoint network
approach is uscd for this sensitivit} analysis. The subroutine for
minimizing the performance index is based on the Fletcher-Powcll algorithm.

The design program is used to optimize eight complete differential
amplifiers developed from basic feedback configurations that are suitable
for voltage amplification in integrated circuits. A voltage gain of 34dB
and a power dissipation of 96 mW, with *6V power supplies, are specified
for the complete amplifiers. The optimization criterion is to achieve

the maximum -3dB bandwidth obtainable without peaking. The results of the



design optimization procedure are used to compare the effectiveness of

the basic feedback configurations considered. The best overall performance
is obtained for the amplifier based on a series-shunt feedback pair with an
emitter-follower included within the fgedback loop. This amplifier
achieves a bandwidth of 123 MHz for devices with a typical £ of 580 MHz

at collector current of 1 mA. The input resistance of the amplifier is
850k, the first-order gain variation over the temperature range -55°C to
125°C is .6%. The predicted drift in the dc output level over this tem-

perature is 30 mV, and the available output voltage is +2.4V for *6V

supplies.
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the design procedures to be described. Basic amplifier configurations
suitable for mee%ing the set éf design requirements are also introduced
in Chap. II.

In.Chap. 111, a pr&gram for optimizing the design of broadband
amplifiers is described. 'This program significantly increases the number
of available degrees of ffcedom that can be utilized in achieving an
optimum design. The program adjusts dc biasing conditions, device geometry,
and all passiveAelements to optimize the small-signal amplifier response.
In the work described hére, the optimum is defined as the maximum small-
signal bandwidth consistent with a specified low-frequency gain and total
quiescent power dissipation.

The circuit modeling used in the design optimization procedure is
described in Chap. IV. The form of the assumed device structure is pre-
sented along with an appropriate small-signal transistor model. The
model is characterized on an experimental basis for a typical bipolar
integrated circuit processing schedule.

In Chap. V, complete amplifier designs are developed from the basic
configurations introduced in Chap. II. Optimum designs are established
for each of these amplifiers and are presented in Chapter VI. These
designs are used to compare the relative effectiveness of'the basic con-
figurations. In Chapter VII, the performance of discrete component and

monolithic amplifier realizations is described.



CHAPTER II

THE BROADBAND AMPLIFIER PROBLEM

2.1 Limitations on Performance and Design

The frequency response of a broadband amplifier is limited essentially
by the charge storage in active devices and parasitic elements. As a result,
a relatively complex circuit model is needed for precise analysis of the
response. The nonautomated design of such amplifiers, thercfore, usually
entails severe analytical approximations and extensive experimental work.

A nonautomated design procedure, for either discrete component or
monolithic amplifiers, generally begins with an initial, somewhat arbitrary,
design choice. The low-frequency characteristics may be determined pre-
cisely for this design, but a rough, first-order estimate must often be
used for the bandedge response. Once the initial design choice is made,
the amplifier is realized experimentally. In the case of a discrete ampli-
fier, the final design is often arrived at simply by adjusting components
of the preliminary realization. However, for monolithic amplifiers such
adjustments are rarely feasible. Instead the performance of the preliminary
realization is used as a basis for refining the initial analytical approx-
imizations and establishing an improved design.

The need for preliminary experimental realizations in a conventional
nonautomated design procedure can be eliminated by using precise frequency
response analysis to refine the initial design choice. Because of the high
cost associated with realizing an integrated design prototype, this substi-

tution of precision analysis for experimental work represents a significant

L)



advantage in design of monolithic amplifiers. The improved analysis
capability required for such a substitution is provided by computer-aided
circuit analysis. Through automated analysis, it is possible to analyze
efficiently circuit models that accurately reflect broadband amplifier
performance. Repeated analyseé can be perfbrmedvas a design is modified
and, in effect, a scquential form of optimization can be carried out with
respect to a small number of design variables.

In a nonautomatcd design procedure, or in a procedure wherc only the
analysis function is automated, there is little opportunity for optimization
in the design of broadband amplifiers. The complexity of the relationship
between the amplifier response and the design variables precludes an algebraic
approach to optimization. If computer-aided analysis is used, a limited
form of optimization can be achieved. However, the procedure is usually
restricted to a small number of variables that are considered sequentially, or
one-at-a-time. For example, while elements in a feedback network can be
adjusted to achieve maximum amplifier bandwidth, convenient but fixed,
choices must be made for dc conditions and device geometry. Even with
automated analysis, optimization in terms of a substantial number of the
available degrees of freedom remains impractical.

To optimize the design of broadband amplifiers with respect to a
large number of design parameters, it is necessary to automate a design
procedure wherein the parameters are simultaneously adjusted in an iterative
numerical search for an optimum. Effective means for directing such a
search are available in the form of algorithms for finding the minimum of
a scalar multivariable function. In this dissertation, the implementatién
and application of such a design procedure is presented for a particular

class of integrated broadband amplifiers.



2.2 General Design Requirements

The class of amplifiér of principal interest in this study is defined
by the design requirements given in Table II.1. The first two requirements
restrict consideration to circuits that are basically voltage, as opposed
to currcnt, amplifiers. Implied in these requirements is the assumption
of a low source impedance (509), charactcristic of a voltage source. A
moderate gain level, in the range of 20 to 40 dB, is typical of amplifiers
intended for broadband applications. The amplifier output is of a voltage
source nature by virtue of the specification for low output impedance.

A high input impedance is specified to minimize interaction with low imped-
ance sources. In addition, the severe mismatching of input and output
impedance levels minimizes the interaction between cascaded amplifiers,
and'the response of such a cascade can be accurately estimated on the basis
of individual amplifier characteristics.

The third requirment of Table II.1 is for a low gain sensitivity to
both environment (temperature) and processing. As indicated by the next
requirement, a standard, junction-isolated, bipolar transistor process is
to be used. Thin-film elements are excluded from consideration.

Listed fifth in Table II.1 is a requirement for dc—éoupling with zero
volt quiescent levels at both input and output. This requirement implies
that dc level shifting must be incorporated within the monolithic amplifier;
it is then possible to cascade amplifiers directly, without intermediate
coupling elements. It is assumed that the zero volt dc output level should be
relatively insenitive to both temperature and processing.

The final requirement of Table II.1 is to achicve thc maximum -3dB
bandwidth, without bandedge peaking, for a given quicscent power dissipation.
Satisfaction of this small-signal criterion is the principal objective of the

automated optimization procedure.



TABLE II.1

DESIGN REQUIREMENTS

Moderate Voltage Gain (34dB)

High input and low output impedance levels
Low gain sensitivity

Standard IC processing

Dc-coupled with zero volt output level

Maximum -SdB bandwidth




2.3 Commercial Amplifiers

A brief description of a number of commercially available integrated
amplificrs provides a suitable introduction to basic approaches for meeting
the requirements ofvTaBIe 11.1. These amplificrs morc-or-less satisfy all of
the requirements except that for dc level shifting. All but onc of the cir-
cuits are based on a fecdback approach.

The RCA CA3040 [1] is a differential cascode amplifier with emitter-fol-
lower stages at both input and output. The output emitter-follower is needed
to meet the low output impedance requirement of Table II.1. The input emitter-
follower is used to achieve a high input impedance and to buffer the input
stage from the source. The inductive output of this emitter-follower also
provides some shunt peaking at the input of the cascode. The performance of
the the CA3040 configuration is described in Sec. 2.5.1.

The Fairchild pA733 [2]is a differential amplifier based on a series-
*shunt local feedback cascade, with an output cmitter-follower included in
the shunt feedback stage. The basic amplifier configuration is shown in Fig.
2.1(c). As brought out in Sec. 2.4, inclusion of the emitter-follower within
the shunt feedback loop eliminates the loading of the feedback resistor at
the output of the shunt feedback stage, thereby increésing the loop gain.

A high input impedance is achieved in the pA733 through the use of series
feedback in the input stage.

Two commercial monolithic broadband amplifiers, the Sylvania SA-20 [3]
and the SLG11C [4] from Plessey Microelectronics of England, are based a
series-shunt overall feedback pair. As for the pA733, the output emitter-
follower is included within the feedback loop. The basic configuration is
illustrated in Fig. 2.1(a). Both of the commercial amplifiers are single-

ended, rather than differential, circuits.



The Motorola MC1553 [S] is a single-ended broadband amplifier based on
a series-series fecdback triple driving an output cmitter-follower, as shown
in Fig. 2.1(e). The design of the MC1553 has been described in detail by
Solgmon and Wilson [6]. This work is represcentative of the limits of com-

plexity to which nonautomated broadband amplifier design can be extended.

2.4 A Feedback Approach

As is evident from the above description of commercial monolithic
amplifiers, a feedback approach is commonly used to meet requirements similar
to those given in Table II.1. Other approaches are possible but, as brought
out in Sec. 2.5, these generally fail to satisfy one or more of the require-
ments. |

Eight basic fecdbéck configurations suitable for meeting the requircments
of Table II.1 are shown on Fig. 2.1. These configurations are arrived at
through consideration of the possible applications of single-loop negative
feedback in a cascade of two or three common-emitter gain stages with an
output emitter-fbllower.* At most three gain stages have beeﬁ considered
because this is generally the largest number that can be effectively employed
within an overall feedback looﬁ.

In the arriving at the configurationsof Fig. 2.1, oniy series feedback
is allowed for the input stage because of the high input impedance require-
ment. - In the cases where two or more feedback loops are cascaded, consider-
ation is restricted to configurations with low intcraction betwcen the cas-

caded loops. For example, the series-shunt pair formed by the first and

*

A single transistor stage is referred to as a common-emitter stage,
even in the presence of series emitter feedback, if the transistor base
‘and collector currents are defined, respectively, as the input and output
currents of the stage. Such a stage is capable of providing both voltage
and current gain and there is a phase inversion between input and output.



o

Fig. 2.1: Basic feedback configurations for voltage amplification.
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sccond stages in Fig. 2.1(g) must bc folowed by a series fecdback stage.
If a shunt feedback stage were used instcad, its low input impedance would
severely load, and degradc the performance of, the preceding pair.
| An output eﬁitter-follower is included in the configurations of Fig. 2.1,
because it is needed in all of the complete amplifier designs developed in
Chapter V as a buffer stage and as a means of establishing a low output im-
pedance for the basic amplifier. In all but two of the circuits in Fig. 2.1,
the emitter-follower is simply cascaded with a basic féedback configuration.
However, in Fig. 2.1 (a) and (c) it has becn included within a feedback loop.
This inclusion climinates the loading of the feedback network at the output
of the basic amplifier, thereby significantly incrcasing the loop gain of
these configurations relative to the corresponding circuits in Fig. 2.1 (b)
and (d). As indicated by the results presented in Chapter VI, the increase
in loop gain leads to a significant improvement in the optimum performance
achievable.

The configurations of Fig. 2.1 rebresent the basis for the complete
amplifier designs developed in Chapter V. A balanced amplifier approach
is employed and each of the designs is optimized for a specified gain and
power dissipation. The optimization results afe prescnted in Chapter VI
and are used to establish the relative effectiveness of the basic config-

urations for broadband voltage amplification in integrated circuits.

2.5 Alternative Approaches

The feedback approach is not, in general, a necessary one for broad-
band amplification. Two notable monolithic exceptions to this approach
are the RCA CA3040, introduced in Sec. 2.3, and a circuit developed by

Gilbert [7]. Both of these amplifiers offer good broadband performance
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under certain conditions but are not suitable for meeting all of the require-

ments of Table II.l.

2.5.1 The CA3040
The basic configuration of the CA3040 is shown in Fig. 2.2, along with
the corresponding ac differential-mode half circuit [8]. The low-frequency

voltage gain for this amplifier is given approximately by

I
. 1
Ay ® %T (_7) Ry (2.1)

where, as indicated in Fig. 2.2, I. is the quiescent current supplied to the

1
- differential cascode and R1(=Ri) is the differential load resistance for the

cascode. ‘In (2.1), T is the absolute temperature in °K, q is the magnitude
of the charge on an electron, and k is Boltzman's constant. To achieve a
low gain sensitivity to temperature, the temperature dependence of the source

current, Il, must cancel the sensitivities of R, and q/kT. If this is the

1
case, however, the quiescent voltage level at the output of the cascode is

relatively sensitive to temperature. This dc level may be approximately
expressed as

. 1
Vea ¥ Ve - 7 iRy _ ~ (2.2)

where Vcc is the positive supply voltage. For a low gain sensitivity, it
AN

is necessary to have IlRl « T. The corresponding condition in (2.2) is a
linear dependence on T. As a numerical example, typical design values might
be VCC = 6V and Vo, = 3V ata nominal temperature of 300°K. For these

values, under the condition IIR on temperature

1

« T, the dependence of VC2



Fig. 2.2:

(a) Basic configuration of RCA CA3040 wideband amplifier.
(b) Ac differential-mode half circuit.
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Fig. 2.3: Cascode circuit with series feedback.
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ch = 6 —(l()()_—_uT() v (2.3)

Over the temperature range -55°C to 125°C, the total variation in Ve, 1s
1.8 volts, 60% of the nominal value.

To establish a low temperature sensitivity for V 2 the term I

c 1t
in (2.2) must be temperature insensitive. Therefore, the temperature
dependence of the current source must be adjusted to cancel that of the
diffused resistor, and some other means must be found to reduce the gain
sensitivity. One obvious approach is to introduce a series feedback
resistor into the cascode, as shown in Fig. 2.3. The low-frequency géin
and sensitivity performance of this configuration is essentially the same
as that for a single common-emitter stage with local series feedback. As

such, the performance is insufficient for meeting the requirements of

Table II.1.

2.5.2 The Gilbert '"gain cell"
The amplifier shown in Fig. 2.4 is a wideband ''gain cell" first
described by Gilbert [9]. This circuit is a significant departure from

conventional amplifier configurations and can be used to achieve stable

gain with a large bandwidth and low distortion. Essentially, ‘a common-base

differential stage is connected in shunt with a common-emitter pair; the
collector outputs for each pair are connected so that the output signals
add in phase. Feedback is not used and the response of the configuration

depends primarily on the ratio of the dc biasing currents, I. and I, and

1 2°
the matching between the active devices. The current gain is given by
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Fig. 2.4;
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Gilbert gain cell,
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if ideal matching is assumed.

The Gilbert circuit is not suitable for meeting the requirements of
Table II.1 becausc, to achieve good performance, it must be loaded by a
low impedance. This condition is not compatible with the emitter-follower
output stage needed to provide a low output impedance. If a high load
impedance is used, the Miller effect capacitance [10] is increased at the
input of the common-emitter pair and, in a similar manner, the inductive
effect at the input of the common-base devices is increased [11], [12].

As a result, the amplifier bandwidth is reduced and, if the load impedance
is high enough, the increased LC product at the input of the gain cell may

lead to severe response peaking.

16

_lowe o Db
A =5 =1+3 (2.4)
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CHAPTER III

AN AUTOMATED DESIGN PROGRAM

’

3.1 Introduction

In previous work [13], computer-aided analysis has been used extensively
in the design of integrated broadband amplifiers. This work was carried out
with programs that were currently available for small-signal circuit analysis
in the complex ffequency domain [14-16]. A number of feedback configurations
were considered and the design results provide significant insight into the
bperation of these amplifiers. However, design optimization could be achieved
only in a very limited form, such as the adjustment of compensation elements
to provide maximum bandwidth. Convenient, but fixed, choices were made for
transistor geometry, dc biasing, and many passive elements. Consequently,

a definitive comparison of the basic feedback configurations could not be
made. Such a comparison is feasible only if, for a given set of overall de-
sign specifications, the best performance obtainable cén be established for
each configﬁration under consideration. That is, each of the configurations
must be optimized with respect to most, if not all, of thevavailable degrees
of design freedom.

In this chapter, a program that has been implemented to optimize the
design of monolithi;uamplifiers is described. The program, ADOP, adjusts
transistor geometry, dc operating conditions, and all passive elements to
achieve an optimum small-signal amplifier response. Included in the circuit
modeling for the program is the nonlinear dependence of the small-signal

response on both dc conditions and device geometry. In this dissertation,
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the program is used to determine the maximum -3dB bandwidth obtainable for
amplifier without peaking;Ahowever, the program may be used for optimization
with respect to any design criteria thét can be rclated to the small-signal
responsc of a circuit.

The essential rcquirements for automated circuit design are a scalar

performance index, efficient automated circuit analysis, efficient evaluation

of the perfdrmance index gradient, and an optimization algorithm. In the
following sectidns, each of the requirements is described in detail in rela-
tion to the design of monolithic broadband amplifiers. An outline of the
program ADOP is presented in Appendix F, a complete listing of the program

is given in Appendix G.

3.2 Performance Index

The basic procedure of automated circuit design is an iterative numerical
search for the minimum of a scalar perfbfmance index. This index is a multi-
variable function of the design parameters and is formulated such that its
minimum corresponds to an optimum design. A least squared érror criterion
has been used as a performance index for achieving a specified gain and
maximum small-signal bandwidth:

E = f wcé.)tlA (w.il - a)? : (3.1)

&1 i vii

where w; i=1,...,m is a set of specified frequency points, lAv(wi)I is the
magnitude of the small-signal voltage gain at w, , A is the specified low-
frequency voltage gain, and W(wi), i=l,...,m is a set of arbitrary, non-
negative, scalar weighting parameters. The weighfing parameters are

included in (3.1) to permit the selective emphasis of various segments of
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the amplifier frequency response. For example, to ensure an adequately
close rcalization of the spccjfied gain at dc, the point w, = 0 may be
given a larger weighting than points ncar the response bandedge.

The points wy define the frequency range over which the response
error is evaluated. The choice of this range is critical if the minimum of
the performance index (3.1) is to correspond to the maximum -3dB bandwidth
obtainable without peaking. If freqﬁency points are selected too faf beyond
the amplifier bandedge, the optimization procedure may lead to a heavily
peaked response in order to reduce the error beyond the bandedge. Conversely,

“if the frequency points are limited to a range well below the bandedge, the
performance index is relatively insensitive to the response shape at the
bandedge and the convergence properties of the iterative optimization pro-
cedure may be impaired. The choice of the frequency points, W, thus re-
quires an approximate knowledge of the amplifier response. This can often
be established from a preliminary analysis of the initial design choice in
the optimization procedure; at worst, the frequency points can be rechosen

after several design iterations.

3.3 Analysis

The performance index (3.1) is related directly to the gain-frequeﬁcy
response, Av(w). This response is evaluated at cach frequency point, W,
through analysis of an appropriate linear, small-signal circuit model. The
nonlinpaf dependence of the response on dc conditions and transitor geomctry
is incorporated in the elements of the circuit model. A nodal admittance
matrix formulation is used for the analysis, and the admittance equations are
solved by means of an LU factorization [17-18]. The nodal admittance matrix,
Y, is factored into a product of lower and upper triangular matrices, L and U,

using a straight forward Gaussian elimination procedure.
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.Because of the iterative nature of the automated design procedure,
many analyses are nceded to arrive at an optimum design. Consequently,
the principal factor governing the overall cost of the procedure is the
efficiency of the analysis routine. For the designs coﬁs{dercd in this
work, the typical CPU time required for evaluation of a performance index
(3.1) with m = 10 is 0.2 scconds on a CDC 6400. Sparse matrix techniques
have not yet been implemented for solving the admittance equations, but
preliminary considerations indicate that such an implementation may result

in as much as an order of magnitude reduction in the analysis time.

3.4 Gradient Evaluation

The most effective algorithms for finding the minimum of a multi-
variable objective function by direct numérical search generally rely on
repeated evaluation of both the function and its gradient. The classical
technique for evaluation of the gradient is based on perturbations. Each
of the variables is perturbed individually and the corresponding change in
the objective function is determined. This information is then used to
establish an approximation to the gradient.

For application to practical automated circuit design, the perturbation
approach has two serious &isadvantages. First, for n design variables,

n additional analyses are needed for each trial design to determine the
performance index gradient. These additional analyses represent an un-
acceptable increase in computational effort. The second limitation associ-
ated with the perturbation approach is the approXimate nature of the
gradient information. This information is accumulated in the optimiiation
algorithm, and the possible crror build-up may seriously degrade the con-

vergence properties of the algorithm.
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An-approach based on the formulatioﬂ of the adjoint relations to a
set of network equations overcomes both of the disadvantages associated
with the perturbation approach [19,20]. Direcctor and Rohrer have identi-
fied these adjoint rclations in terms of the so-called lincar adjoint net-
work [21-23]. The adjoint network is topologically equivalent to the ori-
ginal circuit under consideration; there is a one-to-one correspondence
between branches in the two networks. Under appropriate exitation of the
adjoint network, the sensitivity of the performance index (3.1) to any
element in a circuit may be expressed as a product of branch responses in
the circuit and its adjoint network. Since the design variables are neces-
sarily related to one or more of the circuit elements, evaluation of the
performance index sensitivitics’to these elements leads directly to the
gradient of the index with respect to the design variables. The derivation
of the adjoint network and its properties is outlined in Appendix A for a
restricted case; the derivation for the general case is described thoroughly
in the references [21-23].

The adjoint network is an essential concept for practical circuit de-
sign automation. Through its use, the additional computational effort
required for evaluation of the performance index gradient becomes less than
that needed for evaluation of the index itself. It can be shown that the
nodal admittance matrix for the adjoint network is simply the transpose of
the nodal admittance matrix for the original circuit [24].. Hence, computa-
tions performed in decomposing the admittance matrix into an LU form need

not be repeated. If
Y = LU (3.2)

then
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t t. t

Y=yt (3.3)

where Y is the nodal admittance matrix of the original circuit and ? is
the admittance matrix of the adjoint network.

Thg adjoint network approach, in addition‘to being extremely efficient,
also has the advantage of providing a theoretically exact evaluation of the
performance index gradient. The precision of the gradient is limited only

by the computational machine accuracy.

3.5 Optimization

The direct numerical search for a minimum of a performance function
generally consists of repeating a specified sequence of operations for a
number of iterations until convergence to the minimum is obtained. The
first step at each iteration is to choose a direction for continuing the
search. A one-dimensional search is then conducted to locate a minimum of
the function in this direction. The directional minimum is taken as the
starting point for the next iteration. The procedure has cénverged when
the directional minimum corresponds to a true minimum of the performance
function.

When the gradient of the performance function is known, the classical
search direction is that of steepest descent (the negative of the gradient
direction). However, the stcepest descent method exhibits limited converg-
ence ability if the search encounters a narrow valley in n-dimensional sur-
face of'the performance function [25]. A number of algorithms have been
developed to overcome this limitation; among the most powerful is the
method of Fletcher and Powell [26-29]. 1In the Fletcher-Powell algorithm,

the search direction is chosen on the basis of the gradient and an
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approximation to the inverse of the matrix of second order derivatives in
a Taylor Series expansion of the performance function. The approximation
is established from the gradient information of preceding iterations; though
necessarily poor at the beginning of the search, it continues to improve as
the search proceeds. For the initial iteration, the direction of steepest
descent is used. The method of Fletcher and Powell has been used with
considerable success in the program ADOP. A brief description of the basis
for the method is given in Appendix B. .

Once a search direction has been chosen, éteps are taken along it until
a directional minimum is bounded. A cubic interpolation is then used to
locate an approximate minimum. This method was suggested by Fletcher and
Powell [30] and has proven satisfactory. No additional effort to locate

the directional minimum more accurately appears to be warranted.
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CHAPTER IV

MODELING

4.1 Introduction

The precision and effectiveness of any theoretical circuit design
procedure depends, in large part, on the models used for the circuit com-
ponents. The principal benefit of using computer-aided analysis in a
design procedure is the capability to deal efficiently with more complex
circuit models than could otherwise be considered. In a procedure based on
nonautomated circuit analysis, the highly approximate nature of the models
that must be used for circuits of a practical complexity limits the pre-
cision of theoretical design work and results in the need for extensive
experimental work.

Introduced in this chapter are the device struc%ures and models used
in the program ADOP for the design optimization of integrated broadband
amplifiers. The vertical component geometry is defined by the assumption
of a specific diffusion processing schedule. The general form of the planar
transistor geometry is described and the design variables associated with
this geometry are identified. A small-signal transistor model is then
presented and the elements of the model are characterized on the basis of
dc conditions, planar geometry, and the assumed processing schedule.
Finally, the modeling of the significant parasitic elements associated

with passive components is considered.
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4.2 Device Structure

In this study, a specific bipolar integrated circuit processing
schedule is assumed. The schedule is one of those commonly used in the
» integrated circuits processing facility at the University of California,
Berkeley; it results in final base diffusion depth of 3.5 um, a base
diffusion sheet resistance of 125 Q/square, and a basewidth of 0.8 um.

An epitaxial resistivity of 1 Q-cm is used. The diffusion depths for this
particular processing scheduie are somewhat large for high frequency per-
formance and the low base sheet resistance results in a relatively high
emitfer-base junction transition capacitance. However, the low base sheet
resistance is an assct for realizing relatively small resistances in a
feedback network and, more importantly, consistently reproducible results
have been obtained for the schedule.

The restriction to a particular processing schedule represents the
only major arbitrary choice in the design procedure presented in this
dissertation. Virtually all other significant degrees of freedom are
incorporated actively into the design optimization procedure. The diffusion
processing, and consequently the vertical component geometry, has not been
included in the procedure because it is presently neither characterized
nor controlled well enough to be rcpresented by a set of continuously
adjustable design parameters.

The general form assumed for the planar transistor geometry is
illustrated by mask geometries shown in Fig. 4.1. The figures are drawn
to scale and the minimum allowed values are used for all mask dimensions
except the emitter stripe length in Fig. 4.1(b). These minimum dimensions

are well within present industrial capabilities.
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minimum emitter stripe length, £ = .6%mil.
(b) Device structure with n, = 1, n = 2 and nonminimum le.
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The device geometry design parameters are the cmitter stripe length,
2 , the number of cmitter stripes, n,» and the number of base contact
stripes, n, = (ne + 1) or n,. Thesc variables govern the dependence of
the ohmic resistancesvrg and ré and junction transition capacitances on
the planar geometry; this dependence reflects the principal effect of
geometry on the frequency response in the amplifier configurations to be
considered. Minimum values are uﬁed for all planar dimensions except the
emitter stripe length,

The structure shown in Fig. 4.1(a) represents fhe minimum size device
allowed; it has a single base contact and the minimum emitter stripe length,
2 = 0.6 mil, resulting in a square emitter. Fig. 4.1(b) is an example of

e

a device with n, = 1, n, = 2, and a nonminimum emitter stripe length.

b
An n* buried layer structure is assumed for all devices. The buried

layer is located under the region encompassed by the n* collector contact

ring and the base diffusion. The collector contact window may be positioned

anywhére along the 0.2 mil wide n' ring without significantly affecting

the device characteristics.

4.3 A Small-Signal Transistor Model

The small-signal transistor circuit model used in this work is shown
in Fig. 4.2. The model is basically a hybrid-m configuration [31-33] with
RC m-sections used to fepresent the distributed base and collector structures.
It represents a compromise between precise representation of device perform-
ance and modeling complexity. For device design work [34], a far more com-
plicated distributed model [35] may ﬁe appropriate; however, such models
'are hopelessly inefficient'for the repeated circuit aﬁalyses needed in an

automated circuit design procedure. Conversely, the model of Fig. 4.2 is
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too complex for many nonautomated design problems. If carefully charaéter-
ized, the model of Fig. 2.4 provides a good representation of small-signal
device performance up to frequencies én the order of the common-emitter
unity current gain frequency, fT [36].

The design variables that are associated with the transistor biasing
conditions and planar geometry are brought into the design optimization
procedure through the elements of the small-signal device model. The
characterization of the model elements for the assumed diffusion processing
is described below; this characterizationAis based both on experimental
data and first-order geometrical considerations. In the experimental pro-
cessing facility presently available at Berkeley, the minimum mask dimensions
are somewhat larger than those indicated in Fig. 4.1; for example, the
smallést emitter stripe width (and length) is 1.6 mil rather than 0.6 mil.
As a result, experimental data has, in some cases, been extrabolated to the
smaller dimension devices. The resulting characterization is typical of
devices that can be realized easily in most commercial processing facilities.

A summary of the device characterization results is presented in
Table IV.1. The basis for the characterization is empirical,>and a number
of the relationships in the table represent the best fit to experimental
.data._ The relationships are not necessarily meaningful from either a
physical or theoretical standpoint. Iﬂ any given design sifuation, the
characterization should be carried out on the basis of the actual processing
facility to be used. |

Transconductance, 8 The small-signal transconductance of a bipolar

transistor is given directly by the well known relationship

& = o1 Ic | (4.1)



TABLE 1IV.1

DEVICE CHARACTERIZATION

.= q
L
Ty = l/ngm : s n = .00065
CTr = je e T, s Ty = .22 ns
C;/ATea = 1.25 pF/mi1?
C ,/Area = S b - pF/mil2
cb W -V )kc
¢ BC
C_/Avea = —24 _ pp/min?
cs W -V )ks
s SC
where .
wb = 4V : kb = ,275
b, = -4V kg = .34
1 200 1 \
r] = — {210 +
b ] (1c+1.3) (.szs .+ .15}
[
3.5 2
r! = 30 + =1 Q
L(2.3+.9ne+.5nb+2e) n,
where I

c

is in mA and Ee is in mils.
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where 1. is the quiescent collector current. This parameter is independent

of device geometyy. .

Input resistance, T The small-signal resistance, T models the

effects which contribute to a nonzero base current in a bipolar transistor.

This rcsistancc is given by

where Bo is the incremental, low-frequency, common-emitter current gain of

the device. In the designs to be described, the constant value

Bo = 120 (4.3)

has been assumed.

The current gain, BO’ is nominally a function of both biasing and
geometry. However, this péramefer is governed by recombination mechanisms
that are not well characterized and, over the ranges of interest in this
study, the dependence on current.level and gecometry is masked by run-to-run
and slice-to-slice variations. In addition, for the amplifiers considered,
the response is relatively insensitive to BO; this is a necessary condition
for ahy bipolar integrated circuit design that is to be insensitive to
temperature and processing.

Output resistance, rO: The small-signal output resistance, L models

the effect of basewidth modulation [37,38] and may be expressed as

1

0" ﬁE;'

T 4.4)
where n is the basewidth modulation factor. A typical value measured for T,

at a collector current of I. = 1mA is 40 kQ. This corresponds to a basewidth
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modulation factor of

n = .00065 (4.5)

\

Base resistance, rg: The principle influcnce of the ohmic base resist-

ance, rg, in a configuration such as those of Fig. 2.1 is with respect to

the bandedge response. For this reason, ré has been evaluated experimentally
for a~nﬁmber of devices using the method of high-frequency input impedance
measurements [39]; this method leads to values of rﬁ appropriate to the
bandedge performance. The method has also been found to yield results that
closely agree with noise measurements of ré [40]. A brief description of
the method and some typical results are given in Appendix C.

| The base resistance is strongly dependent on both geometry and dc cur-
rent level. Typical measured'values'for rﬁ as a function quiescent collector
vcﬁrrent is given in Fig. 4.3 for a minimum area, sihgle base contact device.

As indicated in the figure, the dependence of base resistance on current is

modeled well by the relationship

r!

200
=12100 + ——mm—=|Q (4.6)
b min [ QC * I'SJ

wheré IC is in mk.

As noted previously, limitations in the available processing system
have restricted the minimum planar dimensions for experimental devices to
values somewhat larger than those indicated in Fig. 4.1. Consequently, the
data of Fig. 4.3 corresponds to a device that has the same form as Fig. 4.1(a)

but is scaled upward in size. Nominally, in the presence of dc crowding,

such a scaling alters the base resistance, rﬁ. However, because of
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counteracting effects associated with the dimeqsional scaling, it is reason-
ablé to assume that rﬂ is not changed substantially. For a given dc current
level, an increase iﬁ emitter area reduces the dc crowding and tends to
increasc ré. At tﬁe same time, however, ‘the incrcasc in the cmitter stripe
length tends to reduce rﬁ as long as a significant component of the resistance
is associated with the active base region under the emitter. The relatively
large magnitudes measured for rﬁ indicate fhat this latter condition is
certainly satisfied for the case of Fig. 4.3, even in the region of heavy

dc crowding. Thus, the expression (4.6) is assumed to be typical for devices
with the dimensions shown in Fig. 4.1(a), as well as for the actual experi-
mental devices. In another design situation, measurements of the effects of
dc crowding on ré should be made corresponding to the actual processing
schedule and mask dimensions to be used.

The expressioﬁ (4.6) is the characteri;ation assumed for the base
resistance of the minimum area device in Fig. 4.1(a). The characterization
of rg for the general device form is obtained by including the dependence
on planar geometry, resulting in

1

Ty

B |-

, ' 200 1 \ - :
210 + Q 4.7
b [ (IC+1.3)] (l.422e+.1§}

where le is the emitter stripe length in mils, IC is the collector current
in mA, and n, is the number of base stripes. The geometrical depcndence in
(4.7) is arrived at through simple first-order estimates based on the mask

dimensions given in Fig. 4.1.

Collector resistance, ré: For planar geometries such as shown in Fig.

4.1, with an n* buried layer structure, the principal component of ré is the

vertical resistance between the n* collector ring and the buried layer.
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In this situation, an appropriate representation of the collector resistance

as a function of geometry is

3.5 -2 :

¢ = i .

Te 30[?.3+.9n T.5n+% ' n ] q (4.8)
- e b 7e e .

where ke is in mils. This relationship correspohds to a resistance of 30Q
for the minimum area geometry of Fig. 4.1(a). The dependence on geometry

is relatively weak and for most of the devices to be considered, ré is in

the range of 25Q to 30Q.

Base-emitter Capacitance, C“: The base-emitter capacitance, Cw,

represents two components of charge storage and may be expressed as
C, = Cje tg T, : (4.9)

The first term in this expression, Cje’ is the transition capacitance of
the emitter-base junction. The second term models the storage of injected
¢ is the transit time of the injected car-

riers and includes the transit time for both the intrinsic base region and

minority carriers in the base. <t

the collector depletion region [41].
For the current levels of interest in this work, the increase in T,
at high currents [41,42] may be neglected and a constant value assumed.

A typical value of Ty for the specifiedldiffusion processing is

T, = .22 nsec . (4.10)

This value was determined from measurements of f; as a function of collector
current in the range below that where T, begins to increase.

A plot of the emitter-base transition capacitance per unit area as a
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function of voltége; for the specified diffusion schedule, is given in
Fig. 4.4. Based on this data, a value of 1.25 pF/mil® is assumed for all
devices in the circuits to be considered. The capacitance per unit area
together with the emittcr—base‘junciion area is used to Aetermine Cje'

The junction area is given by

_ ooy ie2
A, = n (.93% +.27) mil - (4.11)

where Qe is in mils. In establishing (4.11), both lateral diffusion and

sidewall area are considered.

1 cb2

capacitance may be regarded entirely as the transition capacitance of the

Base-collector Capac;itance,_ccb and C_, .,: The collector-base

collector-base junction. The basewidth modulation component generally

associated with the collector-base'capécitance [44,45], is given by

Ch= g T, N - ‘ (4.12)

For the values given above for N (4.5) and Ty (4.10), the value of Cn at a
collector current of 1mA ié .0055pF. This is completely negligible in
comparison with the transition capacitance.

A plot of collector-base capacitance per unit area as a function of
voltagé for a typical device is given in Fig. 4.5. This data is well
fit byithe relationship

.11
k

c
(wc—VBC)

ch/Area = pF/mil2 (4.13)

where wc = .4 volts, kc_= .275 and VBC is in volts. This expression

represents a best fit to experimental data and is not meaningful in terms

AN
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of an ideal pn junction. The low value of built-in voltage, wc, can be used
because, for all devices considered, the collector-base junction is rcverse
i <
biased (VBC 0).
The total collector-base capacitance has been modeled with two capacitors,
C and ch2’ in order to represent the distributed nature of the device

cbl

structure. The principal component of the base resistance, r', occurs in

o
the active base region near the perimeter of the emitter diffusion window.
For this reason, the collector-base capacitance is divided on the basis of

the junction area associated with the active and passive base regions.
Cep1 = (ch/Area)(Ae) (4.14)
chz = (ch/Area?(Ab-Ae) (4.15)

where Ae is the emitter-base junction area, given by (4.11), and Ab is the

collector-base jﬁnction area, which is given by
.42
Ab = (2e+.§2)(.9ne+.5nb+.52) - .078 mil , . (4.16)

where 2e is in mils.

Collector-substrate Capacitance, Ccsl and CcsZ: The parasitic

collector-substrate transition capacitance is modeled in the same manner as

collector-base junction, with two capacitances, C and Ccs Since the

csl 2°
major component of ré is the resistance between the n' collector ring and
the buried layer, Ccsl is regarded as the capacitance associated with the
collector region that is shaded in the device layout shown in Fig. 4.6.

. <

The junction area corresponding to this region is given by

_ .2
Acgy = (2*2.3)(.9n_+.5n,+1.1) mil | (4.17)
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where £ is in mils. The total collector-substrate junction area is

given by

.2
A = (R +3.7)(.9n_+.5n, +3.9) - .64 mil” (4.18)

For both (4.17) and (4.18), latcral diffusion and sidewall area is considered.
A plot of mecasured values for the collector-édbstratc capacitance per
unit area, corrcsponding to a typical device, is given in Fig. 4.7. The

data is well fit by the expression

_ 1 .044 12 |
Ccs/Area = pF/mil (4.19)

s
(Ws-Vgc)

where ws = .4 yolts and kS = ,34. As for the collector-base junction, the
collector-substrate junction will always be reversed biased (VSC<O) in the

designs considered here. The appropriate expreésions for'Ccsl and Cc52 are

Ccsl

(C_ /Area)-A_ (4.20)

1

c

(C./Area) (A (4.21)

cs2 cs'Acsl)

For most cases, the collector substrate 5unction~will be heavily reverse
biased in the range of 6 to 9 volts and can be reasonably modeled with a

voltage independent capacitance per unit area of .06 pF/milz.

4.4 Passive Component Parasitics

For the designs considered in this study, the only significant
parasitic elements related to passive components are the distributed
capacitances associated with the diffused collector load resistors in each

amplifier stage. Since one end of these resistors is connected to the
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positive dc supply, or a virtual ground node in a differential configuration,
the resistors may be viewéd as a resistive one-port, such as shown in Fig.
4.8(a). |

If, to a first-order approximation, a uniform capacitance per unit
area is assumed, the distributed one-port can be modeled by the single pole

network shown in Fig. 4.8(b). In the figure, C is the total capacitance.

associated with the resistor. This capacitance is given approximately by

C-= A_C

R
B; o “AV (4.22)

where Py is the sheet resistance of the base diffusion, An is the junction

area of a square of resistance, and C,,  is the average capacitance per umit

AV
arca. For the assumed processing schedule, %‘ = 125 Q/square, and
CAV = .08 pF/milz. A typical resistor line width for the collector load

resistors is .3 mil; for this case AD = .27 mil2 if sidewall area is

considered.



45

CHAPTER V

COMPLETE AMPLIFIER DESIGNS

5.1 Introduction

The subject of this chapter is the development of complete amplifier
designs based on ;he configurations firs; introduced in Fig. 2.1. A
comnon overall design approach.is used and is'adapted individually to each
of the basic feedback configurations. The designs are then optimized to
provide the maximum -3dB bandwidth cénsistent with specified gain, power
supplies, and power dissipation. The results of the design optimization are
presented in Chapter VI and are used to compare the configurations‘of Fig. 2.1.

The eight basic feedback cqnfigurations introduced in Chapter II are
repeated in Fig. 5.1, and are identified by the notation P1 through P4 and
T1 through T4. The gonfigurations with two common-emitter stages* are hence-
forth refered to as pairs 'and are denoted by Pl through P4. Those configur-
ations withlthree gain stages are refered to as triples and are identified
by the notation T1 through T4. For corresponding numbers, such as Tl and
P1, the conncction of the feedback resistor Rf is the same in both the pair
and the triple. As indicated by Fig. 5.1, the difference between the
corrésponding_pairs and triples is that the third stage in the pair is
operated as an emitter follower, while in the triple it is’used as ; common-

emitter gain stage.

* .
' See footnote in Sec. 2.3, pg. 8.



Fig. 5.1:

Basic configurations with identifying notation, P1-P4 and T1-T4.
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In all of the triples, T1-T4, in Fig. 5.1, and in two of the pairs,
P2 and P4, a basic feedback configuration is simply cascaded with.the out-
put emitter-follower. ' However, for the other two pairs, Pl and P3, the
emitter-follower is included within a feedback loop. As indicated by the
comparison of optimum designs presented in Sec. 6.4, the inclusion of the
emitter-follower within a feedback loop results in a significant increase

in the maximum achicvable bandwidth.

5.2 Overall Design Approach

The general design approach adopted for mceting the requirements of
Table II.1 is illustrated in Fig. 5.2. A basic amplifier configuration,
enclosed within the dashed lines, is employed in a balanced, or differential,
manner and is biased with common-mode current sources such as I1 and Iz.
The emitter-follower of the basic amplifier is incorporated in a dc level
éﬁifting stage and an output emitter-follower is added to establish a low
output impedance.

A balanced amplifier approach has been used in order td achieve a
dc-coupled response with zero volt input and output quiescent levels,
temperature and processing insensitive biasing, and a differential input-
output capability. As brought below, the common-mode current sources in
Fig. 5.2 are realized in manner that establishes relatively insensitive
dc voltage levels at the collectors in the-ﬁasic amplifier configuration.

The balanced amplifier approach permits a partial sepération of the
dc and ac design problems. Once an optimum set of dc current levels is
established from ac considerations, these currents can be easily realized
without affecting the differential-mode response of the amplifier. This
response is not directly influenced by the nature of the current source

realization.
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As noted in Chapter II, dc level-shifting must be incorporated within
the complete monolithic design. In the gpbroach of Fig. 5.2, the dc voltage
level is shifted across the resistor Rl' The level shifting network is
isolated from the basic amplifier by. the emittei-f’ollower'QL and the dc
current in the stages is supplied through the resistor RZ' Resistive
biasing has been used, despite its associated attenuation, because previous
work [46] has demonstrated that this is the only level shifting configuration,
- compatible with standard monolithic processing, that does not limit the over-
all Qmplifier bandwidth. For example, if R2 is replaced with a transistor
current source, the attenuation is eliminated but the frequency response is
severely degraded 5y the output capacitance of the current source.

In the following sections, comple;e amplifier designs based on the
configurationsiof Fig. 5.1 are presented. Designs for the series-series
triple, T1l, and the series-shunt pair, Pl, are first described in detail.

The designs for the.remaiping configurations are then presented with
emphasis of feafures differing from the first two descriptions. All of the
designs are developed and optimized on the basis of the principal specifi-
cations that are summarized in Table V.1: 1) a differential voltage gain
of 34dB, 2) + 6 V power supplies, and 3) a quiescent power dissipation

of 96 mW, corresponding to total dc current of 8 mA between the supplies.

5.3 Series-Series Triple, Tl

§.3.1 dc Considerations
Shown in Fig. 5.3 is a complete amplifier with the series-series triple,
Tl, used as the basic amplifier configuration. Dc currents for the

triple are supplied by the common-mode current source configuration of



tv

TABLE V.1

PRINCIPAL OVERALL DESIGN SPECIFICATIONS

1. Differential Voltage Gain
2. *6 V Power Supplies

3. Power Disspiation = 96 mW

34dB




51

‘11 uorzeand1yuod uo paseq udrsop xorFyridure o3ordwoy :g'§ 8T

Mp 4

]

y
s 4
ErNy 2
s A O N
' ¢<(
292
uty
Namm 1y
9 _ M _ +
CE N by 0
s _
o
¢
R



52

Q6’ Q7 and R7. All of the quiescent current for the third stage of the

triple, QS’ is provided by the current source transistor Q6 and is drained

through the feedback resistor, Rf; as a result, this resistor is important
1

from the standpoint of both biasing and gain. The distribution of current

among the three stages of the triple is governed by R., R, and the ratio

£ 7
of currents in Q6 and Q7. As is demonstrated in Appendix D, this form of
biasing lecads to a dc voltage at the collector of QS’ the output of the
triple, that is rclatively insensitive to both processing and environment.
The dc collector-emitter‘voltages of the first two stages in the
series-series triple are specified at 1.4V. This specification is also
adopted for the first two stages in the other triple (T2-T4) designs, as
well as the first‘stage in all of the pair (P1-P4) designs. These voltages
could be incorporated as independent variables in the design optimization
procedure; however, little is gained by doing this because of the limited
range over which the voltages may be adjusted. For values much below the
1.4V specification, amplifier linearity may be impaired, while significantly
larger values limit the available output voltage swing. The collector volt-
age for the third stage of the triple is determined after consideration of

the level shifting and output stage design.

5.3.2 Level Shifting and Output Stages
The dc voltage level in the amplifier of Fig. 5.3 is shifted across the
resistor R4, with the emitter-follower Q4 isolating the basié triple from the
lével shifting network. Dc current for the stage is supplied through the
resistor R5 and the common-mode diode string, Dl-Ds.

follower, QS’ provides the required low output impedance and also buffers

The output emitter-

the level shifting network from the load. Such buffering is needed if
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the attenuation in the level shifting stage is to be relatively independent
of the load.

The common-mode dio&e string is used in- the level shifting stage to
cancel the effects on the quiescent output voltage of changes in the base
emitter voltages of Q4 and Qs with temperature. The basis for this can-
celation can be demonstratcd through consideration of the generalized
n-diode configuration shown in Fig. 5.4. In this figure, VC3 corresponds
to the voltage at the collector of Q3 in Fig. 5.3. If the transistors Q4

and Qs and the diodes D are fabricated such that VBE(Q4) = VBE(QS) = ¢,

1%
then the dc output voltage may be expressed as

V0 = -VEE + (VEE+VC3)ALV + ¢[n-1-(n+1)ALV] (5.1)
where
Rg
A = ’ (5.2)
LV R 4-l-RS

is the small-signal differential voltage transmission of the level shifting

stage. The dependence of V, on the junction voltages in the level shifting

0
and output stages can be eliminated by setting.the coefficient of ¢ in (5.2)
to zero, resulting in the requirement

_ n-1 , .
Apy = n+l (5.3)

Under the condition (5.3), the specified zero volt quiescent output level

(Vo = 0) is obtained when

) 1
Ves = Vee <“—A ') (5.4)
. LV



———— Qq
VC3 | 1
+VCC

Fig. 5.4: Generalized level shifting and output stage configuration.
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A zero volt dc output that is relatively insensitive to temperature and
processing can,be established through'a consistent choice of n and VC3
satisfying (5.3) and (5.4). The output voltage is, however, sensitive to
the negative supply voltage, VEE’ and the output voltage of the basic
amplifier, VCS'

biasing used for the basic amplifier in Fig. 5.3 results in a voltage for

As indicated in Appendix D the common-mode current source

VC3 that is relativelyAinsensitive to teﬁperature and processing.

SeQeral factors must be considered in choosing n, VCS and ALV’ First,
n is obviously restricted to infeger values. Second, the voltage VCS
should correspond to a near-maximum évailable voltage swing at the output
of the amplifier. Finally, the voltage transmission, ALV’ should be the
maximum consistent with the first two considerations.

Values of VC3 and ALV fo} several choéces of n are given in Table V.2
for +6V supplies. For the amplifier of Fig. 5.3, n=5 has been chosen. This
corresponds to a 3V dc level at the collector of Q3 and a voltage transmis-
sion of .67 for the level shifting étage. The corresponding voltage swing
available in the negative direction at the collector of Q3 is approximately
2.3V, as determined from the 1.4 volt collector-emitter voltages of the
first two stages and the assumption of a base-emitter voltage of .7 volts
for Ql’ Q2 and Q3.

The values of the resistors R4, R5 and R6are determined from the dc
current specificatioﬁs for the level shifting and output stages. The values
of the resistors R4 and R must be low enough so that the RC time constan;
at the base of QS does not limit the amplifier bandwidth, and the current

in the output emitter-follower must be high enough to provide a reasonable

output current capability. For the total specified power dissipation of



TABLE V.2

LEVEL SHIFTING AND OUTPUT STAGE DESIGN

(Fig. 5.4) FOR *6 VOLT SUPPLIES

Number of

Quiescent Input Differential
Diodes Voltage Level "Voltage Transmission
n VCS? volts ALV
4 4.0 .60
5 3.0 .67
6 2.4 .715
7 2.0 .75
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96mW, 48mW is allotted to the level shifting and output stages. Current
levels of 1mA can then be specified for each of the transistors in these
stages. The corresponding resistors values are 1.6 kQ for RS’ and 6.0 k
for R6. The net differential mode resistance from the base of Q5 to ground
is 1.07 kQ. TFor thesc values of résistance, computer-aided analysis has

verified that the overall frequency response of any of the designs considered

is not limited by the response of the level shifting and output stages.

5.3.3 Frequency Compensation

The level shifting stage, output emitter-follower and the common-mode
elements of the amplifier of Fig. 5.3 do not directly affect the overall
'differential frequéncy response of the amplifier. Therefore, this response
can be detérmined froﬁ analysis of the differential mode half-circuit [47]
for the basic triple, shown in Fig. 5.5. Design variables that are not
explicitly present as elements of the half-circuit are entered into the
design optimization process either through the elements of the small-signal
models or as constraints on the half-circuit components. Thé loading on
the triple is represented in the circuit of Fig. 5.5 by the resistor R3 and
the capacitor Ci. The capacitor models bqth the'input capacitance of the
level shifting stage and the parasitic capacitance associated with RS'
The input resistance of the level shifting network- is much greater than
R3 and may be neélected.

A common approach to the frequency compensation of fe;dback configurations

such as Fig. 5.5 is to introduce a zero into the feedback.transmission (a
phantom zero) with a shunt capacitor across the resistor Rf'[48]. In the

series-series triple, however, compensation can instead be established

with an effective feedback zero that is inherent in the configuration.
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Fig. 5.5: Differential-mode half circuit for the basic triple in the
amplifier of Fig. 5.3. '
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In any circuit with a series fecdback connection at the output, the feedback
network samples the emitter current of the output transistor rather than
the actual output signal (vo in Fig. 4). This situation results in a zero

of the feedback transmission that is given approximately by [49]

- 1 ‘ - (5.5)
0 RS(ch+Ccs+C£)

where ch and Ccs are the collector-base and collector-substrate capacitances

of the output transistor, QS'
- Optimal compensation of the triple can be achieved through suitable

choices for the resistor R, and the capacitor C!. Introduction of a

3 L
common-mode resistor, R8 in Fig. 5.3, allows R3 to be varied below an upper
bound without disturbing the dc conditions. Small values of R3 should,

however, be avoided because they limit the available voltage swing at the
output of the triple. If necessary, the capacitance Ci can be increased
by enlarging the area of the diffused resistor R3; it should not be necessary

to add separate capacitive elements for compensation.

5.3.4 Design Variables and Constraints
The variables in the design optimization procedure for the amplifier
the differential

of Fig. 5.3 are the feedback resistors Rel’ R ., and R

e2 £
collector load resistors, Rl’ R2 and R3, which can be varied independently
of the dc conditions, below an upper bound, through the use of common-mode
resistors such as R§ the dc currents in the triple as governed by R7 and
the ratio of currents in Q6 and Q7; and the planar geometry variables,
described in Chapter IV, for the devices Ql’ Q2 and QS' Design constraints

imposed on these variables are: 1) all passive elements must be nonnegative
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2) the specified céllector-emittér voltage of 1.4V for Q1 and QZ’ 3) the

3V dc level ét fhe-collcctor of Q3, as determined by the output stage design,
4) the dc voltage drop across the resistor Rf, through which Fhe emitter
current of stis drawn, 5) the’upper bound on the differential collector
load resistors imposed by dc conditions, 6) a total quiescent current of

2mA for each side of the balanced triple, resﬁlting from the specifications
of Table V.1 and the 48mW dissipation in the level shifting and output

stages, and 7) a minimum emitter stripe length of 0.6 mil for the devices

le Q2 and Qs’

S.4 Series-Shunt Pair, P1

A complete amplifier based oﬁ the series-shunt pair, P1, is shown in
Fig. 5.6. The biasing approach is the same as that used in the amplifier
of Fig. §5.3; the common-mode éurrent source supplies the currents for the
basic pair and the current drain throug Rf. As‘shown in Appendix E, this
configurétion results in a relatively insensitive quiescent voltage level
at the collector of QZ' Therefore, the same‘generalAlevel Shifting and
output stage configuration as used for the amplifier of Fig. 5.3 can be
employed‘to achieve an insenéitive, zero volt quiescent output level.

‘The collector-emitter voltage in the firstvstage of ghe pair, Ql’ is
specified at 1.4V, and the available output voltage swing is determined by
voltage at the collector of QZ’ This voltage may be less than the collector
voltage of Q3 in the triple, while a comparable output swing is achieved,
because the voltage at the cmitter of Q2 in Fig. 5.6 is less than that at
the emitter of Q3 in Fig. 5.3. Therefore, a six-diode sfring has been used
for the’level.shifting network in Fig.'5.6. From the data in Table V.2,

for n=6, VC2=2.4 volts and ALV='715' The use of six diodes increases the
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voltage transmigsion and also reduces the current needed in the level
shifting resistors to maintain'thé same resistance level at the base of the
output emitter-follower as was achieved fﬁr the triﬁle’design. To realize
the 1.07 k2 equivalent resistance from the base of Q4 to ground in Fig. 5.6,
the dc current necded is .667mA ana the resistor values are R_=1.5 k2 and

3
‘R,=3.75 k. As for the triple design, a lmA current is specifiecd in the

4
output cmitter-follower, corresponding to Rs=6 kQ.

The differential-mode half-circuit suitable for determining the
di fferential frequency response of the amplifier in Fig. 5.6 is given in
Fig. 5.7. The emitter-follower, QS’ is included in the half circuit be-
cause it is contained within the feedback loop and, therefore, significantly
influences the amplifier response. As indicated in Figs. 5.6 and 5.7, com-
pensation is achieved for the pair with a capacitor, Cf{ in shunt with the
feedback resistoi Rf. Unlike the series-serie§ triple, the pair cannot,
in general, be'compensated without the addition of an actual capacitive
element,

The design variables for the series-shunt pair amplifier of Fig. 5.6
are the feedbaék.resistors Re and Rf, and the feedback capacitance, Cf;

the differential collector load resistors, R,  and R2, which can be adjusted

1
by iﬁtroducing common-mode resistors; the dc currents in Ql’ and Q2 and Q3
as governed by R6 and the rétio of currents in Qs and Q6; and the device
geometry variables for Ql’ Q2 and Q3. The design constraints are: 1) all
passive elements must be nonnegative, 2) the 1.4V collector-emitter voltage
for‘Ql, 3) the 2.4 volt dc level at the collector of Qz, 4) the upper bound

on the differential collector load resistances, 5) the dc voltage drop

across Rf, through which part of the current in Q3 is drawn, 6) for each



Fig. 5.7: Differential-mode half circuit for the basic pair in the
amplifier of Fig. 5.6.
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side of the balanced configuration, a total quicscent current of 3mA
available to Ql’ Q2 and Q3, 7) the drain of .667mA from the cmitter current
of Q3 through the level shifting resistors, and 8) a minimum cmitter stripe

length of 0.6 mil for Ql’ Q2 and Q3.

5.5 Other Triple Designs, T2-T4

Complete amplifier designs based on the configurations T2, T3 and T4
are shown in Figs. 5.8, 5.9 and 5.10, respectively. These designs are all
quite similar to that presented in Fig. 5.3 for the configuration T1, except
that the’common-mode current source, Q8,‘must be éddéd to supply the current
for the third stage transistor, Q3. Also, the differing connections of the
feedback resistor Rf impose differénf constraints on the variables in the
deéign optimization procedure for each configuration. Frequency compen-
sation, if necessary, can be achieved for the amplifiers of Figs. 5.8 and
5.10 with a shunt éapacitance across Rf. The shunt-series pair in Fig. 5.9
can be compensated in the same manner as used for the series-series triple
in Fig. 5.3; no capacitive element should be needed.

Except for‘the current source biasing, the dc design is essentially
the same for all of the triple amplifiers. A 1.4V collector-emitter voltage
is specified for Q1 and Q2, and the level shifting and output stage design
is identical to that used in the amplifier of Fig. 5.3. As for the amplifier
of Fig. 5.3, the current source biasing leads to a relatively insensitive

voltage level at the collector of QS‘

5.5.1 Configuration T2
The amplifier of Fig. 5.8 is based on the feedback configuration T2 in

Fig. 5.1. This configuration is a series-shunt overall feedback pair
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followed by a local series feedback stage. The dc constraint imposed on
the feedback resistor Rf in Fig. 5.8 is that the current in Rf must be
drawn through the interstage resistor RZ' The voltage drop across Rf is

higher, by the base-emitter junction of Q3, than in Fig. 5.3.

5.5.2 Configuration T3

A complete amplifier based on configuration T3 is shown in Fig. 5.9.
For the basic configuration, a local series feedback input stage is followed
by an overall shunt-series‘feedback pair. If a forward biased base-emitter
voltage of .7 volts is assumed for Q, and Q3 in Fig. 5.9, then there is no
dc current in Rf; hence this resistor may be adjusted without regard to dc
conditions and the constraint associated with Rflin all of the other con-

figurations is eliminated.

5.5.3 Configuration T4

The amplifier in Fig. 5.10 is based on the configuration T4, a series-
shunt-series local feedback cascade. The dc current in the resistor Rf
is drawn through the resistor R, and sinked by the'collector of Ql' It is

possible to eliminate the resistor R, and supply all of the first stage

1
collector current through Rf. This is, in fact, the condition specified by

the design optimization results of the next chapter.

5.6 Other Pair Designs

Shown in Figs. 5.11, 5.12 and 5.13 are complete ampliéier designs
based on the pair configuratioﬁs P2, P3 and P4. These designs are essent-
ially the same as that used for the series-shunt pair in Fig. 5.3, except
for the different connections of the feedback‘resistor Rf. The same form

of current source biasing is used in all of the pair designs and leads to
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an }nsensitive voltage level at the collector of Q,. A collector-

emitter Voltage of 1.4V is specified for the first stage transistor, Ql'
The level shifting and output stage design in Figs. 5.11 - 5.13 is identi-
cal to»that usced in Fig. 5.6 except that for Figs. 5.11 and 5.13 the cur-
rent in the emitter.follower Q3 does not include the dc current in Rf.
Frequency compensation can if needed, be established with a shunt capacitor

across Rg in all of the configurations.

5.6.1 Configuration Pé

The amplifier in Fig. 5.11 is bésed on the configuration P2, a series-
shunt overall feedback pair. Unlike the configuration P1l, the emitter-
follower is not included within the feedback loop. As a result, in Fig.
5.11 the dc voltage drop across Rf is somewhat higher‘than in Fig. 5.6,

and the dc current in Rf must be drawn through the resistor R In Fig.

2°
5.11, the current in the emitter-follower Q3 is simply the dc current of
.667 mA needed in the level shifting stage. A total current of 2.33 mA is

thus available to Qi.and Qz.

5.6.2 Configuration P3

The amplifief in Fig. 5.12 is based oﬁ configurétion P3, a local
series-shunt feedback cascade with the emitter-follower Q3 included in
the local shunt feedback loop. The current in Rf is drawn from the emitter
of Q3 and fed to the collector of Ql‘ It would be possible to provide all
of the first stage collector current through Rf; this, however, is not

the optimum situation indicated by the results in Sec. 6.2.3.
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5.6.3 Configuration P4 : .

A complete amplifier design based on configuration P4 is shown in Fig.
5.13. The basic configuration is a local series-shunt feedback cascade
with the emitter-follower not inciuded in the shunt feedback loop. The
dc current in Rf is drawn through 32 rather than from the emitter of Q3.

As for thc design of Fig. 5.12, the resistor R, can be eliminated,but the

1

automated design results indicate this is not the optimum design situation.
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CHAPTER VI

DESIGN OPTIMIZATION RESULTS

6.1 Introduction

The complete amplifier designs developed in Chapter V have been

optimized using the program ADOP to achieve the maximum possible -3dB

bandwidth for each design. The results of the optimization procedure

are presentéd in this chapter and are used to compare the effectiveness
of the basic feedback configurations first introduced in Chapter IT and
repeated in Fig. 5.1.

The coﬁplete amplifier designs‘proposed in Chapter V are based on the
specification of a 34dB low-frequency voltage gain, *6 V power supplies,
and a tétal quiescent power dissipation of 96 mW. These specifications
represent the overall constraints in the design optimization procedure.
Additional constraints arising from dc conditions, device geoﬁetry con-
siderations, and the design of the level shifting and output stages are
presented in Chapter V in the course of developing the complete amplifier
designs.

Two constrainfs arising from monolithic processing considérations
are also included in the design procedure. First, the minimum value
allowed for a diffused resistor is 50Q. This limitation is relevant only
to the series emitter feedback resisfors; it is imposed because these
resistors must match and track other larger feedback resistors if low
gain sensitivity to ﬁrocessing and environment is to be achieved. For

values below the minimum resistance, contact effects make such matching
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increasingl& difficult to esfablish. The second design constraint arising
from procéssiﬁg considerations is that the series emitter resistors in the
first and third stages of the triples, Tl - T4, be equal. This condition
is imposed to ensure good matching between these relatively small resistors.
. Since the gain of the triples depends st?ongly on the four diffused resis-
tors Rel’ ReZ’ Rf.and RS’ the constraint Rel = Rez reduces the need for
accurately matching unequal resistors from four to three values of
resistance.

For the optimum amplifier designs presenfed in this chapter, the first-
order temperature dependence of both the low-frequency voltage gain and
quiescent output voltage has been investiéated using the nonlinear dc
circuit analysis program BIAS-3 [50]. The principal effects considered in
the analysis are the first-ofder temperature sensitivities of the diffused
resistors and transistor Bo's. Values of 2000 ppﬁ/‘C and 6600 ppm/°C at
room temperature are assumed, respectively, for these sensitivities [51];
variations in the gain and dc output voltage are then determined over the
full temperature range -55°C to 125°C. The asgumptioh of a linear tempera-
ture dependence over this full range for the resistances values 80 is, of
course, in error. However, the deviation from a linear dependence is
typically less than 10%; consequently, the analysis does provide‘a suitable.
basis for comparing the first-order temperatures sensitivities of the
optimum designs. It is reasonable to assume that the temperatufe depen-
dence in an actual realization of any of the designs is influenced less
by nonlinear components of the resistance and BO temperature dependence,
than by the variation of resistance ratios with temperature. This latter

effect is difficult to predict and can be effectively incorporated in a



design procedure only on the basis of an extensive characterization of

the processing to be used.

6.2 Optimum Pair Designs

6;2;1 Configuration Pl

The design optimization results for the amplifier of Fig. 5.6, which
is based on configuration Pl1, are summarized in Fig. 6.1 and Tables VI.2
a, b and c. The frequency responses represented by the dashed lines in
the figure correspand to severél designs that were used as starting points
in the optimization procedﬁre. éomponent values and current levels for
two of the initial désigns (denoted by (:) and (:) ) are given in Tables
VI.2a and b. For both of these initial deéigns, Ql’ Q2 and Q3 are single
emittér, single base contact struétures with an emitter stripe length of
1.0 mil. All of the design runs converged to the same optimum design.
The frequency response for this Sptimum is indicated by the solid line in
Fig. 6.1.

The optimum Pl design provides the specified low-frequency voltage
gain bf 34dB and has -3dB bandwidth of 123 MHz. As indicated in Fig. 6.1,
a near maximally flat magnitude frequency response is achieved. The band-
width is the secdnd‘largest obtained for designs presented in this chapter;
it is exceeded only by the 133 MHz bandwidth of the optimum T3 design. As
brought out in the comparison of Sec. 6.4, however, the optimum P1 design
provides the best overall performance of any of the designs considered.

The passive element values for the optimum Pl design are given in
Table VI.2a. The values shown for the differential collector load
resistances, R1 and RZ’ are the maximum allowed by dc conditibns. This

situation is the case for all of the pair designs; consequently, the
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TABLE VI.la

COMPONENT VALUES AND CURRENT LEVELS
- FOR INITIAL DESIGN () IN FIG. 6.1

250Q

Re R6 = 3.1kQ
Rf = 2ﬂ4k9 -

R, = 10.6k% Ce =0
I1c(Q) = .5m 1-(Q5)

IC(Qz) = ,85 mA -i-c—(-d-;)—= 1.75

1.(Q;) = 1.65 mA

TABLE VI.1b

'COMPONENT VALUES AND CURRENT LEVELS
FOR INITIAL DESIGN (2) IN FIG. 6.1

R = 6780 Ry = 2.5 kO
Ry = 9.1kQ
Ry = 5.3Kk8 Cp = .5pF
R, = 3.4kQ
2
IC(QZ) = 1.07 mA W= 1.18

I1.(Q5) = .93 mA
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TABLE VI.2a

PASSIVE ELEMENT VALUES FOR OPTIMUM P1 DESIGN

R, = 500
Rg = 3.5k Rg = 4.5k
R, = 50kQ C, = .5pF
R, = 6.2kQ

TABLE VI.2b

DEVICE SPECIFICATIONS FOR OPTIMUM P1 DESIGN

Device n, 0y e,mlls IC’ mA ft,MHz
q 1 2 1.07 1.06 580
Q2 1 1 .6 .58 560
Qs 11 .6 1.36 640

1.(Qg)/1.(Qg) = 2.99

TABLE VI.2c

TEMPERATURE DEPENDENCE OF GAIN AND
DC OUTPUT VOLTAGE FOR P1 DESIGN

T,°K Ay (0) VooV
218 49.21 -116
258 49.46 -90
300 49.52 -88
348 49.51 -96
398 49.46 -110




maximum fheoretically available voltage swing at the output -of these ampli-
fiers is, in all cases, *2.4 volts.

A compensation capacitance, Cf, of 0.3 pF is specified in Table VI.2a.
This capqcitancé can be realized with a base-collector junction area of
S mil2 under a re&erse bias of approximately 6 volts. The P1 amplifier is
the only configuration for which-a feedback capacitance is needed in the
optimum design. The amplifier can be optimized under the constraint
Cf = 0, but the maximum bandwidth obtain;ble is then reduced to 100 MHz.

The device specifications for the bptimum Pl design are presented in
Table VI.2b. The optimum geometry and dc current level are given for each
of the transistors Ql’ Qzland Q3, and the transistor fT corrésponding fo
these conditions is included in the table. Minimum area, single base con-
tact geometries are specified for both Qé and QS; the optimum geometry for
Q1 is a single emitter, double base contact device with an emitter stripe
length of 1.07 mil. Alsé givén in Table‘VI.Zb is the ratio of quiescent
currents in the current source transistors, Q5 and Q6’ that is needed to
establish the optimum distribution of dc current among Qi, Qz'and Q3; the
ratio IC(QS)/IC(Q6) > 3.0 is specified. |

Analysis results for the fifst-ordef temperature dependence of gain
and dc output voltage in the optimum Pl design are given in Table VI.2c.
The estimated total variation in the low-frequency voltage gain over the
temperature range -55°C to 125°C is only .6% of the gain value at room
temperatureQ This Qariation'is the loﬁest obtained for the designs con-
sidered; -it CorreSpdnds.to an average senéitivity of 33ppm/°C. This very
low dependence on tempefature is due to a relatively high loop gain for

the P1 configuration and to the fortuitous existence of a first-order
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zero in the gain sensitivity ncar room temperature.

The quiescent output voltage ofvthe optimum Pl design also exhibits
a first-order sensitivity zero near room femperature. As a result, the
total variation in this voltage is less than 30 mV over the‘-55°C to 125°C
temperature range. This is the lowest output level drift obtained for any

of the amplifiers considered.

6.2.2 Configuration éz

The frequency response of the optimum design for the amplifier in
Fig. 5.11, which is based on configuration P2, is included in Fig. 6.2.
The maximum bandwidth for this configuration is 95 MHz, the lowest value
obtained for any of the designs based on a pair configuration.

The P2 configuration is an overail series-shunt feedback pair where,
in contrast to the P1 amplifier, the output emitter-follower is not
included within the feedback loop. The maximum bandwidth for the P2
design is 23% less than that for the P1 configuration, indicating that a
substantial improvement.is gained by including the emitter-follower within
the overall feedback ldop.

The passive component values for the optimum P2 design are given in
Table VI.3a. As for the other pair désigns, the dptfmum values for R1 and
Rz are the maximum allowed by dc condtions. No compenéation capacitance
is needed for the optimum design.

The device specifications are given in Table VI.3b for the optimum
P2 design. As for the P1 configuration, minimum area structures are
specified for Q2 and Q3, while a single emitter, double base contact
device is optimum for Ql’ The emitter stripe length for Q1 is 1.23 mil,

The ratio of currents in the current source devices is IC(QS)/IC(Q6) = 2.43.



VOLTAGE GAIN (dB)

Fig. 6.2:
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~ -3dB BW
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Frequency response of optimum designs for configurations P2, P3,

and P4.
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TABLE VI.3a

PASSIVE ELEMENT VALUES FOR OPTIMUM P2 DESIGN

Rg = 530 Ry = 3.0k
Rg = 3.9k0

R, = 6.1kQ ;=0

R, = 2.5kQ :

TABLE VI.3b

DEVICE SPECIFICATIONS FOR OPTIMUM P2 DESIGN

Device n, n Re,mi 1ls IC’ mA ft,MHz
Q 1 2 1.23 .87 530
Q, 1 1 .6 - .68 575
Q; 1 1 .6 .67 580

TABLE VI.3c

TEMPERATURE DEPENDENCE OF GAIN AND
DC OUTPUT VOLTAGE FOR P2 DESIGN

T,°K A, (0) VgomV
218 48.99 -350
258 49.77 -180
300 49.98 -23

348 . 49.94 +138
398 49.73 +289
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The analysis results for the first-order temperature dependence of
the P2 design are giyen in Table VI.3c. The total gain variation over
-55°C to 125°C is 2.0% of.the nominal value. As for the Pl design, a
first-order zero in the gain sensitivity exists near foom temperature.
However, the lower loop gain of the P2 design results in a somewhat larger
total variation in the gain. A higher loop gain is obt#inable for the Pl
design because the inclusion of the emitter-follower within the feedback
loop significantly reduces the loading of the feedback network on the
forvard amplifier.

The total drift in the output dc level for the P2 amplifier is 640 mV
over the range -55°C to 125°C. This is the largest drift exhibited by any
of the designs considered and is more than an order of magnitude greater

than that obtained for the P1 design.

6.2.3 Configuration P3

The design results for the-amplifier for Fig. 5.12, which is based
on configuration P3, are given in Fig. 6.2 and Tables VI.4 a,b, and c.
The basic configuration is a series-shunt cascade with the emitter-follower
included in the feedback loop of tﬁe shunt stage. The,Bandwidth of the
optimum P3 design is 122 MHz, almost identical to the optimum bandwidth
for the P1 amplifier. The sensitivity to temperature is, however, con-
siderably higher for the local feedback cascade. The total variation in
gain over the range -55°C to 125°C is 10.2% of the room temperature value
and the total drift in the dc output voltage level over this temperature
range is 190 mV.

The passive elements and device specifications for the optimum P3

design are given- in Tables VI.4a and b. The values for R, and R2 on the

1
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TABLE VI.4a

"PASSIVE ELEMENT VALUES FOR OPTIMUM P3 DESIGN

R, = 500

Rg = 5.1kQ R = 2:5kQ
R, = 4.9kQ c, =0

R, = 3.4k

TABLE VI.4b

DEVICE SPECIFICATIONS FOR OPTIMUM P3 DESIGN

' Device . n, n %e,mils‘ IC’ mA ft,MHz
Q 1 2 .92 1.28 590
Q2 1 1 .6 1.05 516
Q3 1 1 .6 .86 605
Ic@g)/1c Q) = 1.21

TABLE VI.4c

TEMPERATURE DEPENDENCE OF GAIN ‘AND
DC OUTPUT VOLTAGE FOR P3 DESIGN

T,°K A, (0) VooV
218 51.24  +42
258 50.58 +8
300 49.29 -35
348 47.71 -87
398 46.11 -144
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maximum allowed byAdc conditions, and no cdmpensation capacitance is
nceded for the optimum design. A minimum area geometry is optimum for
both Q2 and Q3, thlc a:doublc base contact device is specified for‘Ql,
with a stripe length of .92 mil. The current ratio in the common-mode
transistors Q an@ Qé is‘IC(Qs)/IC(QG) = 1.21 for the optimum design.

The differenée in performance between the optimum designs based on
the P1 and P3'configuratiohs is essentially that expected from a considera-
tion of ideal feedback systems [52]. Though comparable bandwidths are
obtainable for similar local and overall fee&back configurations, the
latter represents a more efficient use of feedback and results in a sig-

nificantly greater reduction in gain sensitivity.

6.2.4 Configuration b4

The design optimization‘results for the P4 amplifier of Fig. 5.13
are given in Fig. 6.2 and Tables VI.S a,b and.c. The basic configuration
is a local series-shunt cas;ade-follbwed‘by an emitter-follower. The
bandwidth for the optimum design is 105 MHz, 14% below the maximum band-
width for the P3 configuration, a local féedback cascade with the emitter
follower included in the shunt feedbaék loop.

The maximum allowed values are optimum for the resistors Ry and R,
in the P3 design. 'No compensation capacitance is needed. The optimum
geometry for thé transistor Q1 is a device with two emitters, three base
contacts, and an emittef stripe length of 1.3 mil. A minimum area
structure is optimum for Q2, and for Q3 a single emitter, single base
contact device is specified, with ﬁn eﬁitter stripe length of 1.2 mil.

The current ratio in the source transistors is IC(QS)/IC(Q6) = 2.44,
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TABLE VI.5a

PASSIVE'ELEMENT VALUES FOR OPTIMUM P4 DESIGN

- Rg =502 R, = 3.9k
Rg = 5.1kQ
R1 = 4.0kQ Cf -0
R, = 3.6k

TABLE VI.Sb

DEVICE SPECIFICATIONS FOR OPTIMUM P4 DESIGN

Device n, n ze,mlls IC’ mA ft,MHz
Q 2 3 1.33 1.65 520
Q2 1 1 .6 .68 575
Qs 11 1.22 .67 520

1.(Q)/1,(Qq) = 2.44

TABLE VI.5c

TEMPERATURE DEPENDENCE OF GAIN AND
DC OUTPUT VOLTAGE FOR P4 DESIGN

T,°K A (0) VgsmV
218 51.70 473
258 51.46 +38
300 - 50.40 +1
348 48.94 -41
© 398 47.41 -84
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The total variation in the low-frequency voltage gain for the optimum

P4 design is 8.6% over tPe range -55°C to 125°C. The drift in the quiescent
output level over this tbmperature fange is 160 mV.

6.3 Optimum Triple Designs
|

6.3.1 Configuration T1.

The amplifier of Fig. 5.3 is based on configurafion T1l, an overall
series-series feedback triple. The design optimization results for this
amplifier are givén in é'g. 6.3 and Tabies VI.6 a, b and ¢c. In the figure,
the dashed-line responses correspond to designs used as starting points in
the optimization procedJre. All of the design runs converged to the

optimum, represented by the so;id'line response.

The optimum design |for tﬁe T1 amplifier provides the specified volt-
age gain of 34dB and has a -3dB bandwidth of 90 MHz. This bandwidth is
the same as that obtain?d for the T4 design described in Sec. 6.3.4, bpt
it is substantially beléﬁ the‘optimum bandwidth of 133 MHz obtained for
the T3 configuratipﬁ. '

Pagsive element va%ues for the optimum T1 design are listed in Table
VI.6a. The values of tﬁe differential collector load resistors R1 and R2
are the maximum allowed by dc conditions. For the third stage in triple,
the common-mode resistance R8 = 1.1 kQ is introduced to establish the
optimum value of 2.1 KQ'for the differential load, R3, on the stage.
Unlike the second, or output, gain stage in the pairs, the third gain
stage in the triples is a series feedback stage. As a result, the load
on the stage has an iﬁportant influence on the frequency response; for

all of the triples, the optimum value of R, is less than the maximum per-

3

mitted by dc conditions. The need for the common-mode resistor R8 in all
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TABLE VI.6a

PASSIVE ELEMENT VALUES FOR OPTIMUM T1 DESIGN

R =R_ =27008 R, = 11.0kQ
el = “e2 1
Re = 2.0kQ " "R, = 5.6kQ
Ry = 2.1kQ R, = 3.1kQ
Ce=0 Rg = 1.1k
TABLE VI.6b

DEVICE SPECIFICATIONS FOR OPTIMUM T1 DESIGN

\

Device n, ny \ze,mils IC’ mA ft,MHz
Q1 1 1 1.05 .48 475
Q2 1 1 .93 .83 560
Q3 1 1 .69 .69 565

TABLE VI.6¢c

TEMPERATURE DEPENDENCE OF GAIN AND
DC OUTPUT VOLTAGE IN P4 DESIGN

T,°K A, (0) v, v
218 48.67 +118
258 49.18 +134
. 300 49.48 +154
. 348 49.65 +187
398 49.73 +221
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of the triple designs limits the available unclipped output voltage swing
for these amplifiers to values significantly below the *2.4V achieved for
all of the pair designs described in Sec. 6.2. For the opfimum Tl‘design,
the maximum unclipped swing is +1.5V, the largest obtained for any of the
triples.

The optimum series emitter resistance, Re1 ='R for T1 amplifier

e2’
is 270 Q. This is the largest value obtained for any of the designs con-
sidered. Because of this relatively large value for the smallest diffused
resistors, the optimum T1 design is comparatively easy to realize monolithi-
cally. As pointed out in Sec. 5.3, no feedback capacitor is needed to com-
pensate the Tl configuration.

The device specifications for the optimum Tl design are given in
Table VI.S5b. A single emitter,‘sipgle base contact structure is optimum
for Ql’ Q2 and QS;,the emitter stripe leﬁgths are 1.05 mil, .93 mil, and
.69 mil, respectively. The ratio of currents in the current source tran-
sistors Q6 and Q7 ivaC(Q6)/IC(Q7) = 1.35 for the optimum design.

Analysis resu}ts for the first-order temperature dependence of gain
and output level in the optimum T1 design are given in Table VI.6¢c. The
total gain variation over the temperature range -55°C to 125°C is 2.1% of
the room temperature gain. This is by far the lowest temperature sensitivity
obtained for any of the triple designs and reflects the relatively high loop
gain obtained with the series-series triple. For all of the other triples,
at least two feedback loops are cascaded and the sensitivity to temperature
is relatively high.

The.total drift in the quiescent output voltage for the T1 design is

100mV over the -55°C to 125°C range. Of the designs considered, this
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performance is exceeded only by the 30 mV drift obtained for the P1

configuration.

6.3.2 Configuration T2

The frequency response for the optimum Qesign of the amplifier in
Fig. 5.8, which is based on configuration T2, is included in Fig. 6.4. The
maximum -3dB bandwidth for this amplifiér is 78 MHz, the lowest of
the designs considered.

The'passive element values for the optimum T2 design are given in
Table VI.7a. Because -of very 1ow current in the third stage, a high
value of R8 is needed and the unclipped output voltage swing is limited
to $0.13 volts.

The low third stage current results from the need to drain a sub-
stantial current througﬂ the feedback resistor Rf. This current is larger
for the triple configuration than for the corresponding pair design of
Fig. 5.11, even though the latter has a larger voltage drop across Rf,
because the optimum values for Rf are génerally smaller for the triple
designs than for the pairs. As for all of the triples, the optimum col-
lector load resistors for the first two stages, Ri and RZ’ are the maximum
permitted by dc conditions; also, no compensation capacitance is needed.

The device characteristics for the optimum T2 design are given in
Table VI.7b. A minimum area structure is optimum for all of the devices,"
Ql’ Q2 and QS’ in the basic feedback configuration. Three current source
transistors are needed in the T2 amplifier because, unlike the Tl design,
a separate current source must be provided for the third stage of the
triple. The ratios of quiescent currents in the transistors Q6 and Q8 to

the currént in the diode connected transistor, Q7, are IC(Q6)/IC(Q7) = 3.39
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TABLE VI.7a

PASSIVE ELEMENT VALUES FOR OPTIMUM T2 DESIGN

Ry, = R, = 1200 R, = 9.3k0

Re = 2.3kQ R, = 3.4KQ

Ry = 1.9k R, = 6.0kD

Ce=0 Rg = 21.4kQ
TABLE VI.7b

DEVICE SPECIFICATIONS FOR OPTIMUM T2 DESIGN

Device n, n le,mlls IC’ mA ft,MHz
Q1 1 1 .6 .57 550
Q2 1 1 .6 .44 520
Q3 1 1 .6 .07 225

1.(Q)/1(Q,) = -152

TABLE VI.7c

TEMPERATURE DENPENDENCE OF GAIN AND
DC OUTPUT VOLTAGE FOR T2 DESIGN

T,k A,(0) VoV
218 58.53 -317
258 53.41 -240
300 48.32 -201
348 43.37 -176
398 39.09 -160
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and IC(QS)/IC(Q7) = .16 for the optimum design.

The temperature dependence of the gain and dc output level for the
optimum T2 design is given in Table VI.7c. Over the temperature range
-55°C to 125°C, the total variation in the low-frequency gain is 38.8%
and the total drift of the outpﬁt voltage level is 160 mV. The sensitivity
of the gain to temperature in the T2 design is exceeded only by that of
the amplifier based on configuration T4, a series-shunt-series local

feedback cascade.

6.3.3 Configuration T3

Design results for the amplifier based on configuration T3, and shown
in Fig. 5.9, are given in Fig. 6.4 and Tables VI.8 a,b, and c¢c. The -3dB
bandwidth of 133 MHz for the optimum design is the largest obtained
for any of the amplifiers considered.

The amplifier based on configuration T3 is unique with respect to the
other designs in that no dc current flows thrbugh the feedback resistor
Rf. As a result, this resistor can be adjusted without affecting the dc
conditions. The optimum value of Rf given in Table VI.8a is significantly
lower than the values for the other designs, indicating that dc constraints
on Rf may degrade the bandwidth in the other amplifiers. Of the configurations
considered, it is generally practical to establish a dc independent Rf only
for‘the T3 configuration.

The resistor values and device specifications for the optimum design
are given in Tables VI.8a and b. The values of R1 and R2 are the maximum
allowed. The available unclipped voltage swing at the amplifier output
is *.9 volts, the second largest value obtained for the triple designs.

The optimum device geometries are single emitter, single base contact
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TABLE VI.8a

PASSIVE ELEMENT VALUES FOR OPTIMUM T3 DESIGN

R = R = 620 R, =9.19Q
el e2 1

Rf = 2800 R2 = 5.6kQ

R3 = 1.5k ' R7 ='3.2k9

C.=0 R8,= 1.8k

TABLE VI.8b

DEVICE SPECIFICATIONS FOR OPTIMUM T3 DESIGN

Device n, ny 1e,m115 IC’ mA ft,MHz
Q1 1 2 2.40 .58 385
Q2 1 1 .6 .82 590
Q3 1 1 .66 .60 555

1.(Qg)/1.(Q)) = .71

TABLE VI.8¢c

TEMPERATURE DEPENDENCE OF GAIN AND
DC OUTPUT VOLTAGE FOR T3 DESIGN

T,°K AV(O) VO,mV
218 53.36 +63
258 51.89 -54
300 49.88 +160
348 47.64 +273
398 - 45.53 +389
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structures for Q2 and Q3 and a single emitter, double base contact device
for Ql; the emitter stripe lengths are 2.4 mil, .6 mil, and .66 mil,
réspectively, for Ql’ QZ’ and Q3‘ The current ratios in the common-mode
source transistors of the optimum T3 design are IC(Q6)/IC(Q7) = .71 and
I.Qg)/1.@;) = .75. - |
As indicated by the data of Table VI.8c, the variation in low-frequency

gain over the range -55°C to 125°C for the T3 design is 15.7% of the nomi-
nal gain, this is substantially lower fhan the variations for the T2 and

T4 designs, but it is much greater than that for the overall feedback
configuration, Tl. The total drift in the quiescent output level for

the optimum T3 design is 450 mV over the -55°C to 125°C range.

6.3.4 Configuration T4

The design optimizatioﬁ results for the amplifier of Fig. 5.10 are
given in Fig. 6.4 and Tables VI.9 a, b, and c. This amplifier is based
on tﬂe configuration T4, a series-shunt-series local feedback cascade.
The maximum -3dB bandwidth obtainable fo the T4 amplifier is 90 MHz,‘the
same as the maximum‘bandwidth of the series-serics triple configurations,
Tl.

As indicated in Table VI.9a, all of the collector current in the
first stage of the optimum.T4 design is supplied through the feedback
resistor Rf; no collector resistor Rl’ is needed. The optimum value of
the differential load resistance, R2’ on the second stage is the maximum
permitted by dc conditions. Just as in the T2 amplifier design, the low
current in the third stage resulﬁs in a limited available output voltage

swing. For optimum T4 design this swing is #0.3V.
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TABLE VI.%a

PASSIVE ELEMENT VALUES FOR OPTIMUM T4 DESIGN

Rel = Re2 = 508 R1 = ®

R, = 1.1kQ2 R2 = 2.7k

R, = 9708 R7 = 2.4kQ

Cf =0 R8 = 4.2kQ
TABLE VI.9b

DEVICE SPECIFICATIONS FOR OPTIMUM T4 DESIGN

Device n, nb Qe,mlls IC’ mA ft,MHz
Q1 2 3 3.17 .62 245
Q2 1 1 .6 1.11 615
Q3 1 1 .80 .27 425

I0(Qg)/1,@,) = .56
1.Qg)/1(Q) = .24

TABLE VI.9¢

TEMPERATURE DEPENDENCE OF GAIN AND
DC OUTPUT VOLTAGE FOR T4 DESIGN

T,°K A (0) VoV
218 64.71 +3
258 57.38 -13
300 50.32 -36
348 43.66 -66
398 38.12 -100
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The optimum device characteristics for the T4 amplifier are given in
Tab1e VI.9b. A double emitter, three baée contact device, with an emitter
stripe length of 3.17 mil, is specified for Ql' The optimum structure
for Q2 is a minimum area device and a single emitter single base contact
device with a stripe length of 0.8 mil is optimum for Q3. Current ratios
in the source transistors are IC(Q6)/IC(Q7) = .56 and IC(QS)/IC(Q7) = .24,

Results of the first-order temperature scnsitiﬁity analysis for the
optimum T4 design are given in Table VI.9c. The total gain variation over
-55°C to 125°C is 53.2% of the gain at room temperature. This is the highest
gain sensitivity obtained for any of the designs considered. It is explained
by the fact that the T4 configura;ion is a cascade of three local feedback
loops. The bandwidth is comparable to that of the overall feedback ampli-
fier, T1, but, as noted in Sec. 6.2.3 the overall feedback results in a
much lower gain sensitivity. The total drift in the quiescent output voltage
of the T4 design is 100 mV over ;55°C to 125°C. This is comparable to the

drift obtained with the T1 configuration.

6.4 Compariéon of the Optimum Designs

A summary of the performance characteristics for all of the optimum
amplifier designs is given in Table VI.10. Included in the table for each
design are the -3dB bandwidth, the input resistance, the maximum available
unclipped swing in the output voltage, and the total variations in low-
frequency gain and quiescent output voltage over the temperature range
-55°C to 125°C. All of the designs have a low-frequency differential
voltage gain of 34dB and quiescent power dissipation of 96 mW.

The data summarized in Table VI.10 indicates that of, the designs

considered, the optimum design based on configuration Pl provides the best



TABLE VI.10

CHARACTERISTICS OF OPTIMUM DESIGNS

100

. _ R. Over T = -55°C to 125°C
Configuration -3dB BW in Max.[voutl AA, (0) v,
(MHz) (k@) (volts) (mv)
Pl 123 850 2.4 .6% 30
P2 95 330 2.4 2.0% 640
P3 122 17 2.4 10.2% 190
P4 105 16 2.4 8.6% 160
T1 90 2,900 1.5 2.1% 100
T2 78 940 0.13 38.8% 160
T3 133 26 0.9 15.7% 450
T4 90 22 0.3 53.2% 100
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overall performance. The bandwidth for this design is 123 MHz, sccond

only to the 133 Miz obtained for the T3 configuration. The input resis-
tance of 850 kQ is surpassed only by the 2.9 MQ2 and 940 kQ of the Tl and

T2 designs. The unclipped output swing for the Pl amplifier is the maximum
achieved, *2.4V. The .6% variation in gain over the temperature range

-55°C to 125°C is the lowest obtained, as is the 30 mV drift in the quiescent
output voltage.

The optimum amplifier designs Sased on configurations P3 and T3 exhibit
bandwidths of 122 MHz and 133 MHz; only these configurations provide band-
widths comparable to the 123 MHz obtained for the Pl design. However, both
the P3 and T3 configurations have local series feedback in the input stage
and consequently are characterized by the relatively low input resistances
of 17 k and 26 Kk, respectively. The variation of the low-frequency gain
over the temperature range -55°C to 125°C is 10.2% for the P3 amplifier
and 15.7% for the T3 designs; these values are more than an order of magni-
tude greater than the .6% variation for the optimum Pl design.

Three of the designs included in Table VI.10 have gain sensitivities
to temperature that are substantially lower than those of the other five
amplifiers. The amplifier based on the Pl configuration exhibits the small-
est variation in gain, .6%, over the range -55°C to 125°C. The variations
for the Qesign§ based on the P2 and Tl configurations are 2.0% and 2.1%,
respectively. The distinguishing feature of these three configurations
with low gain sensitivity is that all of the common—émitter gain stages
aré included within a single overall feedback loop. As expected from a
conéideration of ideal feedback systems, overall feedback results in a
significantly greater reduction in gain sensitivity than is achieved with

local feedback. Of the three configurations, P1, P2 and T1, providing a
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low gain senéitivity to’temperature, the 123 MHz bandwidth of the P1
desigh is 29% greater than the 95 Miz obtained for the P2 design and 37%
greater than the 90 Mllz of the T1 amplifier.
The eicellent performnnce‘obtainable with the Pl configuration is to
a largc extent, the result of threce interrclated factors. First, as for
all of the pairs, there arc only two gain.étagcs; consequently, the dc
current level per stage is higher'than for the triples and the transistors
operate at a higher f&. Second, overall feedback is used in the Pl design,
resulting in low gain sensitivity and a high input resistance. Finally,
an output emitter-follower is included within the overall feedback loop of
the P1 configuration, a series-shunt pair. The inclusion of the emitter-
follower within the feedback loop reduces the loading of feedback network
on the forward amplifier and results in a significant increase in loop
gain. This is easily demonstrated by comparing the input resistances,
given in Table VI.9, of the Pl and P2 designs; the latter configuration is
an overall series-shunt pair cascaded with an emitter follower. The open-
loop input resistance is higher for the P2 design because of the larger
emitter resistor, Re’ in the input stage; however, the closed-loop input
resistance is more than a factor of two larger for the Pl configuration.
This indicates that the inclusion of the emitter-follower within the feed-
back loop results in better than a factor of two increase in the loop gain.
The only significant disadvantage of the Pl amplifier is that a capaci-
tive feedback element must be used in order to achieve the maximum band-
width obtainable. The .3 pF for the capacitance is, however, quite small
and does not require a large amount of silicon area. Because of the small
value needed, it may be feasible to adjust the area of the diffused feed-

back resistor, Rf such that compensation can be achieved by connecting the
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parasitic capacitance of this resistor as shown in Fig. 6.5. The surround-

ing n region is connected to the more positive end of the resistor.

\

103



&

Fig. 6.5:

Connection of parasitic capacitance for compensation in a
feedback network.
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CHAPTER VII

EXPERIMENTAL RESULTS

7.1 Introduction

All of the amplifier designs developed in Chaps. V and VI should be
readily integrable in most processing facilities. The configurations do
not differ substantially from commonly realized circuits. Nonetheless, in
ofder to verify the feasibility of realizing these cénfigurations, and to
confirm the suitability of the device models used in the automated design
procedure, both discretec component and monolithic amplifiers have been

fabricated.

7.2 Discrete Component Realization

The complete amplifier configuration of Fig. 5.3, which is based on
a series-series feedback triple, has been realized with discrete compon-
ents, including matched transistor pairs. The transistors have a typical
BO of 110 and fT of 425 MHz at a collector current of 1 mA. The discrete
realization has been constructed primarily to verify the set up of dc
conditions in the amplifier; consequently, the design has not been optimi-
zed for the discretc components.

The component values and current levels for the discrete amplifier
are given in Table VII.1l; the notation is that used in Fig. 5.3. The
ratio of currents in the current source trénsistors Q6 and Q7 is
established with emitter resistors of 250Q for Q5 and 7509 for Q6. The
dc conditions in the amplifier set up as expected and the specified 34dB

low-frequency gain is achieved. The frequency response of the amplifier

105
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TABLE VII.1

COMPONENT VALUES AND CURRENT
LEVELS FOR DISCRETE AMPLIFIER REALIZATION

Rel = ReZ = 200Q R7 = S5k

Rf = 1.2kQ R8 = 1kQ

R, = 12kQ R4 = 1.65kQ

R2 = 10kQ R5 = 3.3kQ

R3 = 2kQ R6 = 4,7kQ
1.(Q) = .5 mA I.(Q,) = 1 mA
1,(Q,) = .5 mA. 1,(Q) = 1.3 mA
1,@Qg) = 1 mA |

%) _,

Q)
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is shown in Fig. 7.1; the -3dB bandwidth is 34 MHz. Capacitive compensa-
tion is not used for the‘feedback'triple. As described in Sec. 5.3.3, com-
pensation is established through a suitable choice of the differential

load resistance for the triple.

7.3 Monolithic Realization

In addition to the discrete component amplifier, the balanced séries-
series triple portion of the amplifiér in Fig. 5.3 has been fabricated in
the Integrated Circuits Laboratory at Berkeley. As noted in Chapter IV,
because of optical limitations, the minimum mask dimensions presently
achievable in this facility are somewhat larger than those assumed for the
kdesigns of Chap. VI. For example, the minimum emitter‘stripe width is
1.6 mil instead of the .6 mil in Fig. 4.1. .The mask dimensions for a
minimum area device are illustrated in Fig. 7.2.

To establish a design for monolithic realization, it was necessary
to repeat the design optimization procedure for the larger minimum
dimensions. These larger dimensional restrictions also preclude realiza-
tion of the full configuration in Fig. 5.3. However, as indicated in
Chap. V, the limitations on the frequency response of the complete ampli-
fier arise entirely‘from the balanced series-series triple. The configu-
ration of the monolithic amplifier realizatibn is given in Fig. 7.3.

The overall specifications assumed for the amplifier of Fig. 7.3 are
a low-frequency differential voltage gain of 37.5 dB,+ 6V power supplies,
and a quiescent power dissipation of 48 mW. These specifications are
equivalent to those used in Chap. V for the complete amplifier of Fig.
5.3. Except for the minimum dimensioné, the other constraints in the

design optimization procedure are also the same as those used for the
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140

DIMENSIONS IN MILS

Fig. 7.2: Minimum area device topoloty for monolithic
amplifier realization. '
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amplifier of Fig. 5.3. A 1.4V collector-emitter voltage is specified

for Q1 and QZ’ while the assumed quiescent output voltage at‘the collector
of Q3 is 3V. The emitter resistors, Rel and Rez, are constrained to be
equal for the reasdns presenged in Sec. 6.1, and the minimum value allowed
for a diffused resistor is 508. |

The diffusion process used for the honolithié realization is the same
as that employed for the device characterization of Chap. IV. This process
results in a base diffusion depth of 3.5 um, a base sheet resistance of
125 Q/square, and a basewidth of 0.8 ym. The starting material is a 1Q-cm,
10 um n-type epitaxial layer on a 5{-cm p-type substrate. As is evident
from the large value given in Table VII.3 for rl, a buried layer structure
was not used. |

The results of the design optimization procedure for the ahplifier of
of Fig. 7.3 are summarized in Tables VII.2 and VII.3.  Given in Table VII.2
are the passive element values for the optimum design, the optimum dc
collector currents for Ql’ Q2 and QS’ and the ratio of quiescent currents
in the current source transistors, Q4 and QS’ The values shown for R1 and
R2 are the maximum allowed by dc conditions. The optimum ratio of currents
in Q4 and QS’ IC(Q4)/IC(QS) = 3.3, is established by using a minimum area
device for QS and increasing the’emitter stripe length of Q4.

Thevoptimum planar geometry for the devices Ql’ Q2 and Q3, as indicated
by the results of automated design procedure, is the minimum area topology
illustrated in Fig. 7.2. Devices with this geometry have been characterized
experimentally and the results are summarized in Table VII.3. The devices
have a typical fT of 170 MHz at a collector current of 1 mA and collector-

emitter voltage of 1.5 V. A constant BO of 120 has been assumed because



~ TABLE VII.2

OPTIMUM DESIGN FOR SERIES-SERIES TRIPLE OF FIG. 7.3

=R , = 2100 ' R

Rel e2 | 3 = 2.06kS2
Rf = 1.24kQ R4 = 5.8k
Rl = 12.7kQ RS = 300
RZ = 10.0kQ2
IC(QI) = .41 mA

1.(Q,)
IC(QZ) = .46 mA TE@-- 3.3

1.13 mA

I.@y)
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TABLE VII.3

CHARACTERISTICS FOR MINIMUM AREA TRANSISTOR

OF FIG. 7.2
BO = 120
_ 200 . .
rl') = (210 + _IC+1'3) 2 where IC is in mA.
r' = 4000
c .
'tt = .22 nsec
Cje = 5.5 pF
(
41.4 PF @ VBC = -7V
Cp = ‘
&.15 pF @ VBC = -1,6V
/
1.25 pF @ VSC = «-6.7V
Ccs =<1.23 pF @ VSC = -7.4V
i.16 pF @ VSc = -9,.0V
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the variation in Bo over the current range of interest is relatively
small.,

Given in Table VII.3 are the values of the total'collectof—base and
collector-substrate capacitances corresponding to the quiescent voltages
specified for Ql’ QZ’ and Q3. If a .7V base-cmitter voltage is assumed,
the fevcrse bias voltage on the collector-base junction is .7V for Ql’
.7V for QZ’ and 1.4V for Q3. The collector-substrate reverse voltages are
6.7V for Ql’ 7.4V for QZ’ and 9V for Q3. For the device models in the
design program, these capacitances are divided into two cbmponents as
described in Sec. 4.3Vaﬁd Fig. 4.2. As indicated in Sec. 4.3, this
division is established from geometrical estimates. For the minimum area

device of Fig. 7.2, the components in the model of Fig. 4.2 are given by

c = .33 C

cbl cb
Ceb2 = +67 Cop
Ccsl = .40 Ccs
Ccs2 = .60 ch

where ch and Ccs afe the total capacitances given Table VII.3.

A photograph of the monolithic bélanced triple is shown in Fig. 7.4.
The experimental set up for measuring the voltage gain-frequency response
of the amplifier is described in Appendix E. Discrete emitter-followers
are used to provide a very high impedance load for the monolithic ampli-
fier. The capacitive loading of these emitter-followers, as well as
parasitic capacitance associated with the packaging, have been taken into

account in the design optimization of the amplifier. The amplifier is
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Magnification: 27.5X

Fig. 7.4: Photograph of monolithic balanced triple.
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mounted in a TO-S can with a typical pin-to-header capacitance of .8 pF.
Initial experimental measurcments indicated an amplifier response
with severe bandedge peaking. It was subsequently discovered that an
inéorrect value had been used in thevdesign program for the transistor
collector-substrate capacitance. ‘The value used was much too low. When
the correct value of capacitance was used, a frequency response analysis
of the realized design displayed the experimentally observed peaked.
Additional analysis runs indicated that the peaking could be eliminated
with a 1.8 pF feedback capacitor in shunt across the resistor Rf. Dis-
crete capacitors.of this value were added to the experimental amplifier
and the expected response shape was obtained.
The measured response for a typical fealization, with the compensa-
tion capacitors added, is shown in Fig. 7.5. Included in the figure is
the theoretically predicted response when the correct collector substrate
capacitances and the compensation capacitor are used. The experimental
response exhibits the predicted low frequency differential gain of 37.5 dB
with a -3dB bandwidth of 34 MHz. The bandwidth is within 6% of the expected
value. |
The average of the differential offset voltagé measured for several
units is 2.5 mV referred to the input. This value is typical for differential

amplifiers with a bipolar transistor input transistor pair.
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CHAPTER VIII

CONCLUSION

An effective program has been dcveloped for the automated design of
monolithic broadband amplifiers. This program utilizes most of the available
degrees of designAfreedom to achieve optiﬁum amplifier performance. For a
given configuration, dc conditions, device geometry, and all passive elements
are adjusted to obtain the maximum -3dB‘bandwidth consistent with a specified
gain and quiescent power dissipation.

In this study, the design program has been used to examine a particular
class of monolithic amplifiers. This class is defined by the requirements
for a dc-coupled voltage gain response with a large bandwidth, restricted
quiescent power dissipation, low gain sensitivity to temperature and pro-
cessing, and zero volt‘quiescent levels at input and output. The latter
specification permits the direct cascading of amplifiers without coupling
elements. |

Complete differential amplifiers suitable for meetiﬁg the specified
requirements have been developed from eight basic feedback configurations.
The automated design program has been used to optimize each of these
amplifiers under the specifications for a voltage gain’of 34dB and a power
dissipation of 96 mW. The results of the design optimization procedure
have then been used to establish the relative effectiveness of the basic
feedback configurations.

0f the basic configurations considered, the series-shunt feedback

pair with an output emitter-follower included in the feedback loop provides
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the best_ovctall performance. The amplifier based on this configuration
achieves a relatively large bandwidth, very low gain and dc output level
sensitivities, a high input resistance, and a large available output volt-
age Swiﬁg. As for all of thg designslconsidered,'the bandwidth is limited
by the restricted power dissipation. |

The comparison of basic configurations pr;sented in this study differs
significantly from the rcsults of previous work [53]. The earlier work
was based on computer-aided analysis, and a trial and error approach was
used to establish designs for various feedback configurations. Arbitrary
choiceé were made for dc conditions and device geometry. A comparison of
the final designs arrived at in this preliminary work indicated that the
series-series feedback triple provided performance superior to that of the
series-shunt pair. However, the emitter-follower was not included within
the feedback loop of the pair and, also, it was not possible to establish
the best possible performance for each of the configurations.

The amplifier bandwidths achieved in this report using automated
design optimization are typically a factor of two greater than those of
similar commercial designs withcomparable transistor fT's. In a given
design situation, the improvement obtainable with automated design relative
to nonautomated results depends on two factors. The first is the influence
on the response of parameters, such as dc conditions, that are fixed in a
nonautomated procedure. The second is whether or not a fortunate choice
is made for these fixed parameters on a nonautomated basis.

At least as.significant as the improved performance obtainable with
an automated design procedure is the capability to document the existence

of a design optimum. As noted above, conclusions with regard to the

relative effectiveness of alternative design approaches may depend
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significantly on whether or not the best possible performance is obtained
for cach approach. Once the automated design procedure is completed
successfully for an amplifier, no further improvement can be obtained
under the constraints assumed in the procedure. |

The design approéch described in this dissertation is based on
relatively new teéhniques that have not heretofore been applied to practi-
cal design problems. The principal results of this work are a demonstration
of the effectiveness of thése techniques, as well as an indication of their
potential for épplication to a muéh broader class of circuit design problems.
While in this study consideration has been given to a very specific class
of circuits, the appioach«is readily extended to moré general circuit de-
sign work.

There are, of course, significant problems yet to be considered if
automated design is to become a reality for a large class of circuits. For
example, the choice of a performance index is critical in a fully automated
design procedure. The effectiveness and efficiency of the procedure depends
in large part on establishing a suitable index. Even for the work presented
in this report, it is not clear that the least squared error formulation
that has been used is the most effective index for achieving a near maxi-
mally flat frequency response with maximum -3dB bandwidth.

The choice of optimization algorithm is also critical in detemmining
the efficiency of an automated design procedure. The Fletcher-Powell algo-
rithm has been used here because‘of its successful applications in other
fields. For circuit design, however, some other search formulation may
well be more effective.

A general concern of automated circuit design procedures is the

existance of local minima. In any numerical search procedure, there are
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no direct means for determining whethéf or not a minimum is global. The
only solution to this problem is to attempt to locate all of the minima

in the space of allowable design parameters by conducting numerous searches
starting at different initial designs. ' Fdrtunafely, for the designs con-
sidered in this case only a single physically .realistic optihum has becen
found in each case. .Apparcntly, the restriction to physically realizable

designs does much to allieviate the local minima problem.
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APPENDIX A

THE ADJOINT NETWORK

The develépment of the adjoint network concept for evaluating network
response sensitivities has been described for the general case by Director
and Rohrer [21-23]. In this appendix, the development is presented
for the restricted case of a two-port network with a single current source
excitation; consideration is restricted to a frequency domain response
formulation and to networks with only conductance (G), capacitance (C),
and transconductance,(gm) clements.

Consider the linear, time invariant two-port network 7/, shown in
Fig. A.1l, that is comprised of G, C and g é}ements,with the current
source excitation Is(jm) and the opeﬁ-circuit voltage response Vo(jw).

The intenﬁ of following formulation is to establish the sensitivity of
Vo(jw) to fny element, P, of the network under a given excitation.

Let 77 represent a network that is topologically equivalent to 77,
but for which the branch relations are as yet defined. Let the hranch
current and voltage responses in7/ be denoted by IB(jw) and VB(jw) and

those in 2? be denoted by wB(jm) and ¢B(jw). Then, by Tellegen's theorem
[54] |

|
o

§v3(jw)¢8(jm) = (A.1a)

I
o

%ws(jw)r,;(jw) - (A.1b)
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Fig. A.l: Linear, time-invariant two-port network with current source
excitation and open circuit output. ,

o-—————— o
+ } +
1
_ VDI
Vver d) Ivei=0 ®©_ v VypI
_ l | ImVvcl
O — , s

Fig. A.2: Representation of a voltage controlled current source in 77
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where the summation is carried ouﬁ over all branches, including

the current source, the open cifcuit output branch, and the open circuit
that is associated with the input of any transconductances, as indicated

in Fig. A.2. If the elements of 77 are perturbed, the responses in the
network are altered. Nonetheless, the relationship (A.l) between 77

and 9?érising from Tellegen's theorem is not changed as long as the topology
of 7] is not modified. That is, if AVB(jw) and AIB(jw) represent the

changes in the responses of 7] due to perturbations in the network elements,

L [V, (j0) +AV, (G) 195G = 0 (A.22)
B
2 Vg () [T5 () +AT L (jw)] = 0 (A.2b)
B
Subtracting (A.1la) from (A.2a) and (A.1b) from (A.2b) yields
2 AV (Gw)bg (Gw) = 0 (A.3a)
B
L ¥y G AT () = 0 (A.3b)
B
and subtracting (A.Sb) from (A.3a) results in
%[AVB(ij¢B(jw)-AIB(ijB(jm)] =0 | (A.4)

The summation of (A.4) may be broken into branch types and expressed as
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+ L M-I he]

* 3%; [&yerbver2ver¥ver!

+ 2: [A

ol Vupi®vpr~Alypr¥vpr! =0 (A.5)

where the parenthetical inclusion of jw has been dropped from the frequency
domain notation, as is done in the remainder of this appendix. In the
representation (A.5), transconductances are regarded as two branch elements
as shown in Fig. A.2. The open-circuit controlling branch is denoted by
the subscript VCI and the depenaent current source branch by the subscript
VDI. |

The next step is to introduce the branch relationships of 77 into (A.5)

and define the branch relations for 7/ . The branch relationships for the

conductance branches of 7] are of the form
Io = GVG (A.6)
If the conductance is perturbed by AG, then

(Ig*A1g) = (G+AG) (V+AV() ' - (A.7)

If the second-order term is neglected and (A.6) is introduced into (A.7),

AL, = GAVg + VA, (A.8)
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The summation .in '(A.S5) corresponding to the conductance branches may then

be expressed as

‘zG: [ (0g-G¥ig) AV -V 0 A6]

Similarly, for the capacitance branches

I. = juC V

c c

and if C is perturbed by AC then

Al = ijAVC + jwV_ AC

C c

where the second-order term is neglected.

the capacitance-branch summation of (A.5), the summation becomes

}; [ (6g-3uCh) AV -5V 9 AC]

(A.9)

(A.10)

(A.11)

If (A.11) is introduced into

(A.12)

The branch relationships for the voltage dependent current source shown

in Fig. A.1 are

I

"
(=]

VCI ~

Ivpr = &nVver

If & is perturbed and second-order terms are neglected,

Blyer = 0

Al = g AV v

w1 = En®cr * Vvcrl8n

(A.13a)

(A.13b)

(A.14a)

(A.14Db)
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The summation in (A.5) corresponding'to the controlling and controlled
branches of voltage dependent current sources may be combined and‘expressed

as

g-:wvcx‘“'vcr"(“’vnl‘gm“’vmm’vol - Vycrtvprfe,l = 0 (A.15)
m .

For the current source branch in (A.5)

AIS =0 | (A.16)

while for the output branch

I0 =0 . . (A.17)
and hence
AIO =0 : (A.18)

The first two terms in (A.5) may therefore be reduced to

AVS¢S + AV0¢0 (A.19)
In order to arrive at a formulation of the response sensitivity for

1V? it is necessary to eclimate the dependence of (A.9) on AVG, (A.12) on

AVC. and (A.15) on AV and AV, ... This can be accomplished by defining

VCI VDI
the following branch relations for the network 77

¢G GwG (A.20)

b = JuCle (A.21)
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and

i
o

ycr © (A.222)

%vor = En¥vpI ' (A.22b)

~

The network 7¢ with the branch relations defined by (A.20) - (A.22)
is referred to as the linear adjoint network corresponding to the original
network, 77. The relationships (A.20) and (A.21) indicate that conduc-
tance and capacitance branches in 7/ correspond to identical branches in

~

27 . The expressioné (A.22) characterize the voltage controlled current
source in 77 shown in Fig. A.3. The roles of the controlling and control-
led branches are reversed from thdsé in the original network 7.

If branch relations for 27¢ are defined by equations (A.20) - (A.22)

and (A.9), (A.12), (A.15). and (A.lé) are used in (A.5),
Wgbs + MV 0 = };va_GAG + % JWV PLAC + % Ve rYvor8a (A.23)

In to determine the sensitivity of VO directly, the following excitations

are applied to the adjoint network.

g = 0 (A.24a)

%

n
<

(A.24b)

as indicated in Fig. A.4. Note the direction of the independent source ¢0
in the figure; consistent branch voltage and current definitions are fol-
lowed for-all branches. .

When the excitations of (A.24) are applied, then (A.23) may be



Fig. A.3: Voltage controlled current source in'7? corresponding to the
voltage controlled current source of‘?? shown in Fig. A.2.

A 4)0:'

o+ & 9
>

~

Fig. A.4: Linear adjoint network 77 , corresponding to network 7?.

126¢
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expressed as
t
AVO = 42 P (A.25)

where AP is a column vector of the network clements and ‘{7 is a column
vector of sensitivity components, ;;—-. The corresponding components of
AP and tare given in Table A.1. The sensitivity component for a con-
ductance branch is tﬁe product of branch voltages in the original and
adjoint networks; for a capacitance branch it is the product of branch
voltages multiplied by jw. For the voltage controlled current sources
the sensitivity component is the product of controlling branch voltages

77 and ;% .

In the limit as AP + 0, (A.25) may be expressed as

~

VPV0 = Y (A.26)

Thus & is simply the gradient of the response V0 with respect to the

network elements of 7/.



TABLE A.1
v
0
ap, 3P,

1
AG Vele
AC JwVCwC
bg, Vyer¥vpr
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APPENDIX B

THE FLETCHER-POWELL ALGORITHM

When the gfadients of a pefformance index are relatively easy to
obtain, as in the case where the gdjoint network approach is used, the
algorithm of Fletcher aﬁd Powell is regarded as one of the most effective
approaches for ﬁinding the minimum of the index. This algorithm is based
on a procedure introduced by Davidson [55], and it is well described in
the original article by Fletcher and Powell [56]. 1In this appendix, a

brief summary of the algorithm is given.

~

In the following cquations the notation x is used to represeht the

column vector of n independent variables
)

1
X

2
X
: ) ' (B'l)
n ’ : '

"

¢
il

and the notation for the corresponding row vector is §t. The scalar
objective function of the vériables represented by x is cxpressed as f
and the vector g is the gradient of f with respect to X.

The development of the algorithm for minimizing f is based on assum-

ing an ideal quadratic form for this function.

£=£,+ atx + -;—xth (B.2)

where G is a positive definite nxn nonsingular matrix. For the case where



the objective function is quadratic, the method of Fletcher and Powell
guarantees convergence to the minimum in n+1 iterations. For the more
practical case where f is not quadratic, convergence takes longer and
cannot be guaranteced. Illowever, in the ncighborhood of the minimum the
objective function is usually well approximated by a quadratic.form; when
the search reaches this neighborhood, the algorithm rapidly converges to
the minimum.

If x* denotes the ﬁoint corresponding to the minimum of f, the step

needed to reach x* from any point x is given by

x* - X = _G g ’ (3.3)

]
H
e

The gradient g, but not the matrix of second order derivatives G, is
assumed to be computationally available. The form of (B.4) suggests,
however, that a seafch direction other than that of steepest descent (the
negative gradient direction) be used. Hence a positive definite matrix
H is substituted for G-1 in the iterative search procédure. The initial
choice of H is arbitrary, but H is modified as the search proceeds to
better approximate'G_l; Upon convergence of the search to the minimum,

H converges to G'l; thus, the algorithm not only locates the minimum but
provides curvature information valuable for testing convergence.

At the ith iterétion, the starting poiﬁt is denoted by X5 with the
corresponding gradient g; and matrix Hi' Let §i denote the direction of

search from xi. The initial choice for the matrix H is often the unit

matrix
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(100 . .. 0}

(B.4)

. L] v 0
00 ...01J

and the scarch conscquently begins in the direction of steepest descent,

-~

ll

-8 The iterative procedure at the ith iteration is as follows:

Choose the search direction

s. = -H.g. (B.5)

Find the scalar oy > 0 such that f(xi+aisi) is a minimum

with respect to A along the line

X =X+ Aii | (B.6)

Let

b = %48 (8.7)

Then the starting point for the next iteration is given by

Xipp = X3 * 0%y (B.8)

Evaluate f(§i+1) and 8i41° Note that 8541 1S orthogonal to Afi’

) |
B3 811 = O . 9
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6. To update the matrix‘Hi, let

B, = 8iv1 " & | (B.10)
7. ‘Then
Hi+1 = Hi + Ai + Bi', ‘ (B.11)
where
Ax, Ax§
A . (B.12)
Ax. Ag.
~i =1
and

t
H. Ag. Ag. H.
B, = - 1t =1 =11 (B.13)
Ag; H; g,

Fletcher and Powell have proven both the stability and convergence proper-
ties of this algorithm fof quadratic functions and have demonstrated that
the matrices Hi converge to G_1 as x, converges to the optimum 5*.

In an appendix to their article, Fletcher and Powell suggest that the
use of cubic interpolation to locate the directional minimums, that is,
to define o, at each iteration. To form this interpolation the minimum
must first be bounded; this is accompiished by first finding a point z;
along the line X =X, + Afi with A > 0 such that the directional derivative
has changed sign from negative to positive. If g_ is the gradient at z;

~Z

t

g, Ei >0 (B.14)

whereas, if 8y denotes the gradient at xi(gx 4 gi),

t .
8y S5 <0 (B.15)
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If fx and fz denote the function values at the points X3 and Zs» then
a, can be estimated with a cubic interpolation using fx’ fy and the

gradient components (directional derivatives) along S, ¢

g; S. +W-Y
a. = A, 1 - (B.16)
1 1 t S. - gt S, + 2w
z ~i 2w =i

where Ai is the scalar step corresponding to the point Z:s

LTty (B.17)
and
A3 t t
Y= )\i (fx-fy) tEe St ..g.y 5i _ . (B.18)
A2 ot t 1/2 '
w s [27 - (g, 5;)(8, s;)1 , (B.19)

In the program ADOP, the point z, is located by first choosing A such
that
-2 (fx-f)}

t

g. S

A = minimum of { s
2x ~i

where f is an estimated lower bound for f and ¢ is the step such that

the maximum change in any component of X is 25% of its value at Xs If
the first step does not bound a minimum, an additional step is taken.
Thereafter, the step size is doubled until the minimum is bounded. When
several steps are necessary, X5 is changed so that the minimum is bounded

by the smallest possible interval among the points examined along S;*



Equations (B.14) and (B.15) represent the conditions nceded to bound
a directional minimum.

Once interpolation is used, the estimate of the hinimum must be
checked by determinpting whether or not'f(§i+ai§i) is less than fx and
fy' If not the interpolation is repeated over a smaller interval
defined by the test point X H0L S, and one of the endpoints X, or z..
Which interval is used is determined from the directional derivative at

the test point.
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APPENDIX C

MEASUREMENT OF BASE RESISTANCE

The empirical characterization of ré given in Chapt. IV is based on
measurements of transistor input impedance at high frequencies. The basic
assumption of the method is that the input impedance may be modeled by the

RC network shown_in Fig. C.1l. The input impedance of this circuit is

given by

1+ju(ry [l )Cy
1+Jwr1TCt

2;,Gw) = (xj+r) (c.1)
A plot of the real vs. imaginary parts of (C.1) as a function of frequency
results in the c¢ircular locus shown in Fig. C.2, with intercepts on the
real axis of rg +'rTT at w=0and r} at w =« ,

To determine ré,.the real and imaginary parts of the input impedance
are measured for several frecquency points in a range where they lie on a
circular locus. Therec are usually deviations from the circle at very
high frequencies. Once the circular locus is established, ré is easily
estimated by extrapolating the measurements to thg w = « intercept of the
real axis. The bandedge of the amplifiers of interest generally lies in
or near the range of frequencies where the experimental points lie on the
circle. Thus, this form of measurement leads to an estimate of ré appropri-
ate to the bandedge response. It is 'in this region of the response where
fg has its most significant effect on the amplifiers considered in this

study.
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Fig. C.1: C(ircuit model for transistor input impedance.
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An example of the mcasurement ré for a typical device is illustrated
in Fig. C.3. The input impedance is obtained from mcasurements of the
equivalent shunt input conductance, Gp’ and capacitance, Cp, made with a
Wayne-Kerr VHF Admittance Bridge, Model B801. The experimental setup is
illustrated in Fig. C.4. From the cquivalent Gp and Cp at a frequency

2, the real and imaginary parts of the input impedance are given by

[z, GGw) S (c.2)
Re[Z. (jw)] = .
m (G (w) 2+w?c_(w?]
P P
-pr(w)
In(z; (w)] = (€.3)

2 2 2
[Gp(w) pr(w)]
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APPENDIX D

DC OUTPUT LEVEL SENSITIVITY

The common-mode equivalent half circuit of Fig. D.1 can be used to
show that the current source biasing in the amplifiers of Figs. 5.3 and
5.6 descnsitizes the quiescent output collector voltage for the basic
feedback amplifiers. For the series-series triplé of Fig. 2, I3 = I,

and, neglecting base currents, the dc voltage, VCS’ may be expressed as

R

| R
B
Voo * Veg - (95494) '(YR‘Z‘ * ZR_Z) (Vee+dy-6,p)

c3 = Ve R. 7R R R (0.1)
: .._f_ _.]L. + Z_E + ..._1.
: R, \'R R R

3 2 3

where Y = IC(¢4)/IC(¢S). If the supple voltages and resistor ratios in
(D.1) are assumed to be temperature insensitive, and if ¢ 4 ¢1 = ¢2 = ¢ = ¢4,

then the temperature dependence of VC3 is given approximately by:

v '
c3 _ 2 3
- —‘EaT | (D.2)

Y AU P
| R, \'t, "R, )] "R

3 2 2 3

For the data of Tables VI.6a and b,

~G3 . . 3¢
=r % - .23 =k | (D.3)

Thus, the change in VC3 with temperature corresponds to approximately 25%
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1, v?“a
- V..
?
]
i
{
{

Fig. D.1: Common-mode half circuit for the basic amplifiers of Figs. 5.3
and 5.6.



-of the change in a single base-cmitter drop.

The voltage VC2 in Fig. 11 corresponds to the quiescent voltage at

the collector of the second stage of the feedback pair in Fig. 7. Inde-

pendent of the current in Q3, this voltage is given by

.o R
8
Vee * Vee - @2*%s) * R, Vect®17%3)
Vo2 = Ve - R, K, ®.4)
zi—-+ =ty
2 Re

Vea | 2 %

(D.5)
oT | RB R2 oT ‘

For the data of Tables VI.2a and b,

WV, 2%

—sﬁr'z -.32 3T (D.6)
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APPENDIX E

MCASUREMENT OF AMPLIFIER FREQUBNCY RESPONSE

A schematic of the experimental set up used to measure the frequency
response of the monolithic realizations is shown in Fig. E.l1. The emitter-
followers Q1 and Q2 are used to provide loﬁ capacitance (<1pF) probes of
the amplifier outputs. The amplifier is packaged in a 12 pin T05 can and
mounted in a corresponding AUGET socket. The emitter-followers are
mounted as close to the output pins as possible and the inputs are brought
in through 50Q coaxial cable. The entire configuration is mounted on

copper-clad board used as a ground plane.



\¢

s

Fig. E.l:

HP 606A
SIGNAL

- GENERATOR

UNDER
TEST eV

20 kHz
ouT

oo o>

HP 8405A
VECTOR VOLTMETER
A9 ¢B

0

HP 130 C
0SCILLOSCOPE

Experimental setup for determining the gain-frequency response

of the monolithic amplifier realizations.
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APPENDIX F

DESCRIPTION OF DESIGN PROGRAM ADOP

The program ADOP is organized according to the flow chart shown in

Fig. F.1. The subroutines in ABOP arc described below.

.

Main Program ADOP:

1. Sets up labelled common.

2. Specifications and frequency range are entered in a data
statement.

3. Reads independent variables.

4. Initializes circuit excitation.

5. Initiélizes tolerances for subroutine FMFP.

6. Calls the search subroutine FMFP.

7. Prints returned values of independent variables upon completion

of search by FMFP,

Subroutine FMFP:

This subroutine directs the search for the minimum of the performance
index. It is based on the Fletcher-Powell algorithm described in Appendix
B. The routine used is an extensive modification of that available in
the IBM Scientific Subroutine Package/System 360. In conducting the search
for the independeﬁt variables that minimize the performance index, FMFP
repeatedly calls the subroutine SOLVE which, for a given set of independent

variables, evaluates the performance index and its gradient.



ADOP

' |

FMFP

SOLVE

NOMA

;

ZDCOMP

j

ZSOoLV

]

ZSOLTR

;

GREVAL

NO

Fig. F.1: Organization of the program ADOP.

i<m

YES

=i+l

147



148

Subroutine SOLVE:

SOLVE is the basic routine controlling the analysis portion of ADOP.
It is called from FMFP and given the values of the indepcndent variables;

it then proceeds as follows:

1. Sects up frequency iteration loop for the frequency points
specified.

2. Calls subroutine NOMA which sets up the circuit equations.

3. Calls subroutine ZDCOMP which decomposes the eqﬁations into
.an LU form.

4, Calls subroutine ZSOLV which solves the decomposed equations
for circuit response.

5. Evaluates the performance index from circuit response.

6. Sets up the excitation to the adjoint equations.

7. Calls subroutine ZSOLTR which solves for adjoint network
solution from the deccomposed equations and adjoint netwdrk
excitation.

8. Calls subroutine GREVAL which evaluates the performance
index gradient.

9. Repeats iteratively over all frequency points;

10. Prints indepehdent variables and corresponding solutions for

the performance index and its gradient.

Subroutine NOMA:

Given the independent variables, NOMA sets up the complex variable
nodal admittance matrix. NOMA is configuration dependent and must be

changed for each configuration. A data statement is used to enter
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all parameters pertinent to setting up the admittance matrix. NOMA also
sets up the partial derivatives of elements with réspect to the independent
variables and places them in labelled common; these are needed in the

subroutine GREVAL.

Subroutine GREVAL:

Given the solutions to the original and adjoint circuits, along with
the partial derivatives of the branch elements with respect to the inde-
pendent variables, GREVAL evaluates the gradient components of the perfor-

mance index.

Subroutine ZDCOMP:

ZDCOMP decomposes the nodal admittance matrix, Y, into LU form using

a Gaussian elimination
Y = LU . (F.1)

Subroutine ZSOLV,

This subroutine solves the system of equations

v =i : (F.2)

~

where v is the vector of node voltages and i is the current source vector

set up in ADOP.

Subroutine ZSOLTR:

Recognizing that the nodal admittance matrix of the adjoint network,
Y, is given by

~ t t tt
Y=Y = (@) =UL (F.3)
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ZSOLTR solves the system of equations

utLty =

P

(F.4)

~ ) . ‘ : .. . . s
where v and i are the node voltages and current excitation for the adjoint

network.
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APPENDIX G

LISTING OF THE PROGRAM ADOP
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OO0

OO0

PRCGR£VM ALCP (INFLT,OUTFLT)
SERIES-SERIES TRIPLE

EXTERNAL SCLVE
CCMPLEX A,V,C

152

DIFENSICN X(15), C{15), F(1ES), WFACLE)

CCMNCR/NATRIX/L(IZ;IZ)/SiG/V(12):C(12)/VCLT/V&(12),V!(l?)/
1 CIMY/NCaNOUT/ZEREC/W/PGINTS/NEFP yWFLLC) /7t IGHT/WTCLZ)/

2 SPEC/CRESFP

DATA NCWNCUT,CASP/e*124154/y

1 NFPyIWF(T ) l=191C)/ 103 e0U0eClyelseZre2Yra3va34902T10a0e42/,
2 kT/lC.,B.gé..H..Z..l.,l.,l..l..l./.
3 hFA/C.O’OCl,019.2003'3‘090‘1‘5'0510557'6'0’)50079075)0890‘;/

N =11
5 READ €y (X(I)yI=1,4N)
6 FORMAT(8F1C.5)
IF(X(1) «LTe C) GCTC 4

PRINT 132, CASF

13 FORMAT(1CXx,7+HCASP = ,Elz.4///)
SET LP CIRCLIT EXCITATICA

OC 1 J=1,yNC

1 ClJ} = (C.CyCaC)
Cl1) = (2CeyCal)
EPS = 1C.¥*(-5)
LIVMIT = 2CC
EST = 0.

CALL FMFP(SCLVE«NyXsF4Co
PRINT 2y Fy (Iyx(1)olsCL

1 3k =
PRINT 3, IER
3 FCRMAT(//SX,22FSEARCH CCMPLETE,
22 CCNTINGE
PRINT 2C

IEk

EST,EPSHLINMITL1ERGH)
[)el=19N)

2 FORMAT(SX,14FRETURNED FCINT/// 1T EHERKCE =
sE1Z2 ¢y 10X 4FCRAC,J2,47F

2y E1245/7/7(1XXy1RXy 12,
= ot 1Ze5))

=01242/777)

2C FCRMAT(S5X,22FFFEC RLSPCNSE FCR RETURNEC FCINT/////710X4arERED,
1 10X 4FCGAIN )y IOXy SFPHASE 9 11X s ZHVE 912X920HHVI// /)

DC 21 I=1,15
ho= WFACI)
CALL NCNA(N,X)
CALL 2CCLMF

CALL 2SCty

AVR = rbtaL(VINCLT))

AVI = aAfvpcivincur))

GAIN = SUKTOAVENCZ & AV %3 g)
PHASE = AT/IN2(AVEAVP)

PRINT ZUly wy (2IN, PELSE, fvk,

AVl

201 FORMAT(IX FTabgaX bl2e 93Xyt lceSyiXytlcals2Xyb12.5/7)
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CCATINLE
PRINT 2€2
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FCRMAT(//7/7774CH%%x%d3%%p 32t ddtxetgdddsrkxnkhexgxnxnts/sf///)

GCTC ¢
CCATINLUE
ENC

SUBRCLTINE FMFF(FULNCT oNogX9FyCoESTHEPSHLINMITHIER,H)

® 0 00 0 OO GO 0000 000000000 06000 06000000000 000006000600 0000 000000600000 000900

SUERCUTINE FMFF

PUFPCSE

TO FING 2 LCCAL MININMUM CF £ FUNCTICN OF SEVEKAL VARIABLES
BY Tt MUTHCC UF FLETCHER AND POwELL

LSACE

CALL FMFFIFUNCT o N gXoFyCrESTHEPSH LINMIT, 1ER I

CESCRIFTICN

FUNCT

x Z

EST
EPS

LIMIT
IER

H

REMARKS

CF PARANMETERS

USEF-WRITTEN SUBRCLTINE CONCERNING THE FUNCTION TO
BE MINIVMIZ2EC., IT MLST EE CF THE FORW

SLERCUTINE FUNCTINJARC,yVALGRAD)

ANC MUST SERVE THE FLLLCWING PURPCSL

FCR EACK N=LINVENSICNAL ARCUMENT VECTCR  APG,
FUMNCTIGN VALLE ANC GRACIENT VECTOR “LST BE CUOMPUTED
ANC, ON FETULRA, STCREC IN vaL AND GRAC RESPECTIVELY
NUVMBER CF VARIAELES

VECTCR CF CINMENSICN N CONTAINING THE INITIAL
ARCULMENT WhHERF THE ITERATICN STARTS. UN RETURN,

X FCLCS THE ARGUNMENT CCRPESPONDING TO THE

CCMFUTEC NMININMULNM FULNCTICN VALUE

SINCGLE VARIAPRLE CCONTAINING THE MIMIMUM FUNCTION
VALUL CN FETURN, lats F=F(X)

VECTUR CF CINMENSICN N CONTAINTIMG THE GRADIENT
VECTUK CCRRESPCANCING TC THE MINIMUM OH RETURN,

[.Es G=C(X),

IS AN ESTINATE CF THE NMINIMUM FUNCTICN VvALUL,.
TESTVALLE REPRESENTING Tkt cxPeClED ABSCLUTR ERRQOR,.
2 REASCNARLE CHCICE 18 1C**{-5)y leto.

SCVNEWHAT GREATER THAM 1C#*%(=-D), WHERE D IS THE
NUNMBER CF SIGNIFICANT CIGITS IN FLOATING PCINT
REFRESEANTATICN,

MAXIMUM NUMBER CF ITERATICAS.

ERRCR PARAMNETER

IER = O MEANS CONVERGENCE WAS JBTAINED

IER = 1 MEANS NC CCAVERCENCE Liv LIMIT ITERATIUNS
IER ==1 MEANS ERRCRS IN CKEDIENT CALCULATICN

TER = 2 MEANS LINEAR SEARCF TECHMIGQUE INOICATES

IT IS LIKELY THAT THeRE EXISTS NG MINIMU™M,
WORKING STCKAGE CF CINMENSICN N%(N+T7)/2,

1) THE SUERCUTINE NAML REPLACING Tho DUAMY LFOLUMPERT P UNCT
MUST

I1) IER

PE LECLARET A8 EXTULRNAL IN THx CALLILG ProGaia,
IS SET TC 2 IF 4 STEPPINC IN O%Nc =F T CU“PUYTcD

CIRECTICNSy THE FUNCTICN wlll Nevie INMURESSE wlTHIN
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1001
C
c

1

2

3

4
C
c

5

90
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A TCLERAFLE RANGE CF SARCULMENT,

IER = 2 VMAY CCCLER ALSC IF THE INTELVLAL whiRE F
INCREASES IS5 SMALL ANC THE CINITIAL APGUMINT WAS
RELATIVELY FAoR AwaY FRCVM TEE MINIAGM SUCH TeAT THE
MININUM WAS CVLRLEAPECS THIS IS OUE T THE SEAKCH
TECHENIGQULE WwHICH CCUBLES THE STEFSIZE UNTIL A PCINT
IS FOCUNLC wHERE THE FUNCTICN INCREASES.

SUBRCUTINES ANC FUNCTICN SUPFRCCRAMS REQUIRED
FUNCT

METHCC '
THFE METHCL IS OCSCRIEEC IN THE FCLLUWING ARTICLE
Re FLETCFER ZNJ VMoJeClo PCWELLy £ REPID UESCENT McTHOD FCR
MINIMIZATICN, .
CCMFLTER JCULKNAL VCLety ISS. 2, 1G€2, PP.le3-108,.

® O 0O 0 00 00 056 O GO0 O GO VOO ICE 0000 TP OO OO O0C OSSO 0O OD S OOe N OSSN Oe SO SO

DIMENSICNEC CUMMY VARIAELES

. DIMENSICN H(1€E)y x{15),y . CCiS)y XCHCC1E), ASHX(13)

INTERFCLATICN LINMIT
INTLT = 1C

DIACNCSTIC KEYS
NKEY2 = 1

CCMFUTE FUNCTICN VALUE ANC CGRACIENT VECTOR FCOR INITIAL ARGUMENT
PRINT 1CO1
FCRMAT(ZX,12FINITIAL PCINTZ)
CALL FUNCTINyXoF,C)

RESEY ITERATIUN CUUNTER ANC CENERATE TEENTITY MATRIX
TER=C
KCLNT=C
NZ2=N+N
N3=NZ+N
N21=N3+1]
K=N31
DC 4 J=1,N
H{K)=1,
NJ=N=-J
IFINJIS,5,2
DC 3 L=1,NJ
KL=K+L
H(KL)=C,
K=KL+1

START ITERATICM LCCF
CONTINLE
KCUNT=KCUNT +1
PRINT SC, KCZUNT
FCRNMAT(IOX L 7HTITEPATICN NUNPER L, 13/77)



C
c
C
C
6
7
8
S
80
8l
C
C
C
c
C
10
c
C
c
C
c
c
11
c
c
c
c
12
2121
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SAVE FUNCTICN VALUE, ARCGULFMENMT vieCTCr ANC GRACIENT VECTCR
OLCF=F
DC S J=1,N
K=N+J
H(K)Y=C(J)
K=K+N .
H{K)=Xx(J)

CETERMINE CIRECTICN VECICK F
K=J+N2
T=0. B
DO 8 L=1,M
T=T-G(L)}*»F(K)
IF(L=-J)164 7,7
K=K+N-L
GG TC 8
K=K+1
CONTINUE
H(J)=T
PRINT 3Cy (IoF{I)yI=1yN) ,
FORMAT(ICX,16FCIRECTICN VECTCR/Z/ZUICX 41 31243H = 4t12645))
PRINT 81
FORNAT(//EX 43 Ctmmmmrmm e m e m e e e e /7)

CHECK WHETFER FUNCTICN WILL CECREASE STEPPING ALCNG H.
DY=0. ’

HNRN=C,

GNRM=C, '

CALCULATE CIRECTICMNAL DERIVATIVE ANC TESTVALUES FCOR DIRcCTION
VECTCR + ANC CRACIENT VECTOR Co

DO 10 J=1,A

HNRNM=FARM+LBS(H(J))

GANRM=CAKM+2BS{C{J))

DY=CY+KE(J)I*C(J)

REFEAT SEARCF IN DIKECTICN CF STEEFEST DESCEMT IF CIRECTICNAL
CERIVATIVE APPEARS TC BE PCSITIVE CR Z2ERQ.
IF(CY)11,4211,511

REFEAT SEARCF IN DIRECTICN CF STEEFEST D&SC&NT IF CIRECTICN
VECTOR h IS SMALL CCMFAKEC TC CRACIENT VECTIOR G
IF(ENRM/CNRM=-EPS)EL 12,1

SEARCF MININMULNM ALUNC CIFRECTICN F

SEARCE ALCNC + FCR FCSTTIVE CIKCCTICNAL DERIVATIVE
FY=F
ALFA=Z % (EST-F)/CY
PC = .,249
DC 121 J = 1,N
IF(X(J) +EC. Co) CLTO 2121
ASEX(J) = ABS(H(J)/7XxUJ 1))
GGTC 121
ASEX{Y) = C,



121
1211
122
C
c
C
C
13
14
15
c
C
16
c
C
17
C
C
1002
171
C
C
C
18
C
C
c
19
c
c
20
c
C
C
c
C

21
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CCATINUE

ETA = 0.

DC 1211 K=1,N

ASF = ASEX(K)

IF(ETZ .CGT. ASK) CCTC 1211

ETA = ASEH

CCNTINUE /

AMECA = PC/ETA

PRINT 122, ALF/, ANHDA

FORMAT(LICXy TFALEE = obELlcad /10X SHPCIETA = GE1Zab/ /5%,
30k —mmmmmmmm e / /)

USE ESTINATE FCR STEFSIZE CALY IF IT IS PUSITIVE AND LESS THAN
PC/ETRs CTHERWISE TAKE FC/ETA £S STEFSIZE.

IF(ALFA)LIE,1E,12
IF(ALFA-ANECA)L14, 15,15
AVECA=zALFA

ALFA=C,

SAVE FUNCTICN AND CERIVATIVE VALUES FCR OLD ARGUMENT
FX=FY
DX=CY

STEP ARCULMENT ALCNG F+
DC 17 1=1,A
XCI)=Xx(I)4AMDPL2*F (1)

CUNMPUTE FUNCTIOUN VALLE ANC CGRACIENT FCR Ntw ARGUNMENT
PRINT 1¢C2
FCRVMAT(EXy1SFLINELR SEARCE FCIANTY/)
CALL FUNCT(NyX4¥F,C}
FY = F

CCMPLTE CIRECTICNAL CLRIVATIVE CY FCR NEW ARGUMENT, TEOMINLTE
SEARCEy IF CY IS PCSITIVE. IF CY IS ZcgRO THe MINIMUA4 IS FOUMC
pDyY=C.
DC 16 I=1,A
DY=CY+C(I)>+(1)
IF(CY)1S,2€422

TERMINATE SCARCE ALSC 1F THE FULNCTICN VaLUEZ INBICATES THAT
A MINIMUM HAS EEEN P2ASSEC
IF{FY=-FX)eGy22+22

REFEAT SEARCE ANC CCLRLE STEPSTZE FCR FURTHER SELARCHES
AMECA=ANBLA+ALFA
ALFA=2NCCE

ENC CF SEARCH LCCP

TERMINATE IF THE CHANCE IN ZRCULMENT CETS VERY LARGE
IF(ENRMEANMECA-1.E1C)1C,18,21

LINEAR SEARCH TECHNIQUE INCICATES THAT NU MINIMLY EXISTS
1ER=2
RETURM
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OO0

22
221
23
24

25

26

1003
201
27
28
29
30

31
32

33
34
35

361
3€2

3€3
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INTERPCLATE CLEICALLY INM THE INTERVAL CEFINEC BY ThHE SESRCH
ABCVE ANC CCMFLTF THE ARCUMENT X FLR WHICH THE INTERPOLATIGN
PCLYNCNMIAL IS MINIMIZLE

INTCY = C
T =C ‘
IFUANECA)Z443C 1424

INTCT = INTCT +« 1

IFCLINTICT oCGTe INTLT) CCTC -3€2
2=3,%(FX=FYV/ANBLCAACXELY
ALFA=ANAX1(ABS(Z2)4£ES(CX),yLBSICY))
DALFA=2/BLEFA

DALFA= CALFﬁ*CALFA -LX/ALFAXCY/ALFA
IF(CALFA)S12,25,2¢
W=ALF2XSCRT(CALFR)
ALFA=S(CY+W=2)%2VBLA/(DY 42 s - CX)
DC 2¢ I=1,yN

X{I)=x{I1)4(T- ﬁLFA)“P(I’

TERMINATE, IF TFHE VALUE CF TRE ACTLEL FUNCTICN AT X IS LESS
THAN THE FUNCTICN VALULES 2T THE INTERVAL ENDS. CTHERWIST RENUCE
THE INTERVAL BY CHOCSING CNE ENC-PCINT £QUAL TC X ANC REPEAT
THE INTERPCLATICN. WHICH ENC-FCINT TS CHUUSEN DEPENDS O THE
VALUE CF THE FUNCTICN ANC 'ITS CRACIENT AT X

PRINT 1CO32
FORMAT(SX 19 INTERFCLATICN PCINTY/)
CALL FUNCTINgX,F,4C) '
TF(F-FX)2742742¢

IF(F-FY)3¢,36,2F

DALFA=C.,

CO 2GS I=1,N

DALFA=CALFA4C( Ik (])
lF(CALFA)’L,?EvZB

IF(F=FX)22,21,¢

IF(CX- LALFA)BA'- €3,32

FX=F

DX=CALFA

T=ALF 2
AMBCA=ALF2

GC TC 22
IF(FY-F)25,24,25
IF(CY-CALFAY3E, ¢

s 3¢

[ =]

Fy=F

DY=CALFA

AMUCA=ANBLCA-LLFA

GCTC 221
CCMPUTE CIFFERENCE VECTCRS CF ARGULMENT AND GRADIENT FRCM
ThC CCNSECUTIVE ITERATICANS

IF(NKEY2 LEQCe 1) FRINT Z€1C

GCTC 2¢
IF(NKEY2 JEC. 1) FRINT 2¢€2(
GCTC :z¢
IF(NKEY3 JEC. 1) FRINT Z2€2(C
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3610

363¢

3¢

37

38
3¢

40

42

44

45

46

47

4171
471C
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GGTC 2¢
FORMAT(5X,17F2VECA EQUALS ZEWC///EX,
1 o e e L PR —==17)

1 30kmmmmmmmmmmmmmmmmmmmmmmm oo /1)
FGKMAT(5X,4CFECLAL EKRCKS ANC CIRECTICAAL DERIVATIVES///5X,
1 Lo B /1)

DO 37 J=1,N

K=N+) .
HIK)Y=C(J)-F(K)

K=N4K

XCHGUY) = X(J) - FB(K)

TERMINATE, IF FUNCTICN FAS NCT CECREASED UURING LAST 1TERATICH
IF{CLEF-F+EPS)E1,2Ek,3¢E

TEST LENGTEF CF ARGUNMENT CIFFERENCE VECTOR AMD DIRECTICN VECTCR
IF AT LEAST N ITERAQATICNS FAVE BEEN EXECUTED. TERMINATE, IF
BCTH ARE LESS THAN EPS

I1ER=C

T=C'

J=1,N . )

+ AESIXCHC(JY))

+ FIN+JIEXCHC(J)
A

C
T
L
CUNTeCFeN oANCe HANRMJLESGEPS JANDs TL.LELEPS) GCOTC 561

T =
l =
TF(

TERMINATE, 1F NUNMBER CF TTERATICNS WCULLD EXCCED LIMIT
IF(KCUNT=-LIYIT)43,50,5C

PREPARE UPCATINC CGF MATRIX +
ALFA=C,
DC 47 J=1,N
K=J+N2
w=Co,
DC 4¢ L=1,yN
KL=N+L
W=h+tt(KL)RA(K)
IF(L-J)4a4,45,45
K=K+N=L
GC TC 4¢
K=K+1
CCONTINLE
K=N+J
ALFA=2LFA+WxF (K)
H{Jd)=hn

REFEAT SCARCE IN DIRECTICN CF STEEFEST DESCENT IF RISULIS
ARE NCT SATISFLCTURY

TE(72%2LFA)4E,40),4F

PRINT 471C )

FCRMAT(EX 326 LFCATING FAILS = SEINITIALLIZEZ//75X,

1 ] e it tad kel b il e Tt 17)

GCT1C 1
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C LPLATE NMATRIX
48 K=N31

DC 4S L=1,yN

DO 49 J=L,N B :

H(K) = F(K)} + XCRC(L)%*XCFC(J)/Z ~ FOL)*F{J)/ALFA
49 K=K+1 ‘ ' ' :

GC 1C 5 '

ENC CF ITERATICN LCCF

OO0

NC CCNVERGENCE AFTER LIMIT ITERATICNS
50 I1ER=1 ' ~
RETURN

RESTCRE CLC VALLES C(F FUNCTICN ANC ARCGULMENTS

[aNaNe]

511 PRINT €
GCTC &1
§12 PRINT 512ZC
GoTC £1
513 PRINT 5113C
GCTC 51
5110 FCRMAT(5X,49FCIRECTIONAL CERIVATIVE NCANECATIVE - REINITIALIZE///
1 5Ky 3CH=mmm e e e /1)
512C FORMAT(SX,22FCIRECTICN VECICR SWALL///
1 5X g 2CH= === === m e m e oo /1)
513C FCRMAT(SX,43FNECATIVE SCRT ZRGUNENT CURING INTERPCLATION///
1 5X 2 CH= === m = m e e e /7)
c ‘
51 DO 52 J=1,A
K=N2+J
52 X(J)=F(K)
CALL FUNCTINgX,F,C)

REFEAT SEARCKF IN DIRECTICN CF STEEFEST DESCENT IF CIRIVATIVE
FAILS TC BE SUFFICIENTLY SMALL
IF(GNRM-EFS)EE,E8,22

aNal OO

TEST FCR REPEATEC FAILLRE CF ITTERATICN
53 IF(ItFR)ISE€454454
54 JER=-1
GCTC 1
55 lER=C
PRINT be2C
GCTC ¢ce
562C FCRMAT(S5X422FCRACIENT LSS THAN EPS//7/5X,
1 O e et ekt /7)
C
561 PRINT 5¢1C
561C FCRMAT(SX42EFX CHANCE ANC FNRM LESS THAN EPS WITH AT LZAST N ITERA
ITICNS// /6%y 20k ~m e m e m e e e //7)
€6 PRINT S5€2, KCUNT
563 FCRNMAT(SX42CHNCs CF TTERATICNS = 4147777)
RETLRN
ENC
SUPRULTINE SCLVE(N XS,EFERCRAL)
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2 XsXs)

101

102

103
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FCR AN N~CINMENSTIUNAL PARANMETER XSy THE FUNCTICN VALUE ANYD THE
N-DIMENSTCNAL CRACITENT VECTCR ARE FETULKNEUL IN LB AND FRGRAU,

CCMPLEX BAoavyeCoeVA,CA '
DIVMENSICN XSUN)y ERGRAC(N), ERCRCULIS)

CCMNCN/VMATRIX/AEY2y12)7SIG/VEL2) 0LV /ASTIG/VALL2) L0120/

1 VELT/VR(12)vI{IZ)/7AVOLT/VAR(LE) g NVETLLZ)Y/INMY/ND o NCGUT/
2 FREG/W/PCINTS/NFF,WFLIC)/WEICGHT/WT(LC)/SFEC/GLSPY

3 ELCRAC/CCI1,CCIZyCLCL,CTCCL

GIlCc = C.
GlzG = C.
CLC = C.
TCCLG = Co.

CLEAR ER ENC ERCRAC,

ER=C.
DG 101 J=1,A
ERCRALC(J) = T

BECIN FREGLENCY ITEFRATICN

C
f+1
h

I
I
W=wF (1)

SET LP Y-MATRIX IN 2
CALL NCMA(N,XS)

CECCMFCSE 2 INTC LU FCRM - CECCMFCSITIOH STORED IMN £ WITH
CIAGCANAL GNES CF L NCT STCREC "

CALL 2CCCWMF

SCLVE FCR NCCE VOLTACES V
CALL 2SCLV

STERE FEAL ANC IMAC FARTIS CF v IN VK ZND VI
DO 1C2 J=1,AC

VR{J) REALIVIJ))
vitJ) AIMAC(VIEJ))

EVALLATE ER CCMFCNENY ANC ACC TC EFR

GAIN = SQRTIVRINCLT)I*%xZ + VI(NCLT)=%z)
PHASE = ATAN2(VI(ACLT ), VvRA(ACLT))

ERC = wTOID)*((CAIN - CASFI®%Z2)/2Z,
ER = ER + ERC



ano (e NaNe! aNeNe]

aNaEal

OOOOOOO

104

105

1C6

115
1

llo

1
2
3
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SET UP ACJCINT EXCITATICA

DC 104 J=1,AC

CA(J) = (CaCyCaC)

FAML = WT(I)*(1. - CASF/GAIN).

CAINCLT) = (1oyCeCle(=FANURVAINCLT)D ¢ (Codylad®(FANUSVI(NCUT))

SCLVE FCR ACJCINT NCCE VCLTAGES va
CALL ZSCLIR
STCRE REAL ANC IMAG FARTIS CF VA IN VAK AND VAI

VAR(J) KEALIVALJ))

DC 1Ct J=1,NC
VAT(J) = 2INMAC(VALI))

EVALLATE ERCRAC CUMFONENT ANC ACL TC ERGRAD

CALL CREVEAL(NERCKC) :
DC 10€¢ J=1,N !
ERCRAL(J) = ERCRAC(J)Y + ERCEC(J)

GILC GIIC + CCI1
GI2¢C ClzC + CCIc
CLC = CLC + CCL

TCCLE = TCCLCE + CTCCU

IF(I.LT.NFPICGCTIC 1C2

PRINT 115, ERy (T oXS{I)y I ERGREC(I)s1=1,4N)

FORNAT(LCXy8hERRCR = 4ELZeS//7( 10X 1HX31242H = 4E12.5910X94HGRAY,
12,2F = 4E12.5)) ' .

PRINT 11€é, CI1C, CI2Gy CLC, TCCLC
FCRMAT(//7EXx,1SHLERRLE SENSTVIVITIES//Z1CX, JCHOE/NGIL = 4E10e5/

1CX ICHUE/ZLCL2 = 4E12aS/1C0X,SRUE/OCL = 4 E1245/1C0X,
LIHCE/LVWLCL = yE1ceS//7/5X,
JCH-- == m e m e e m e m e m e — /7)

"RETURN

ENC

w N -~

SUBRCLTINE NCMALN,XP)
SERIES-SERIES TKIPLE

NCMA SETS LF THE CCMFLEX Y=NMATEFIX IN YKk AND YI WFFN GIVEN
THE N-CINMENSICNAL PARAMETER VECTCFR xPo THE SUBRCUTINE IS
CCNFIGLRATICN CEPENCENMNT.

CCMPLEX A
DINENSICN XPUN),YR(Zy12412)yYI(Zy12,12)
CCMNCN/MATRIX/A(1Z2,12)/
FREC/W/CINY/NGoNCLT/FARTIAL/PCCMLIAS) ,POGN2(5),PICN2(G),
POELL(7)¢PCEL2(T) yPCEL2UT) PLXEZPEXS,PUXLE(2),PIXLL(Z)/
CJUNC/VTEH
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OO0

1
2
3

ECUIVALENCE (YR(1),YI(1),A(1))

PARAMETER INCEFENDENT VALLES
A CATA CECLARATICN,

ARE ENTEFRED THRUUGH

DATA ECL4EC2,BC23/3%120./,1EL,1FZ,TR3/2%,22/,
CS/2Ca/ s BWVF/oCOCES/ o NCC o VTF 2 TECU/ € e9eC2692e/ o

AS1,

VCEL9VCEZ/1eb491et4/yCCCL,CLGZ/4CECyoCEI/WCLB/La25/,

FRCSsAS1 48527125y e(€9aCEY

CEFINE FARAMETEKS

GE1
GM1
GMZ
GL

ELL
EL2
EL2
CcL

CF

GIl
GI2
NE1
NEZ2
NE2Z
NR1
NB2
NEe2

[ T T N T T O T 1 I 1]

XF(1)

XP(z)

XF(3)

xP(4)

XF(E)

XP(¢)

XP(7)

o + XP(E)%%g
XP(G)2%2

AS2 ECLAL CNE-FALF THE AREA PEER

GML2VTF/(VCC+.7-VCEL) + XP(1C) %%z

GM22VTE/(VCC+1,4-VCELI-VCEZ)

[ S N I N

PARANMETER CEPENCENT ELEMENTS

GE2
GN3
GPI1
GPI2
GPI3
6ol
GC2
GC2
VCE3
GF =
CCIl
cG12
scLl
sCLZ
scL2
GC1
GC2
632
RXM1
RXM2
RXM3
Gx1

H o u

CE1l
TCCL/VTF = (CM14CM2Z)
cv1/7BC1

Cve/8Ce

cvzsec:
BWMF2CM]
BwWVMFRCNMZ
BwNFxCN32

€e] - VCE>l - VCEC
V3EVTE/(VCET#VCEZ-164)
(le/CTI1I*(2S1/RFCSIRCCCL
(le/Cle)*(£32/RECE)CCCE
.9*’\51 + .E*I\E_‘l - 02
eSGRXNE2 4 LEXNBZ2 - L2
-g”r\EB + .f*l\R3 - 03
2e23/(348/(2.€+SCL1FELY)
202/(305 /€4 SCLE*ELC)
3202/7(2.870 e+ SCLEHELD)

oo

LI T I T 1 I |

1 ¢+ 42/t (MIRVTE ¢ 1,.3)
1 4 2/ (CNEAVIE t 1,3)
1
%

+ G2/ UCN2XVIE ¢ 1.2)
(lod4cgxELLl + J1E)/7FXN]

+
+
+

~e2/NE1)
e2/NEZ)
e 2/NEZ)

SQUARE FOR CI1,

¥ XF(1])%%x2

GI2

162



aNaNg

GX2 = NBZ#(le.4Z2%ELc + J1E)/RXNZ
GX3 = NB3%(1.42*%EL2 ¢+ J15)/RXM2
EAL = NEL1#(SZ¥ELY + «27)

EA2 = NE2*{92%FLc + oc)

EA3 = NE2#(GZ2ELZ ¢+ .27)

BAl = (EL)1+.82)#%(SCLL1+.E2) - (78
BA2 = (ELcteB2)*(SCLEttZ) - JCTE
BA3 = (ELZ¢ 822 0SCLi+.Ec) - oJCTE
CAAY = (ELl4csZ2)%(SCLLY*Y.A)

CAAZ = (ELlz+242)%(sClet)aq)

CAA3 = (ELZ424Z)%{SCL2¢104)

CAT1 = (ELL1+3.7)u(SCL144,2) - €4
CAT2 = (FLZ2#3.7)%(SCLZt4.2) - o€4
CAT3 = (EL2#3,7)%(SCL3+4,2) - .4€4
CAPLl = C2T1 - Canp])

CAPZ = Cf1z - CAA:

CepP2 = CAT2 - CAAZ

CPI1 = CEE*EA]1l 1 TRI%*CWM]

CPI2 = (CEE*EAZ + TRz%Ghe

CPI2 = CEE*EAZ 4 TB3x(GHZ

CCB1 = +11/7(VCELl-a2)%%,217%

CCB2 = 11/(VCE2-42)%xx,275

CCB3 = ,11/(vCE2~eZ)%¥,215

CUl = CCR1%*EA]

CU2 = CCBcrEAZ.

CU3 = CCBz2EA3

Cvyl = CCBI*(BL1-EL])

Cy2 = CCRex(Bhe-ELZ)

Cvy2 = CCB2*(BRZ-ELZ) '

CSI = QC"‘C/(VC(‘I.I"VCE])*»OZ‘I
CS2 = C44/(VCC+].7-VCE]I-VCE2)**,34
CS3 = ,C44/(3.,4)%%,34

CCS1 = Crel1*Csl :

CCS2 = CArz¥(CSe

CCS3 = CApAZ*(LSE

CCwl = CAF1#CSl

CCwe = CAFZ*CSz

CCw3 = CAFZ2*(CS:

PARTIAL CERIVATIVES weKoTe CM1.

PCCVM1(1l) = -1,

PCCM1(Z) = 1l./EC1

PCC¥1(2) = TBl

PDGML1(4) = VIH/(VCC+,7-VCED)

PCCMLI(E) = (GX1/RXMLI*X(oc*VTIF)/Z((CVMLIAVTE ¢ 1.3)%%2)
PCCM1(c) = 2wMF

PDCMLI(T7) = =(CCI1/CI1)=FCCML(4)

PAKTIAL CERIVATIVES heRoTe CMZo

PCCMZ (1) = -1,

PECCM2(2) = Ll /BC2

PCCMZ(2) = TRZ

PDGM2(4) = VTH/(Vv(C+1.4-VCEL-VCEZ)

PDGNM2(3) = (CXc/RXNZIA(oec*VTF)/Z7U(CHM2AVTIEF 4 1.3)%%2)

163



[aNeaNe!l

OO0

aXaNel o0 OO0

OO

PCCrZ (€)
PCCMZ(7)

PARTIAL

PCCM2(1)
PDCVN2(2Z)
PDCM2(2)
PCGM3 (4)
PCGM2(5)

W n o uon

EwMF
~(CCIZ/CI2)2FCGCNZ(4)

LERIVATIVES WeRTe CM2,

l./7EC2

e2

VIF/Z(VCELI+VCEc—-1.4)
(LX’/RXN’)*(.c*VTh)/(((NB*\]F + le3)%%2)
EwMF

PARTIALS heRoTo EMITIER STRIFE LENCTES

Z
PDEL1 (4
PCELL(E
PDEL] (€
POELL(7

PCEL2(1)
PDELZ2(Z)
PCELZ(2)
PDEL2(4)
PCEL2(E)
PCEL2(¢)
POEL2(T7)

PCEL3(1)
PDEL2(2)
PCEL2(3)
PDEL2(4)
PCEL2(E)
PDEL3(¢)
PDEL2(7)

W oo

(O LI T T O TO | B 1}

PARTIAL

NBL1*1e42/RXN]

CEEX*NE1*,62

CCB1*NE1#.GC

CCB1*(SCLL+,F2) - PCELI(2)
CS1*(SCLi+l.4)

CSl*z.¢t
(2e8/2202)%(CCL/(24€4SCLI4ELT))*%2

NEc*1edbdZ2/RXNC

CEEF*NEex .92

CCERZaNEz®,6 2 .
CCe2#{SCL2+.E2) - PLEL2(3)
CScer»{SCLz+1.4)

CSz%z.t

(2. 5/,-.,)*(LCc/(c.t*QCL2+EL¢))*‘Z

NEZR],L2/RXME

CEB*NE Z# 492

CCBZ%NEZ%,6C
CCE2*x(SCL3+.EZ2) - PCEL3(3)
CS2%(SCL2+1.4)

CS3#2.¢

2eE/2Z20Z)3(CC237(2.,6+SCL2HEL2) I%%2

LERIVATIVES weFk.Te CL

PCXx8 = 2.*XP(E).

PARTIAL CEFIVATIVES WeRT, CF

PCXG = Z%XF(S)

PARTIAL

PCXx1C

(1)
PDX1C(2)

PARTIAL

PCXx11

(1)
PDX11(2)

CLEAR

n s

Y-

CERIVATIVES w,R.T, CI1

ce3XP(1C)
=(CCIl/scIl)=FCXx1C(1)

CERIVATIVES werWT. Clz

z2.%%P(11)
-(CCIZ2/CIZ)*FCXx11(1)

MATRIX

164
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DC 2C1 J=1,\C
DC 201 k=1,NC
2C1 A(JyK) = (CeC,yCaC)

CEFINE NCN-2ERC ELEMENTS CF Y-NMATRIX

YR(1y1,1)=CS ¢ CX]
YR{l1,1,2)1=-GX1.
YR{1ly291)=-CX1
YR(1leZ292)=CX) + GFI1
YR(1y24y2)=-CP11
YR{1yZ92)=-(GM1 ¢ CFI1l)
YR{ls242)=CM1 4 CGFI11 ¢+ CC1 ¢ CE]l + CF
YR(1ls2,4)=-CL1
YR(1,2,1C)=-CF
YR(lyby2)=CM1
YR{1ly4,2)==-(CGN;1 + (C1)
YR({1,4,4)=CCl + CC1
YR(14445)=-CC1
YR(11574)=‘GC1
YR(lsE,5)=CCl 4+ C11 + CXxz
YR{14E,€)=-CX2Z
YR{1y€¢5)=-CXz
YR(1,&4€)=CXx2 ¢+ CFIZ
YR{1,T74€6)=(CN2
YR{14747)=CC2 + CCz
YR{1l,74E)=-CC2
YR(1,E47)=-CC2Z
YR(1,€E,8)=CC2 + Clec + CX:Z
YR{1lyE49)=-CX3
YR(l,c,8)=-Cx2
YR(1ySyG)=Cx3 ¢ CFI2
YR(19Sy1C)=-GFI2
YR{1,10,3)==-CF
YR(1s41C,S)==-(CM2 ¢ CPIZ])
YR(141Z241C)=CMZ ¢ CPI2 ¢ CGC2 + CE2 ¢+ CF
YR(1,y1C,11)=-CC23 :
YR(1ls1l,y5)=CN2
YR{1,11,1C)=-(CNM3Z ¢ GC2)
YR(1,11,11)=GCZ + CC3

- YR(ls1llylzd==-CC2
YR(1l,12,11)=-CC2
YR{1,12,12)=CCZ + CL

YI(Zy1yl)=n2CY]
YI(2,144)==-nxCY1
YI(292,2)=n*{CFI1 + CL1)
YI(2y2,3)=~-w*CFI1
YI(2,294)=-nx(L1
YI(2,242)==-w*CFI1
YI(242,3)=nx(CFI1l ¢+ CF)
YI(Zy2y13)==ua2(CF
YI(2,4,51)z2=-0wx(C¥1
YI(2444c)=-n=Cl1
YI(Zsapa)=nr(CLL ¢+ CCS1 ¢ CY])



OOOOOOO0

OO0 00

YI(
Yi(
YI(
Y1t
YI(
vidl
YI
YI(
YI(
YIi(
YI1(
YId
Y1l
YI(
YIl
Y I
YI(
YI(
YId

RET
ENC
Sue

CCW
cCcwv

NCW
cCcC

+aC
JPL
oC

MLL
A(K
1

A(K
RET
ENC
SuUe

CCwv
cce

v(l
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Zr89C)z=n2(CCnl ¢ CCI! ¢ CYZ)
299 t)=-nxCYe

296061z ((CFI2 ¢ CLZ)

Gy T)z=—axCL2

e 19C)==-wi(CY2

Sy Ty€E)==na%(LZ
Zele)=wr{ClLZ + CCSz2 + (C¥2)
2184 E)=n*(CChe ¢ CClz ¢+ CY2)
2e€yll)=-wa(CY2 :
2¢S9S)=n2(CF12 + CLZ)

29S¢ 1C)=-w2CP 3
29S911)=-w2CL2

291042 )==nwa(F
2910 G )=—wHCPI:
2e1291C)=n*(CPI2 + CF)
Zrllye8)==a®(CY¥Y2
2711'9)=‘h‘CL3
2y11s11)=n2(CLZ ¢+ CC
291isle)=W2(CCW2 + C

€3 4 CYZ)

L)

URN

RCUTINE ZCCCMP

CCEMP CECONMETSE T+

ELEMENTS LF L AND L
N

2
THE CTIACCNAL ELENMENTS
ELEVENTS CF L £RE UNI

F CCMFLEX MATRIX & INTO THE LU FQRM. THI N'uZZR0
£ STCRED IR TFE LOWER ANWD UPPER TeIANGLES OF A,
CF L ARE STCREC IN THE & OTAGUN/AL. THE 0I1260A5L
Y ANC ARPE NC1 STCRED.

S
Il
o i

T
AtL CIACCNAL ELENEN&S CF & £RE ASSULNMEC TU Bt NCN-ZERC

FLEX ALFACTCR,MLLT
NCN/NMATRIX/A(12412)/CINFY/NDSNCLT

IN] = NC-1

1CC J=1,NCMIN]

TCF = {14C+CeCI/L(JyJ)

LS1 = J+1l

1CC K=JFLLS1,NC

T = -2(K,J)*¥FACTCR

vJ) = -MLLT

1CC L=JFLLS1,NC

vL) = AlK,L) ¢+ MLLT*2(JHL)
URN

RCLUTINE Z2SCLvV

CALCULLATES SCLLTICN FCR LINEAR ECULATICN UNKHNOWN VECTOK VvV FROWM
SCLRCE VECTCR € ANLC LU CECCNMPCSTICN CF COUEFFICIENT MATRIX A,

ALL VARIABLES ARE CCMPLEX ANC 2 H2S BEEN DECCAPCSED BY SUBROUTINE
ZCCCNF.

PLEX A,CoVyeSLV
NCN/NATRIX/Z7A(12412Y781C/NL120,C(1Z)/701INMY/NDSNCGUT

) = C(1).



OO0 OO0 a NN

OO0

1CO
2CC

3Co

400

1CO

2G3

3nQ
4GC

167

DC 2CC 1=2,NC

‘SUM = (C.CyCeC)

IVMINT = [-1

DC 1CC J=1,1IVINI

SUM = SUM ¢+ A(1,J)4VIJ)
vil) = C(1) - SLv

BACK SLESITLTE

VINC) = VINCI/ZAIND 4ND)
CC 4CC k=g,AC

I = NC+]1-K

IPLLS] = 1+1 -

SUN = (Co(,CoC)

DC 3TC J=T1FLULS1,yNC

SLVM = SULM ¢+ 8(1,4)2Vv(J)
VII) = (viI) - SuMIzall, 1)
RETURN

ENC .

SUBRCLTINE ZSCLIR

CALCULLATES SCLULTICON FCR LINEAR EGQUATICM UNKNCWN VECTCE vA FROM
SCLKCL VECTCR CA ANC CCEFFICIENT MATIRIX A-TRANSPOSE. 4LL VAXTABLES
ARE CCMFLEX ANC LU FCRM CF A IS LSEC 2S FUUND BY SUAPCUTINMEZ Z0LOMP,

CCMPLEX AyCA,aVA,SLHN
CCMMON/MATRIX/ZA(LZ912)7ASTC/VA(12),CALL12)/DIMY/NDyNCUT

VA(L) = C2(1)/72(1,41)

DC 2CC I=Zz.NC

SUVM = (CeCy0.C)

ININDL = [-1

DC 1CC J=1,IVMIN]

SUM = SULVM + AlJ,1)*vA(Y)
VA(CL) = (CACI) - SULMY/RUL, 1)

BACK SULBSITLTE

CC 4CC k=¢2,yNC

I = NC+1-K

IPLLSL = 1+1

SUM = (C.C,yGCeC)

DC 230C J=1FLLS)WNC

SLVM = SULM ¢ A{J,1)2vA(J)
VA(L) = va(r) - SLv

RETLRN

ENC

SULBRCULTINE CREVAL(N,ERCFC)

SEFIES-SERIES TRIPLE

EVALLATES CCMPCNEWNT CF FULNCTYICN GRACIENT AT FREGQ PCINT
ANC KFTURNS VALLE IN N-CIMENSICNAL VECTOR ERGRC.
SUERGLTINE CGREVAL 1S CCNFIGLRATICN CEFENDENRT.

CINMENSICN ERCRCUN)
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COMMON/VEOLT/VRALZ) yVIC1Z)/EVCLT/VRARELZ)Y W VAT(L2)/FREQ/ W/

PARTIAL/PCCMI(G) yPCCN2(S)FCCN2(S)HPOCLL(T) PDEL2(T),
POEL3(T)FOXByPCXGHyFCXL1C(2)yPCx11(2)/
ELCRAC/LCII EGIZHECL,CTCCL/JUNC/VIF

SENSITIVITIES CF CIRCLIT ELEMENTS

DCM1

OGM2
OGWMV3

Dcrl

DGP1I
LDGPI

bGC1

0GC2
DGC3

DGC1
0CGC2
CcC3
ocPI

OCF1
bCcPl

DGI1
DCI2
DCCI
CCcCl
DGL
DCF

DGE1
DGE2
CCF

DCL
DCXx1

DGXx2
DGX3

DCL1

i

1

2
3

" n

1

Z
3

1
2

=

CIVRIZ)=VR(Z))%(VARLA)=VAR(2)) = (VI(2)=VI(3))*

(VAI(4)-VAI(2))

VRCEIHVER(T) = VI(EIAVAI(T)

(VE(S)=VRUIC) I (VAR(I1)=VAR(1IC)) = (VI(9)I-VI(1O))*

(VEI(11)=v/T(1C))

(VR(Z2)=VR(Z))*(VARCZ)-VAR(3)) - (VI(2)-VI(3))*
(VAT(Z)=VAI(2)).

VR(EIRVAR(E) = VICEI¥VAT(E)
(VR(S)=VK(1C) )% (VAKLG)-VAR(LIC)) = (VI(9)=VI(16))x*
(VAT(S)-V/I(1C))

(VRE4)=VREZDIIH(VAR(LI-VAKR(2)) - (VI{4)=-VI(3))*

(VAT(4)=VA1(2))

VR{TI#VAR(T) = VI(T14VAL(T)

(VR(LL)=VR(10))#(VAR(L1)=VAR(LIC)) = (VI(1)1)-VI(1C))=

(VAI(11)=VvAI(1C))

(VE(4)=VR(E)IX(VAR(4I=VARIE)) = (VI(4)-VI(5))=

(VAI(4)=-VA1(E)) |

(VR(T)=VR(ENIF(VER(TI-VAF(E)) - (VI(T)I-VI(B))*®

(VAI(7)-vAL(E))

(VECI1)=VR{1Z)I)#(VAR(IL)=-VAR(L1Z)) = (VI(L11)-VI(12))*

(VZI(11)=vAT(12))

W ((VR(2)-VR (2D (VAI(Z)-VATI(2)) + (VI(2)-VI(3))=
(VAR(2)-VAR(3)))

WP (VR(EVAVAT(E) + VI(E)#VAR(ED)

“wH ((VR(S)=VR{1CII#(VAT(S)=VAT(IC)) + (VI(S)-VI(1D))*
(VAR(SI=VAR(IC)))
VRIEVHVAR(E) — VI(S)%VAI(S)
VR(E)AVAR(E) - VI(E)HVAILE)

—wH(VR(E)AVAI(L) & VI(EIEVAR(E))

WA (VR(E)AVAI(E) + VICE)®VAR(ED)

VR(IZ)#VAR{1Z) = VI(12)%VAI(12)

(VKCIC)=VREZ)IX(VAR(CIC)I-VAR(2E)) - {VI(1D)-VI{3))%

(VAI(12)-VAI(2))

VR(Z)#VAR(Z) = VI(Z)xval(3)
VRUIC)#VAR(IC) = VI(ICI*VAI(IC)

~wF (VR (1CI-VR(2))#(VAT(1C)=VvAT(2)) + (VI(19)-VI(3))=

(VAR{10)-VAR(2)))

—wH (VR{1Z)$VAT(1Z) + VIC1Z)4VAR(12))
(VRE1)=VRIZ)I=(VARCI)=VAK(Z)) = (VI(1)=VI(2))%
(VAICL)=VAY(Z))

(VE(5)=VRIEDIRIVAR(E)=VLR{E)) = (VI{5)=VI(6))=
(VAI(S)=-va1(e))

(VR(8)=VRIGII=(VAR(EI=VER{S)) ~ (NI(B)=VI(S))*
(VAIL8)=VAI(S))

“WHLOVR(Z)=VR(4 ) )I2(VATLZ1-NVAT(4)) + (VI(2)-VI(4))*
(VAE(2)-VAK(4)))

W2 (VR (C)=VRCTI I (VAL CEd=VET(T)) ¢ (VICC)=VI(T) )%
(VER(EDN=VARCTY ) )

Wt (VRIS )=-VROLT T (VAL(S)=VAT(111) + (VI(Y)=VI(L11) )4
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1 (VER(S)=-VAR(LL) )
DCY1l WA LIVRECL)=VREa ) (VAT CLI=VAT(4)) ¢ (VI(L1)=-VI(4))=*
1 (VAR(L)-Vik{4)))
CCYy2 =W LIVE(E)=VrETII(VATLE)I=NAT(T)) + (VI(H)=VI{T))*
1 (VER(5)-VAE(T7))) .
DCyY3 “WACIVR{E)=VECL o)A (VALCE)=N2T(11)) ¢+ (VILB)I=VI(]1]1))=
1 (VAR(B)=VLR(11}})

CCCS1 = =wa(VF{4a)=2\N/1(2) + VI(4)Y=\VIR(4))
DCCS2 = =wnx{VR(7)I¥NAT(T) +VI(T)=VEARIT))
CCCS2 = =~wax{VRULI)2ViH (11 + VI(L1I)ANVAKEIT))
DCCl = =WACVF(EIRNVAT(SY ¢ VvELEIAVAR(E))
DCCwW2 = =& (VREI2Vvalle) + vi(E)svarle))
DCCW3 = -wa(VRO1Z2I*VALLIZ) + vI(lz)evpl(12))

CRACIEMY CONMECNENTS

LCEY ¢ LCL2
CCMY + CEPLLIXPOCNMI(Z) + CCCLI*FCOMILO) + DOPTIPLSL02)
+ DCIIXFLCEMYIL4) 4 LOXI*ECGMI(EY + POGHICL)*(DCH2
¢ CCFIZAPDOCMZ(L1) + CCC2%PUCM2(E) + LCPI3%P0OGMZ(2)
+ CCF®FCCM2(Z) + CCXZHFLCNM2(4))
+ CCCI1=FCGVILT)
ERGRC(2) = [CCMZz + LCPIZHFLCNZ(Z) + OCCZHFLGMZLE) + CCPIZ%PD5¥2( 1)

ERCRC (1)
ERCRC (<)

[ ]

SHWN -

1 + DCIZ2%FLCH2(4) + LOXZ=FLGMZ(5) + POLGMZ(L)=(DCM3
2 4+ CCPI2*PCGMZ(1) ¢ CCC22PLAMZLE) + DCPI3%PLGA3(2)
3 + CCErPLCM3I(Z) ¢+ CCEX2%PLCM2L4))

4 + CCCIZ2AFCGM(T)

ERCRC(4) = CCL

ERCGRC(5) = CCYXI®FLELL(1) + CCPII3FTLELI(Z) &+ DCULHPLELL(3)
1 + COYI=rcetLl(a) «LCCSI*FLELLI(E)Y + UCCwl*PCellfo)
2 + CCCIsFLILLILOT) _

ERGRC(6) = COX7ZaPlELeCL) + LCPIZH¥PLELZ(Z) + DCUc=Purl Z(3)
1 $CCYZ¥PLOL2(4) + LCCSZHPLELZLS) + DCCwz#POEL2LE)
2 + CCCzaxbltLedT) :

ERGRC(7) = CCX2xPLLOLA(YY 4 LCPLIZ®FOELZ(Z) + OCUS#PLEL3(3)
1 + CCY3*TLEL3(4a) 4CCCSZXFCELZ(S) + DCCwW3xPCl3(e)
2 + CCC2=FREL2LT)

ERCRC(B) = FLXxex[CCL

ERCRC(S) = FOxs*C(CF

ERCRC(1C) = PCXx1u(1)=DCI1 + FCXIC(2)=LLCI]

ERCRC(11) = PCXx1il1)»DCIZ + FCXI1»CCCILZ

ERRCFR CERIVATIVE WeRoTos TCTAL CC CURRENT

CTCCU = (CCM2 4 PLCMR(1)*LCGFI2 + FCEM2(2)*DCPI3 + PLCCMAL3) ¥IGF
1 + FCGM3(4)2LCX3 4 FLCVE(EI*CCGT2I/NTH
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