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ABSTRACT

A new technique to analog sampled data filtering is presented which
can be fully integrated using MOS technology. Advantages of this new
approach are reduced circuit complexity, low sensit;vity to coefficient
variations and efficient utilization of silicon area. Performance of
monolithic low Q (Q=1) and high Q (Q=73) filters are presented which
were implemented using NMOS technology. In implementing the high Q
filter a new operational amplifier design was used which had a 14 V
output range, rms noise voltage of 45 uV, an open loop gain of 6000 and

a unity gain bandwidth of 2 MHz.
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CHAPTER 1

INTRODUCTION

One of the most common circuits in electronic systems are filters
for frequency selective filtering. As large scale integration techniques
are being used to integrate systems, it is becoming increasingly important
to develop techniques to efficiently implement these filters. Since
these applications often require a large number of filters on a single
integrated circuit (IC) as well as circuitry to implement other system
functions; it is desirable that the filters be fully integrated, require
no trimming and use as little silicon circuit area as possible.

Conventional active filters which use a thin film or other hybrid
technology, while being a significant advance over discrete component
passive filters, do not meet any of the above requiiements and are
therefore not appropriate for the system LSI applicatioms.

A more promising approach is the use of charge transfer devices (CTD)
to implement analog sampled data transversal filters [1]. However, since
CTID transversal filters have only zeros of transmission (no poles) in
their transfer function, they are relatively inefficient in their use of
silicon area in implementing simple frequency response functioms: e.g.,
a narrow band pass response with a Q of 90, which can be implemented with
a two pole recursive filter, requires five hundred CTD stages [2]. In
addition, the large insertion loss experienced in CTD transversal filters,
vhich is usually greater than 20 dB with non-destructive capacitive
sensing, requires that a low noise output amplifier be used in order to
obtain filter dynamic ranges in excess of 70 dB [3]. It is difficult to
achieve the required level of noise performance with integrated MOS

operational amplifiers.



Monolithic recursive filters have been implemented using analog
sampled data techniques which do not have the above disadvantages. The
outpu; signal voltage in a recursive filter can be sensed directly (i;stead
of capacitively) resulting in a larger signal and thus significantly
relaxing the requirements on the noise performance of the amplifiers.
Previous implementations of MOS analog sampled data recursive filters
have used the conventional direct form of a second order section and even
though this organization is widely used in digital filtering, the sensitivity
of the filter frequency response to the values of the filter coefficients
can be very high [4]. In general this is not an important disadvantage
for a digital filter since it is only necessary to increase the number of
bits used in quantization of the filter coefficients until adequate
performance is achieved. However, it is important in an analog sampled
data implementation, because there are physical limits to the achievable
coefficient accuracy.

In this work new configurations of analog sample§ data recursive
filters will be presented which yield frequency responses that have a
low sensitivity to the values of the filter coefficients [5,6]. In
addition these new filters will be shown to need only a small amount of
silicon area and require relatively low performance amplifiers.

Thesé filters, which are based on conventional state variable filter
design techniques, mage use of switches, capacitorg and operational
amplifiers in a manner related to the "switched" filters that were
investigated using discrete components in the late 1960's [7]. In this
paper we will refer to these filters as switched capacitor filters. It
vill be found that the MOS technology is particularly well suited for

implementing these filters for the following reasons: the high density

.
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of MOS components (e.g., MOS operational amplifiers are 3-5 times smaller
than their bipolar counterparts); the high precision and stability with
which filter coefficients can be derived using ratios of capacitor values;

and the essentially ideal characteristics of MOSFET switches.



CHAPTER 2

PRINCIPLES OF ANALOG SAMPLED DATA FILTERS .

2.1. Sampled Data Systems

There is a wide variety of active filter techniques available to
the linear active filter designer. Unfortunately most of these
techniques have several disadvantages: (1) cost: typically four precision
components (two resistors and two capacitors) are required for each
complex pole pair, (2) semsitivity: the center frequency and bandwidth
are often very sensitive functions of active gains or absolute values of
feedback components, (3) complexity: these components can only be
fabricated in integrated form using thin film or hybrid technology [8].

As shown in Chapter 1, one solution to this problem has been the use
of sampled data techniques and digital filtering cohcepts (transversal
and direct form recursive filters).

The basic difference between an analog and sampled data system is
that the analog system processes a continuous time-varying physical
quantity, e.g. voltage, while the sampled data system utilizes time samples
of such a signal. The outputs of both systems are identical at the
sampling points [9]. In a digital system these samples would have to be
converted to a digital word by an analog-to-digital converter. Figure 2.1
illustrates the difference between these three systems.

The sampled data system consists of a sampler and an analog processor.
As a result of the sampling process a set of time samples is obtained
from a continuous input signal x(t). The sample x, = x(mTC) can be
obtained by multiplying x(t) by the appropriate unit impulse function,

G(t—mTc). The sampled signal is then represented by the sample set,
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Figure 2.1: (a) Analog system
(v) Digital system
(c) Analog sampled data system




x () = 20 x(t)8(t-mT,) (2.1)

m=-w
in a continuous-timg notation. In discrete-time notation this will look

as follows:

xg(nT;) = 2 x(aTy) 8 (n-m)T,] | (2.2)

This can be written as

x(@) = 2, x(m) 8(n-m) . (2.3)

m=-®

It is interesting to compare the Fourier transforms of x(t) and

xs(nTc):
x@ ={ xeeye IOt at (2.4)
® -jwn']_‘ .
X (= X x@rye © (2.5)
n"_"—w

The latter can be written as follows:

(- -]
1 2m
X () =3 2 X(w+ & (2.6)
s Tc n=" Tc
27
where — = ¢y = 24f .
c c c

It can be seen from Eq. (2.4) and (2.6) that the discrete Fourier
transform Xs(m) is a guperposition of an infinite ﬁumber of shifted
Fourier transforms X(w) [9]. The result is shown in Fig. 2 for a case
where X(f) is bandlimited at fo If the sampling rate fc is greater than
ZfN then it is possible to recover the éontinuous signal x(t) from the

sampled one simply by filtering out the shifted spectra (see Fig. 2.2b).

O
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Figure 2.2: (a) The Fourier spectrum of a continuous signal
(b) The Fourier spectrum of a seampled signal with

a sample rate of fc> QfN

(c) The Fourier spectrum for a sample rate of fc< 2fy



If the sample rate is lower than 2fN as shown in Fig. 2.2.c, then the
shifted spectra overlap and x(t) cannot be recovered without distortiqﬁ.
This effect is called aliasing.

A suitable prefilter which limits the bandwidth of the input signal
to half the sampling rate (so that fN = fc/Z is needed to avoid aliasing

(so called antialiasing filter).

2.2. The z-Transform

A common representation of the sample set is so called z-transform,
defined as follows: The z-transform of any complete set [x(n)] of

regular samples of a function x(t) is

X(z) = Y xm)z ! (2.7)

ns—o

From Eq. (2.5) we see that if the z-transform is evaluated on a unit
Jul
C

circle z = e we find
JuT o ~jwnT
X(z) =Xte %= Y xm)e C (2.8)
z=e

which is the Fourier transform of the sequence x(n). An amplg discussion
of the basic properties of the z-transform can be found in literature
(9,10,11,12). Three important properties that are going to be used in

this work will be briefly discussed in the next three sections.

2.2.1. Linearity

The z-transform is linear: the z-transform of axl(n) + bxz(n)
is aXl(z) + bxz(z) for all real a and b. Xl(z) is the z-transform of

xl(n) and Xz(z) is the z-transform of xz(n).



232.2. Delays

If x(n) has z-transform X(z), then x(n-k) has the z-transform

z—kx(z) for gll k. Thus a difference equation can be easily converted

into the z-transform domain. E.g., the difference equation

y(n) = x(n) - ay(n-1) - by(n-2) (2.9)
has a z-transform representation

Y(z) = X(z) - az N (z) - bz ¥(2) (2.10)
where Y(z) is the z-transform of y(n).

2.2.3. Convolution
If x(n) is the input to a discrete-time linear system with unit

impulse response h(n) and y(n) is the output [see Fig. 2.3a], then
Y(z) = X(z) H(z) (2.11)

where X(z), H(z), and Y(z) are the respective 2-transforms of x(n), h(n),
and y(n). We have assumed that the system is time-invariant, i.e.,

if the input sequence x(n) produces an output sequence y(n), then the
input sequence x(n-k) produces the output sequence y(n-k) for all k.
From Eq. (2.10) and (2.11) we can write

H(z) = 322 -~ 1 ' (2.12)

X(2) 1+az-l+bz.2

2.3. Principles of Discrete Time Filtering

Our discussion in Section 2.1 indicates that both concepts of

discrete time filtering, i.e. analog sampled data technique and digital
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Figure 2.3: (a) Linear time-invariant system
(b) z-transform representation of a
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filters, are related because they work with discrete time signals. The
differenée is the processor implementation which is analog in the case
of analog sampled data filters and digital in the case of digital filters.
Thus as far as we do not discuss the implementation, the discrete time
filter theory applies to both concepts.

As an introduction to discrete time filtering, a discrete time version
of a continuous time single pole, RC filter will be analyzed [13].
tigure 2.4a shows such a filter. The relation between the continuous time

input and output voltages is given by

av_ _(v)

out
Vout(t) = vin(t) - RC at (2.13)

For the discrete time version of this filter it is necessary to replace
the continuous time derivative in Eq. (2.13) with the finite difference
form of a derivative, i.e.

dav_ . _(t) Vout[nTc]—Vout[(n-l)Tc]

out - :
at T, (2.14)

where Vout[(n-l)Tc] and vout[nTC] are two adjacent time samples of the
output voltage. When this substitution is carried out the original

differential equation (2.13) is converted into the difference equation:

T

C RC
v ut[nTC] TC+RC 1n[ aT ] +Tc-i-RC om:[(n l)T ] (2.15)
TC RC
Using a, = T;:EE and a, = TC+RCthe Eq. (2.15) simplifies to
out[nT ] = 1Vin[n'r ] +a V [(n l)T ] (2.16)
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Figure 2.4b shows the implementation of Eq. (2.16). It has been shown

in the Section 2.2.2 how a difference equation can be converted into

a z~-transform:

1

vout(z) (2.17)

vout(z) = alvin(z) + a,z

Similarly as in Eq. (2.12), the z-transform of this filter can be

expressed as a rational polynomial in z-l; i.e.,

(z) a
HG2) = 205 — (2.18)
in l-a,z
2
ijc
As noted in Section 2.2, the substitution z = e will lead to the
discrete time filter transfer function
a
. 1 _ 1
H () =  feT, . (2.19)
1-a,.e 1 4+ —(1-e
2 Tc

For comparison the transfer function for the continuous time filter is

1-
Bw) = 155.RC (2.20)
=JuT
For very high sampling rate fc >> 1, i.e. Tc << 1, e can be replaced

by (l-ijc). Then equations (2.19) and (2.20) are identical and therefore
at low frequencies, f << fc’ the two filters yield the same response.
However, at higher frequencies there is a significant deviation in the
two responses since the discrete time filter response is periodic with a
period equal to the sampling period T, = llfc.

This can be seen when we analyze the mapping from the z-plane into

the s-plane. By definition

z=e ¢ (2.21)
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where s = gt+jw. Then s can be expressed as

j(6+2mn)
s =2 In(z) = =~ In(Re ) = 3= 1a@®) + 2L (erom)  (2.22)
T —
C C C C
From here we obtain
1
©= T (6+2mn) _ (2.23)
C
or
. |

where n = 0,1,2,3,... . This periodicity is characteristic for all

discrete time filters.

2.4. Discrete Time Filter Structures

As discussed in the last chapter, the z-transform of a discrete time
filter can be expressed as a rational polynomial in z-l. A general

expression is

N
-m
(z) 2 a 2
_ _out _ m=0 .
H(z) = v, @ - N ; (2.24)
n bmz m
m=0

where bo = 1. The corresponding difference equation is
N N . -
Vo™ =2 av, (m -3 bV  (em) (2.25)
m=0 m=1

A simple realization of this difference equation is shown in Fig. 2.5a.
This represents the most general linear discrete time filter which can be
realized using suﬁmers, multipliers and délay elements according to our
difference equation. The Eq. (2.25) contains two kinds of terms:

feedback terms determined by coefficients bm and feed forward term



Figure 2.5: (a) Recursive (IIR) filter
(v) Transversal (FIR) filter

15
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‘determined by a. A filter which contains any feedback terms is called
a recursive or infinite impulse response (IIR) filter.

If the difference equations contains only feedforward coefficien;s
a s then we obtain a transversal or finite impulse response (FIR) filter

(Fig. 2.5b). Similarly to the recursive filter the z-transform and the

difference equations are

H( ) vout (z) § -m
z2) | ——— = az (2.26)
vin(z) n=0 =
N
vout (n) = m2=0 amVin(n-m) (2.27)

The impulse response of a transversal filter is [14]:

N .
(t) = 35 h_ &§(t-uT;) (2.28)
m=0

Vout
From Eq. (2.27) and (2.28) it can be seen that hm =a, i.e. the impulse
response hm is equal to the weighting coefficients a . FIR filter can be
very easily implemented using CTD technology. Some advantages and
disadvantages of these filters are discussed in Chapter 1.

More discussion on comparison of IIR and FIR filters can be found

in literature [10,12].

2.5. Relationship between s—plane and z-plane Poles

We have discussed a first-order discrete time filter in Section 2.3
the transfer function of which is given by Eq. (2.18). The pole of this

function in the z-plane is

a (2.29)

e
Y
f a]
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The question arises as to how the corresponding pole in the s-plane

can be found. Using Eq. (2.21) we find
a, = e (2.30)

where p is the pole in the p-plane. The position of the pole is

determined by the sampling rate fc and the coefficient ay:
p = £ In(a,) (2.31)

Let us recall for a moment the original continuous time filter discussed
in Section 2.3, from which our discrete time filter was derived. The
analogy between these two filters was based on a, = RC/(TC+RC). If this

is substituted in Eq. (2.31) we get

1 RC .
P 106 +x0) (2.32)

For'high sampling rate, i.e. Tc << RC, it can be shown that

T

RC . ._RC _.._'c
InGoxe? "Tare - 17 " ®e (2.33)
C C
Thus we obtain
e L
P RC (2.34)

which is the pole of the continuous time filter (see Eq. (2.20)).
Figure 2.6 shows the pole in both planes.

Let us focus our attention on a second-order system. This will be
useful later on when we will be investigating second-order lowpass
filters. A second-order continuous time transfer function that realizes

a lowpass characteristic is
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Ky
H(s) = (2.35)
82 4-22 s+ 2
Q %

The poles are complex conjugate roots of the denominator which are given

' 2
51,2 =uol- 252 1/1-Gg) ] (2.36)

where wo and Q are the center frequency and selectivity of the filter

by

respectively. The 3 dB bandwidth is given by

Af = _fag (2.37)
The complex conjugate poles of Eq. (2.35) in the s-plane are shown in
Fig. 2.7a.

Complex poles can be realized either using passive RLC networks
or active RC networks. The latter ones contain an active element, usually
an operational amplifier. If the input signal to such an active filter
is increased, the output continues to increase until eventually the
output waveform becomes clipped because the amplifier saturates. On the
other hand, the minimum input signal level should be large enough to
maintain all signal levels above the noise voltage. Thus we define the
dynamic range as the ratio of the maximum usable output voltage to the
noise output voltage [20]. Since the output voltage depends on the
filter transfer function, the dynamic range depends on the noise voltage,
the output swing of the operational amplifier and the frequency
characteristics of the active filter.

Let us consider the magnitude of the function given by Eq. (2.35):
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!

2 ww 2
(wz-wz) "'("Q—o)

|B@W) | = (2.38)

The peak frequency, i.e. the frequency at which the magnitude achieves a

maximm is obtained by equating the derivative of |H(w)| to zero:

dawl _ (2.39a)

dw

Solving this equation we obtain

: 1
o =w A -1 | (2.39b)
P o 202

and the magnitude is

2K, Q
B . = |H(w=mp)| = \ (2.39¢)
m2 4 - -%Z
° Q
Note that for high Q filters
wp < W, . (2.40a)
and
B | & [HE@=s )] (2.40b)
where
KIQ
lﬂﬁnﬁno)l =5 (2.41a)
“o

It can be seen from Eq. (2.39) and (2.41) that the dynamic range can be
a problem for high Q filters since the max. magnitude of the signal is

proportional to Q. Furthermore it can be seen that the max. magnitude
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appears approximately at the center frequency W for high Q.
For low Q filters, wp will more towards w=0 and the max. magnitude

will be close to

lH(w=0)| =

Sl

We shall now turn our attention to sampled data filters. The

z-transform of a second-order lowpass filter would be

)
H(z) = (2.42)
z -aztb
The poles of this polynomial are
ciis /@ | (2.43)
21,2 2= ‘ \é.

If R is the distance of the poles from the origin of the z plane and 6

is the angle of the poles it can be readily shown.that (see Fig. 2.7b)

a= 2R cos O (2.44)
and

b = RZ (2.45)

Thus we obtain the canonical equation for a second order lowpass filter

K,

zz-ZzR cos 9+R2

H(z) = (2.46)

Referring to Eq. (2.21) and (2.36) it can be found that

2 W, T
z = exp{w T [ 2Q +31- ( ) 1} = [exp(-

2 2
[eos (u,T, /{-(—213) ) + 3 stauyT, /i-G) )]

)]

(2.47)

(2.41b)

% )
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A comparison of R from Eq. (2.45) and (2.47) yields
|z} = e Q% -g=h (2.48)

The selectivity is then

T 2nf

Y c o
AR TYO R ST (2.49)

Similarly the comparison of R cos © (Eq. (2.44) and (2.47)) gives

moTC 2
8., N Sy - & /1-(2) ) (2.50
Rez=3=e cos(mo'rC -(ZQ) ) cos(ub'l‘c -(ZQ) ) (2.50)
After some manipulation we get
2 2
0, == G 1n(b)) +(arc cos —2-) (2.51)
c 2
The center frequency is
w £ 2 2
fo = —2% = -2—::%-;- In(b)) +(arc cos -z—ag) (2.52)

Using the polar coordinates for the selectivity and center frequency

we obtain following expressions:

wfo
TR S T0) (2.53a)
f
£ =-5/o241n(R))? (2.53b)

o 2n

When Eq. (2.53b) is substituted in Eq. (2.53a), it becomes clear, that

Q is independent of the clock rate:

/62 ’
+(1o(R)) (2.54)

= -2 1a@®
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while fo scales with the clock rate. For poles close to the unit circle
(i.e. for fo << fc and Q >> 1) R will be close to 1 and log R will be

very small. Then the Eq. (2.53b) can be written as
£ = —=5 (2.55) »."-
and the Eq. (2.54) is reduced to -

O
S B TY)) (2.56a)

Because R is close to 1 the approximation 1n(R) * R-1 can be used and

thus

=0 _ 4
QT (2.56b)

When looking for the dynamic range of the sampled data filter
(Eq. (2.42)), we are going to assume that the max. magnitude again appears
at the center frequency fo as was the case of the continuous time filter.

Furthermore we assume that the poles are close to the unit circle. Then
Ju, T

0°C . 39 (2.57)
and the max. magnitude is given approximately by

K
3041 o 2 -

-ZejeR cos 8+4R

Using

2.8
R=1- 2Q (2.58b)

from Eq. (2.56) and



2. . ®
RR=1-—
Q
we find that
QR
0 2
Iﬂ(ej )I = 6 sin 6

Because sin © = 8 for high sampling rate our final result is

n =2
2

25

(2.58¢c)

(2.584)

(2.58e)

For low Q filters, the max. magnitude will be close to the DC value:

[aed®-1)| = &,

(2.59)
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CHAPTER 3
ANALOG SAMPLED DATA RECURSIVE FILTERS

USING STATE VARIABLE TECHNIQUES

3.1. Switched Capacitor "Resistors"

A major reason that active filters have not previously been fully
integrated in MOS technology is the necessity of accurately defining
resistance-capacitance products, which requires that the absolute value
of the resistors and capacitors be well controlled. In additiom,
integrated (diffused) resistors have poor temperature and linearity
characteristics as well as requiring a large amount of silicon area.

| A circuit that performs the function of a resistor which does not
have these disadvantages has been investigated independently by several
workers [5, 15] and is shown in Fig. 3.la. The operation of this "resistor"
is as follows: the switch is initially in the left hand position so that
the-capacitor C is charged to the voltage, Vl. The switch is then thrown
to the right and the capacitor is discharged to the voltage, Vz. The
amount of charge which flows into (or from) V2 is thus Q.= C(Vz-Vl). If
the switch is thrown back and forth every '1‘c seconds, then the current
flow, i, into V, will be

2

c(v.-V,)
i -2 1 (3.1)

T
c

Thus the size of an.equivalent resi#tor which would perform the same
function as this circuit is R = Tc/C. If the switching rate, fc = lch,
is much larger than the signal frequencies of interest then the time
sampling of the signal which occurs in this circuit can be ignored and the
switched capacitors can then be considered as a direct replacement for a

conventional resistor. If, however, the switch rate and signal frequencies



Figure 3.1: (a) A "resistor" implemented using a switched
capacitor
(v) MOS implementation of a

27
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are of the same order then sampled data techniques are required for
analysis and, as for any sampled data system, the input signal should be
band-limited below fc/2 as dictated by the sampling theorem.

The MOS realization of the circuit of Fig. 3.la is shown in Fig. 3.1b.
The two MOSFETs are operated as switches which are pulsed with a two
vphase non-overlapping clock (¢ and ) at a frequency fc. The stability
and linearity of the resistance value, R = 1/(ch),is much better than
that obtaine@ from diffused resistors, since the insulator in a properly
fabricated MOS capacitor has essentially ideal characteristics. For
example, typical temperature coefficients for these capacitors are less
than 10 ppm [16]. Another important advantage of the switched capacitor
resistors is the high accuracy of RC time constants that can be obtained
with their use. If a capacitor, Cl, which is switched at a clock rate

of fc is connected to a capacitor, CZ’ the resultant time constant of

this RC network, Tre? is
Cc
1. 1 o2
e = G D% " F &) - (3.2)
cl c 1

For a given clock rate the value of tRC is therefore determined by a ratio

of capacitor values which makes it insensitive to most processing variations.
The relative values of the capacitors C1 and 02 are determined by

photolithographic definition of their area. Since the capacitance per

unit area is uniform across an IC it is possible to achieve high precision

in the capacitor ratio. It has been shown that the error in such ratios

can be less than 0.1% using standard MOS processing techniques [16]. In

addition the stability of this ratio is extremely high since to first

order there is no temperature dependence in the capacitance ratio. It

is thus apparent that the switched capacitor resistor of Fig. 3.1 makes

Tde
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it possible to design precise stable RC active filters which can be fully

integrated using MOS technology.

3.2. State Variable Technique

The problem of implemehting active filters in MOS technology has
thus been reduced to a question of what kind of an active filter should
be used. The state variable synthesis method [17] has the dual advantages
of a very low sensitivity to coefficient values as well as only requiring
relatively low performance operational amplifiers.

State variable filters are derived from analog simulation techniques
used in analog computers. The basic building block of these computers
is an operational amplifier connected as an integrator [18]. A state-
variable network configuration is illustrated in Fig. 3.2a. The voltage

transfer function has the form

N-2 N-1 N
Vout(s) =a.o-l-als-.l-...-!-aN_zs +aN_1s +aNs 3.3)
Vv, (s) N-2 N-1 N *
in b0+bls+...+bN_zs +bN_ls +6Ns

A slightly different configuration for a second-order lowpass filter is

shown in Fig. 3.2b. The transfer function is

v (s) a b.b

out 0712
V50 gZish 4b.b @8
1010

Comparison with Eq. (2.35) yields the following filter characteristics:

wo - forb, | (3.5)

2
by
Kl - aoblb2 (3.7)
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(o)

VoSO @[> O v

(v)

Figure 3.2: (&) Stete veriable network configuration
(b) Sccond-order lowpass filter in state variable

technique



31

3.3. Filter Sensitivity

Now we will turn our attention to sensitivity of the transfer
function parameters to filter element changes. E.g., the fractional

change in the center frequency w, for a given fractional change in b
0 1

is given by
Amo ~ W Abl
o | = 5, [b -8
0 1|71
The sensitivity of v with respect to b1 is then
wo awo bl
1 1 0

For the case of the filter from Fig. 3.2b described in the last section:

- W (A
sb0 - sbo =-§- ' (3.10)
1 2
s@ =1 (3.11)
b, = 2
1
sQ i § (3.12)
b, ~ 2

Equations(3.11) and (3.12) suggest that it is possible to achieve low
sensitivity even for high Q state-variable filters.

Let us investigate sensitivity of first-order sampled data systems.
Consider again the circuit from Fig. 3.3a. It has been shown (Eq. (2.31))

that the 3 dB cut-off frequency for this filter was

wagp = ~fln(ey) (3.13)

The sensitivity of m3dB with respect to a, is then
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V. (z\ e Voure (3)
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vm(a V)

Figure 3.3: (a) Sampled data lst-order lowpass £ilter
(v) Sempled data integrator
(¢) 1st-order lowpass filter using sampled data

integrator
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1

“3dB _
ln(az)

S (3.14)
2

a

This expression shows what can be obviously extended to higher order
recursive sampled-data filters as well: the higher clock rate fc is chosen
when designing the filter the higher the sensitivity of filter parameters

will be: from Eqs. (3.13) and (3.14) we obtain for a first-order system

w b
s 3B o | (3.15)
2 3dB
“3d8B
The sensitivity S will be large for a pole close to the unit circle.

2
To minimize sensitivity, the designer would have to select sufficiently

low clock rate fc; the roll-off of the antialiasing prefilter (see
Chapter 2.1) should be then very sharp. In the next part we are going to
show that the sensitivity is inversely proportional'to the clock rate
for sampled-data recursive filters in state-variable technique and thus
it 1s decreasing for increasing fc' This relaxes requirements on the
antialiasing prefilter: the prefilter can be then very simple with only
a gradual roll-off and it can be realized with a small number of external
low-precision elements.

The basic element of state-variable filters is an integrator as
noted before. Figure 3.3.b shows a block diagram of a sampled data
integrator. The integrator performs two basic functions: it multiplies
samples of the input voltage by a constant factor al and stores all samples
with delay Tc. Mathematically expressed in z-transform this looks as

follows:

v () = ll+ 1724273 el 1V, (2) (3.16)
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The transfer function is then

v
B(2) = = (3.17)

A first-order recursive lowpass filter using the sampled data integrator

(Fig. 3.3c) has then the z-transform

a
H(z) = ——2— (3.18)
1-(1-03)2

This filter which we yill now call a recursive state-variable filter has
the z-transform similar to the one for the filter discussed above (Eq. (2.18))

however a, has been replaced by (1—a3). To illustrate the advantage of

the state-variable technique we shall calculate the 3 dB cut-off frequency

which ié now

bggp = ~f 1n(1-a,) (3.19)

and the sensitivity of Wa4p with respect to a, is

d 3

W3gp %3

a3 1-a3

1
1n(l~a3)

(3.20)

For a pole close to the unit circle a3 will be very small. When the original

design equation (3.19) is substituted back into Eq. (3.20) we find

“348
T £
sa3dB =( ¢ -1 == (3.21)
3 3dB

For high clock rate we approximate

©3d8
f o
e © =14 2d3 (3.22)

c
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and we find

=1 (3.23)

Figure 3.4 shows filter coefficients and sensitivities as functions of

dB
hz for filters we have just discussed. We can conclude that for high
c
clock rate (“?dB << 1)
c
g 3dB _  S“3dB (3.24)
“3 %2

and therefore the state-variable recursive filter (Fig. 3.3c) is a better

choice for a system with high fc'

3.4. Sampled Data Integrators

As mentioned above the basic building block of state variable
filters is an operational amplifier connected as an integrator as shown in

Fig. 3.5a. The transfer function of this integrator is

1l
B(w) = - ——— (3.25)
ij102

In Fig. 3.5.b the resistor, Rl’ in the integrator has been replaced by

the switched capacitor circuit of Fig. 3.la with C1 = llfch. In the th
clock period, the cap§citor C1 is charged to the vqltage Vin(nTc)and then
after the switch is thrown to the right, is discharged by the operational

amplifier. The charge C.V. (nT ) is thus effectively transferred from C
8¢ Y1710 '™ 1

to the feedback capacitor Cz. Taking into account the delay of omne clock
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Figure 3.4.d: Sensitivity S, as a function of deB/ C for

3
filter from Fig.3.3.c
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period introduced by the switching process results in the following

charge conservation equation:
szout[nTc] = CZVout[(n-l)Tc] - Clvin[(n-l)Tc] (3.26)
Since this is a sampled data system, the z-transform technique should be

used, which yields the transfer function

-1
—(Cllcz)z

1--z-1

H(z) = (3.27)

A block diagram of the z-transform interpretation of this integrator is
shown in Fig. 3.5c. If a high clock rate (fc>>§ﬁ) is assumed then z can
be approximated by 1 + jwT. which when substituted into Eq. (3.27) yields
Eq. (3.25) as exprected, i.e., if the capacitor, Cl, is switched fast

enough then it is equivalent to a resistor.

3.5. Second Order Filters

There are many possible circuit organizations using state variable
design techniques which can be used to implement two poles. In this
section four different versions will be presented and the advantages
and disadvantages of each with respect to sensitivity, the size of the

capacitor ratios and circuit complexity will be discussed.

3.5.1. Version 1

The conventional circuit for realizing a pair of complex poles using
state variables filters is shown in Fig. 3.6a. This is the realization
of the circuit from Fig. 3.2b. A straightforward replacement of the
resistors in ehis circuit with switched capacitors yields the circuit
shown in Fig. 3.6b. Since each integrator is inverting, the negative

feedback around both integrators requires an additional inversion. In
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Ci  Vouri
+ Ro C2
Vin - Ry . - L oV,
[ Ry + ouT 2
(a)
- 4nc' XO.,UT' m
1 bl "C .
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+ az! | o+ _ a2’ oy
Yy j-z71 A f-z"! out2
(c)

Figure 3.6: (a) A conventional state variable filter
(b) Sampled data version of a
(c) z-transform block disgram of b
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Fig. 3.6b this is achieved by feeding the output back into the bottom

plate of the a capacitor. The charge introduced into the first

1%
integrator is thus (Vin-vout)alcl and the necessary sign inversion has

been accomplished. The second integrator has a local feedback obtained

through the switched capacitor « As in conventional state variable

2%;°
filters both bandpass (i.e., the transfer function has a zero near zero
frequency) and lowpass filter characteristics are available at the outputs

v and voutZ’ respectively. The z-transform block diagram of this

outl
filter is shown in Fig. 3.6¢c. It is interesting to note that this block

diagram is the same as a digital filter structure which was developed for
low coefficient sensitivity [19]}. The transfer function for the bandpass

filter output at Voutl is

Vout1¢®) _ oyl Q-a,y)-z] 328
v, (z) = 2 (3.28)
in z -(2-02)z+(1+u1a2—a2)
where ay and a, are the capacitor ratios defined in Fig. 3.6b. The lowpass
filter output at vout2 has the transfer function
vﬁutz(z) < n1“2 (3.29)
v, (2) 2 2 :
in z2°-( —az)z+(1+u1u2-a2)

The position of the poles in the z-plane can be determined by comparing

to the canonical equation for a second order filter (see Eq. (2.46))

H(z) = 1 - (3.30)
z =-2zR cos 6+R

where R and 6 are the polar coordinates in the z-plane of the two poles.

Then the following formulas are valid (see Eq. (2.53))
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£
£ /624102 (R) (3.31a)

B_c
0 27

ﬂfo

where fo and Q are the center frequency and selectivity respectively.

From Eqs. (3.28), (3.29), (3.30) and (3.31) the following design formulas

can be derived

nfo
T Qf nf
o, =21~ °© cos(-f—-q /i - —13)1 (3.32)
g c Q
qQf
o, =1+ ai e S -1 (3.33)

2

Since it is assumed that no trimming of component values will be performed
it is necessary to investigate the sensitivity of fb and Q to variatioms

in oy and a, to determine the required accuracy of these ratios. For

£ << fc and Q >> 1, the sensitivity of the center frequency, fo, to a,

0
is approximately

) fe “fO
= = (_—Z‘H'f ) s]_n(f—c—) (3.34)

0 0

3f0

3&2

Sa2 =

The sensitivity thus can be reduced to 0.5 (i.e., a+l%Z tolerance in a,
yields at+0.5% variation in fo) by increasing the clock rate so that

£, << fc. Similar sensitivity results are found to hold for Q. The

0
highest sensitivity is the Q sensitivity of ey which is approximately given

by
sg = 21— (3.35)

Therefore for high Q filters the clock rate required to obtain low
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sensitivity may be very high.
To find the dynamic range of this filter, first we simplify Eq. (3.32)

and (3.33) for poles close to the unit circle:

- 1
a, * e(e +~6) (3.36a)
a 21_-—1- 6
1 eQ (3.36b)
and then use Eq.
v a,a,Q
2 ~
e sorae C Q- ] (3.37)
in |f,_ 38 (6Q)

This is the max. magnitude of the signal at the lowpass filter output.

We should check the bandpass output as well:

g Y-l
vﬁutl - Q0'1[(1“2) e )
K 8 sin © (3.38a)
in j®
z=e
e2

Because cos 6 ¥ 1 - 5 and sin 6 = 6 for small & it can be written

|(1-a,)-e3°] = 6 (3.38b)
and thus

fours e N e ¥ (3.38¢)

Vin zceje 6 sin © 0 eQ

An interesting concept which could lead to programmable filters is
shown in Fig. 3.7a. It is similar to the filter from Fig. 3.6b, but the
capacitor “101 is being switched at a clock rate fcl and u202 are switched

at a different clock rate fcz. The lowpass output at voutz has the
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Figure 3.7: () Version 1 filter with 2 different clock rates
(v) z-transform block diagram of a
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transfer function (see Fig. 3.7b):

voutZ(z) - “1“2 (3.39)
Vin(z) zlzz-zz-zl(1-a2)+(1+c1u2-a2)
sT sT

where zl = e cl and z2 = e c2. Let us assume that

fc2 = kfcl (3.40a)
which is equivalent to

Tc1
and further that the poles are close to the unit circle. Then the
following approximation is valid:
zl-l

z, © 1+ k (3.41)
and the transfer function can be written as

v (2) a ka

V., @) .2_. (oo _
in zy 21(2 k02)+(1+a1k62 kaz)

This equation is identical to the Eq. (3.29) with the difference that a,
has been replaced by kaz. In this way a, can be changed by changing the

ratio fc2/fc1’

3.5.2. Version 2
The filter shown in Fig. 3.8a does not have high sensitivity to Q.
With this filter the sensivities remain at 0.5 even for high Q filters.

The single feedback lime through the non-inverting input of the first
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Figure 3.8: (a) The version 2 filter which has low sensitivity
to the capacitor ratios a.l and aa
(b) z-transform block diagram of a
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Integrator simultaneously performs the overall negative feedback around
both integrators as well as the local feedback around the second integrator.
This makes possible a reduction in circuit complexity in comparison to
version 1. The z-transform block diagram of this filter is shown in

Fig. 3.8b. The transfer function at the bandpass output, Voutl’ of the
version 2 filter is

voutl(z) -ul(z-l)

vin(z) (3.43)

2
z -(2—ala2—a2)z+(1-a2)

The lowpass output, , has the transfer function,

vout:2

Vour2(®) %1%

Vin @ 22 (20 -a,)z+(1-a,)

(3.44)
1%2

The design formulas for this filter are,

a,=1-e ¢ (3.45a)

Qf nf
2[1-e ¢ cos(?:g /4~ ;%9]

o = Qe _ (3.45b)

Similarly as in the case of the version 1 filter, it can be shown,

that for poles close to the unit circle:

113

)
2 '6' (3.463)

o, = Q8 (3.460)

The max, magnitude of the signal at the lowpass output is
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\ a.a,Q
= Sk (3.472)
in jo
z2=e

and the max. magnitude at the bandpass output will be

je_
outl ale’-1le 3.47b)
v 79 sin © = Q (3.4
in z=ej9

where |eje-1| 0 for.small 6. The Eq. (3.47b) suggests that there will
be a problem concerning the dynamic range of this filter. We would have
to attenuate the input signal for high Q filters in order to avoid the
output swing limitation of the amplifier and this would decrease the
dynamic range of the filter.

A disadvantage of this low sensitivity filter is that in order to
obtain a high value of Q (greater than 100) the capécitor ratios can
become quite large (also greater than 100) which requires a large amount
of silicon area. This tradeoff between the size of the capacitor ratio
and sensitivity appears to be a basic property of the sampled data state
variable filter approach.

This becomes clearer when the transfer function of all versions
presented are compared. Starting with the transfer function of a general
second-order lowpass filter (Eq. (2.42)

K

B(z) = —2——2——- . . (3.48a)
z"-az+b

where a = 2R cos 9 and b = R2 (from Eq. (2.44) and (2.45)) we can conclude
that for poles close to the unit circle a will be close to 2 and b will
be close to 1. Therefore it is more advantageous from the point of view

of the state variable technique to realize a as a = (2-¢) and b as b = (1-d)
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where ¢ and d are both positive and very small. The Eq. (3.48a) changes
to

o)
H(z) = — (3.48b)

2°=(2-¢)z+(1-d)

and the sensitivity can be easily calculated, e.g. SS, if we know the

sensitivity Sg:

Q. e &Q

S¢ = |3l Sa (3.48¢)
Similarly

Q_ 4| Q

Sd lbl Sb (3.484)

Since ¢ and d are very small, both Sg and Sg will be much smaller
than Sg and Sg, respectively. However the-realization of very small
coefficients will require very large capacitor ratios. When the transfer
functions of all filters analyzed in this chapter are compared this

particular version 2 is the best as far as the sensitivity is concerned

and corresponds most closely to the analog state variable filter.

3.5.3. Version 3a

Both versions 1 and 2 use two operational amplifier integrators to
realize two poles. One of these amplifiers can be replaced by a capacitor
(unswitched) to yield the single amplifier lowpass filter shown in
Fig. 3.9a. However a unity-gain buffer is needed between the two stages.

The unswitched capacitor C acts as an integrating capacitor when it
is charged from a small capacitor aC (see Fig. 3.9b). The charge

conservation equation yields



(a)

Figure 3.9: (2) The version 3a filter
(b) A passive sampled data integrator
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Qta)cv (0T ) = CV [ (-DIT ) + aCV, [(a-1)T ] (3.49)

Thus we have obtained a passive sampled data integrator with the

transfer function

(3.50)

A block diagram of the z-transform of this integrator is shown in
Fig. 3.9d. For a high clock rate (fc>>w/2n) z can be approximated by

1+ jmTc which when substjtuted into Eq. (3.50) yields

H(w) = 1 (3.51)

1
1+j0T (1+ )

For very small a this function is the transfer function of an integrator.
This is similar to an RC lowpass filter (Fig. 3.9c) with very large RC
product.

The z-transform block diagram of the filter vers;on 3a can be found
in Fig. 39e.

The transfer function at the lowpass output is

a.a

1%2
vout(z) = 1+ul
v,.@ 2 2%a; . T+ a, (3.52a)
Tha, © THa;

The design equations for this filter are:
nf

l-e ¢ cos(——- v4- ——9

a, = 2 (3.52b)

if_—
2e cos&-—- va- ——) -1
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a =-;1— [(1+a))e

-1]
1 (3.52c)

2

As mentioned above the disadvantage is that a unity-gain buffer is needed.
If this buffer is removed then there will be a charge sharing between the

capacitors C1 and azcz as well. We will call such filter version 3.

3.5.4. Version 3 v

The circuit diagram of this filter is shown in Fig. 3.10a. In order
to derive the transfer function we have to write the charge conservation
equations first. The equation for the first stage has fo include the
charge sharing between all three capacitors: «.C, C and &, AC:

1 2

(1+al)(1+Aa2)Vc[(n-1)Tc] = al{v [(n-Z)Tc] -

out
- Vin[(n-Z)Tc]} + Vc[(n-2)Tc] (3.53a)

where Vc is the voltage across the capacitor C. The second stage is the

integrator:

Vo[0T =V  [(=1DT ] - o,V [(n-1)T ] (3.53b)

The z-transform block diagram of the whole filter is shown in Fig. 3.10b.

The transfer function is

Vour 2 _ ko,
v, (z) 2 (3.54a)
in 2 -z(k+1)+k(1+aluz)
where
Kk 1 (3.54b)

(1+al)(l+Au2)
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Figure 3.10: (a) The version 3 filter which only requires a single
amplifier
(b) z-transform block diagram of a
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This filter has sensitivity characteristics which are similar to
‘version 1. Since there are three design variables ay, @, and A, there is
an extra degree of freedom in this second order filter which can be
resolved by requiring the filter design to have the lowest possible
sensitivity.

A design procedure for this filter is as follows: first, choose a

value of 02; then calculate the value of k from the expression,
£ wf
k=2 exp[--—-g] cos[—~g 4- -lﬂ - 1; (3.55a)
ch fc QZ

finally, using the above values of k and 02, calculate al and A,

2nf

o, = 31-2- (% exp[- af—ol -1 (3.55b)
C
a=-L 'l )1 (3.55¢)
uz 1

The sensitivity calculation is quite involved and after some
manipulation we will find that for fo << fc and Q >> 1 the filter

sensitivities are approximately given by (6§2nf0/fc)

£
5,0 =5 [1 - 62+ 2D)] (3.56a)
) 2
£ f
s0=50=1a-1ya-e? (3.56b)
a2 A 2 02

9(1-82)(02-1)

Q

s! =Q (3.56¢)
| a2(1-92)+92

83 = 22 (3.56d)
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Q. pagr. L
SA Qe (1 az) (3.56e)

Let us plot Sg and sQ as a function of a, (Fig. 3.11). The optimal case

A
: 2
is 53 = Sg which yields az = 2. Then the sensitivities are approximately:
2
£ 2
S 0._ l-(l— 36 (3.57a)
oy 4 2
f f
0_.0_1,. .2
Sm2 = SA 2 (1-8%) (3.57b)
2
s¢ = =) (3.57c)
1 2-6
Q _ Q_Q '
Sa, " A2 (3.57d)

The reader will note that for very small 6:

831 =2 (3.58)

and so it is equal to SQ and SQ.
a, A

Before we check the dynamic range of the filter we express k and ay
for poles close to the unit circle as

T ] - 9(0+ %) (3.59a)

e
?

n

1 .1 )
1 ';;'PE a- -1 (3.59)

The max. magnitude of the signal at the filter output is

Jout s b L (3.60)
A in 48 0 sin ©
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Figure 3.11: The sensitivities SQ and SQ as a function of ¢
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So far the capacitors used in the filters described here have been
cqnsidered linear. However in reality there will be some nonlinearity
which will make the capacitor value dependent on the signal level as
it will be explained later on. Therefore we should check how large
would the signal be on the integrating capacitor C (Fig. 3.10a). Using
the z-transform block diagram from Fig. 3.10b the voltage across this

capacitor is given by

Vc(z) kal(z-l)

v (Z) = - 2 (3.61)
in z -z(k+1)+k(l+ala2)

Then
6

\' ka, (e” -1)Q

Vo = sin - %g ' (3.62)
inf| _ 36 2 -

which is the max. magnitude of the signal level across C (with reference

to the input).
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CHAPTER 4

ANALOG AMPLIFIERS IN MOS TECHNOLOGY

4.1. Introduction

Theinherent need to implement analog functions in large MOS-LSI
systems has already led to design of all-MOS analog functional blocks,
such as A/D converters and operational amplifiers [4,16,21-29,36]. .In
this chapter basic analog building blocks suitable for MOS amplifiers
including discussion on multistage amplifiers will be presented.

We will concentrate on three types of technology: 1) single channel
technology usingenhancement devices only, 2) single channel MOS technology
using enhancement and depletion devices, 3) CMOS technology. The discussion
of single channel MOS technology will be limited to NMOS technology
because transformation from an NMOS circuit to an gnalogous PMOS circuit

is straightforward.

4.2, MOSFET DC Characteristics and Small-Signal Parameters

Despite the existence of more accurate and sophisticated MOSFET
models [30-32] we will use the simple MOSFET model developed by Schichman
and Hodges which is the most convenient one for physical understanding
[33].

Figure 4.1 shows the cross section of a N-channel MOSFET in metal
gate technology. Two N-regions are diffused into the P-substrate. A
gate electrode is po;itioned between these two reéions and it is insulated
from the substrate by a thin layer of silicon dioxide. Figure 4.2 shows
symbol and notation for an N-channel MOSFET. Figure 4.3 illustrates
three areas of operation

a) cut-off region,

b) nonsaturation or linear regiom and
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SOURCE GATE DRAIN

7///( gy

Nt __n*

P- Substrate

Figure 4.1l: Crossection of an N-channel MOSFET
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(3 (3

S\‘- °® -«
SOURCE

Figure 4.2: Symbol of an N-channel MOSFET and voltage and current
notation
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Figure L.3: Drain characteristics of an MOSFET
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c) saturation region.

The equation for the Schichman-Hodges model are as follows:

1. Nomnsaturation region (VGS.VT>VDS)=

I = k[z(vcs-v,r)vns-vgs] (4.1)

2, Saturation region (VGS-VTfyns):

I = k(VGS-VT)Z (4.2)

The parameter k is called the conduction factor:

K=k @ = —‘:c—z"z‘- @ = %‘3’—‘ % (4.3)
ox
where u = average surface mobility of electrons in the channel,
ox = thickness of the oxide over the channel,
€ox = permittivity of the oxide,
£ = length of the channel,
w = width of the channel.

The threshold voltage VT is dependent upon the source-substrate voltage

VBS:

+y(/_—-f<b—) (4.4)

Vp =V ®s~Vas B

T TO

where VTO = threshold voltage for VBS = 0V,

*

v = body effect coefficient.

= equilibrium junction potential,

For some applications it is important to express that ID is dependent on

VDS in saturation region, i.e. that the drain characteristic curve has

some finite slope even if this slope is rather small. The equation in
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saturation region can be then modified to

2
ID = k(VGS-VT) (1+AVDS) (4.5)

where ) = channel length modulation parameter. The small signal MOSFET
parameters are defined in terms of partial derivatives of the terminal
voltages and currents:

1. Nonsaturation region

oI
- transconductance g, = EVE; = 2kVDs (4.6)
1 %y
- output conductance ;3~= 37;; = 2k(VGS-VT-VDS) 4.7)
2., Saturation region
- = o
transconductance g ZJEID(1+AVDS) . (4.8)
1 _
- output conductance -~ Th 4.9)
0 D
Because usually AVDS << 1 the last two expressions can be written as
& = ZJEID (4.10)
and
1., (4.11)
L |

Now we can draw a small-signal equivalent circuit for a MOSFET valid for
both regions (Fig. 4.4a) that has to include intrinsic MOS and parasitic
capacitances as well (from Fig. 4.4b). The output resistance is much
larger in the saturation region than in the nonsaturation region. Thus
in general, we try to operate MOSFETs in analog circuits in the saturation

region.
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Figure L.4: (a) Small-signal equivalent circuit for a MOSFET
(b) Intrinsic and parasitic MOSFET capacitances

66

4



67

The MOSFET capacitances in saturation region are given by following
formulas:

C.,=C

oD = COVERLAP/UNIT CHANNEL wiprh X (CHANNEL WIDTH) (4.12)

Cos = [CovERLAP/UNIT CHANNEL wiprh X (CHANNEL WIDTH)]

2
+ [(3) x (Coyrpr/un1T oxIDE AREA ¥ (OXIDE AREA)] (4.13)
IV =1/2
SB
cSB cJUNCTION x (1+ ¢B ) x (JUNCTION AREA) (4.14)
lV -1/2
- DB
CDB CJUNCTION x (1 + ¢B ) x (JUNCTION AREA) (4.15)
where COVERLAP = overlap capacitance, occurs where the thin gate oxide
overlaps drain N-regions,
COXIDE = thin gate oxide capacitance,
CJUNCTION = PN junction capacitance at zero bias voltage.

Figure 4.5 shows the dependence of By and r, on the quiescent

current ID.

4.3. Basic MOS Analog Building Blocks

4.3.1. Inverters
The basic MOS inverter circuit with a passive linear load resistor
is shown in Fig. 4.6a. The small-signal voltage gain can be readily

obtained from Fig. 4.6b:

v

e out _ = - 2/kI 1 .
AV Vi gm(RLarO) 2 ID (RLEAI ) (4.16)
n D
Assuming that R << L = 6.25 ua/V%, ¥ =10, I_ = 1mA, we obtain
AID 2 D
that for Av = 10 a resistor RL = 20 kQ is needed. A typical value of

sheet resistance for a standard conventional diffused resistor is
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OUTPUT RESISTANCE

TRANSCONDUCTANCE

DRAIN CURRENT .

Figure 4.5: Small-signal paremeters of a MOSFET as a function

of the quiescent current ID
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Figure L.6: (a) Circuit diagram of an MOS inverter with a passive
load resistor
(b) Small-signal equivalent circuit of a
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Figure 4.6.c: Drain characteristics of an MOS inverter with
a passive load resistor
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approximately 100 Q/H. As a result, a 20 kfl resistor would be typically
0.3 mil wide and 60 mil long and it would occupy an area approximately
18 milz. The MOS driver would occupy only about 1 milz. Thus a MOS
load device is preferred to a diffused load resistor [34].

A simpliest MOS driver-load pair is an enhancement driver-enhancement
load pair (Fig. 4.7a). A simple calculation based on small signal
equivalent circuit for the enhancement load will show that the load

represents an impedance'[(llgmz)SrOZ] (Fig. 4.7b). Because 02 >> 1/gm2

and To1 >> 1/gInl for practical purposes we can write

a = Vour . Em _ _ 2T %.17)
v g *
in "m2 ZJEZIDZ
Knowing that
Iy = Ipp = Ips ¥y =k ()ys kp = k'(3),
the voltage gain is
&)
a, = -/ (4.18)
@2

Thus the voltage gain is determined solely by MOS device geometries.
Figure 4.7d shows that as we try to achieve high gain the driver device
is getting impractically wide and the load device impractically long.
Neglecting the channel length modulation of both devices we can write

for the DC transfer curve

28
Vour * Vob ~/ w VinVn) T Vo2 (4.19)
@2

assuming M1 is in saturation. Figure 4.7e shows the transfer characteristics.

When the substrate bias is --VBB then the threshold voltages are
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Figure 4.7: (a) MOS inverter with an MOS enhancement load device
(b) Small-signal equivalent circuit of a
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Figure L4.7.d4: Voltage gain of a vs. ratio of device geometries
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Figure 4.7.e: DC transfer curve of a
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Vpy = Vipgy + Y0V = o) (4.20)
Vpp = Vgggp + Y(YopVe, - "";) ' (4.21)
where
Vps1 = ~ Vpp 204 Vggo = = Vgg = Vour-

The DC transfer curve will be somewhat nonlinear due to the body effect:

W
)
21
Vour = Voo =/ e VayVpor = Y(Rggy - 7o) -
s
- T -
" Vyoz = Y5 Vpatour 7op) (4.22)

Rearrangement and differentiation yield

(&,
dav (6,
Av=.a°_UT.=- - 272 - (4.23)

IN 1+
Yé5tVetVour, ne

Thus the small signal voltage gain is smaller due to the body effect.
Another MOS driver-load pair is an enhancement driver-depletion load

pair (Fig. 4.8a). So far we have considered only enhancement MOSFETs.

Figure 4.8b illustrates the difference between an enhancement MOSFET

(VT>O) and a depletion MOSFET (VT<0)' For the depletion MOSFET a

following configuration is possible:. the gate bias is kept constant

at zero volts by cbnnecting the gate and source terminal together. In

a discrete version the substrate of the depletion MOSFET can be returned

to the source and thus the device will function as a constant current

source if the quiescent point is properly established [35]. The output

" impedance is then given by the channel length modulation.

.‘.,
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Figure 4.8: (a) M0S inverter with an MOS depletion load device

(v) Iy-Veg cheracteristics of enhancement and depletion

mode devices
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Figure 4.8: (c) Drain characteristics of a
(d) pCc transfer curve of a
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In the integrated version the substrate will be connected to the

substrate bias voltage V__. and therefore the body effect will reduce

BB
the output impedance. The output impedance for the depletion device

M2 is
?
1 2 2 2
a = [k, (Voen=V..) (1R, V )] (4.24a)
Ty, gy | Wy, 2tVes2Vr2 2'ps2
where  Vp, = Voo + ¥, (Yéy=Vps, = Vég,)
Ves2 =~ Ves ~ Vour
Vps2 = Vop ~ Vour
The result
1.2 Y
1 p2’2 2
- - + Y FEEW A .
Toz | A0V Vour o0 VoAV 2502112 Vi =Vour, ne
82 VBB Yourt, DC (4. 24b)

suggests that the output impedance will be significantly lower than for
the discrete device. If we make assumptions AlvDSl << 1 and AZVDSZ <<1

we can write for the small signal gain

WV
_ y 1 /*82*Vss*Vour,DC
Ay = =gy (rgyfrgp) = - 2T, Y, kT,

¢

YA ] (4.25)
N7 "¢52*VBs*out, C
2’2

From this expression and from Fig. 4.8d it can be seen that a depletion
load offers two advantages over an enhancement load: higher voltage gain

and larger output voltage swing.

Neglecting again the channel length modulation in both transistors
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the DC transfer curve for the inverter from Fig. 4.8a is given by

2

= {Vog Vpoall = (4p5*Vgg)

where Vo = Vool + yl(/bBl BB JBBI). Equation (4.26) assumes that

both devices are in saturation.

Lasf MOS driver-load pair to be examined here is a CMOS driver-load
pair (Fig. 4.9a). The advantage is that substrates of both devices are
separated and can be connected to their sources. The body effect is thus

eliminated. The voltage gain is

Vout }k—l + 7k,

= = - (8 +g )(r T ..) = -2 (4.27)
Ay v m2) To10To2 TGyt

4.3.2. Current sources

MOS current sources are very similar to their'bipolar counterparts.
A current source that is anmalogous to Widlar's bipolar curremt source

is shown in Fig. 4.10a. The current ratio is (when M2 in saturation)

W
Ino _ @2 Vs 4.28)
@, *M's1

and the output impedance is given by To2° The output impedance of this
source can be increased by a negative feedback (Fig. 4.10b). The output
impedance will be then equal to the output impedance of the output -

transistor M3 times the loop gain (gm3r02):

z (4.29)

ouT = ®m3%02703

Output impedance of Wilson's MOS current source (Fig. 4.10c) would be
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Figure 4.9: (a) CMOS inverter

(b) IC transfer curve of a
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Figure 4.10: (a) MOS Widlar current source

(b) Improved MOS Widlar current source
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(d) Depletion MOSFET as a current source



ouT &n2 03 *"01K"04 (4.30)

It has been shown in section 4.3.1 that a depletion MOSFET can be used
as a current source if the gate and source terminals are connected

together (Fig. 4.10d). The current is

Ipy ® ky[Vggy + v(ep-v “’B)] (4.31)

The output impedance is

T, )E & / (4.32)
m A k111>1

If B is kept at constant voltage then the impedance seen from A is only
1/(1D111).

4.3.3. Source followers

A basic MOS source follower (Fig. 4.1la) has voltage gain

Ay = Vout _ 2n1 Fo10702) .33)
Vin Ve (FopliTo2)

The output impedance is given by

R (4.34)

1
ouT g1 l Oll 02
The max. output voltage is (VDD-VTI). However the source follower

must be driven from a previous stage, i.e. with a top device M3. Then

the practically available max. output voltage is only (VDD-VTl-vTB)'

Figure 4.11b shows another type of a source follower. The formulas

above are valid in this case if we replace T by [(llgmz)arozl.
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Figure L4.11: (a) Basic MOS source follower
(b) Bottom device has its gate connected to drain

terminal
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Figure 4.11: (c) Bottom device is a depletion MOSFET
(d) Voltage follower with very low input capacitance
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The top device M1l can be a depletion MOSFET. This gives a higher output
voltage swing. The bottom device M2 should be an enhancement MOSFET if
we want higher output voltage swing in linear region. It is necessary

for a MOSFET to be in saturation to keep

Vps 2 Yes = Vr

This gives lower range for depletion devices since VT < 0. Despité this
we may use a deéletion MOSFET as a bottom device for some source

followers (Fig. 4.llc) because it does not require any DC bias. The
disadvantage of these source followers is that the top device has to be
very large for low output impedance. Then of course the input capacitance
which scales with the device geometry will be large as well. The voltage
follower from Fig. 4.11d does not have this disadvantage. The output

impedance is lowered by the loop gain:

1 1

R = (4.35)
OUT  &p4 1 + l-g Ry
2 "ml

and the input capacitance as well:

1 8n1
7 CtC, (L + 28 _,
C.. = 4.36
IN gm1RD ( )
1+-2D

We have assumed Bm = Bpo* RD can be a resistor or enhancement or

depletion MOSFET.

4.3.4., CASCODE

An inverter (Fig. 4.12a) delivers an output voltage

Vout =~ gml(RDlr01)vin (4.37)
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Figure 4.12: (a) Inverter
(b) Cascode
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where RD can be any load we have discussed in Section 4.3.1. Thus the

input capacitance due to Miller effect is

Coy = (1 # g1 (Rplro1)) Cep1 * Cesa (4.38)

This represents a large capacitive load to stage driving it. When a
transistor M2 is inserted between the load RD and the transistor ML

(Fig. 4.12b) the voltage at the node A is

4
'ml

v, =~-——V (4.39)

A 82 in
and the input capacitance is only

- 4

Cin ™ 1+ —3:2-) Cop1 * Ccs1 (4.40)

The small signal voltage gain is
Vout )
A2y, "7 g [Rpl (1857010 702! (4.41)

This is the second benefit we obtain by using cascode: the shunting
effect of To1 is by factor approximately 82702 smaller because the
impedance when looking into the drain of M2 is (1+gm2r01)r02 due to the

feedback loop M1, M2.

4.3.5. Differeﬁtial stages

A basic MOS differential stage is shown in Fig. 4.13a. We define

the differential-mode (DM) output voltage

Voa © Vo1 ~ Vo2 (4.42)
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Figure 4.13: (a) MOS differentiel stage

(b) Block diagram of a diff.stage and a diff.-to-

-single-ended converter
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Figure 4.13.c: Differential stage with common-mode feedback



and the common-mode output voltage

v,..+v
. .01 02
vbc 2

From Fig. 4.13a it can be found that

BpoVi2 (12817030 "8y Vyg (142857 5)

Yoa " B T+(_ 2,07 s
and
o = b En2”i2"Em i1

Oc 2

1+(g y+8,,)T03

if we assume that oy = ° and Ty = o, Introducing

8o Bm
& ° 7 2

and

Agm = 8y Em1
we can simplify our output voltages to

2 .
(8g ) Rpros  Viytvyy B8Rp

Voa = = CiiViP (Bafp - 2(1+ngro3)) YT Tezerx
and
v = utir _Efp L, e S
Oc 2 1+ng;03 i1 42 &(1+ngr03)

We will find it convenient to define a DM input voltage

-V

Vid T Vi1 T V42

and a CM input voltage

03

(4.43)

(4.44)

(4.45)

(4.46)

(4.47)

(4.48)

(4.49)

(4.50)
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Vic 2

as well. This allows us to write the relation between the input and

output voltages in the following form:

Adm
Vod = Adn'1a Y ORR__ Vic
CD
v = Adm v +.__5§E_,v
Oc CMRRCC ic CMRRDC id

where CMRRCD is CM-to-DC rejection factor,

CMRRDC is DM-to-CM rejection factor,

CMRRCC

of the differential stage.

is CM-to-CM rejection factor

L is the DM voltage gain and for (Agm/gm),<< 1:.

Adm % - ngD
Then the rejection factors are :
1 Ag 1 Ag

m = m
ORR.... g 1l+gr 2
CD m 8x"03 ngr03

1 1 ® 1

QRR.. 1+2g;T53 28,703

Agm 1l s Agm

1l
CMRRDC &n 4(1+28m?03) 8g§r03

Very often a differential stage is followed by a differential-to-

93

(4.51)

(4.52)

(4.53)

(4.54)

(4.55)

(4.56)

(4.57)

single-ended converter (Fig. 4.13b) and we are primarily interested in

single-ended output Vo?

Admtot

v

1
0 = Admtot ¥ TORR Vic A anPoanl O ¥ MRR, ) ORR 7



9%
1
by cchcz CMRR

v,
CD2 " ic
. 1
AldmAde Cig + QRR Vy.) (4. 58)
because
\1 << 3 (4.59)
Qm"bm Cmmcnz )
ang
1 1 1
== . P + \ (4.60)
CHRR MR R MR
Thig expression Or the common~mod rejection Tatio Shoyg Very clearl
.limits thae a Teacheq With g4 fferenti Stages. Whep |, Nereage
ccy (as in he Case of Fig, 4.13¢ where
HRR oy 8mgm3"03Ro’ (4.61)
he terp Cpj > Which is due to m.ismatch of
dominant. For 1/g

-k
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Figure L.1k4: (a) Differential-to-single-ended converter
(b) CMOS differential stage with active loads
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and

v o oa1Mi2
1c ) (4.65)

we can write:

‘ g v g
2 id 'm2
v.=v, (1- e I a+—) (4.66)
0 ic gml+gm2 2 gm1+gm2
Thus for this converter
1 ng
A, =-=-QQ +————) (4.67)
dm 2 gm1+gm2
and
1 ng
Em

Clearly 8n2 >> 81 is required for good design and comsequently the

following has to be fulfilled:
@y = @y > Gy = @ ~ (4.69)

A CMOS differential stage with active loads (Fig. 4.14b) has the
advantage that it does not need any differential-to-single-ended converter

because it automatically provides single ended output signal.

4.4. Special MOS Analog Building Blocks

4.4.1. High Gain Stages

Discussion in Section 4.3.1 has shown very clearly that max. available
gain from basic MOS inverters is limited, depending on particular case,
by max. and min. device geometries, processing parameters and power
consumption. In this chapter we will investigate whether we can increase

max. available gain by using more sophisticated circuit configurations.
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Starting with an enhancement driver-enhancement load pair (Fig. 4.7a)

the max. available gain is limited only by max. and min. device geometries:

(4.70)
In practice usually Avmax = 10-15. It has been shown that the body
effect reduces somewhat the voltage géin Av.
One way to realize a high gain MOS inverter would be to use a
positive feedback (Fig. 4.15) with a voltage transfer function
v (4.71)

AVtot =T 1-Av2

where sz is close to one. This would result hoﬁever in undesired large
voltage gain variations and stability problems as a consequence of device

mismatch:

Ay,
Ay

+ 4.72)

AAVtot‘ = |AAV1
éVtot |AV1

Ay2 ‘
1-Ay

The only way to obtain a high gain amplifier with enhancement load
devices seems to be cascading of several gain stages. However this
solution creates some problems which will be discussed later (see
Section 4.5.1).

Voltage gain of the enhancement driver-depletion load pair can be
jncreased by inserting a diffused resistor RS between the source of M2
end the drain of ML (Fig. 4.16a). The load impedance is then increased

for rOZ to
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Figure 4.16: (a) MOS inverter with depletion load and diffused

resistor
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R oap = To2(1*8,Rg) (4.73)

and the gain increases to

& = - e Colfoy (4.74)

Figure 4.16b shows an enhancement driver-depletion bad gain stage
where a current source (M4) has been added in order to increase the DC
current of the driver Ml. This will increase the transconductance 81

and consequently total gain of the stage:

c-p .y, =2 ——(%)1 1 Voo V_+V (4.75)
Ay Em1%02 , /& I, 'B2 BB OUT,DC .
2’2

when To1’ r03 and To4 neglected. The practical gain will be smaller

because of the shunting effect of To1® To3 and Tose The transistor

M3 (common gate configuration) isolates the load device M2. The

disadvantage is that one more pole has been introduced; its location

will be determined mainly by the transconductance of M3 and total

capacitance at node A. The transconductance of M3 will be small if ID2 is

small. Thus smaller bandwidth will result if large gain is desired.
Figure 4.16c suggests an improved circuit. The feedback stage MS,

M6 will lower the impedance at node A by factor

(9]
2 [%s — (4.76)
1+ 2 [ M5 Vase

6/ (D¢

This will increase total gain of the stage (shunting effects of To1’ To3

and r04 decrease) and the bandwidth.

'."
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CMOS technology is certainly the most attractive for an anﬁlog
circuit designer because it offers greater flexibility than single
channel MOS technology. New CMOS processes allow analog CMOS circuits
being capable of operation with a 30 V power supply [36]. .

A simple CMOS high gain étage is shown in Fig 4i17a. Advantages
of a cascode stage (see Section 4.3.4) can be fully utilized. Two
complementary cascodes create a very high impedance node. The gain is
given by this impedance and the transconductance of the stage. Assuming

full symmetry, i.e.

8ns = 8pg® Tos ~ Tos (4.77)
Bn6 = 8m7* Toe = To7 (4.78)
| the voltage gain is
Vout
Ay = 5 = - 855 (1tepeTog) (4.79)

in
Adding a feedback stage which has been used in the MOS inverter
with depletion 1load and improved current splitting (Fig. 4.16c) will

increase the gain even more (see Fig. 4.17b). The new voltage gain is

A, = - gooTosll + 8 eToc (148, o (roglTo;0))) (4.80

Again a full symmetry is assumed:

Bns ~ Bng® To5 " Fo8 (4.81)

8u6 = Em7° o6 ~ To7 (4.82)

8n10 = 8m11* To10 ~ Fo11 (4.83)
= (4.84)
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If the channel length modulation parameters A for all transistors in the

circuit are identical then the gain is approximately

1
. YA NN 3 —
A, = - &k /k @560 * In1"In2

(4.85)

The unity-gain bandwidth is given by the transconductance of the stage
and the total capacitance at the output node:
g
GBW = m> (4.86)

21rCC

Figure 4.17c shows the same circuit as above but with a differential

input.

4.4.2. OQutput stages

The'simplest output stage for a MOS amplifier is a source follower
(see Section 4.3.3). The output impedance of such output stage is
nsually gain by the transconductance of the top device, which will be
low if (W/L) and the quiescent current are large.

An inverter can be used as the output stage as well if the output
impedance is lowered by negative feedback. Figure 4.18a illustrates an
example of a shunt-shunt feedback. The transresistance of the circuit is

R - Vout _ gml(RDarOl)RF (4.87)

trans i, T l+gm1(RDH101)

and the output impedance is

c - Rolror (4.88)
out 1+gml(RDﬂr01)

Figure 4.18b shows a MOS realization of this circuit. The feedback

resistor RF has been replaced by the transistor M2 and the current source
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by the device M3. The voltage gain can be expressed as

_ B3 8oy (Rpllrgy)

= (4.89)
8np 1+en (Rpfrgy)
and the output impedance is again
T
Roloy
0 (4.90)

Rout = 1+g ml(RDErOI)

RD can be any MOS load device or resistor. For large gain of the forward

amplifier [gm(RDur01)>>1] the relationships simplify to

g
Ay = —nd (4.91)
ng
and
- 1 | ‘
out g , (4.92)

As far as CMOS output stages are concerned, the only commercially
available operational amplifier which uses a CMOS output stage is
CA3130 [54]. It is a simple CMOS inverter (Fig. 4.9) so that such an
output stage has high output impedance and its gain is dependent on the
load. Further the class A biasing depends on the power supply voltage.

Figure 4.19a shows a CMOS stage with series-shunt feedback. The

calculation yields

Vout
AV =<;_2_ = 1 (4.93)
in
and
g
R, * 2 (4o (4.94)

+
out 25 Bn2 Ems

This stage does not give symmetrical linear voltage transfer curve
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for positive and negative input signals. This can be solved by a
complementary stage (see Fig. 4.19b). Computer simulations confirmed
that such a stage has large bandwidth, large output swing and low

output impedance.

4.5. Operational Amplifiers

In ;he preceding section some of the basic analog building blocks
in MOS technology have been described. These biocks can be combined
in different ways to realize a circuit with required performance
characteristics. It has been shown in Chapter 3 that an operational
amplifier connected as an integrator is needed as a building block for
sampled data state variable filters.

An "ideal" operational amplifier could be defined as a voltage-
controlled voltage source which offers infinite voltage gain, infinite
input impedance and zero output impedance [8]. Iﬂ this section we will
analyze the overall performance and practical limitations of operational

amplifiers that use stages we have discussed.

4.5.1. Gain and Frequency Response

In its most usual form an operational amplifier consists of several
stages, such as differential input stage, gain stage, output stage etc.
(Fig. 4.20a) [18]. When all intrinsic and parasitic MOSFET capacitances
(see Fig. 4.4) are considered, then we obtain at least one pole for any
stage discussed in Sections 4.3 and 4.4. This becomes clear from
Fig. 4.20b: if RT is the total impedance at the node A (including the
loading of the following stage if any) and Gm is the total transconductance

of the stage, then the voltage gain is

v G RT
OUT m
-A_ = V;;_ = - szT = - 11;6;_- (4.95a)
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Figure 4.20: (a) Block diegram of a multista{ge amplifier
(b) Model of a gain stage
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The pole associated with this stage is given by

= - 1
P oy

Figure 4.20c shows the magnitude and phase response for the transfer

(4.95b)

function given by Eq. (4.95a) (so called Bode diagram). It can be seen
that this function corresponds to a -20 dB/decade roll-off for frequencies

in excess of f3d where f3dB is

B

1

£ = B = == (4.96)

3dB 2w ZnCTRT
When we introduce DC voltage gain Avo

|AvO| = G_R. (4.97)
and unity-gain bandwidth GBW, which is frequency for [AV| = 1:

|av| = 1= |1+ 2n‘:ggw)c - (4.98)

3 T™r
we can derive for the latter:
Gm
GBH = £345lAv0l = Zmc; (4.99)

Based on the discussion in the Chapter 4.2, our conclusion is: the
max. achievable unity-gain bandwidth is dependent on processing parameters,
device geometry and power consumption.

The total voltage gain of the amplifier from Fig. 4.20a is

AVtot = Alev2 °ce AVn =
AVOIAVOZ""AVOn
- (4.100)

a+ 3 a+ D ....q+>)
Py P, Py
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It should be noted that one stage can have more poles than one.
Generally it can be said that every node in the signal path will
contribute one pole. However in practice some of these poles are at
nuch hégher frequency than the frequency of interest and therefore need
not be considered. This becomes clear from Fig. 4.21 which shows the
Bode diagram of a multistage amplifier. The.range of frequencies we
are interested in is usually only roughly up to GBW which is now of

course not given by Eq. (4.99) any more.

4.5.2. Frequency Compensation

Consider an operational amplifier with open-loop total voltage
gain Avtot(s) in a feedback configuration (Fig. 4.22) where the amount
of feedback is represented by the feedback factor B(s). The closed-loop

gain is

(s)

tot

Vour (8) Aot

Agy (s) = V(&) (A, (4.101)

(s)

Instability will result if the denominator of Eq. (4.101) becomes zero,

as happens when

B(S)Avtot(s) = 1/ 180° = -1 (4.102)
Under this condition ACL(s) is infinite, indicating that an output results
for no input signal and that this would produce self-sustaining oscillations.
The instability can be avoided by limiting the phase shift of the feedback

(-] =
loop B(S)Avtot(s) to less than 180° when the loop gain lB(s)Avtot(s)l 1.
This is usually accomplished by introducing a dominant pole low enough
so that the frequency response has a roll-off -20dB per decade down to

(s)I = 1.

frequency, where lB(s)Avtot

.a.‘
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Because the realization of a low pole requires a large capacitance
the most effective method used in monolithic bipolar operational
amplifiers is the "pole-splitting" [37].

Consider Fig. 4.23a, where a general MOS amplifying stage with the
transconductance Gm, the output impedance RO/(1+5C0R0) and the input

capacitance C N is shown. The stage is driven from a voltage source

1

with the source resistance RIN' The voltage gain is
-G_R (1- ﬁ )
o = ' =

IN s RORIN(CCCO+CINCO+CINCC)+S[Cc((GmR0+1)RIN+R0)+RINCIN+R0C0]+1

(4.103)
The transfer function contains two poles which are given for GmRo > 1

approximately by

1
I (4.1043)
1 CCRINGmRO
cCGm
(4.104b)

p [
2 CcCO+CCCIN+CINC0

We note that Py is the dominant pole of the stage and it is due to the

Miller effect. is inversely proportional to Gm and CC’ while P, is

Py
directly proportional to Gm and CC' Thus the poles Py and P, are being
“split-apart"” by the increase capacitive feedback (Fig. 4.23b).

The transfer function contains a zero

(4.104c)

rqan

C
which, according to its sign, lies in the right half plane. The Bode
diagram of the Eq. (4.103) suggests that it will be difficult to compensate

this stage for use in feedback configurations (Fig. 4.23c).
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Figure 4.23: (a) General MOS amplifying stage with "pole-splitting"
capacitor
(b) Root locus of the voltege gain for the circuit in a
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Figure 4.23.d: Circuit from a using a buffer to prevent signal
feedthrough
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A remedy to this is a unity-gain buffer in series with the

compensation capacitor C, which prevents the signal feedthrough and

C
thus eliminates the right-half plane zero (see Fig. 4.23d) [23]. The

new voltage transfer function is

-G _R

m 0
“Ay(e) ==
s RORIN(COCC+COCIN)+3[Cc (GmBO+l)RIN+RINCIN+ROC0]+1 (4.105)
The poles have hardly changed:
P = - C—lc-f-(— (4.106a)
CRIN m 0
CCGm
p, = - — (4.106b)
2 CCCO+CINC0

Another interesting way of phase compensation is the "feedforward
compensation" which can be easily implemented in MOS amplifiers [38].
Figure 4.24a illustrates the principle of the feedforward compensation.

Let us assume that A . is a high-gain, low-frequency amplifier with two

vl
poles and sz is a low-gain, high-frequency amplifier with one pole,

so that
A
v10
Avl (1+.ii)(1+<il) (4.107a)
P, Py
and
Aj20
Ay = (4.107b)
1+ =
( p3)

The feedforward amplifier sz provides a low-phase-shift path at high

frequencies to maintain frequency stability (see Fig. 4.24b). The overall
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Figure 4.24: (a) Block diagram of the feedforward compensation
(b) Bode diagram of a
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amplifier gain is

Avtot = MNi1o t Ava2o

AV20

(-
\
P3P, Ayi0tiva20

" s %m Awo+%m)+
Av1o+szo P; Py Py

a+ ) a+ 2 a+ )
P Py P

= (Ay10™8y20)

8 8
1+ z—') (1+ -z—)

1 2
= ( (4.108)
Av10 "‘vzo Sy Sy ar )
P Py P3
where
g =-ilvioPiP2
1,2 -2 AVZO Py 172
2
Av1o P1P Av1o

The feedforward amplifier sz has introduced tw& new zeros which help to
compensate the whole amplifier. However if the phase shift in the high-
gain amplifier AVl approaches -180° at the transition from one response
to the other, the two signals can be of opposite phase and the overall

response would have a notch.

4.5.3. Input Offset Voltage

The input offset voltage is the DC input voltage which must be
applied across the input terminals of an operational amplifier to
obtain zero output voltage [8]. In the same way we can define an input
offset voltage for each individual stage. Thus vosl is the input offset

voltage of the lst stage, Vbsz of the 2nd state, etc.
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When cascading these stages to realize a multistage amplifier
(Pig. 4.25a), we are interested in the input offset voltage of the
whole amplifier. From Fig. 4.25a we will find that the output voltage

due to offset voltage contribution of each individual stage is

Your = (Vos1Avi*Vos2)Av2*Vos3?hvs + -« (4.110a)

where AVl is the voltage gain of the 1lst stage, sz is the gain of the
2nd stage, etc. The voltage referred to the amplifier input yields the

total input offset voltage of the operational amplifier:

\'j v v
OoUT 0s2 os3
\'J = =V + + + ... (4.110b)
os,tot Avtot osl AVl AVlAVZ
where AVtot = AVlAVZAVB ees o PFigure 4.25b shows Yos,tot as the total

input offset voltage of the amplifier.

The input stage obviously contributes most of the total input offset
voltage because it is not reduced by any voltage géin.

Figure 4.26a shows a typical differential input stage with depletion
load devices. First consider a mismatch of the input driver transistors
Ml and M2. Then an offset voltage has to be applied to the inmput so that

the currents in M1 and M2 are equal:

Vos = Ves1 ~ Ves2 (4.111a)
where
Ip
Ves1 “ V1 t X, (4.111b)
and
V.. V.. + (4.111c)

D
Gs2 T2 k2

[P ]
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Figure 4.25: (a) The input offset voltages of individual stages
in an operational amplifier
(v) The total input offset voltage of an operational
amplifier
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when neglecting the channel length modulation. Let us assume that the

mismatch is very small. Then the conduction factors k can be expressed

as
k, = Kgriver (4.112a)
k2 = Kyriver ¥ 2Kdriver (4.112b)
Akd i
where —S-YSL << 1, The input offset voltage due to the threshold
driver

voltage mismatch is

Vos1 = V11 ~ Vg = AV (4.113)

The input offset voltage due to the conduction factor mismatch can be

calculated using Eq. (4.111) and (4.112) as

//;‘n
osz 2 driver

The typical input offset voltage of MOS matched pairs is of the order of

Ak

driver (4.114)

kdriver

10 to 20 mV [39]. This is about an order of magnitude higher than offset
voltage of bipolar matched pairs.
The load mismatch is given by the mismatch of the load transistors

M3 and M4 which will cause unbalanced currents in M1 and M2:

kload
k

load

Av’rload

leoad

2]
|’

The input offset voltage vﬁs3 has to make VOUT equal to zero:

(4.115)

+ 2
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I +AT /
v = /D D _ _:_[_I_’___ =1 2 IAID
0s3 kdriver kdriver 2/kdriver |ID

/ ID (llbkload + Aleoad ) 4.116
/&g 2| % v, . (4.116)
river load Tload

It is necessary to realize that the offset voltages we have derived
are random quantities, that is to say, there will be some statistical
distribution of these offset voltages. Unless there is a systematic
component in the input offset voltage due to the design, the mean of

vﬁs will be zero and the standard derivation can be estimated as

/7 2 .3
Yos ¥ VYos1tVos2tVes (4.117)

A systematic component of the input offset voltage could be caused
for example by assymetrical loading of the input drivers Ml and M2
(Fig. 4.26b). Assuming that the input driver pair M1, M2 is ideally

matched we can write

{1 /1
- D 1 1 :___Jl___é_ _
Vos4 ( - ) Vx 7 Vpg17Vpsz) (4-118)

k
/ driver Y14\ VDS 2 Y14\ vDSl driver

4.5.4. Equivalent Input Noise Voltage

Compared to bipolar transistors, MOSFET equivalent input noise
can be much higher, particularly the 1/f component. The noise current
at the drain of the MOSFET is comprised of thermal noise and 1/f (or

“flicker") noise. The noise model of the MOSFET is shown in Fig. 4.27a

{40] where

el
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Figure 4.27: (a) Noise model for a MOSFET
(b) Equivalent input noise voltege model of a
(¢) Eguivalent input noise voltage of a MOSFET
vs. frequency
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=z 2 KI,
in = 4kTG§ gm) df +-;§-'df (4.119a)
where k is Boltzmann's constant
T temperature
& transconductance
df bandwidth
K device constant
ID quiescent current
a device constant
b device constant

We are very often interested in the equivalent input noise voltage at
the gate of the MOS transistor. Such a model is shown in Fig. 4.27b
where'

— K12

2 2 D

v, = 4kIGG) df + 4 df . (4.119b)
m f 3

To simplify our noise calculations we approximate Eq. (4.119b)

by a following expression:

f

2 2 B
v vn,th 1+ f) (4.120)
where vﬁ th is the thermal noise and fB is the flicker noise corner
. ,

frequency (Fig. 4.27&). fB ranges between 10 iz for low current levels
to 100 kHz at high current levels [41].

A useful technique for the estimation of circuit noise performance
is the referral of all noise to the circuit input. An example of

calculation of the equivalent input noise of a circuit can be shown for
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a differential stage of Fig. 4.27d. The equivalent input noise voltage

of this differential stage is

12
2 2 2 n3 A
veql v + V2 + wE (4.121a)
&n2

and the equivalent input noise current is

2 =0 (4.121b)

The equivalent circuit is shown in Fig. 4.27e.

If each stage is modelled with its own equivalent input noise
voltage (similarly to input offset voltage (see Section 4.5.3) then the
total equivalent input noise voltage of a multistage amplifier is

given by

v2 v2
2 2 eq? eq3
véq tot veql + 2 + 2

+ ... (4.122)

where v2
eql

of the 2nd stage, etc.

is the equivalent input noise voltage of the lst stage, quz

Note that while the equivalent input noise voltage of the input
stage is dominant at low frequencies other noise sources can become
dominant at high frequencies if the gain falls off with frequency. For
this reason frequency compensation should be placed as close to the output

of a multistage amplifier as possible.

4.5.5. Harmonic Distortion

An MOS transistor in the saturation region has ideally a square

law transfer characteristic given by Eq. (4.2). Thus, all third order

EN .
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distortion is ideally zero (neglecting body effect).
Consider MOS enhancement driver-depletion load pair of Fig. 4.8a.
The DC transfer characteristic given by Eq. (4.26) is nonlinear. If

vIN,DC is a DC bias voltage and Vin is the signal input, the output

voltage is V is the DC component of the

our = Vout,nc * Vour* Vour,bc
output voltage and Vout is the signal output. This allows us to

simplify Eq. (4.26) and express it as a part of power series:

- 2
out = 21Vin ¥ 32Vin (4.123)
where
V.
= _—2- _2'._];
a, = ( Y) - '/¢’32+VBB+VOUT,DC (4.124a)
2V )
272
1 @1
a, = —= —— (4.124Db)
2 Y2 & .
272

The a, term can be recognized as the small signal voltage gain used in
linear analysis (see Eq. (4.25)).

If a single sinusoidal input signal is applied to the circuit

Vin = V1 cos wlt (4.125)

the output signal is

1 2
Vout alvlcos wlt + 2 a2v1 (cos 2w1t+1)

Fractional second harmonic distortion is defined as

_ amplitude of second harmonic distortion signal
2 amplitude of fundamental

HD

For small distortion, this can be expressed as
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a ;
HD, = %_i Vi (4.126)
Ihe distortion is usually referred to the output signal level. If
vout,pp is the peak-to-peak value of éhe fundamental signal (at frequency

‘i) in the output then

Vout,pp © 281V1 (4.127)

Using Eq. (4.127) in Eq. (4.126) gives

=122
HD2 % 2 vout,pp (4.128)
a
1l
Hence
1 vﬁut PP
2 16 ¢BZ+VBB+VOUT,DC

Since there is not any other harmonic distortion, HD2 represents the
total harmonic distortion.
When one of the devices enters the linear region, the harmonic

distortion will substantially above the value given by Eq. (4.129).

4.6. Conclusions

The main problem encountered in single channel MOS analog circuit
design is the limited voltage gain per stage. Further, designer's choice
is restrained by the lack of availability of complementary devices. The
single channel MOS. process (NMOS or PMOS), however, is a very simple
one: It requires only four masking steps unless channel stops are
necessary (the channel stop technique requires an extra masking step).
Maximum practical voltage gain per stage is about 10-15 if only enhancement

load devices are used.

-4
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This gain can be increased substantially through use of depletion
load devices or CMOS stages. Two cascaded MOS gain stages can provide
voltage gains of 1000 to 10000 [39].

The implantation of boron in P-channel, or phosphorous in N-channel,
is the usual way to create depletion type devices. It is a noncritical
step and requires very simple masking [44]. CMOS processes, on the
other hand, are one of the most sophisticated of MOS processes. It
requires at least six masking steps, including the critical "well"
diffusion [34]. These deep, low doping concentration diffusions are
necessary for opposite polarity transistors. The output resistance
of these devices will be low due to low doping concentration of the well.
In addition, the density is rather poor because double guarding rings
are usually necessary to prevent field inversion.

Thus, unless a high performance CMOS process combining high breakdown
voltage with high output resistance is used [36], a CMOS process does
not offer any significant advantage, which would justify use of such

complex technology.
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CHAPTER 5
- PRACTICAL DESIGN OF ANALOG SAMPLED

DATA RECURSIVE FILTERS

5.1. Practical Design Considerations

In this section we investigate second order effects, such as
operational amplifier limitations, parasitic capacitances, etc.
Furthermore we will evaluate the role these effects play in the design
and perfo?mance of analog sampled data recursive filters.

The first part will be devoted to operational amplifier limitationms,
such as open-loop gain, offset, output swing, noise and distortion.
Since our discussion is limited to all-~MOS amplifiers we will not consider
any input-bias or input-offset currents.

The second part will. examine limitations iﬁposed by use of MOSFET
switches. We will study and evaluate effects of "on" resistance of the
switches, clock feedthrough, junction capacitance and leakage and MOSFET
noise.

In the third part, errors due to MOS capacitor mismatch, thin oxide
gradients, metal interconnect, package parasitics and voltage dependence

of MOS capacitors will be investigated.

5.1.1. Amplifier Open-Loop Gain

By and large, the most important property of real operational
amplifiers used in analog filters is its finite, frequency-dependent
gain. Our discussion will be of course limited to the operationmal
amplifiers connected as integrators due to our specific topic.

Consider the integrator shown in Fig. 5.la. If the finite gain

" and bandwidth of the amplifier are taken into account, their effects

LYs



C.
—MWW -
IN R' +Av p——0 VOUT
(o)
20‘0\5‘Av|
[a]
A T- AMPLIFIER OPEN-LOOP
GAIN

Od®

IDEAL
e INTEGRATOR

ACTUAL —1 N\~

INTEGRATOR — | ™,

(v)

Figure 5.1: (a) A conventional integrator

(b) Bode diagram of b
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on the integrator response may be evaluated [18]. The open-loop frequency
response of the amplifier is approximated by a single pole p and a

low-frequency gain of Avo:

Avo

= (5.1)
a 1+ £
P
The resulting integrator response function is approximately
Vout (3 . Avo
H(s) = V. (5) - Py (5.2)
in (1+ )(1+sAvoR102)

AvoP
if AVO >> 1 and (AVORICZ) >> 1/p. This function has two poles on the
real axis while the ideal integrator has a single pole at the origin.

In Fig. 5.1b the frequency response of this actual integrator is compared
with the response of an ideal integrator which is given by

1

sRlc2

H(s) = - (5.3)

At the low frequencies the response of the real integrator departs from
the ideal one due to the finite gain AVO' At high frequencies the
departure is due to the finite amplifier bandwidth.

In Fig. 5.1c the resistor, Rl’ iﬁ the integrator has been replaced
by the switched capacitor circuit of Fig. 3.la with aC = ll(fch). It
is the same integrator as in Fig. 3.5b but with a finite gain Av, Cl = aC
and c2 = C. We will assume an amplifier with an infinite bandwidth

(p==) first. The charge conservation equation can be derived similarly

to Eq. (3.26):

cQ+ - Vv, InT.) + a€ y [nT) = CQ+ "l—)VoutI(“'l)Tcl

Ay Ay Yout A

- aCVin[(n-l)Tc] (5.3)
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The z-transform technique yields the transfer function

Ay 4
Ajtl+e z .
1

Av+1+a

To simplify this equation we introduce

Av

Y= A tl+a

H(z) o -
1

1-

and

Av+1
n= Ajtlta

and write

-1
H(z) = _.‘ﬂ_z._q
1-nz

Thus the Eq. (3.27) is not valid any more and

(5.4)

(5.5a)

(5.5b)

(5.6)

filter transfer functioms

and design equations have to be modified when a fiﬁite amplifier gain is

included.

The transfer function of an ideal sampled data integrator given

by Eq. (3.27) is for a = Cllc2

-1
-1

H(z) = - =
1-z

The magnitude is then

a
Y2 (1-cos ch)

e =

(5.7)

(5.8)

The magnitude of the transfer function given by Eq. (5.6) 1is
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lB@)]| = — (5.9)
(1+n2)-2n cos ch

The pole of this real sampled data integrator is not at the origin but
is approximately at afc/Av. The max. magnitude is Ay, 1.e. the amplifier
gain.

So far we have considered the gain indpendent of frequency. The
frequency dependent gain will raise question of stability. Figure 5.2a
shows the Bode diagram of a operational amplifier connected as a
sampleq data integrator. The feedback factor B is determined by capacitor

ratio seen in Fig. 5.2b (see Eq. 5.14):

C 1
8 aC+C a+l (5.10)

The worst case will occur, however, when the switch is thrown to the

left, as shown in Fig. 5.2c. The feedback factof is then

c

c___iC
par

g' = (5.11)

and it is determined by the parasitic capacitance at the inverting input
of the amplifier Cpar and the feedback capacitor C. Usuall& B' > B.

It is known from Section 4.5.2 that a feedback configuration is
stable if the phase shift of the feedback loop is less than 180° at the
frequency where |BAy| = 1. This canm be found by plotting |1/8] in the
Bode diagram of [Avl'as shown in Fig. 5.2a. The derivation of this

procedure is very simple:

20 1og |8A| = 20 log [ay| - 20 log |3 (51.2)

The difference between 180° and the phase shift at IBAvl = 1 mentioned



142

QO‘o\SlAV‘ |
(8]
A AMPLIFIER OPEN-LOOP
GAIN
Avo |

FEEDBACK

i FACTOR

|
|
|
I
|
| i
0dB i I‘E\ Jll .
;P' ;‘{F‘L\ >
| [ -40dB [dec
LA, | /|
A I ' :
° : 'r: ?‘osw‘
| |
R
!
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above is called phase margin (Qm):
(-]
°m >0 | (5.13)

for stable circuit.

Since the operational amplifier is connected as an integrator, the
amplifier only needs to respond to the change in signal which occurs
each clock cycle. If the sample rate is high compared to the filter
passband frequency then this change in voltage will be small. The slew
rate requirement of the amplifier is therefore primarily dependent on
the rate of change of the output signal at the passband frequencies.

For related reasons, the settling time of the integrators will in general
be much shorter than the large signal settling time of the amplifier
connected in unity gain (which is the number usually quoted in amplifier
specifications).

To estimate the required value of settling time consider that every

period the output voltage of the integrator changes by

out ) 1 Vin ®Vin (5.14)

For small voltage changes, when the amplifier does not slew, we can
treat the integrator as a linear second-order system. The two-pole

open-loop gain response from Fig. 5.2a is described by

AVO (5.15)

a+-Da+2)
pl P2

Av=

The Eq. (5.14) corresponds to a step response of the feedback configuration
Av/(l+sAv). The settling time can be determined from the ringing of the

step repsonse. The settling time is commonly specified as the time
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required for response settling to within a certain percent of final
value. For small signal, the first peak within the error band
approximately defines settling time. For an error band of x percent the

appropriate peak is that for the smallest value of n satisfying [18]

100% exp(—-ggz— ) < x% (5.16)
2
-£

With the value of n found this way, the settling time is approximately

¢ =BT __ (5.17)

° w /1—52

n

where w, is the natural frequency of oscillation and £ is the damping

ratio. According to [18] they are defined as follows:

w = /Avosplp2 : (5.18a)

P *Py '
£ = (5.18b)
2/Ay0BP1 P,

For large voltage changes, the output response speed is bounded by
the slewing rate limit imposed by amplifier capacitances. Slewing rate
is limited by ability of the amplifer to provide charging current to
such capacitances. The dominant limit is usually the phase compensation
capacitance. When the phase compensation is connected to a differential

stage, the stage will have to charge or discharge the compensation

capacitor.

5.1.2. Amplifier Input Offset Voltage

The input offset voltage of the operational amplifier of the
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sampled data integrator of Fig. 5.3a will now be considered. The output

of the integrator is
+ Vv (5.20)

The output contains a DC error term which consists of two components:
one is the integrated input offset voltage and second is a DC output

offset voltage equal to the input offset voltage.

5.1.3. Amplifier Qutput Swing

Since the dynamic range is defined as the ratio of the maximum
usable output voltage to the noise output voltage (see Section 2.5), it
is desirable, among others to obtain a large output swing and low noise
voltage of the operational amplifier.

The maximum output voltage swing depends on the technology used.
If only enhancement devices are used, the voltage swing to the
positive supply rail (for NMOS) is inferior to a technology which uses
depletion . or CMOS devices. Typical numbers are: 16V output swing for
30 V power supply and technology with enhancement devices only [53],

14 V output swing for 15 V power supply and technology which used
depletion devices (Table III), 15 V output swing for 15 V power supply
and CMOS technology (CA 3130, [54]). No load was assumed in all three

cases.

5.1.4. Amplifier Input Noise Voltage

If the amplifier noise is modeled as a noise source at the
positive input to the integrator amplifier (Fig. 5.3b) it is apparent
that, in addition to a direct feedthrough, the noise voltage will be

sampled and stored on the integrating capacitor:
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Figure 5.3: (a) Sampled data integrator model including input
offset voltage of the amplifier
(b) Sempled data integrator model including equivalent
input noise voltage of the amplifier
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- 2
2y, v
- - in egq,tot 2
vout @ 1_2-1 veq,tot (5.21)

The estimate of the dynamic range of the integrator involves calculation
of the total rms output noise voltage. Let us assume that the equivalent
input noise voltage of the amplifier can be expressed as (see Section

4.5.4)

2 . 2 fBeg

veq,tot = veq,th 1+ £ ) (5.22)
Let us calculate separately the integrated noise and the noise fed
directly through. The integrating part of the transfer function which
can be approximated for the frequencies between 0 and fc by

fc 1

e 1
8 | = 5= (-f—+f—c:_?)

(5.23)
since it is known that the approximation afc/(an) is valid for
f << £, and that the frequency response is ‘periodic with period T = llfc.

Using Eq. (5.22) and (5.23), we calculate the noise [42]:

2 2
- Beq f af af © £
2 _ 2 Beq c - cy,.Beq _ _1
Va1 s Veq,th T X&) 4 = Veqen (20 C 5 ~ 25, ) ©-24a)
£ 2f Beq
low low

It turns out that other noise components are much smaller, i.e.,
2 2 2 ‘2

V2! vn3, vn4 << A\t where

vﬁZ = £ veq,tb

Beq

cfc 2
cf?f) af (5.24b)
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£
Beq £ af 2
2 = 2 Beq. [+
Vn3 Sf Veq,th - )[Zn(f -f)] df (5.24¢)
c
low
-5 £ 0w 5 of 2 2
Vo4 © jf Veq,th ZngE By} (5.24d)
c
Beq
The same applies to the noise that comes directly through:
Beq £
2 . 2 _Beq
Va5 sf Veq,th &£ ) 4 (5.24e)
low
2 s C- low 2
Vos T ), Veq,th 9f (5.24£)
Beq

The total rms output noise voltage, integrated over a band from flow

to (fc-flow) is

z = % 2 (5.25a)
Vn, tot =1 Vai )

The first term in vi is certainly dominant. Hence

1
2
2 - afc fBeg
Vn,tot veq,th (an ) 2 (5.25b)

low

5.1.5. Amplifier Harmonic Distortion

Any MOS gain stage will produce some nonlinearity. Section 4.5.5
shows an example for a stage with the depletion load. Especially when
the signal input voltage level becomes very large the signal waveform

at the output of a MOS tramsistor pair becomes very distorted because
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one of the transistors is eventually driven out of the saturation
region.

The same will basically apply to. an all-MOS amplifier. The nonlinear
transfer characteristic of an amplifier can be expréssed.as a power

series

2 .
Vout = 21%4n + ayvi + .o (5.26)

where the coefficients as az,...,an are constants. The a; term is the
small signal voltage gain used in linear amalysis. It is known that for
a given output signal level in an amplifier, and assuming ideal feedback,
the hérmonic distortion can be reduced by the application of negative
feedback [43]. E.g., the second harmonic distortion (as defined in

Section 4.5.5) will be reduced by a factor (l+loop gain):

=32 jSut.mp (5.27)

where B is the feedback factor (see Eq. (5.14) and Fig. 5.2a)).

5.1.6. "On" Resistance of the Switches

At very high sample rates (higher than most amplifiers would
allow) the time constant of the switched capacitors will become important.
This time constant is determined by the "on" resistance of the switches
(typically several kilohms) and the value of ‘the switched capacitances
(tens of pi;ofarads) which yields a time constant on the order of tens
of panoseconds

The charge conservation equation can be derived from Fig. 5.4a

similarly to Eq. (3.26):
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Figure S.4: (a) Sampled data integrator with MOSFET switches
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T T

-—p1l - —p2
aCR aCR '
- ON1 ON2
CVout[nTc] CVout[(n-l)Tc] - aC(l-e )(1-e )Vin[(n-l)Tc]
(5.28)
The transfer function is
-1
a 2
H(z) = - _3%_ (5.29)
1-z"1
where T T
- Pl - b2
aCR aCR
ON1 ON2
@ ctual = q(l-e ) (1-e ) (5.30)

5.1.7. Clock Feedthrough

Most MOSFET switches exhibit some degree of clock feedthrough, due
to capacitive coupling between the gate and the channel (see Fig. 4.4b).
This is a difficult parameter to define in quantitative terms since the
MOSFET capacitances are not linear. The negative'falltime feedthrough
should cancel the positive risetime feedthrough, but an exact cancellation
is not achieved due to the nonlienarities mentioned above.

The clock feedthrough may be expressed as

Qiock =‘Icgatedvclock (5.31)

one clock period (see Fig. 5.5), then the charge conservation equation

yields following transfer function:

Achock,tot
cz-lv1 + ¢
vV =- n = (5-32)
out 1-2

Compare Eq. (5.32) with Eq. (5.20) . Clearly, the clock feedthrough has

similar effect as a DC offset voltage.
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The clock feedthrough can be decreased by lowering the clock
voltage and by using smaller gate-channel overlap (this will decrease
the overlap capacitance). Especially MOSFET switches fabricated by

self-aligned gate techniques are attractive because of elimination

A .

of gate overlap capacitance. Another method of clock feedthrough

reduction is use of charge-cancelling circuit techniques [16,25].

5.1.8. Junction Capacitances

Figure 4.1 shows the cross section of a typical N-channel MOSFET
in metal gate technology. In normal operation, the N-region is reverse
biased (positive with respect to the.P-substrate). The junction
capacitance that appears across the depletion region is given by Eq. (4.14)
and (4.15) for the junction capacitance between source and substrate and
drain and substrate, respectively.

Figure 5.6 illustrates the effect of the junction capacitances
cj. But only Cjé and C:l3 have to be considered be;ause the remaining three

junction capacitances haveno effect. The capacitance le is merely shunting

the input voltage source, C._i 4 isat virtual ground and Cj 5 is voltage driven.

Hence
aC+C, 4+C C, ., iC
@ ctual C a + C (5.33) -

Let us assume that cj2 and Cj3 are equal, i.e. .
CJUNCTIONx(JUNCTION AREA)
c = C = (5o34)
32 7 "33 7
1+ar‘
B

Further, let us assume that the junction voltage V has a large DC

component VDc and a small signal voltage which is equal to the input
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signal voltage Vin?
VeV . .+v (5.35)

Substituting Eq. (5.35) in Eq. (5.34) gives

e = CJUNCTIONx(JUNCTION AREA) R vin
33 ~ VPN 2(d,+V_ )
VDC vin B DC
(1+ ) (1+ )

¢ v
B 35

c (5.36)

32

for Vin << (¢B+VDC). The capacitance CPN is

CJUNCTIONX(JUNCTION AREA) (5.37)

vDC

*g

Cen =

1+

Using Eq. (5.33) and (5.36), we find

C v '
PN in
%actual @+ [2- o5+ c ] (5.38)

If the last term is neglected, the a coefficlent error is

-a 2C
Aa _ "actual . PN (5.39)

a a aC

a

The dependence of on v a will give rise to second harmonic distortion.

i
Substituting Eq. (5.38) in Eq. (5.14) and subsequent solving of Eq. (4.128)

give

C

. PN 1
HD2 4 2 (¢B+VDC) vout,pp (5.40)

2
o 2

Both Eq. (5.39) and (5.40) indicate that an effort should be made to

decrease the junction capacitance, i.e., to keep junction area as small
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as possible and to use large body bias and lightly doped substrate
material.

To estimate Aa/a and HD2 consider typical numbers, e.g., Con

= 0.01 pF, C=1pF, V. =7.5V, ¢5=0.542V, a=1and V

out,pp
Then we obtain Aa/a = 2% and_HD2 = -=70.5 dB from Eq. (5.39) and (5.40).

= 1 v.

5.1.9. Junction Leakage

A large leakage current from a reversed biased PN junction connected
to a capacitor plate can cause an error in capacitor voltage (see Fig. 5.7).

The transfer function of the integrator suggests that the leakage currents

will cause a DC offset:

1y +Qz“Ql "l+ﬁ

__ az in C z C 41

Vout = l-z-l (5.41)
where:

T

c
Q= (Ileakage 2+Ileakage 3) : (5.422)

T,
Q=7 (Ileakage 5 1cakage R

(5.42b)
Typical leakage currents in MOS circuits are in the order of 10 pA/mil2
at the room temperature [25] which implies 1 m:i.l2 yields 10 mV offset

on an 1 pF capacitance at 1 kHz clock rate.

5.1.10. Noise of the MOSFET Switches

The other noise contribution is due to the thermal noise of the
MOSFET switches which is sampled onto the switched capacitors. This

results in an rms noise contribution from each switching operation of
1/2
(%? , where C is the switched capacitance and kT is the thermal

voltage [45]. This noise can be minimized by increasing the size of the
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switched capacitors.

5.1.11. MOS Capacitor Mismatch

Figure 5.8a shows the implementation of MOS precision capacitors
for a sampled data integrator in N-channel Al-gate M0S technology. The
capacitor areas are defined by the metal pattern. Since the capacitance
per unit area is uniform across an IC it is possible to achieve high
recision in the capacitor ratio. It has been shown that the error in
such ratios can be less than 0.1% using standard MOS processing techniques
[16].

The capacitance for MOS capacitors is given by

C= coxA (5.43)

where C % is the capacitance per area and A is thg area. Cox = eox/tox’

for a dielectric permitivity € ox and oxide thickness tox

The flexibility of capacitor geometry allows them to be made square
or even circular so as to optimize matching accuracy. ‘1f Oy is the
random uncertainty in edge definition due to the photolithography, the

fractional variation in the capacitor value is

Q

[
-C—l = 12 + —% Gx (5.44)
1 a b

because AC1/Cl = pa/a + Ab/b for a capacitor C1 defined by the area

A, = ab (Fig. 5.8b). For rectangular geometries this quantity is

1
minimized for a square area A1 = az. Then

o

c _
3 _"_2: (5.45)
C1 a x
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Figure 5.8: (a) MOS capacitor implementation for a sampled data
integrator
(b) Capacitor geometry for a
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Measured data on MOS capacitors suggest a standard derivation edge
uncertainty of approximately 0.1 um [25].

Consider a capacitor ratio a = Cllcz. Neglecting any oxide gradients
this ratio can be written as a = A1/A2 (see Eq. (5.43)). During the
etching phase of the photomask process a poorly controlled lateral etch
occurs called undercut [16]. Let Ax be the undercut length and Ai and
Pi be the area and the perimeter length of a capacitor ci, respectively.
The actual ratio is different from the nominal ratio a = A1/A2:

-P_Ax
e N i

AZ-PZAX A2

(Pl-aPz) (5.46)

for very small Ax. The ratio error is proportional to the undercut

length:
a -a P
a a I A2 (u PZ) (5.47)

This problem can be obviously solved by a geometry such. that the
perimeter lengths are ratioed as well, i.e. a = AllA2 = Pl/Pz.
Consider two capacitors C; and C,, shown in Fig. 5.8b. To eliminate

the undercut problem, the following equation has to be solved:

a - ab _ 2(at+b) (5.48)
a2 4d

For a given side length d, the solution is
/% /5 + o1 (5.49)

Clearly C; > C, for a > 1, i.e., the square area capacitor must be

the smaller one.
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ou ¢y 2 acz 2
= = (E-) +(E—) (5.50)
1 2
c
¢
where (E—) is given by Eq. (5.44) and
1
o, pu
2 2
) =—Fo_.
02 d x
Hence
o c
o _ X 1a2a.b
p 4 /é + - (b + a) (5.51)

If a = 1, then

o G

—a = -l .

s =273 (5.52)
For large ¢ and P, = oP,, the Eq. ( 5.51) gives

o o :

2 ./ X

a 6 d (5.53)

When both capacitors, Cl and CZ’ have a square geometry (a=b) so that

P, 4 aP,, we get

(5.53)
o (]
Lo hard (5.54)

Thus, for large g, the square capacitors would have /3 times smaller
mismatch error due to the edge uncertainty than the contiguration shown
in Fig. 5.8b. The error due to the undercut, however, would be

Lo . _’*.ﬁé a-1) (5.55)
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Since the expected undercut length is about 1 um [46], it presents
more serious problem than the edge uncertainty. '

Other undercut-insensitive geometries include common-centroids with
nearly constant area/perimeter ratios [4] and paralleling identical

size plates to form different size capacitors [16].

5.1.12. Voltage Dependence of MOS Capacitors

To characterize the capacitor ratio error due to capacitor

linearities, let [25]

c_13cC |
V= Yy = T3y (5.56)

where yg is the effective voltage coefficient of the MOS capacitors.

The capacitors of Fig. 5.8a then have the form:

c (5.57a)

= /]
lactual = Cp (VY

1

c = C2(1d¢V2) : (5.57b)

2actual

Here it is assumed that the nonlinearity is small enough that the higher
order terms in C(V) can be neglected. Consider one charge transfer

described by Eq. (5.14):

Avout = -aactualvin (5.58)
in which Cactual f c1actual/CZactual' Hence
C, (1Hv, )
1 in (5.59)

a = ===
actual 02(1 wvout)

For small voltages and small ¥y, it can be shown that (a=01/02):

N
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: a(1+¢vin)(1+wvou ) (5.60)

aactual t

Using Eq. (4.128), (5.58) and (5.60), we can derive the second harmonic

distortion for small voltages and small coefficient :

. _(lta
HDZ T 4a vout,pp (5-61)

Similarly the third harmonic distortion is

2
. Y0 2
BD3 * &5 Vout.pp (5.62)

The voltage coefficient y depends on bias voltage and doping of the
bottom plate. For MOS capacitors on heavily doped N back plates
voltage coefficients of less than 24 ppm/V have been observed [16].

Hence HD2 = -94.8 dB for a = 1 and vout,pp =1V,

5.1.13. Thin Oxide Gradients

Another contribution to ratio errors are gradients in the thin
capacitor oxide. These gradients drise from nonuniform oxide growth
conditions. If this variation in oxide thickness 1is approximated as
first-order gradient, then the resulting capacitance is a function of
distance a:

€
C(x) = A tﬂ (1+gx) (5.63)
ox '

in wvhich g is the thin oxide gradient divided by the nominal thin oxide
thickness tox’ The ratio error is proportional to the fractional

variation in oxide thickness:
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C, (x,) Al 1+gx
i 1 171,
%gctual = € (x,) - A, Hgx,  CL1t8E;mx) (5.64a)
272 2 2
for small g. Experimentally, values of 10-100 ppm/mil have been observed
for the factor g [16].
The coefficient error due to thin oxide gradient is then

b _ ®actual™®

" - =g (xl-xz) (5 . 64b)

This yields error 1% for o if g = 100 ppm/mil.

5.1.14. Capacitor Ratio Error Due to Interconnect

The metal over field oxide capacitance CM is similar to MOS
capacitance but, because field oxide is approximately 10 times the thickness

of thin oxide, Cy is given by

€
oX
t

% * Ao

(5.65)
ox

where AM is the area of metal interconmections. It can be modelled

as a parasitic capacitance to substrate or ground, similarly to junction
capacitances (see Section 5.1.8 and Fig. 5.6). CM is not significantly
voltage dependent for voltages less than the field threshold voltage

[34].

5.1.15. Package Parasitics

Package parasitic effects result from lead inductance, pin
capacitance, and mutual coupling between bonding leads. Especially
the pin capacitance can be quite large, in the order of pF. Therefore
the signal nodes that are electrically connected to package pins should

always be either voltage driven or at virtual ground.
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5.1.16. Conclusions

Table I summarizes the results of our discussion on second order
effects.

DC offsets are caused by input offset voltage of the amplifier,
clock feedthrough and junction leakage currents. The DC offsets can be
considered negligible, if they are small compared to signal amplitude.
Large DC offsets, however, would reduce the dynamic range available for
signals.

Harmonic distortion of the filter is effected by the distortion
of the amplifier, voltage dependence of MOS capacitors and junction
capacitances. |

Gain of the amplifier, "on"-resistance of the switches, junction
capacitances, MOS capacitor mismatch, thin oxide gradients and capacitances

due to metal interconnect effect the capacitor ratio a.

5.2. PFilter Version 3 Design

5.2.1. Optimal Design Procedure

It is desirable to have the clock (sample) rate as high as possible
relative to the filter passband frequencies in order to reduce the
aliasing of the input signal (and to reduce the requirements on any
anti-aliasing filter that may be required). The filters which have
been described in Chapter 3 are particularly amenable to high sample rate
operation, because Eheir sensitivity to parameter'variations decreases
as the clock rate is increased. However, the size of the capacitor
ratio .- required for a given frequency response also increases with

clock rate, which increases the silicon area requirements.
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Second Order Effects

Effect

Low-frequency gain
Unity-gain frequency
Input offset voltage
Output swing

Input noise voltage

Harmonic distortion

Mon"-resistance of the
switches
Clock feedthrough

Junction capacitance

Junction leakage
Noise of MOSFET switches

MOS capacitor mismatch

Voltage dependence of
MOS capacitors

Thin oxide gradients

Meal interconnect

Package parasitics

Typical Numbers

100-10000 [39]

2-5 MHz [39]

tens of milivolts [39]

see section 5.1.3

30-100 microvolts, integrated
over a band from 20 Hz to
50 kHz [39]

usually negligible because
reduced by the loop gain

several kiloohms

tens or hundreds of milivolts,
depending on technology and
circuit design

tens of femtofarads for each
terminal pair [39]

10 pA/m112 [25]

wideband rms noise 64.5 uV
for C = 1 pF

0.02-0.3% [39]

24 ppm/V [16]

10-100 ppm/mil [16]
10x smaller than the thin
oxide capacitance (per area)

pin capacitance 1.5 pF
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~ For medium to low Q filters (i.e., Q < 50) the low Q semsitivity
of version 2 is not required and thus the reduction in circuit complexity
achieved with version 3 gives it a distinct advantage over the other
versions.

As mentioned in Section 5.1.1, the finite open-loop gain Av of

the amplifier should be included in design equations of the filter.
The required value for this gain is very dependent on the frequency
response of the filter and is to be determined from the sensitivity of
filter parameters to AV. The transfer function for the version 3 filter,

including Av, is

vout(z) ) kulazy 5.66)
Vin(z) z2-z(k+n-eycz)+k(n+7aluz)
where
1 i
k =,(l+al)(l+Aa2) (5-67)
l+a2
Y= 1 - _A—— (5-688)
v
%2
ne1l - = (6.58b)
v
AuZ
€= k(1+u1) 'AT (5.69)

The sensitivity equations (3.56a), (3.56b), (3.56c), (3.56d) and (3.56e),

derived under conditions that f. << fc and Q >> 1, are valid if an

0
additional condition is fulfilled: AV >> Q. Since Av has become a
new filter variable, it is necessary to calculate the sensitivity of

filter parameters to Av. Under conditions mentioned above, we obtain

after some manipulation:
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Hh

5,0 = 2% [a, 1+ -12-)-1] (5.70a)
v e
@ =9 (g 42
3 = : (5.70b)
v v

while the sensitivity of fo is certainly small, the sensitivity of Q
a

will be less than 1 only if A > Q (8 +-33).

Thus, the optimal design procedure for the version 3 filter, given

fo and Ql is as follows: first, choose a clock rate fc’ a value of

a, (see Fig. 3.11) and a gain A_; then calculate the value of k from the

expression:
‘nfo 'nfo 1 1/2 21rfo
2Ave.xp[- -a-f—; Jcos [-f—;-(4 - (—2'2‘ ) ]-Avn+a2Y-e-xpl- QF, ]
k = — (5.71a)
Av-!'raz n
and finally, calculate cl and A:
2nf
. S § - 0, _ _
¢ =Ja. GePl-gg 1 - M (5.71b)
2 c
=L 1
A= a, [k(l-l-al) 1] (5.71c)
where,
l-l-uz
y=1-—% (5.72a)
A
v
a,
n=1- = (5.72b)
v

5.2.2. Design Example

Two version 3 lowpass filters (Fig. 3.10a) are to be designed.

One should be a high Q filter with Q = 73 at a center frequency of
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fo = 0.0366 fc (filter 1), while the second should have the relatively
low Q = 1 at a center frequency of 0.0165 fc (filter II).

The sensitivity equations (3.56c), (3.56d) and (3.56e) show that
the Q sensitivities increase for increasing Q. Therefore we are going
to choose the optimal value of a, from Fig. 3.11: a, = 2 for the high
Q filter. Next step is calculation of gain Av. If not more than 1%

Q variation due to 10%Z gain variation is desired, then SQ should be less

A
v
than 0.1:
Q A/Q 1
st = = — (5.73)
Av AAv/Av 10

When Eq. (5.73) is substituted in Eq. (5.70b), we obtain Av = 6000.
From Eq. (5.71) and (5.72) remaining coefficients ay and A can be found.
Since the coefficients have to be rounded off in order to be realizable,
it is necessary to find a suitable combination. For our case it has

been found:

Filter 1: a = 0.028, a, = 1.99, A = 0.015

This combination gives Q = 73.14. Equations 93.56) adn (5.70a) yield all

sensitivities:
f0
S " =0.23 (5.74a)
a
1
£ £
0 = 0 =
s02 SA 0.24 (5.74b)
¢ = 8.2 (5.74¢)
1
Q ..
S‘:‘2 SA 8.43 (5.744)
f0
S, = 0.003 (5.74e)
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We shall choose a different design approach for the low Q filter II.

In this case, we are not concerned about high Q sensitivities so we
can try to minimize the capacitor area. We choose our coefficients

so tkat ay hd A°2 and rather arbitrarily Av = 40:

Filter 1II: a

1 = .06, a

2= .182, A = .295

The resulting Q is 0.99. The sensitivities can be again calculated

based on Eq. (3.56) and (5.70):

£o

s0<2.5 (5.75a)
a
1

£ £

s0=50=12.22 (5.75b)
02 A

s =o0.46 (5.75¢)
. .

o

s? = 0.57 (5.75d)
a
2

sQ = 0.47 (5.75¢)
A

£, |

5,7 = 0.2 (5.75£)
v

sg = 0.05 (5.75g)
v

5.2.3. Conclusions
As expected, the Q sensitivity for filter I is relatively high
and therefore serious attention should be paid when designing the

lay-out of this filter.
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5.3. MOS Amplifier Design

5.3.1. Design Description
Since the amplifier requirements for low and high Q filters are

quite different, two amplifier designs were performed. The first is

a new oper;tional amplifier design with a gain of 6000, while the second
is a simple differential pair with a gain of 40. The advantage of using
a simple amplifier for low Q filters is the savings achieved in circuit
area (which was about a factor of 2.5).

The main problem of single channel MOS amplifiers is the low gain
per gain stage. For this reason depletion type loads were used which
inherently offer more gain than enhancement loads (see Chapter 4.3.1).

A single channel NMOS operational amplifier with depletion loads is
shown in Fig. 5.9. The input stage M1, M2, M3 and M4 is a single-

ended differential amplifier. This is followed by the level shifter

M8, M9 which drives the main gain stage. The transconductance of the
driver transistor M10 has been increased by adding the current source
M11l, M12, which provides more DC bias current for M16 and thus increases
the total gain of this state (similarly as in Fig. 4.16b). The transistor
M13 (common gate configuration) isolates the load device Ml4. The output
stage M17, M18 is connected as a push-pull driver but the main gain

stage has so much gain that M18 basically operates as a source follower
with M17 as the load.

Frequency compensation is accomplished by aﬁ on-chip Miller
capacitor Cc = 6 pF. This compensation capacitor has not been connected
directly to the output of the main gain stage because this would introduce
a right-half plane zero due to signal feedthrough, as we have seen in

Chapter 4.5.2. Instead Cc has been connected to another push-pull
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Figure 5.9: A single channel NMOS operational amplifier with

depletion loads
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driver (M15, M16) following the main gain stage. This configuration
has the advantage that the main gain stage is essentially bypassed

at high frequencies; otherwise the Miller capacitor C. would have been
applied over too many poles. This is practically the feedforward
compensation from the Chapter 4.5.2. The dominant pole of the amplifier
is then determined by Cc multiplied by the gain of the main stage and
load impedance of the input stage (M3).

The circuit has been designed so that its operation is largely
independent of the threshold voltage variations. Configurations and
geometries were selected in such way that all quiescent voltages through
the amplifier track the quiescent voltages of the bias string M5, M6,

M7 [23]. This assures that all devices will be in saturation even for
large threshold voltage variations.

As mentioned above for low Q filters an amplifier with only moderate
gain is needed. For such filters a relatively simple differential
amplifer which is shown in Fig. 5.10 has been désigned. The amplifier
consists of the differential input stage M19, M20, M2l and M22, the output
stage M26, M27 and the bias string M23, M24, M25. This amplifier is the
same design as the input stage to the operational amplifier of Fig. 5.9.

Table II contains the w/2 ratios for all the MOSFETs in the two

amplifiers.

S.3.2. MOSFET parameters

The process used in this work is an N-channel Al-gate technology.

1l"t:m-'B) p-type silicon.

The starting material is lightly doped (CB=5x10
The threshold voltage equation used in this calculation uses the

basic threshold equation [47]:
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TABLE 1I

Mask Device Dimensions

Device w(um) £ (um)
M1 250 20
M2 250 20
M3 10 30
M4 35 20
M5 15 20
M6 10 25
M7 10 30
M8 15 20
M9 10 25
M10 165 20
M11 107.05 25
M12 107.05 30
M13 10 25
M14 10 30
M15 165 20
M16 122.5 30
M17 165 20
M18 122.5 30
M19 250 20
M20 250 20
M21 35 20
M22 10 30
M23 15 20
M24 10 25
M25 10 30
M26 165 20

M27 122.5 30
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Vo= Vet 45 * Vpuik . (5.76)

The flat-band voltage, V. , is given by [34]

Q
= - OX
Ves = fus T T (5.77)
oxX
° 11 -2
Since we estimate for our process tox = 700 A and Qoxlq £ 107 em T [49],
14

we calculate VT = =0.645V + vbulk'

the body effect coefficient is y = 0.258 /V, so that body bias -6V would

For a nonimplanted wafer (CB=5x10- )s

be necessary for VT = 0.
The threshold voltage can be raised by implanting boron so that the
threshold voltages of all enhancement devices would be near OV with zero

body bias. A boron dose 7.8x1011

cm-z, energy 50 keV, raises the
threshold voltage by about FBQIB/Cox’ where QIB is the ion-implanted
charge and FB is the activation parameter. Based on previous

experiments FB = 1/3 [48], and QIB can be calculated from the dose. The
resulting threshold voltage shift is AVT = 0.823 V. To first order, a
step function of depth D can be used to approximate the actual implanation
profile. If D is small or equal to the depletion layer widthw,, then the
body effect coefficient changes: the substrate doping concentration,

C

B? is replaced by the step doping concentration, NS [47]:

Q
IB
= + —2 .

N, % Cg+ Fp (5.78)
An estimate for our case, based on curves for projected range [44],

is Ns z 1016cm-2. The body effect coefficient Yy is then 1.153 /v,

The threshold voltage equation for enhancement mode devices is

Vo = 0.178 V + 1.153 VAT /o.sazv—vBs (5.79)
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A second ion implantation has to be performed for depletion devices.
As we plan to implant the whole wafer with boron, the final threshold
voltage shift of the depletion devices will be given by the difference

of both threshold votlage shift

Q Q '
IB _ IP
AV, = Fy ¢ F, g (5.80)
(¢4 (0.4

Phosphorous dose of 2.1x1012cm—2, energy 150 keV and Fp = 1/2 [48],
yield Avf¥=-2.5 V. An estimate of the step doping concentration which

16cm-2. Because this is

considers both implants gives NS = 2.7x10
mainly phosphorous,wd will increase so that vy > D. Assuming a linear
tail of the implanted profile, we take Ns(x=wa) = Nlewd

16x0.3 pm/5 ym and use this value for y calculation:

= 2.7x10
Y * 0.463 V. The threshold voltage equation for depletion devices is

then given by
Vp = =3.145 V + 0.463 N Jo.sz.zv-vBS (5.81)

The conduction factor k used in this work is given by Eq. (4.3):

k= =2 & (5.82)

Previous investigations for a similar process and substrate material
have yielded following data: tox = 700 K, B = 868 cm2/V sec [49]. Hence
k' = 22 pa/ve,

The dimension £ in Eq. (5.82) is the electrical effective channel
length, which is the distance between the source and drain N-regions.
This distance is less than the masking dimension by the amount of lateral

N-region diffusion:

L= zhask - ZLDXj (5.83)
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in vhich X; is the junction depth and L, is the lateral diffusion

coefficient. From Ref. [49] we take ZLDXj = 0.2 mil.

5.3.3. Bias Current Calculations

The next step in our design is to determine bias currents in the
opera?ional amplifier. All bias currents are set by the bias string
M5, M6, M7 (Fig. 5.1la). Its quiescent current is 22 pA when Eq. (4.2)
and parameters derived in Section 5.3.2 are employed. Power supply
+15V and substrate bias -2.5V are assumed. The quiescent voltages are
VA = 3.2 V and Vp = 7.67 V.

All other bias currents will be scaled according to the (w/&) ratio
of each current source, as described in Section 4.3.2. The values of
all bias currents are given in Fig. 5.11b. Since all the quiescent
voltages track the quiescent voltages of the bias'string VA and VB’ all
DC voltage level in the amplifier are known.

The predicted power supply current is then 0.82 mA, which results
in a power dissipation of 12.3 mW.

Similar design considerations are valid for the differential pair.

The power supply current should be about 0.32 mA and power dissipation

4.8 mW.

5.3.4. Gain Calculations

Let us proceed to calculate the voltage gain. Substituting the
quiescent currents and voltages derived in Section 5.3.3 in small-signal
MOSFET parametersk(Eq. (4.10), (4.11) and (4.24b)) gives the trans-

conductance and theoutput impedance of device of interest. E.g.:

= 2/ 1. = 2/220a/v%x 0B 135,67 wa = 1/(5.154K)
Em 21 Tp1 (0.8-0.2)mil
(5.84)
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Figure 5.1l.a: The bias string
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If the channel length modulation is neglected, the output impedance of

device M3 is primarily determined by the body effect (A=0):

p3tVppt

r . =L 3 BB B ___ 1 0.542V+2.5V+7. 67V
03 v "W 2 0.4 mil
3/ K31, 0.463 NV / 22pA/V°x .3-0.2)m11 x25.67pA
= 470.8 kQ (5.85)

The differential-mode voltage gain of the input stage M1, M2, M3 and

M4 is given by

_ 8 Ton 704 )*800702 To3

To3tTo2t Forlres) 2

|a

vl (5.86)

= r,., = o, Equation (5.86) then yields

Assume A = 0. Hence r01 = r 04

02

T
= 03 .
8,41 = (g ¥ey) =5 = 45-67 (5.87)

for 8.1 = 8po°
The input stage is followed by the level shifter M8, M9 which has

the voltage gain

€n9Tos'T09)
+g o(rog'Tog)

Again we can proceed as above; assume ro8 = «» and ro9 is finite due to

la;,1 = (5-88)

body effect. The final calculation gives IA&ZI = 0.8125.
The voltage gain of the main gain stage (M10, Mll, M12, M13 and M14)

can be calculated as
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8n107014
T013 014
(8m13%013+1) (Fg10°T012)

la 5l = (5.89)

+1

=7 = ©

This becomes for r o013

010

g r
a0~ —BIO0 - 45105 (5.90)
+1

80137012

Finally, the output stage M17, M18 has a voltage gain of

A .| = 2018 017" 018
AR P CISPLEITY

= w, the gain is IAVSI = 0.934. The voltage gain of the

(5.91)

For r017

feedthrough path (see Fig. 5.12a) is

la,l = E;I;'n 1.5 (5.92)
The gains Av4 and AV3 are added at the output of the output stage so that
the voltage gain of this part of the amplifier is given by (Av3+Av4)Av5'
This is shown in Fig. 5.12b.

The block diagram of the operational amplifier is shown in Fig. 5.12c
in which the frequency compensation path is included. The total open-

loop voltage gain is

Ajror = Auify2(AyatAy,) Ays = 5303 (5.93)

The block diagram of the differential pair is illustrated in Fig. 5.12d.
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The gain can be found as

A A . =42.6 (5.94)

,A vl v5

=
vtot

5.3.5. Common-mode Rejection Ratio
The CMRR will be mainly determined by the input stage. The common-

mode voltage gain of the input stage can be derived as

(r 1,08 ,F
A . =r !gml 01 04’ Em2"02 - : (5.95)
Toal ey (g; rgy) 4o 1% (e eyt T ) (Fo1 " Fo4))

cml 03

The CMRR is then given by

A

¢V1 (5.96)
cml

CMRR = 20 log

Naturally, A.cml = 0 for o1 = r02 = To, = ®, Assgming the value of
A = 0.11/2 [49], we can estimate that r,, = 1.063 Mp. Them A, = 0.2209

for rOl = Tg = » and hence CMRR = 46.31 dB. This is rather low but

since CMRR is not important for our application it is not necessary to

increase it.

A 6 pF capacitor has been used for compensation of the operational
amplifier. The small-signal impedance at the source of M3 is To3 = 470.8 k&

if r.. is neglected. The capacitance at this node is given by the

02

compensation capacitor multiplied by AvZ(Av3+Av4)Av5' Therefore the

frequency of the dominant pole is (see Eq. (4.96) and (4.106a))

- 1
3dB 2‘"1.03(:cAv2(AVB'MV!;)'Q‘VS

£ = 485 Hz (5.97)
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Equation (5.97) would contain (rozlr03) instead of To3 if ry, fe.
The unity-gain frequency GBW of the operational amplifier is

approximately (Eq.. (4.99))

GBW = A = 2.57 MHz (5.98)

f3dB vtot

An attempt was made to simulate the operational amplifer using
the circuit analysis program SPICE 2. This program uses the MOSFET model
which is derived from the Frohman-Grove model [50]. The simulation
predicted a total gain of 9750, further the dominant pole was at 250 Hz
and the unity-gain frequency was at 4.7 MHz. The total power supply
current was 1.1 mA. Measurements performed on fabricated amplifiers
showed that values prediced by hand calculation were more accurate than
the values predicted by SPICE 2 simulation. The difference is obviously
due to different modeling approach. ‘

Nevertheless, the computer simulation can help to predict
frequency behavior of the amplifier because all voltage gains
and quiescent currents are scaled up in the same way.

The capacitances do not scale with the exception of the Miller
capacitance which scales with the gain (Eq. (5.97)). The node capacitances
have to include metal interconnect capacitances and pin capacitances.

Figure 5.13a shows the frequency response of the operational
amplifier without feedforward path, i.e., the gates of M1S and M17 are
connected to a DCrvoltage source. The form of the response suggests
that there is a pair of complex poles in the right half plane due to
pole-splitting. The simulations confirmed that this configuration
is not stable.

The frequency response of the feedforward path is shown in
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Fig. 5.13b. The effect of the feedforward can be seen from Fig; 5.13c
which shows the frequency response of the complete operational amplifier
(see Section 4.5.2). The phase margiﬁ is ¢m = -2.5° and consequently
the amplifier would not be stable when connected as a voltage follower
(Bq. (5.13)).

The stability problem of a sampled data integrator discussed in
Section 5.1.1 can be now solved for our particular case. From the
circuit lay-out the approximate values are aC = 4 pF, C = 2 pF and
Cpar = 2 pF (rather large because the inverting input is connected to a
package pin for testing purposes). Using Eq. (5.10) and (5.11) we find
g =1/3 and B' = 1/2. The amplifief will be stable because ¢ = 81°
for 1/8' = 6 dB.

According to the frequency response shown in Fig. 5.13c the first
two poles needed for the small-signal settling tiﬁe estimate are
pl/2w = 250 Hz and p2/2ﬂ = 3.5 MHz. The conservative hand calculation
yielded p1/2w = 485 Hz and GBW = 2.57 MHz. Let ué assume that the
second pole lies at the hand calculated unity-gain frequency. When all
other poles and all zeros are neglected, the settling time t  can be
estimated using Eq. (5.16), (5.17) and (5.18) as t * 0.74 usec.

The dominant pole of the differential pair can be predicted from the

following expression:

1
£ = (5.59)
3dB 2n(r02Hr03)C3
From above we get Toy = ° and Toz = 470.8 kQ. From lay-out we obtain

03 * 3.6 pF. The calculations then yield f3dB = 94 kHz and GBW = 4 HMz.
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5.3.9. Conclusions

While the voltage gain of the differential pair is more than
sufficient, according to hand calculation the voltage gain of the
operational amplifier is about 10% lower than required. This would
result in 1% Q variation (Eq. (5.73)) which is very small and therefore
negligible.

As far as the slew rate requirement is concerned, it has been
stated in Section 5.1.1 that the amplifier only needs to respond to
the change of the output signal at the passband frequencies. The
critical one will be obviously the center frequency f0 for which the

max. change is

dv

out
—_— = qf V 5.103
dat max 0" out,pp _ ( )

/2) sin wot+ This will cause

a change at the output of the amplifier of AV after a clock cycle Tc'

for an output signal Vout(t) = (vout,pp

Hence

0
= [ d 5. 04
AV L £ V t, ( 1 )

The slewing time can be then estimated from the formula tslew = AV/SR

as
] f0
tdew = ﬁ_f_: vout,pp = 0.4 usec (5.105)
for SR = 4.3 V/ psec, fOIfc = 0.0366 and Vout,pp = 15 V.

Considering the small-signal settling time of 0.74 usec and
slewing time of 0.4 psec we canconclude that the operational amplifier
should be able to operate for clock rate in the order of several

bundreds of kHz.

"
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5.3.7. Slew Rate

When the differential input voltage exceeds the value of

Zfénbl(k'@%)z) , 1.e. 0.81 V for our case, the amplifier slews at a
limiting rate determined by the quiescent current of the input stage

and the compensation capacitor. The max. slew rate depends on max.

current the input stage can provide to charge or discharge the compensation
capacitor. Under this condition the max. slewing rate across this

capacitor is

dVé I
c__.._D3
dc E:_ (5.100a)

for a negative-going output (see Fig. 5.11): since M2 is cut-off, the
current ID3 diverted into the integrator consisting of the capacitor

C. and the amplifier sz(Av3+Av4)Av5 [37]. Similarly we can find

dav
c I -1
c_ D4 D3
at C (5.100b)
c
for a positive-going output. The max. slew rate is then given by
SR = 4.3 V/usec (5.101)
for Cc = 6 pF, ID3 = 25,67 uA and 104 = 51.33 yuA.
$.3.8. Output Impedance
The output impedance of the amplifier is given by
1 (5.102)

zout = gmls HrOIBErOI7

For our case Zout = 2.9 k. The same value applies for the differential

pair.
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CHAPTER 6

EXPERIMENTAL RESULTS

6.1. Introduction

Two version 3 low pass filters (Fig. 3.10a) have been fabricated.
One was designed to be a high Q filter with Q = 73.14 at a center frequency
of £, = 0.0366 fc’ while the second had the relatively low Q of 0.99 at a

0
center frequency of 0.0165 fc’

6.2. Description of the Integrated Circuit

The photograph of the completed IC is shown in Fig. 6.la. The overall
IC size is 76 x 76 mil including contact pads. Filter I (Q=73) uses the

operational amplifier shown in Fig. 5.9. The amplifier area is 636 mil2

and the total filter occupies an area of 2050 milz. ‘Filter II (Q=1) has

an area of 784 mil2 including the differential pair which occupies 320 milz.
A 10 ym minimum feature size and 2.5 um minimum alignment tolerance were
used. The thin oxide thickness was 1000 & for capacitor dielectrics

(grown over ﬁ+) and 700 & for transistor gates.

The process used an n-channel Af-gate MOS technology described in
the appendix. The starting material was lightly doped (CB=5x101acm73)
p—-type silicon with (100’ crystal orientation. Therefore p+ isolation
diffusion was necessary in order to increase the threshold voltage of the
parasitic thick oxide fransistors. Further the wholé wafer was implanted
with boron (dose 7.8x10''/cm?, energy 50 keV) so that the threshold
voltages of all enhancement devices would be near 0 V with zero body bias.

The depletion devices were implanted with phosphorous with a dose of

2.1 x 1012/cm_2 at an energy of 150 keV. The threshold voltage of the
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depletion loads is near -3 V with zero body bias.
The capacitor areas were defined solely by the metal pattern. The

area ratios of the capacitors are as follows:

Filter I: 01 = 0.028, o

Filter II: a«

2 = 1.99, A = 0.015

= 0.06, a, = 0.182, A = 0.295

1 2

Because of higher sensitivity of Q to coefficients for filter I (high Q)
an effort has been made to make the ratio of capacitor perimeters the
same as the ratio of the areas (see section 5.1.11). This minimizes the
dependence of the area ratio on the etching of the metal pattern. The
smallest capacitor used in filter I was 2 pfs. and was 1 pf. in filter II
The package used was a 40 pin multilayer ceramic dual-in-line
package. The.measured capacitance between two adjacent unbonded pins
was 0.2 pF and capacitance between a pin and the package ground was 1.5 p
As seen from the photograph in Fig. 6.la, the IC contains 38 bondin
pads. Most of these were used only for testing purposes. For the actual
operation only four pads are necessary for a filter (input, output and
two-phase clock) in addition to three pads for power supply, ground and

substrate bias.

6.3. MOSFET Characteristics

Two test devices were incorporated in the IC die. One was an
enhancement mode device and the other one was a depletion mode device.
Figures 6.2a and 6.2b illustrate the drain current-voltage charac-
teristics of the N-channel enhancement mode MOSFET, i.e. ID vs. VDS'
The geometries were w = 0.4 mil and £ = 0.8 mil. V_. was varied 1V/step

GS

- and last step was 10 V. The substrate bias used was vBS =0V,
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Fig. 6.2c shows the body effect, i.e. I  vs. V__ with VGs =V The

D BS DS®

last step was VBS = -10 V. The effect of substrate bias on the threshold

voltage is shown in Fig. 6.2d.

The drain current-voltage characteristics of the N-channel depletion
mode MOSFET can be seen in Fig. 6.3a and 6.3b. The dimensions were
w= 0.4 mil and £ = 1.4 mil; the substrate bias was VBS = 0 V and last

step was 10 V. Fig. 6.3c shows VT vs. VBS characteristics.

6.4. Amplifier Performance

Table III contains the measured performance of a sample of five
amplifiers. The DC transfer characteristic of the operational amplifier
can be seen in Fig. 6.4a. The power supply voltage was 15 V and substrate
bilas was -2.5 V.

When the substrate bias was varied, following pﬁrameter changes

were noticed (with 15 V power supply):

Substrate bias ov  -2.5V -5V
Input offset voltage mean 120mv 49mV 23.4mV
Input offset voltage standard deviation 1lmV 9mV 7mV
Low ffeqneney gain mean 3750 6000 7850
Low frequency gain standard deviation 230 290 260

The equivalent input noise voltage of an amplifier can be expressed

as (see sections 4.5.4 and 5.1.4)

£
2 o vl Beq
Veq, tot veq,th(l+ £ ) (6.1)

It has been found from measurements that the thermal noise was

v/ vzq th = 100 nV//Hz and the flicker noise corner frequency was
»
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TABLE IIX

PERFORMANCE PARAMETERS OF AMPLIFIERS

POWER SUPPLY +15V AND SUBSTRATE BIAS -2.5V

OP. AMP. DIFF. PAIR
Input offset voltage mean 49 mv 36.5 mV
Input offset voltage standard deviatiop 9 mV 20 mV
Low frequency gain mean 6000 40
Low frequency gain standard deviation 290 1l
Common-mode rejection ratio 60 dB 56 dB
Unity-gain frequency 2 MHz 3.4 MHz
Slew rate 2 V/us 2 V/us
Power supply rejection ratio 48 dB 38 dB
Input noise voltage (up to 100 kHz) 45 uv 38 uv
Output voltage swing _ +0.4 V, +14.3 V +5.4 V, +14.0 V

Power consumption 13 oW 5 oW
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Figure 6.3.c: Vo VSe VBS of the depletion mode MOSFET
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Figure 6.L4.b: Step response of the operational amplifier
connected as a voltage follower (load 55 pF).
Top trace: input signalj;bottom trace: output

signal
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fBeq = 5.5 kHz for the operational amplifier.
The operational amplifier had the tendency to oscillate when connected
as a voltage follower without any load. This is due to the fact that the
amplifier was compensated for its operation as a sampled data integrator
only (sections 5.1.1 and 5.3.6). When the amplifier is to be used as a
voltage follower, the compensation capacitor has to be larger. The
oscillations stopped when either the substrate bias was lowered to 0 V
or the amblifier was loaded by a capacitive load. Figure 6.4b shows the
step response of the operational amplifier connected as a voltage follower
and loaded by 55 pF.

The DC transfer characteristics of the differential pair is shown

in Fig. 6.4c.

6.5. Amplifier Calculations Based on Measured MOSFET Characteristics

It is interesting to calculate the parameters of both amplifiers from
the measured MOSFET characteristics.
First it is necessary to model our transistors. The best-fit of

VT vs. V.. characteristics yielded two equations for the enhancement

BS
mode MOSFET (from Fig. 6.2d):

= - - - .
Vv, = 1.215 YV v-0.556V Vg for -3V < Vo < OV (6.2a)

= - - - -
Vp = 0.474 w1747V Vps for =8V < Vpo < —4V. (6.2b)

S

Since the channel length modulation parameter A from Eq. (4.5) is dependent
on the electrical effective channel length 2 (Eq. 5.83) we introduce

a parameter A' = AL so that

A= (6.3)



205

eV

10 |

OUTPUT
[\p)
I

0 Tl ] { 1 ] N )
-150 ~l100 -50 O 50 100 1ISOwmV

- Figure 6.4.c: DC transfer curve of the differential pair



208

LW
vlagosy]

400

8IW

A Tak

svig'aq

G

W

2 ﬁ»v,.kum....n
i

]

W

—
NI+

iu.au_y

W

1 ozr_u_

. . Je: mu .
o_z_.r._. YeeT WK iimmw‘_z

W

[ -]

au

(3
o

Nl -

A?\ )

Bias currents in the NMOS operational amplifier

Figure 6.5



o,l

207

From measurements: AENH = 7,06 x 10-3millv.
The threshold voltage equations for the depletion mode MOSFET can

be found for best-fit from Fig. 6.3c as

vy = -2.5V + 0.38 v v’o.9v-vBs 6.4)

-3

L]

The parameter ADEPL was 4.545 x 10 “mil/V.
The normalized conduction factor was in both cases k' = 20 uA/Vz.
Wheﬁ calculating the quiescent current and voltages in the bias

string M5, M6, M7 (Fig. 5.11a) there was considerable discrepancy between

measured and calculated values. However, when Eq. (6.4) was changed to

Vp = -2.9V + 0.38 W /0.9V-v ¢ (6.5)
the bias current calculation gave ID = 23.3 pA and the quiescent voltages
were VA = 2.8 V and VB = 6.6 V. The measured quiescent voltages were
VA = 3 V and VB = 6.7 V. .

The values of all quiescent currents in the operational amplifier
are given in Fig. 6.5. The power supply current is then 0.87 mA and
the power consumption 13 mW.

Calculations for the differential pair yield the power supply current
of 0.334 mA and the power consumption of 5 mW.

The voltage gains of the individual stages can be calculated similarly

.to,section 5.3.4. The values for the measured MOSFET characteristics and

quiescent currents are AVI = 44.43, AVZ = 0.94, AVS = 156.7, AVA = 1.5

and AVS = 0.93. The total open-loop gain of the operational amplifier .

4s then A

vtot 6143. The gain of the differential pair is AVtot = 41.7.

The common-mode rejection ratio can be derived as CMRR = 49.15 dB

the output impedance as zout = 2.93 kR and the slew rate as SR = 4.53 V/usec.



TABLE IV

FILTER PERFORMANCE

Clock rate fc

Calculated:

Measured:

center frequency f0
selectivity Q

center frequency mean

center frequency standard deviation

selectivity mean

selectivity standard deviation

output wideband noise (rms)

Filter I

102.4 kHz
3.75 kHz
73.14
3.715 kHz
13 Hz
71.2
.2.2

'‘0.85 mV

Filter II

16 kHz
264 Bz
0.99
287 Hz
1 8z
0.97
0.004

160 pv
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The 3 dB frequency was determined from Eq. (5.97) being £ = 424 Hz

3dB
and the unity-gain frequency was GBW = 2.6 MHz for the operational amplifier.
Similar calculations performed for the differential pair gave
deB = 97.7 kHz and GBW = 4.1 MHz.

There is obviously a need for good modeling of MOSFETé with shifted
threshold voltage, especially as far as the effect of ion implantation
on body effect is concerned. This would help to optimize the proper

phase compensation and predict the transient behavior of the amplifier.

6.6. Filter Performance

In Table IV is a summary of the calculated and measured performance
parameters obtained from five filters from three different wafers. The
agreement is excellent between theory and measurements. The high Q filter
has a sensitivity of 10 for the value of Q, thus thé measured 3% variation
in Q corresponds to a 0.3% accuracy of the capactiance ratios. Filter II
has a sensitivity of 1 to most of the ratios which results in the 0.3%
variation of the Q and center frequency of that filter.

In filter I1 there was an 8% discrepancy between the calculated and

the measured mean value of the center frequency f This error was due

o
to an error in layout in which long metal leads ;onnected the switches
-and the top plates of the smallest capacitors (which were approximately
1 pf). This increased the value of these switched capacitors by about 8%.
This error could have been reduced during layout in three ways: reduce
the length of the metal leads; increase the size of the capacitors; and
take the effect of this parasitic into account since it will be a constant

for a given layout of the metal leads. More care in layout was taken

in filter I with result that even though the sensitivity was 10 times
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higher for this filter the response was closer to the design goals.

The clock rateswhich were used to take data were 102.4 kHz for
filter I and 16 klz for filter 1I. These rates were chosen in order to
be compatible with a systems application, however insignificant variatioms
were noticed in the performance for clock rates which ranged from 100 Hz
to 500 kHz. At low frequencies leakage currents limited the operation
while the high frequency end was limited by the clock drivers which
were used. Also, it was found that the width of the clock pulses could
be reduced to less than 0.2 psec without any degradation of performance.

In the top trace in Fig. 6.6a the frequency response of filter I
is shown. The reference level of 0 dB at DC corresponds to O dB insertion
loss through the filter. The peak of the response is a factor of Q
times larger (Q=73.14 yields 37.3 dB). Also shown in Fig. 6.6a is the
noise spectral density with a 30 Hz bandwidth in which the scale has been
increased by 30 dB. As expected because of the 37.3 dB gain of the
filter at the center frequency the noise also shows a peak at fo. In
Fig. 6.6b is shown an expanded scale of the region near the peak of the
filter response. The very narrow 3 dB width of ® 50 Hz can be seen around
the center frequency of 3715 Hz. The frequency response up to 200 kHz
of the same filter is shown in Fig. 6.6c. The clock frequency can be
seen at 102.4 kHz as expected.

In the upper curve in Fig. 6.7a is shown the response of filter II
and in Fig. 6.7b is the response on an expanded scale at low frequencies.
Also shown in Fig. 6.7a is the noise of the filter after an amplification
of 30 dB (bandwidth 30 Hz). Since this filter has very little gain in
the passband the noise is not amplified, however the 1/f noise of the

input MOSFETs of the amplifier can be seen.
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The next three photographs shoﬁ the two filters operated at different
clock rates: filter I in Fig. 6.8a (fc=10 kHz) and in Fig. 6.8b (fc=500 kHz)
and filter II in Pig. 6.8c (fc=l60 kﬂzj. The top traces show the
corresponding frequency responses and the bottom traces show the noise
spectral densities with a 30 Hz bandwidth in all three cases. With the
exception of Fig. 6.8a in which the noise spectral density was amplified
by 20 dB, the noise is shown after an amplification of 30 dB (Fig. 6.8b
and 6.8¢c).

In order to define the dynamic range it is necessary to determine
the dependence of the total harmonic distortion on signal size. In Fig. 6.9
the harmonic distortion is plotted as a function of the output signal for
both filters. It is clearly seen that the high gain of the operational
amplifier used in filter I results in larger output swings with decreased
harmonic distortion in comparison to filter II witﬂ the differential pair
amplifier.

The measured clock feedthrough was 800 mV fér filter I and 200 mV for

filter II. The amplitude of the clock pulses was 17.5 V.

6.7. Filter Noise

The output wideband noise (see Table IV) was measured integrated
over a band from 20 Hz to fc for each filter. Let us estimate the
contribution of individual noise sources.

Figure 6.10 shows the version 3 filter including the equivalent
input noise voltage source of the amplifier. The output voltage can be

calculated as

2
kuluzvin+{ [ (1+u2)z 1] [z-k]-pazz V veq,iot

out zz-z(k+1)+k(l+a1a2)
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where
k= 1 6.7)
(1+a1)(1+Au2) .
p = Aaz(lﬁul) (6.8)

Considering only the equivalent input noise voltage source and a high

clock rate, the output voltage is

2

eq, tot (6.9)

vout N (1+a2) v

for frequencies fo < f < fc. The magnitude of the output voltage at

the center frequency 8 = 21Tf0/fc is given by

Vout(z=eje) =’§——s§n—e (14a,) (cos 20 +§ sin 20) + k

(cos 6 + j sin6)| 2 (6.10)

- [1+(l+a2)kﬁpa v

2)

where vzq tot is the equivalent input noise of the amplifier at the
9

frequency f

o.
The Eq. (6.6) represents a high-pass transfer function as far as
the noise source viq tot is concerned (Fig. 6.11). The noise at the
t4

output due to the amplifier is

/":i- N '/"Z;t-l/f_]fszi/%o ]vout/ v

eq,tot l -
£ fo

(6.11)

integrated over the 3 dB bandwidth Af = folQ and multiplied by the gain
at fo (see Eq. (6.10)). The equivalent input noise of the amplifier

was given by Eq. (5.22).
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Using values given in sections 6.4 and 6.6 the caiculation based
on Eq. (6.11) yielded¢{:§-= 568 UV for filter I. When all the noise
of the amplifier was multiplied by the transfer function and integrated
up to the clock frequency fc and the noise due to MOSFET switches (kT/C)]'/2
was added, the total output wideband noise was 578 ¥V. The photographs
of the noise spectral density at the output of filter I shown in
section 6.6 clearly show peaking of noise at fo which is consistent
with our calculation. This noise is obviously dominant for filter I.

The measured output wideband noise was 850 uV for filter I. The
discrepancy is due to calculation approximations, measurement inaccuracies,
ground noise and noise pickup.

The noise calculations carried out in similar manner for filter II
show that the MOSFET switches contribute mostly to the total output wideband
noise.for this filter. The calculated noise due to switcheswas 91.2 uV while
the total output wideband noise up to fc including Fhe noise due to the
amplifier was 96.2 uV. Again there was a discrepancy between the calculated
and the measured noise, which was 160 uV for filter II. The photographs
in section 6.6 show the noise spectral density at the output of filter II:
however, it is necessary to realize that these pictures contain noise

of the spectrum analyzer as well, particularly the 1/f component.
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APPENDIX

N-CHANNEL MOS ALUMINUM GATE PROCESS

Parts of this process, i.e. steps 1 to 20 and 31 to 36, have evolved

in their present form through previous effort [51]. Two ion implants

and a passivation (steps 21 to 30) have been added for this particular

fabrication sequence.

Fabrication sequence

1. Initial wafer cleaning:

a)
b)
c)
d)
e)

£)

DI:HF (9:1), room temperature, dip, 2 min
TCE, 60°C, 10 min

Acetone, room temperature, 2 min

DI, rinse

RCAl cleaning:

NH40H:H202:DI, (1:1:5), 75°C, 15 min

DI, rinse

RCA2 cleaning:

HCL:HZOZ:DI, (1:1:6), 75°C, 15 min

DI, rinse

N2, blow dry

2. 1Initial oxidation: 1Initial oxidation furnace, growth of 0.92 wét

oxide.
a)
b)

Wet 0,, 0.5 £/min, 1150°C, 90 min

Dry N2, 0.65 %£/min, 850°C, 10 min

3. Photoresist step (p+ isolation diffusion mask)

a) Apply Kodak 747 (Micro neg) photoresist; 50 c.s.; 5000 rpm,

20 sec, single coat
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CHAPTER 7

CONCLUSIONS

Three different versions of a new analog sampled data filtering
approach based on state variable design techniques have been discussed.
An important advantage of this approach is that momolithic high Q filters
can be implemented using single channel MOS technology. Two lowpéss
second-order filters have been designed and fabricated and the experimental
results confirm the theoretical considerations presented.

The switched integrators which were used to implement these filters
have application in many other organizatioms. A particularly interesting
one for implementing more complex frequency response functions is the
use of leapfrog or active-ladder synthesis techniques [52]. The two
pole filters described in this work are actually a limiting form of the
leapfrog method which can be used to synthesize any number of poles and

zeros with very low sensitivity.
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c) NZ’ 1.25 2/min, 10 min (dry), 900°C

12. Etch pbggphorous glass, HF:DI (1:3), dip, 1.5 min

13. RCAl & RCA2 cleaning (see steps le, 1f)

14. Oxide growth over n+: n-type drive-in furnace

a) Wet 02, 0.5 #/min, 1100°C, 34 min
b) Dry Ny, 1.0 2/min, 900°C, 10 min

15. Photoresist step (gate oxide mask)

Same as step 9, except (i), for which time is 6.5 min

16. RCAl & RCA2 cleaning (see steps le, 1f)

17. Gate oxide growth: n-type drive-in furnace, wafer horizontal on boat.

a) Dry O,, 1.5 £/min, 1000°C, 110 min total time

2’

b) N,, 1.0 %/min, 900°, 10 min

2’
18. Implant: Boron, dose 7.8x1011/cm2, energy 50 keV

19. RCAl cleaning (see step le)

20. Heat under infrared lamp, 10 min

21. Photoresist step (depletion load mask)

Same as steps 3a - 3h
22. Implant: Phosphorous, dose 2.1x1012/cm2, eﬁergy 150 keV

23. Photoresist strip

Same as step 3j
24. Oxide etch: etch only back side of the wafer using Q-tip, NHAF:HF (5:1),
room temperature-

25. RCAl & RCA2 cleaning (see steps le, 1f)

26. Passivation: n-type predeposition furnace

a) O 0.1 2/min

2’
N2’ 1.25 2/min

5 min (dry), 1000°C



10.

11.

b)
c)
d)
e)
£)
g)
h)
1)

i)

Air dry, 15 min

Prebake, 90°C, 30 min

Expose mask, 3.5 sec

Spray develop, 30 sec

Spray rinse, 20 sec

Dry N2

Postbake, 125°C, 30 min

Oxide etch, NH

4F:HF (5:1), room temperature, 9.5 min

Photoresist strip, RT-1, room temperature, 5 min

RCA1 & RCA2 cleaning (see steps le, 1f)

p+ predeposition:

32H6’ 0.26 2/min

0., 0.013 £/min

Nz,

1.3 2/min

p-type predeposition furnace 950°C

Simultaneous flow, 15 min

Etch boron glass, HF:DI (1:3), dip, 1.5 min

RCA1 & RCA2 cleaning (see steps le, 1f)

Oxide growth over p+: p-type drive-in furnace, 1150°C

a) Wet O

b) Dry N

2’

2’

0.5 2/min, 16 min

1.0 &/min, 10 min

Photoresist step (n+ diffusion mask)

Same as step 3, except (i), where etch for 10 min

RCA1 & RCA2 cleaning (see steps le, 1f)

n+ predeposition: n-type predeposition furnace, 1100°C, POC£3, 0°c

a)

b)

02,

02,

NZ,

POCL

0.1 2/min
1.25 ¢/min
0.1 2/min
1.25 2/min

3» 0.096 2

5 min (dry), 1100°C

20 min (dry), 1100°C

/min
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k) DI, rinse
2) N,, blow dry

33. Heat treatment: Sintering over, 450°C

»NZ:HZ (9:1), 1 2/min, 5 min



27.

28.

29.
30.
31.

32.

b)

c)

227

0,, 0.1 &'min

NZ’ 1.25 2/min 2 min (dry), i000°C
POC 3 0.096 2/min

Nz, 1.25 %/min, 10 min (dry), 900°C

Dip, H2804:H202 (4:1), 90°C (self-heating), 5 min

Photoresist step (contact mask)

Same as step 3, except (d), where mask is exposed 2.5 sec, then

shifted one row, and again exposed 2.5 sec. This eliminates pinholes.

Also, in (i) 1 min etch.

RCAl & RCA2 cleaning (see steps le, 1f)

Dry under infrared lamp, 10 min

Evaporate aluminum, 0.3 p to 0.4 u thickness

Photoresist step (metallization mask)

a)

B

c)
d)
e)

£)

g)
h)

i)

kD)

Heat under infrared lamp, 10 min

Apply AZ1350J photoresist, 8000 rpm,

30 sec, single coat

Prebake, 90°C, 45 min

Expose mask, 12.5 sec

Develop with MF312 or AZ1350J developer,

developer: DI, (1:1), 45 sec

DI, rinse

Postbake, 90°C, 30 min

Etch aluminum with aluminum etchant type A, 45°-50°C with
ultrasonic agitation, 30 sec - 45 sec

DI, rinse

Strip photoresist with 1112 photoresist stripper, 50°-60°C,

2-3 min
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