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ABSTRACT

A charge circuit is a clocked analog circuit which is amenable to
realization in large-scale integrated (LSI) form. Analog functions
including arithmetic, delay, and many time-dependent functions can be
realized with precision approaching 0.1%. Complex charge circuits are
best designed from algorithmic representatives of the desired function.
Error-correcting algorithms can be applied to improve on the inherent
accuracy if désired.

Metal-oxide-semiconductor techno]ogy is most suitable for imple-
mentation of charge circuits. Experimental results for recursive or
cyclic analog-to-digital converter are reported. A cyclic converter
with 8-bit inherent accuracy was used with an error-correcting algorithm
to achieve 12 bit resoiution and accuracy. Conversion time was 200

microseconds. Die area for this converter totaled less than 9 mmz.

Research sponsored by the National Science Foundation Grants ENG78-11397
and ENG73-04184-A01.
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Chapter I

Charge Circuits

Large scale integration has substantially reduced the
cost of digital logic} but it has had less effect on the
cost of analog éircuits. There are several reasons for
this. While digital systems are constructed of
easily-integrated standard modules such as gates, memories
and arithmetic units, standard analog modules of comparable
utility do not exist. While‘digital circuits do not require
adjustment, analog circuits usually require trimming. While
digital circqits use a clock to generate time-dependent
functions, analog circuits use RC or LC products which are
difficult to integrate. These problems have limited the

complexity of analog integrated circuits.

These problems are not inherent in analog circuits, but
result from the techniques ﬁsed to integrate them. They can
be reduced by using the clocked analog circuits discussed
here. We will call these circuits “"charge circuits."

Before we consider what this term means we will give some



examples.
A Charge Circuit Filter

Fig 1 shows a simple charge circuit filter. This
filter is the gharge circuit equivalent of a single-pole RC
filter [1,13]. Fig lc shows a timing diagram and the
circuit response to a step input. The approximate
exponential decay is shown by "the dashed line, and the

equivalent RC circuit is shown in fig 1b.

In this circuiﬁ, as in all other circuits in this
chapter, we will assume a two-phase nonoverlapping clock.
The clock phases will be called PHI1 and PHI2. Positive
voltage, switch closure and a 1logic one will all be

equivalent.

The two switches of the filter are connected to the
cloék phases as shown, so that in each clock cycle a charge
of (Vin-vout)*c is transfered from C, to C,. If the clock
period is T then the average current is (Vin-Vout)*Cz/T.' If
T is large compared with thé maximum frequency of interest,
the combination of S;» S, and C, acts 1like a resistor of

value T/Cz._
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Despite. its simplicity, this charge circuit filter
demonstrates significant features of our approach. Before
we consider these features, we will consider another simple

cirucit.

A Charge Circuit Digital~-to-Analog Converter

Fig 2 shows a charge ~circuit digital-to-analog
converter and an example of the circuit operation. To begin
conversion the converter is cleared by shorting both S, and
.. Switch S, is connected to PHI2. During the following
cycles, the digital input will determine whether S, or S, is
closed during each PHI1 clock phase, starting with the least
significant bit. If this bit is a one, switch S, is
closed; if this bit is a zero, switch S, is closed. During
the PHI2 phasgs both §_ and S, are open, and charge is_
shared between C1 and C,. At the end of cYcle N+1 an N-bit
result has been obtained in C,. This circuit is sometimes

called .the charge-equalizing digital-to-analog converter

(2], and it is the charge circuit equivalent of the

Shannon-Rack decoder [3].
Ihe Charge Circuit

Now that we have seen some examples of "charge
circuits," we can define what the term means. Charge

circuits are clocked analog circuits which use the clock as
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a reference for time-dependent functions. Charge circuits
use precision matched capacitors to replace matched
resistors. The relevant circuit equations for charge
circuits are conservation of charge and Kirkoff's voltage
law instead of Kirkoff's current and voltage laws. For this
reason, among others, computer-aided design programs are

often ineffiecient, and they may give erroneous results.

The motivation for the development of charge cirucits
has been the desire to implement analog functions in MOS
technologies, These technologies produce high-quality
capacitors, but resistors have wide tqlerancés and values
which are often‘too low to be useful. Capacitors also have
advantages in linearity and temperature sensitivity [2]. A
deceptively large nuﬁber ~of analog functions can .  be
performed with only capacitors and switches, but the
majority of practical circuits will also require
amplifiers. .To see why this is so we will have to examine

what circuit. functions are required in analog systems.

Analog circuits perform only a small number of basic
operations. for example, the charge cirucit filter of fig 1
performs multiplication by C:l/(c1 +C, ), adding c, *Vin and
delay. The charge cirucit digital-to-analog converter

performs the same basic operation but also performs
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discharging . to . zero. These operations are controlled

digitélly by analog sWitches.

Typicél basic operations used to perform some analog
functions in both continuous and sampled-data fashion are
shown in Table I. Notice that the continuous-time operation
of integration is replaced b§ the discrete-time operations
of add and delay, and the continuous-time operation of-
multiply by 2 can be replaced by a multiply by two and
delay repeated N times. This allows us to reduce the number
of basic operations that sampled-data analog circuits must
perform. It.is true in general that the basic operations of
~add, subtract, multiply by fixed ratios and delay can be
combined under digital control tb perform any analog

function.

Need for Amplifiers

Since the basic operations of add, multiply by fixed
ratios and delay can be'perfopmed under digital control by
bucket-brigade circuits and CCD's it is plausible to adapt
such devices for general purpose analog functions without
the need for amplifiers. This line of research lead to the
charge multiplier [4]. ~Unfortuately, this reasoning is
chimerical. There are three reasons why amplifiers will

almost always be required in discrete-time analog systems.
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One reason for using amplifiers is that they are needed
to perform some of our basic operations. Bucket-brigade
circuits and charge multipliers operate by charge
conservation, and they have charge gain less than unity.
Without gain we cannot implement multipliéation by two, hor
can we implement subtraction (since this would enable gain
greater than one). Multiplication by two simplifies
- analog-to-digital converters. Multiplication by numbers
greater than"one is important for most filters. Subtraction
is necessary both for recursive filters and for bipolarity
in analog-to-diéital and digital-to-analog converters. A

lack of amplifiers restricts the functions we can perform.

Another reason for using amplifiers in charge circuits
is for parasitic suppression. Inteérated circuits have
parasitic capacitance to the substrate. These'.parasitic
effects are nonlinear and reduce the precision of our
circuits. If we use capacitors in amplifier feedback loops
.the parasitic effects can be reduced by a factor of the loop

gain.

Our final reason - for using amplifie;s is for
guffering. The two circuits we showed at the beginning of
this chapter do not reéuire amplifiers. Neither do CCD's or
bucket-brigade circuits. But to make these circuits
functional we must sense the output. If these outputs are

analog they will require buffering amplifiers.
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The design of MOS analog amplifiers is developing
rapidly. While charge circuits can be fabricated in bipolar
technologies, they aré more attractive in MOS technologies
due to requirements for low amplifier input current, many
anélog switches and 1large 1logic s&ings to drive them.
Amplifiers can be fabricated in the simplest digital MOs
technolgies . [5], but  their performance is 1low. The
performance of CMOS [7] and NMOS depletion-load [8]
amplifiers is high enougﬁ ~to be wused with the circuits

discussed here.
Ihe Clocked Analog Inverter

Amplifiers can perfom three functions: gain, parasitic
suppression and buffering. These functions can be performed
by a single circuit that adds, subtracts and multiplies by
fixed ratios under digital control. In many ways this

circuit is an analog equivalent of a digital gate.

The clocked analog inverter is shown in fig 3 [8]. The
inverter has two inputs, V,and V,; two input capacitors,

C, and C,; switch Se and the summing capacitor C_.

Switches Sa, Sb' Sc and Sd convert the continuous inputs V..

and V, into the voltage transitions V,and V,. They are not

part of the clocked analog inverter.

1
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During the . PHI1 clock phase switch Se is closed,
shortigg the output of the amplifier to its negative input.
During the PHI2 clock phase, switch E is opened and any
voltage transitions at inputs‘g . and Vb will appear inverted
and multiplied by Cl/q; and CZ/Cs at the output. Fig 3b
shows timing for the circuit performing its basicv repetoire

of operations.
Compatible Delay Element

During eéch clock cycle a clocked analog inverter has
two transitions. The first transition has a negative sense,
and the second transition has & positive sense and a
half-cycle of delay. If the output of an inverter goes to
another inverter clocked with the opposite phase, a full
cycle of delay is produced. This gives the analog shift

register shown in fig 4.

A timing example for the analog shift register is shown
in fig 4b. Four inverters are connected to make a total of
two clock cycles of delay. Both inverting and noninverting
buffered outputs are. available for .éonnection to other
circuits. Multiple weighted inputs can be added to any
stage by ading extra input capacitors. This one circuit,
the clocked_ analog inverter, performs add, subtract,
multiply by fixed ratios and delay under digital control.

Any sampled data analog function can be performed by clocked




inverters and digital controlling logic.'
Algorithms, Replication and Iteration

Discrete-time analog functions can be implemented using
a two-step design process. First we specify a procedure, or
algorithm, which performs the analog functions using our .
basic operations., This algerithm is the abstract model for
the circuit operation. Second we identify each instance of
performing a basic operation with the physical circuit
element which performs it and the time at which it is to be
performed. Circuits designed in this way will be called

algorithmic circuits.

There are several methods available for specifying
algorithms. We can use a language developed for that
purpose, we can use flow charts [9] or ,We can use signal
flow 6iagrams [10]. The last method is a natural means of
describing algorithms for circuits. Signal flow diagrams
for a digital-to-analog convérter, an analog-to-digital
converter and a second-order recursive filter section are
shown in figs 5a, 5b and 5¢. The N-bit digital-to-analog
converter consists of N stages, each of which takes the
putbut; from the previous stage, multiplies it by one-half
and adds or subtracts the one-half of the reference. The
output from the last stage . is an N-bit bipolar

representation of the digital signal used to control the
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add/subtract funciton. The N-bit analog-to-digital
converter consists of N stages and N comparators for
determining the signs of the N outputs. Each stage
multiples its input by two and adds or subtracts the
reference depending on the sign of that input. The
comparator outputs form an N-bit digital representation of
the bipolar analog input to the first stage. The second
order filter consists of two weighted Sum-and—delay stages.
By varying the values of r and THETA, the poles of the
filter can be placed anywhere in the z-plane; in most cases
r will be slightly less than one and THETA will be close to
zero. These three algorithms were - chosen for théir
simplicity. In practice, error properties and hardware

complexity must be considered.

There are two simple ways of identifying our basic
operations Qith the circuit parts which perform them. These
ways will be called replication and iteration. Replication
is a direct implementation of the signal flow by many
separate circuits, Iteration implements the algorithm by
repeated use of the same physical circuit. Replication and
iteration cah be combined to trade circuit complexity
against speed. Replication is sometimes called "jteration
in space" or ‘"pipelining" 'while iteration is sometimes

called "iteration in time." [11]




-11-

Replication -

Figs 6, 7 and.8'show-the algorithms of figs. 5a, 5b
and Sc impiemented by replicatioﬁ. The signai flow digrams
of fig 5 are composed of sum-and-delay stages that are each
realized by two -clocked analog inverters. The N-bit
digital-to-analog converter and the N-bit analog-to-digital
converter are each realized with N of these two-inverter
stages., The second order filter is realized with two of the
two-inverter stages plus one extra inverter to produce the
negative coefficient -32. Circuits designed by replication
represent the extreme of maximizing speed by sacrificing

chip area.

Analog Storage

' Since second order filters have two state variables,
analog storage is required to implement them by iteration.
Analog storage is also required to implement more complex
analog-to-digital and. digital-to-analog conversion

algorithms than those shown here.

Three methods of analog storage are - shown in fig 9.
Fig 9a shows a method of storage which uses switched input
capacitors. This is the method uéed by McCreary ([12] to
store the input to his analog-to-digital converter. The

method of switched summing capacitors was used by Young [8]
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to allow a single inverter to perform summation in his
filter. Both of these methods have the advantage of
requiring only one extra capacitor and one extra switch per
analog word, and these methods are immune to amplifier
offset. The method shown in fig 9b is also immune to
low-frequency noise in the amplifier. The method shown in
fig 9¢ is a buffered sample-and-hold circuit. This requires
two switches and one amplifier fof each word and does hot
provide offfsei:~ immunity. The advantages of this storage
method are that it provides a latched and buffered output,
and that it has a gain of one independant of capacitor
size. We will use this last method in our examples, and we
will show how offset immunity can be provided by modifying

the algorithm.
dteration

By combining one sum-and-delay stage with analog
storage and digital 1logic, any analog function can be
performed. Figs 10, 11 and 12 show the same algorithms

implemented by iteration.

A sample timing sequence is shown in fig 10b for the
digital-to-analog converter. In the first «clock cycle
switch Sc is closed during the PHIl1 phase. This places a
zero in thg delay stage. During the remaining N cycles,

switch Sc is connected to PHIZ, and the phasing of switches
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zero or a one. Input to the D/A converter is

least-significant bit first.

A sample timing sequence for .the analog-to-digital
cbnverter is shown in fig 11b. During the first cycle,
switch Sd is closed dufing the PHI1 phase to zero the delay
path. During the remaining N phases switch Sd is connected
to PHI2. Switch Sa is closed during the PHIl1 phase of the

second cyle. Sa is opened and S, closed during the PHI2

b
clock phase. :This places a change in voltage of -Vi.n at the
inverter input between the trailing edges of PHIl1 and PHI2.
During the PHI2 phase of the second cycle, the comé&rator
will show - the sign of. the' input. This 1is the
most-significant bit. During thekremaining N cycles, the
closing. of switches Sb and Sc is phased to either add or
subtract the reference to reduce the magnitude of the
feedback signal. The sequence of comparator outputs gives a

digital - representation - of the analog signal,

most-significant bit first.

The timing diagram of fig 12 shows the iterated filter
responding to an impulse. The second stage of delay is
introducedvby alternately storing the single-stage outputs
in two storage registers, Subtraction is perforﬁed by
switching the input capacitor from the input voltage to
alternate storage registers on the transition from PHIl to

PHI2. ‘The voltage transition at the sum-and-delay stage
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input is the difference between the input voltage and the

output delayed by two clock cycles.

The suméand-delay stage can be used to construct an
analog arithmetic unit .capable of executing the same basic
instructions as a digital arithmetic unit. Fig 13 shows how
this can be done. The feedback capacitor can be switched
between values' of 0, C/2, C and 2C under digital control.
This allows the feedback multiplier to take values of 0,
1/2, 1 and 2. These correspond to digital operations of
clear, arithmetic right shift, étore, and arithmetic left
shift. These operations can " be performed simultaneously
with an add or subtract of an input. The resulting
combinations of opérations, together with mnemonic
abbreviations are shown in Table II. Fig 13b is a sample
timing diagram showing the register performing clear and add
(CLA), multiply by one-half and add (RSA), subtract (SUB),
and clear (CLR). |

Variable Coefficients

We have so far. assumed that we are free to choose the
capacitor values in our designs. This is true if the design
is a custom integrated circuit, but this is not true if we

are designing or using standard parts. Analog-to-digital
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and digital-to-analog converters can be constructed by using
gains of 1/2 and é, but filters and other functions require
multiplication by numbers which are not so standard.
Variable coefficients can be realized by perfqrming a
multiplying D/A conversion using the analog quantity to be
muliélied as a reference. This can be done by replication

or by iteration.

Strict replication requires N two-inverter stages for
an N-bit coefficient, but these can be merged into a single
inverter with capacitor array as shown in fig 14, The
output of the inverter .can be switched to any value between
-2*Vin and 2*Vin in a single clock cycle. This array can be
used with the delay element or the analog arithmetic unit to
implement variable coefficients. 'Mqueary has fabricated

ten-bit arrays of this type with high yield [12].

The method of iteration allows - us to use a storage
register and a single sum—and-delay stage to perform the
same mutiplication in N cycles. This is déne by storing the
input we wish to multiply in the register and then using the
register as a reference in performing a digital-to-analog
conversion as in fig 10. By combining the analog arithmetic
register of fig 13 with three storage registers we can
implementA the second order filter at a cost of N+l clock

cycles per N-bit coefficient.
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Errox Correction

An important feature of algorithmic circuits is that we
'can invent algorithms that are insensitive to arithmetic
errors. One way of doing this is to discover an algorithm
which estimates the error made by another algorithm. These
two algorithms can then be combined to create an algorithﬁ
which has higher accuracy. This is an alternative to having
external adjustments or trimming on-chip components. We
will give a simpie example here, A more sophisticated

example will be given in chapter III.

Fig 15 shows an analog arithmetic register connected
with ohe storage register and three possible inputs: Vinr
analog ground and the analog storage register. To sample
‘the input we could perform a clear and add (CLA) and then
store the result in the storage register. However both the
analog arithmetic register and the ahalog étorage register
have offset errors which will be added to the result. These
errors can be-éliminated'by performing instead the sequence
of operations shown in fig 15b. This sequence first samples
and holds a zero in the storage register and then samples
and holds the difference between the input and the stored

zero (which has offset error). In this way we can eliminate

the need for an external trimming adjustment.
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Conclusion

.Charge circuits minimize some problems which have
limited, the complexity of analog integrated circuits.
Matching of RC products is eliminated by using a clock as a
time teference. Any 'analog function can be implemented
using analog ~storage and clocked analog inverters.
Algorithms used to define analog circuit functions can be
implemented by iteration or by replication to minimize chip
area or to maximize épeed. Self-conreéting algorithms éan
be found to eliminate the need for trimming. In many ways
charge circuits are more similar to digital circuits than to
conventional analog circuits, and programmable charge
circuits can. be <constructed to perform general-purpose

signal-processing functions.
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TABLE I

Continuous and
Discrete—Time Uperations

-

Funotion Continuous—time Operation | Discrete-time Operation
Integrate (1/S) Delay ¢Z~1) and add
Filtering Fixed ratio multiply Fixed ratio multiply

.Add
Subtract

Add
Subtract

A/D Convert

Multiply by 27N

Add
Subtract
Compare

' Enulu'ply by 1/2

Delay
Add
Subtract
Compare

D/A Convert

Multiply by 2N

Add
Subtract

l?ult:lply by 1/2
Delay

Add

Subtract




TABLE 11

Anolog Arithmetic
Unit Operations

Mrnemonic Description
ADD Add
CLR Clear .
CLA Clear and add
CLS Clear and subtract
NOP Delay =
LSA Multiply by two and add
LSH Multiply by two
LSS Multiply by two and eubtract
RSA Divide by two and add
RSH Divide by two |
RSS Divide by two and subtract

SuB

Subtract
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CHAPTER II

Understanding the MOS Transistor

Introduction

Charge circuits are composed of analog switches,
capacitors and amplifiers. They can be implemented 1in
bipolar, JFET or MOS technologies, but these technologies
are not all equally suited for the task. The analog
switches will require high-voltage logic to drive them. The
thin oxide capacitance in an MOS piocess is carefully
controlled and matched to device characteristics. The
amplifiers must function with a minumum of input bias
current. These requirements make MOS the technology of

choice for implementing charge circuits.

The MOS «circuit designer has more control over his
device characterisitics than his bipolar counterpart. He
can change channel length and substrate voltage as well as
device area, operating current, voltage and temperature. To
design analog circuits he must understand the MOS

transistor.
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To develop this -undersfanding we will treat the MOS
transistor as a circuit and make use of rules which are
widely used in the modeling of parasitic effects. According
to those rules, homogeneous regions are modeled as lumped
capacitance or resistance while inhomogeneous regions are
modeled as abrupt junctions. The resulting device picture
is accurate over a wide range of currents and voltages. It
provides simple and intuitive explanations for a variety of
device effects including: subthreshold conduction, current
saturation, nonlinear gate capacitance and charge pumping.
Experimental agreement is obtained with a variety of

laboratory and commercial devices.

-

MOS Transistor Model

We begin our discussion of the MOS transistor by
observing the results from a two-dimensional simulation
[1]. Plots of electron and potential distributions for a
device in saturation are shown in fig 1. The device can be
divided into three regions. Near the source the field is
opposite to the direction of current flow. A central region
contains a high carrier concentration near the silicon
surface. This region is called the MOS channel. At the
drain end of the channel there is a region where the field
is high and the channel comes away from the surface. These
three regions are intrinsic parts of the device and each of

them plays an important role in determining its
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characteristics.

The device picture used here is sketched in fig 2.
Linear capacitors C1 and C2 represent the gate oxide
capacitance. The channel is modeled by a vanishingly thin
layer of mobile charge carriers. This channel is isolated
from the substrate by the deplétion capacitance of junctions
D and D,. Connections to the channel are made by

3 4
gate-controlled diodes D and D..

1 2

These diodes replace the strong inversion approximation
in square-law models [2] or the channel boundary conditions
of Pao-Sah [3] and El-Mansy [4]. They model the high-low
junction which connects the channel to the source and drain
diffusions [5]. Since the connection of any measuring
instrument to the channel will create another junction,
their characteristics cannot be measured directly.

Nevertheless, they do exist.

The model presented here was developed independently,
but it is similar to the Brews charge sheet model [6].
Compared to the Brews model, this model includes velocity
saturation, channel-length modulation and some correction
for vertical field mobility wvariations. We differ with
Brews in neglecting diffusion current in the channel
region. This simplifies the result, and it gives rise to a

constant error of kT/q in the gate voltage and to_ other
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errors on the order of (kT/q)2 in the applied potentials.
With this in mind the devices-oriented reader may wish to
refer to [6]. Additional background material may be found

in [7,8].

In the following discussion we assume a surface-channel
device. The «concept can be extended to buried-channel
devices, but the treatment is more complex. Potentials
which can be measured will be denoted by a capital "V" and
an appropriate subscript. Potentials which cahnot be
measured will be indicated by a "W" with a subscript. All
potentials are referenced to the bulk silicon. For example,
Vg denotes the applied gate-to-substrate potential, while Wg
is the same potential after correction for work function
differences and st’ All signs will be taken as positive.
This allows a uniform treatment for both P-channel and
N-channel devices. The reader should have no difficulty in
determining the correct signs. A glossary of the notation

is shown in Table 1I.

We now consider separately each of the circuit elements

used in this model.



GLOSSARY

Deplotion Capacitance

Oxide Capacitance

Electric Field (Parallel to current)
E evaluated at pinch-off point
Drain-Scurce Current
Gate-Controlled Diode Current
Boltzmann’e Constant

Channel Length

Bulk Impurity Concentration
Effective Impurity Concentration
Surface Impurity Concentration
Depletion Charge Deneity (Under Channel)
@n Evaluated at Drain

Mobile Charge Density

On Evaluated at Source

Saturation Charge Denaity
Steady-State Charge Density

Series Resistance at Drain

Seriee Resietance at Source

Applied Drain-to-Substrate Potential
Applied Source—to-Substrate Potential
Carrier Saturation Velocity

Vg or Vy

Internal Drain-to-Subastrate Potential
Vg‘VFb

Internal Source-to-Subetrate Potential
Wg or Wy

Charmel Width
Channel Width at Drain
Charmel Width at Source

Charrel Shortening from Drain Deplation Region

Dielectric Constant of Silicon
Low—fiaeld (measured) mobility

Builet~in Potential of Bulk (kT/q LOG(Ny/N;))

Cm~3

Cm-a

Cm™3
Coul*Cm-z
Coul*Cm-z
Coul®Cm2
Coul*Cm2
Coul#Cm2
Coul*Cm‘z
Ohm

Ohm

F*Cm-1
Cm2V-1500-1
v
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Channel Charge

If the suface potential is Wx, then the total charge

induced in the semiconductor is:

Some of this charge resides in a depletion region under the

channel. If we assume a uniform impurity concentration in

the substrate then this bulk charge is:

B=C W, (2)

Where Cd is given by:

Ca=v2qNpEgy (3)

The difference between the total charge and the bulk charge

is the mobile charge which forms.the channel:
Q,=0.-Qy (4)

It is this mobile charge density which determines the

conductance of the channel region.
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The MOS Channel

The MOS channel consists of a thin layer of charge
carriers connecting the source and drain junctions. Its
conductance is proportional to the total mobile charge in

the channel. To first order the channel current is given

by:

Ids=[Sheet conductance]*[# squares]*[Applied voltage]

Ids=pg-§59—d—*% * (Wqy—-Wo2 (5)

Where Qé and Qd are the mobile surface charge densities

given by:
Qe=0¢ MW, W) —Qp WY (6)
Q=0 Wgs Ws) ~Qp (W2 (7)

These equations for charge density are valid only for
positive results. If the result is negative, the channel
does not exist, and the mobile surface charge density is

zZero.
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The above equation for current is a lumped
approximation to the standard result. It gives good results
for devices with 1000 angstrom oxides and impurity
concentrations up to 1016. For heavier substrate
concentrations or thicker oxides the standard result is

obtained by integration:

rd

Ids=p%*P<wd.wS.wg> (8)

Where the function P(vg ,Vg ,Wg ). is given by:

W4 +W
P (Wd. WS.’ Wg> =Cox[wg- —d—z-——s-] (Wd—ws) (9)

3/2 3/2
-Fea|va’

Given the potentials WS and Wa, we can calculate the
channel current. If we set W;=Vé+2*¢F and W =V, +2*@. then
these models correspond to the strong-inversion
approximation in the linear region. An example of these two
equations is plotted in fig 3. The numbers used in this
example are typical for an NMOS device in a CMOS process.
The difference between the lumped and integrated
characteristic curves is less than five percent. For most

devices the difference between the lumped and integrated

channel equations will be insignificant.
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Another case of interest is the annular device. For

this device the channel equation can be shown to be:

- A , (10)
lae=P g a7z e Ve V)

Where A is the angular width of the device in radians and Zg

and Zd are the source and drain widths.

Velocity Saturation

It is physiéally impossible for the velocity of the
charge carriers to increase without 1limit as the field
(applied Wd-Ws) increases. It 1is observed, for example,
that the maximum velocity for electrons in silicon is
approximately 107 cm/sec. A commonly used approximation for

carrier velocity as a function of applied field is [9]:

L UE
Velocxty-1+pé/vsct (11)

A solution which includes velocity saturation can be
derived from any low-field model which fits the following

form:

Ige=H*G L) *F Wy, W, Wg) (12)

F(.;,.s.) and G(.) are arbitrary functions. The complete
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solution is given by:

_ U Wd-Ws)
Ige=p*G(L+==7—")«F (Wg, Wg. Wg) (13)
The proof of this solution is obtained by substitution, and
it applies to all of our channel equations. As the carrier
velocity increases, the apparent channel length increases.

This reduces the channel current.

Some channel characteristics which include velocity
saturation are shown in fig 4. Annular devices are affected
less than rectangular ones if the source is interior. This

is due to their logarithmic dependance on channel length.

Eield-Dependant Mobility

It has long been remarked that mobility varies with the
vertical field across the channel [10,11,12,13,14,15,16].
But measurements of this mobility variation are subject to
differing interpretations [17,18]. To make an accurate
measurement of the actual mobility in an MOS transistor it
is first necessary to measure the applied potential and
mobile charge density in the ghéggg;. This has not been

possible.
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This variation in mobility is electrically similar to
series resistance [19,20,21,22,23]. We model the field
dependance of the mobility as resistors at both ends of the
device. This allows the mobility variation to be added to
the source and drain contact resistance. The equation used

for determining this resistance is:

N S
Rssz_ZZstat (14)

This is an empirical equation. Q was 0.65 microcoulombs

sat
per square centimeter for all devices tested.

The mobility used in our model is a measured process
constant. iIts value ranges from 50 to 75 percent of the
bulk mobility [24] for an equivalent substrate impurity

concentration.

Ihe Gate-Controlled Diode

As the potential at the drain end of the channel is
increased, the corresponding mobile charge density decreases
to zero. From a physical standpoint this is impossible.
Because of velocity saturation, the mobile charge at the
drain end of the channel must be greater than the channel
current divided by the carrier saturation velocity. This
constraint prevents us from obtaining any solution for

channel current in the saturation region. Another problem
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with the channel model is that it does not give the observed
exponential characteristics at low Vg (subthreshold
region). These problems are removed by including a model
for the current-voltage characteristics of the

channel-to-diffusion gate-controlled diodes.

To model these gate-controlled diodes we want an
equation with some special characteristics. When no current
is flowing between the channel and the diffusion we must
satisfy the boundary conditions used by Brews [25], El Mansy
[26] and Sze [27]. This gives rise to the exponential
current behavior in the subthreshold region. To be
physically reasonable current must alWéys be less than the
saturation velocity times the mobile charge density. The

simplest possible form for this equation would be:

Igcd=ZVsat (Qst-Qt) (15)

Qst is the surface charge conventionally associated with the
gate—controlled diode. Qt is the actual induced surface
charge as in equation (1). The steady-state charge density

is given by the boundary conditions referenced above:

W Vo295
Ust=fo§+c§%5xp (s %o (16)

q

Combining this expression with the previous one gives:




W, -V, —28L
Igcd‘zvsatl:\/gg‘*'cgbc‘![EXP( % ﬁ ¢‘b) (17)
q
"Cc»<(WE{4Nx)}

A plot of some I-V characteristics computed from this
equation with gate voltage as a parameter is shown in fig

5.

This model gives the correct surface potential under
forward bias (according to Boltzmann statistics) and the
correct current under reverse bias. It ié qualitatively
similar to thé actual device. These features are sufficient

for our purpose.

The equation used for the gate-controlled diode in our

model is a simplified version of the previous one:

C
Iyed=ZVeat -27‘1 bil EXP (W,.-V, -Q,, (18)

Fig 6 compares I-V characteristics for this equation with

the the previous equation.

Channel Length Modulation

Under reverse bias the gate-controlled diode will have
a depletion region extending into the channel. This channel

shortening 1is the principal cause of output conductance in
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the saturation region. An expression for this
channel-length modulation can be derived from

electrostatics:

qN JEd+j— Vg- Wd) Ed - (19)

The principle fault of this equation is that it is not a
circuit equation. This equation is often oversimplified as

follows:

o€ '
NG J_ o VaHg 20

This expression simply neglects the field in the drain
depletion region. It tends to overestimate the extent of

channel shortening for large gate voltages.

To calculate the channel shortening caused by thé drain
depletion region we use the simple expression (20) above and
modify it by increasing the effective substrate impurity

concentration in the following way:

Qg+J2kTES ;NS
J2kTEg;Ng

Neff=Ng €21)
Substituting (21) for Nsin equation 20 gives better results
in many cases. In other cases it tends to underestimate the

degree of channel shortening for large gate voltages.
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Neglecting the field in the drain region will often
give reasonable answers, but it may also cause serious
problems [28]. A special-purpose program was written which
solves the modeling equations using equation (19) instead of
(20) and (21). This program solves for current and then
Plots the potential in the channel from the source to the
drain. The boundary between the channel and drain-depletion
regions was determined by the requirement that the lateral
field be smooth and céntinuous. A comparison of results for
the simplified equation and the more complete one is shown
in fig 7. Both the saturation voltage and the amount of"
channel shortening are reduced by including the field.
Neglecting the field in the drain region 1is a serious
limitation in calculating the output conductance of the MOS

transistor.

A DC model for the MOS transistor is shown in table I
together with a table for the modeling equations. To obtain
a solution for device current we must satisfy Kirchoff's
laws, the current equations for the channel, gate-controlled
diodes and series resistance; and we must iterate to find
the correct value for channel-length modulation. We will
now illustrate this model by discussing some features of the

MOS transistor.
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In this model the saturation region results from the
characteristics of the reverse biased gate-controlled diode,
which will not conduct unless there is mobile charge in the
channel. This can be visualized with the help of the
graphical solutions shown in fig 8. In this sketch the
channel potential is swept, and the drain diode forms a
nonlinear load line over the channel characteristics. Curve
"a" shows the device far into the lineaf region. In this
region, the 1load 1line changes drain potential, and the
resulting solution is also a strong funtion of drain
potential. Curve "b" shows the device on the edge of
saturation. Curve "c" shows the device far into
saturation. 1In this region the load line no longer moves as
v is increased. Current is nearly constant at a value of

d

Z*Qd*vsat. What we have shown is that the saturation region
does not arise from a defect in the channel equations, but
rather from the characteristics of the connection to the

drain.

Subthreshold Region

The subthreshold region [29,30,31,32] can also be
explained by the use of graphical methods. 1In fig 9 we have
assumed that the drain voltage is high; the transistor is

in saturation. The dashed curves are the channel
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characteristics and the solid lines are the characteristics
of the source diode as the potential at the source end of
the channel is varied. The gate-controlled diode is now the
driver, and the channel now forms the load 1line.
Corresponding curves intersect at solutions for device
current, At Vé=5 Volts the transistor is far into the
square law region. The characteristic curves for the diode
change 1little with increasing gate voltage. The slope of
the diode curves is much greater than the slope of -
corresponding channel curves, and the channel potential is
almost constant at approximately 2.5 ¢F. As the gate
voltage is decreased, the source potential begins to
change; between vg;s and Vg=2. volts the diode potential
changes by 60 millivolts. Below Vg=2 Volt, the solution is
dominated by the diode characteristics, and the current

becomes exponential with gate voltage.

In this subthreshold region:

COX
Me=tlgt 7Vt (22)
and the logarithmic slope becomes:
4 L0G, g (Iye)= Cox (23)
/) S
dVg 2. 35 (€ o +Ca/ @Wg))

If we neglect surface states, this agrees with theoretical

and experimental work referenced above.
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Nonlineax Gate Capacitance

This model also provides a qualitative explanation for
the nonlinear gate capécitance. A typical nmeasured C-V
curve for an MOS transistor under bias is shown in fig 10.
An equivalent circuit for our model is also shown. In
regions "a" and "b" of the C-V curve, the gate-controlled
diodes are reverse-biased, and the equivalent resistance of
the diodes is high. The resulting capacitance is that of.
the oxide capacitance in series with the depletion
capacitance. In region "a" the depletion depth is zero
(surface in accumulation), and so the depletion capacitance
is infinite. 1In region "b" the total capacitance decreases
as the depletion depth increases. 1In region "c¢" the source
diode becomes forward biased. Capacitors Cl and C2 ére now
connected to the source. The gate capacitance per unit area
near the source is equal to the oxide capacitance. The
capacitance at the drain is still decreasing due to the
widening of the depletion region at the drain end of the
transistor. As the gate voltage is increased further, the
drain diode becomes forward biased, and the transistor moves
into the 1linear region. In this region, the channel
potential is clamped by the diodes thus shielding the
depletion region from further increases in gate potential.
The gate capacitance is now equal to COx and is connected at

both ends of the channel to the diffusions.
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Charge Pumping

We can also provide a simple explanation for charge

pumping [33,34].

Fig 11 shows an MOS transistor connected to a pulse
generator and a capacitor. The parasitic junctions in the
device form a voltage clamp circuit. The channel potential
Vch will never rise more than 2.5 ¢F above the source and
drain potential. When the clock rises this forces charge to
flow from the diffusions into the channel. If the clock
fall time is fast compared to the time it takes charge to
flow out of the transistor, the source and drain diodes will
turn off before the channel can discharge to the source and
drain junctions. This will cause the junction between the
channel and the substrate to forward bias when the clock
goes low, and charge will flow from the channel to the

substrate.

Substrate Nonuniformity

We have so far assumed a uniform substrate impurity
concentration. Nohuniform impurity concentrations are
common in MOS transistors, and they can have substantial
effect on the device characteristics. Some nonuniformity
exists in every device due to impurity redistribution.

These nonuniformities tend to be small and concentrated near
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the surface. If the depth of the disturbance in impurity
concentration is small compared to the depletion width under
the channel, then the effect of the nonuniformity will be to
give an apparent shift in the flatband voltage of Qnu/Cox.

Qnu is the total amount of charge contained in the impurity

disturbance.

Nonuniform impurity concentrations are often produced
deliberately by implanting dopant species directly in
silicon. If the implants afe shallow and not deeply
diffused then we can approximate their effect in the same as

above.

If the depth of the depletion region is 1large in
comparison with the depth of the implant, the flat-band
shift will be less. The width of the depletion region under
the channel will also be in error. This will cause an error
in the calculation of mobile charge density. This error is
particularly significant in the saturation region where
mobile charge density is small in comparison to the

depletion charge density.

Nonuniform impurity concentrations will also affect the
vertical field at the surface. This field determines the
low (lateral) field mobility used in the model. For this
reason implanted devices such as depletion loads will not be

accurately modeled.
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Experimental Results

Drain characteristics for several different MOS
transistors wvere obtained. Points from ;hese
characteristics were transferred by hand to corresponding
theoretical device plots made on a computer. The effective
flatband voltage was adjusted for each device. The surface
mobility factor was fitted to each process. Other
parameters were taken from process data adjusted within the
limits of experimental error. The parameters used for each

device are shown in table II.

Fig 12 shows results for a long-channel NMOS device
which was fabricated in the Berkeley IC facility.
Theoretical and experimental points match extremely well at
both high an@ low currents. Fig 12 also shows results from
a similar long channel PMOS device. These results are also

quite good.

This two fiqure also shows results for shorter channel
devices fabricated on the same wafers as the previous two
devices. In these plots we see some errors in the
saturation region. Because the field in the drain region is
much higher for these devices we cannot use the same simple
expression for channel-length modulation as for the 1longer
devices. Despite these problems agreement for device

current is within 10 per cent.




TABLE I - DC Modeling Equations
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When the substrate impurity concentration is increased
the field-dependant term in the channel-length modulation
again becomes less significant. Fig 13 shows results from a
commercial MMOS device which is fabricated in a heavily
doped p-type well. Despite the shorter channel length
excellent agreement is again obtained. Above 10 volts of
drain potential we see low-level avalanche currents. These
currents are caused by impact ionization in the
drain-to-channel Jjunction [35,36,37,38,39] and they flow
from the drain to the substrate rather than the source.
These substrate currents are important in the design of
high-gain amplifiers and in floating-substrate processes
such as §SO0S, where they can cause the substrate to become

forward biased.

" The complementary PMOS device is also shown in fig 13.
At low currents the experimental and theoretical points
match closely. The upward curvature in the drain
characteristics appears to be punch-through, but it is
accurately modeled in this case by channel length
modulation. At higher currents the agreement is not good
due to the lightly doped substrate and the relatively short

channel length.

The next two devices show how the substrate impurity
profile can affect the device 1I-V characteristics. These

devices were fabricated using an n-well CMOS process [40] An
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unusually deep double-dose boron implant was performed which
gave a step in the implanted boron concentration at a depth
of approximately 0.6 microns. We expect our model to work
well as 1long as the depletion region boundary stays in an

area of uniform impurity concentration.

Fig 14 shows results for an NMOS device. Below about
10 microamperes the transconductance is lower than predicted
here. Between 10 microamgs;es and 1 milliampere of drain
current the depletion regio; extends into the step in

impurity concentration. In this region agreement is

excellent. Above 1 milliampere the depletion region near

the drain extends beyond the step, so that the depletion

region charge is higher than we would expect. This causes

- the model to overestimate the saturation current.

‘Because of the large increase in impurity concentration
near the surface, we expect prediction for the PMOS device
(fEig 15) to be too high at low gate voltages. At device
currents ranging from 10 microamperes to 500 ﬁicroamperes
the model gives excellent predictions. Above this current
level, the drain depletion region extends beyond the step.
In this case the effective substrate concentration decreases

causing the model to underestimate(the saturation current.
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Our last two sets of data are taken from published
results for some other models. These models use the
empirical mobility variations discussed earlier. Fig 16
shows a comparison of our model with the data of Merckel, et
al [41]. Again we have excellent results for the longer
device and good results for the shorter device. This figure
also compares our model with the data of Sibbert [42].
These results are also good. Replacing mobility variations
with series resistance works well for normal operating

conditions.

Limitati

Any model is an idealized picture. Many limitations of
this model have been pointed out above. For the sake of

clarity we summarize these limitations.

The influence of the source and drain depletion regions
on channel charge has been omitted. This "short channel

effect” can be included as in [43,44,45].

The lumped resistor model for mobility variation with
(vertical) field is accurate only for constant VS . For
substrate impurity concentrations greater ‘than 1016/cm3
this variation will be five per-cent or less. For
lightly-dbped substrates the 1low (lateral) field mobility

needs to be varied with (vertical) field as in [46,47].
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Substrate current has been neglected. The most
significant component of substrate current is avalanche
current generated in the drain depletion region. This
current is proportional to both drain current and to an
exponential of the peak field. 1Its most serious effect for
analog circuits is to degrade the drain conductance of the
MOS transistor at drain voltages well below breakdown. This
effect is seen on N-channel devices fabricated on
heavily-doped substrates. In a typical commercial N-channel
CMOS device this effect will dominaté the drain conductance
in saturation above 8 Volts Vé . Such a device is shown at

the top of fig 13.

We have assumed that the MOS transistor is a circuit.
This implies that the current is controlled only by the
potential and not by the field. 1In the drain depletion
region this assﬁmption breaks down. However, the
conventional expression for chahnel-length modulation gives
the same result. The empirical correction used in this
| model does not always work. This is also true of the
empirical corrections used in [23]. Explicit inclusion of
the field in a one-dimensional model can give good results,
but it is computationaly cumbersome; and extensive
comparison with experimental data has not been done. At the
present time accurate = determination of the output

conductance requires a two-dimensional model.



-64-

Thermal effects can be important. The power dissipated
in the MOS device will cause a 1local rise in temperature
which causes a decrease in mobility. This can cause the

output conductance to become negative [48].

We have assumed that the channel is a thin sheet of
charge at the surface. Because we have treated the drain
depletion region separately from the channel this assumption
will be valid for many devices. This assumption is not
valid for depletion devices. For these devices the details

of the impurity profile become important.

Our equations are not valid when the gate potential is
near the flat-band voltage or when the surface is
accumulated; MOS devices are not normally operated in this

region.

We have ignored the fast surface state charge. This
will affect the subthreshold conduction but it is not
significant for present-day oxide thicknesses and processing

techniques.

We have shown that the combined effect of the
gate-controlled diode and channel-length modulation gives
results similar to punch-through, but our model does not

account for subsurface punch-through currents.
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Conclusion

We have presented circuit model which accurately
predicts the I-V characteristics of MOS transistors. By
adapting the conventional square-law model to include
substrate-to-channel and diffusion-to-channel junctions,
simple explanations can be found for otherwise obscure
device properties. It is hoped this model will be useful

for hand analysis and for computer simulation.
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Table 11

Device Parameters

Procese L M yA (V) B/Pb | Cox (nF/ om) Ne""l14 om™3 Np#*1 14om-3 Vep (VD

Coen’e NMOS 19.9 () 256 (a) B. 67 (o) 39 (@) 2.3 (d) 7.85 () -B. 97 (o)
7.2 129 -1.82

Coen’e PMOS | 21.9 (o) 256 (a) B. 52 (o) 41 () 9.6 (b 7.7 () B. 32 (o)
9.2 129 8. 27

CD4PB7 NMOS S.0 (b 180 () 8. 58 (o) 29 b) 208. (b 3408, @) -2. 51 (o)
CD4PB7 PMOS 5. 400 8. 75 () 11. 4, p. 97

McC’e NMOS 17.8 b) 88 b) B. 52 () 5SS b) 40. (D 60 (2] -1. 24 (o)

McC’e PMOS 16. 8 (b) 80 (b B. 72 (c) 55 ) 108. (D 30 ) -B. 42 (o)

Merc’se PMOS 20.9 () 108 () A. 68 (o) 27.7 40. (D 38 (a) -0. 40 (o)
10. 8 100 (a) -B. 48

Sibb’e NMOS 19.5 (@ 18 ¢ . 66 (c) 42 (a) 28. (b 20 (a) -0.8 (o)
7.0 12 -1.00

(a) Publisehed elsewhere or i ndependantly measured.

(b) Based on phyeical dimeneione and procese data

()
(&)
(o)

Match Ide.
Fitted to procees. Match Gde.
Fitted to each device.

Fitted to process.
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Fig 1 —— 2-D MOS Simulation Results
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Fig 2 —— MOS Transistor Model

C1 and C2 represent gate oxide capacitance. Dl and D2 are gate-
controlled diodes which connect the channel to the source and drain
diffusions. D3 and D 4 are parasitic substrate diodes. These parasitic
diodes are normally represented only by a depletion capacitance. In weak

and strong inversion they isolate the channel from the substrate.
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Fig 3 —— Channel Characteristics

A lumped resistor model gives almost the same results as the standard
integrated model. 1In this and following examples NS=Nb=2*1016 cm-s, Cox=

3.45*10—8 F/cmz, Z2=100 microns, L=4 microns and mobility is 700 cmz/V-sec.
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Fig 4 —— Effect of Velocity Saturation

Velocity saturation lowers the.saturation current in MOS devices.
Annular devices are affected less than rectangular ones if the source is
interior. Channel characteristics which include velocity saturation
have a region of negative resistance. This region‘is removed by the
connections to the channel. This negative resisﬁance region is the region
where the mobile charge density at the drain is less than channel current
divided by saturation velocity; it is not physically possible for this to

occur,
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Fig S -- Gate—Controlled Diode Characteristics

I-V characteristics of a gate-controlled diode are similar to a conventional

junction. Reverse current is controlled by the gate voltage.




500m/div

LOG I(?):

o o o lau . . . - . . . - . . o
758m V(3,2): 28mVsdiv

Fig 8 -- Simplified and Cbmplete GCD Models

Simplified (18) and complete (17) gate-controlled diode models give
nearly identical results. Worst case difference is approximately 20 mV.
The worst case error occurs for high gate voltage, and for this reason
it is not significant. Note that except for the log (base 10) scale

the conditions are the same as for the previous figure.
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Fig 7 —— Potential Distribution Implied
by Chcnnel-Length Modulation

Potential distribution inside the (surface) channel. Source is
at the left and drain is on the right. Drain voltage is stepped from
2 to 10 volts in one volt steps. Conventional channel-length modulation )
equation implies a discontinuity in the field at the pinch-off point.
Removing this disconfinuity reduces the amount of channel-length modulation
and the pinch-off voltage. This will lower the saturation current and

drain conductance for high gate voltages.
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4

i

b ST

S ‘
Graphical solution for drain current. Dashed curves a, b and c represent

different drain voltages. As the drain voltage is incresed the potential at

the drain end of the channel becomes independant of drain voltage.
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Fig 8 —— Subthreshold Solutions

Graphical solutions for drain current. Vertical scale is drain current;
Horizontal scale is potential at source end of channel. Dashed curves are
channel characteristics; solid curves are gate-controlled diode characteristics.

Dots indicate intersection of corresponding curves.
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Fig 18 —— C-V Characteristics

C-V characteristics of the MOS transistor come from the gate—-controlled
and parasitic substrate diodes. In region "a" the parasitic substrate diodes
are forward biased, and the capacitance is equal to the oxide capacitance.

In region "b" the substrate depletion capacitance is decreasing causing the
apparent gate capacitance to decrease. In region "c" the source gate-
controlled diode is forward biased; in region "d" both the source and drain

gate-controlled diodes are forward biased.



. _ Vpulee D

Veulee _| LI LT LT L
1. l l l l
S G G G

Fig 11 —- Chahge Pumping

In "charge pumping" charge flows through the source and drain gate-

controlled diodes when the gate voltage rises and through the parasitic

substrate diodes when the gate voltage falls. The gate-controlled and

parasitic substrate diodes form a "voltage clamp" circuit.
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Chapter III

Cyclic A/D Converters and Error Correction

This chapter deals with cyclic A/D converters
constructed with clocked analog inverters. We will use the
non-restoring divide algorithm discussed in chapter 1 to
.study the effect of analog circuit errors on converter
accuracy. We will introduce and prove the infinite
resolution theorem , which shows when these errors are
correctable, Two error correction algorithms will be

introduced together with experimental results,

Introduction

In chapter 1 we showed how digital algorithms can be
converted to analog algorithms using clocked analog
arithmetic. A natural use of this technique is to perform
A/D conversion. An A/D converter can be constructed using
the clocked analog inverters shown in fig 1. All analog
parts for this converter can be constructed in a 2

millimeter square of die area. This converter is
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potentially capable of unlimited resolution, but its

accuracy is limited by analog circuit errors.

Analog circuit errors can be reduced by careful
attention to design and layout, but if the highest accuracy
is required fabrication may prove digﬁicult. Analog circuit
eérrors can also be reduced by adding trim tabs or externally
adjustable parts. This increases testing cost, and it will
not correct for temperature changes or for aging. Another
way of reducing analog circuit errors is by using analog

control loops [1].

This chapter discusses a way of reducing analog circuit
errors wusing digital arithmetic. This method has inherent
advantages compared to analog techniques. Because critical
accuracy requirements are removed from the analog parts,
design, layout and fabrication are less critical. Digital
calibration data may be stored indefinitely, or it may be
updated as often as desired. This allows us to correct for
temperature variations or for aging, We will call our

approach digital error correction.

The Analog Loop

We will now introduce a notation for quantifying the
analog circuit errors. This will allow us to calculate

error bounds and prove a crucial theorem.



-9] -~

The model used for the cyclic A/D converter is shown in
fig 2. {Ai} is the sequence of analog variables presented
to the comparator. To simplify the algebra we will assume a
one-volt analog reference. For the same reéson we will use
an unconventional binary representation for the digital

output:

N .
D=). B;2"i"!1 (1)
i=0

D is the numerical value of the digital output, and {B,} is
the sequence of comparator outputs. The individual B; each
have a value of +1 or -1. The value of D always lies in the

interval (-1,1).

T(.) ‘denotes the 1loop transfer function. The ideal
I
loop transfer function is T(x)=2x. The actual loop transfer

function can be represented in the following way:

N .
T () =2x+), Egxt+N, (2)

i=0
Where E is the it" order error in the 1loop transfer

function, and N is a stochastic variable with peak magnitude
X

N which accounts for noise. The non-restoring divide
P

algorithm can be stated recursively as follows:

Ag=Vin (3)
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A;=TCA;—1>-Bj-q (4)

We will call the pnoiseless loop transfer function

T (.) as:
X

m 'y
Ty () =2X+ ), E;x3 (5)
i=

Several properties of this function will be needed. These
properties are physically obvious. T;(.) is strictly
increasing and continuous. The derivative of T}J.) exists
.and will lie in the interval [2-Dmax,2+Dmax], where Dmax is

much less than one.

In the following treatment we will neglect the error

introduced by the initial sample-and-hold operation.

Uncorrected Errors

Let us denote the maximum error which can be made in

any clock cycle by Emax. Eﬁax is defined by:

o0
Emax = Z |E11+NP (6)

i=0
Now suppose we know the value of Ai' Then we can calculate

limits on the previous value as follows:
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Aj—CGRA;-1-Bj-1) < Emax J (7)
Aj+Bj—1 E

The equivalent reflected error in AO after N cycles is

then bounded by:

N _.
E€Emax 2 2 ° NN

1=

As the number of comparisons goes to infinity this becomes

€< Ema o

The worst case error in the A/D conversion is
approximately equal to the worst case error in the loop
transfer function. Figs 3 ,4 ,5 and 6 show simulated error
characteristics for A/D conversion error for severél
/ different E;. Each type of error has its own distinctive

error plot.

Error Correction
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In this section we present an intuitive description of

digital error correction. The mathematical description

follows.

Under certain circum;tances the sequence of comparator
results may not cont;in enough information to allow
correction to take place. If two different analog inputs
can result in the same sequence of comparator results then
no subsequent processing can distinguish between'them. This
means that the mapping from the analog domain into the
‘sequence of comparator results must be one-to-one. If there
is any error in the A/D conversion process then the amount
of information in the sequence of comparator output must be
greater than the converter resolution. In cyclic A/D
converters only N binary results are available in an N-bit
result, These A/D converters must be modified to allow
redundancy in the output before digital error correction can

take place.

One way of introducing redundancy into a digital word
is to change the numeric representation from base 2 to some
smaller base, such as base 1.9. This increases the number
of bits required to represent an input to a given resolution
by the ratio of the log of the bases. For example, eight
per—cent more bits are required to represent a number in

base 1.9 compared to base 2.
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The 1Infinite Resolution Theorem » which is proved in
the next section, gives a quantitative statement of how much
redundancy is required to tolerate a given amount of analog
innacuracy.. In order to perform digital error correction,
the A/D converter must first satisfy the infinite-resolution
criterion. Then the digital logic or processor must convert
from the A/D converter representation (for example, base

1.9) into the desired base 2 representation.

Many sources of analog efror cause an uncertainty in
the base of numeric representation. These analog errors
include capacitor mismatch, finite amplifier gain and
slow-settling transients. If the actual base can be
determined_ by digitizing a known input (for example, the
reference), then these sources of error can be removed
directly wusing a base conversion algorithm. Most of the
other sources of error give rise to an offset error. If the
infinite-resolution criterion is satisfied, then these
sources can be summarized by an equivalent offset reflected
at the input. Similarly, noise in the A/D conversion
process can be summarized by a reflected noise at the
input. Other sources of error, such as third order
distortion (E3), give rise to errors which can be corrected

only in principle.
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Ihe Infinite Resolution Theorem

Let the number of comparisons go to infinity. Under
what circumstances and within what limits can we reconstruct

the analog signal?

If Ao is the analog input, and D is the digital output,
and the following infinite . resolution criterion is

satisfied:

o0
Np+ igm[|521|+E21+1] N (11)

Then the infinite-resolution theorem says there exists a

function G(.) such that:

G (D> -Ag| { —p— (12)

“Emax

This is a precise statement of the infinite-resolution

theorem. To prove it we will need the following lemma:
Lemma

If the infinite-resolution criterion is satisfied

then:

[As] €1 = JAj+q] <L (13)



Proof of lemma:

Tx is continuous and strictly increasing.

need to show that T(-1)>-1 and T(1)<1.

xR0
TC1)=1+) E;+N

i=0

Y
K1+ ) E +N
N = i"p

From the infinite-resolution criterion:

oo
2 Z@ [IEZi|+EZi+1] *No
i= o

s e,
/ Ei+N
i=g =~ P
Substituting (17) into (15) gives:
T

Now for T(-1):

o0 .
T ==1+ )} E; (=11 +N;

i=0

Therefore:
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Therefore we only

(14)

(15)

(16)

(17)

(18)

(19)
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o0
T2 -1+ ), (E2:-E25+1) Ny (20)
i=0

From the infinite-resolution criterion:

o |

B < Z ["IEZiI-EZi*’l] —NP (21)
l=
0

$ Z@ E2;=E2;+1)-Ng (22)
i=

Substituting (22) into (20) gives:

T¢1) 2 -1 (23)

And the lemma is proved.

Now for the main theorenm. Tx(.) is continuous and
strictly increasing. Therefore Tx(.) is invertible. Let
its inverse be S(.). Consider the following sequence of

functions:

Gg (Ag., D =Ag (24)
G1 (A1, D>=S(A1+Bp)

®

®

e
Gi (Ai. D>=S(Ai+Bi—'1>
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Each G; has a derivative with respect to A;, and this

derivative will be in the range:

‘ —i aG -
@+Dpax) & aA; § (2+D g5 (25)
By induction from the lemma:
Aol > [Al <1 (26)

Therefore as i aproaches infinity, Gi(Ai,D) converges to the
function G(D) wh%ch is independant of the analog variable
Ai' Because both the noise and the derivative are bounded

we know that:

N N
Gi (A, D -Apg|L P+ P— (27)
Gs <A ’L‘cz—nquﬁ~ (2D, 00 L
+ 888 + NP 1
(2D )
So by using the formula for geometric series we get:
Ng [1- L (28)

P (2D’

G; (A;. D) —Ag| €

As i aproaches infinity:
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|G -Ag| & +—=P— (29)

1- max

N
D
And the theorem is proved.

What we have shown is that if the 1loop transfer
function Tx(.) is known, and the infinite-resolution
criterion is satisfied then we can recover the initial
analog signal A, within a limit set by the noise term by

looking only at the sequence of comparator outputs.
Eirst Order Error Correction

Having answered the question of when we can apply error
correction, we now turn our attention to how érror
correction may be applied. The infinite-resolution
criterion can be satisfied by deliberately introducing some
negative first order error to ensure that the inequality in
(9) 1is satisfied. This means that in each clock cycle we
will multiply by 2+Ei instead of 2. 1In effect, we will be
digitizing Ao in base 2+E1 instead of base 2. The correct

numerical evaluation of the digital word D then becomes:

N
- —-i=1
D= ), B; (2+E) (30)
i:
If the actual value of E, is known, equation (30) can be

used to correct for it.
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The above algorithm requires one multiply per bit.
These multiplies can be eliminated by taking advantage of
the fact that E1 is small. The error between a base 2

interpretation of D and the correct base 2+E; interpretation

is:
N -i—-1 —-i-1
€1= ). Bi[<2+51> -2 :, (31)
i=0
rewriting this:
N o iy _.
€1= ). B2 L [a+E /7] (32)
i=0 ’

and performing a binomial expansion:

N 5 i
€1= ), B;2 T h1-1E /2+0ET- D) (33)
i=D
s —-i—2
x- ), iE1B;2 (34)
1=

This expression for the error can be evaluated with only two
adds per bit. An algorithm for performing A/D conversion

while correcting for E1 is shown in fig 7.
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Even Order Cancellation

The above techniges correct for errors in the multiply
operation. Such errors could be caused by capacitor
mismatch, finite amplifier gain or slow settling
transients. It also eliminates the need for a high
resolution comparator. However, the first order error
correction algorithm does not correct for other sources of
error,

Clock feedthrough and substrate le;kage give rise to
zero order errors which are not improved. Amplifier
nonlinearity gives rise to second and higher order errors

which are also not improved.

A different technique can be used to remove zero and
second order errors. The error in the digital result
introduced by even order E is an even function of Vin. By
performing a subtract instead of an add to perform the
initial sample-and-hold operation, an A/D conversion can
also be performed on -Vin. The even-order errors can be
removed by performing A/D conversion twice and taking the

mean of the results for -Vin and Vin. This algorithm for

performing even order cancellation is shown in fig 8.
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D mini E

To perform first order error correction we must know
the value of E;j. The correct value for E1 can be determined

by digitizing Vre and adjusting E, to give a corrected

£ 1
result of 1. The algorithm of £fig 9 was used in an

experimental evaluation of El‘

Experimental Circuit

An experimental circuit was fabricated by the author in
the Berkeley IC facility [1]. This circuit congisted of
four ten-picofarad capacitors, a CMOS transconductance
amplifier and an analog switch. A schematic of the circuit

is shown in fig 10, and a die photo is shown in fig 11.

To form a clocked analog inverter the top plate of the
capacitors was internally bonded to the -In connection of
the amplifier. The bias input of the amplifier was
connected through a resistor to VSS. Bottom plate connects

C0, C1 and C2 could be connected to amplifer output, or they

could be used as clocked analog inverter inputs.

A schematic of the CMOS Amplifier is shown in fig 12,
This circuit is simil<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>