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ABSTRACT
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This dissertation reports on studies concerning the feasibility of large-scale
integrated realization of the circuits needed to provide hybrid-mode full-duplex
digital transmission at 80 kb/s or higher ratgs over standard local telephone
loops. Alternative means of achieving the required 60 dB or so of echo cancella-
tion have been studied in detail. The conclusion is that a combination of analog
and digital circuit techniques permit practical MOSLS] realization of the com-
plete modem, including filters, echo canceller, timing recovery, and A/D and
D/A converters, without need for external circuit elements, trimming, or adjust-

ments.

The preferred system configuration has been evaluated by means of
analysis, simulation, and laboratory and field measurements. A complete full-
duplex system, including an experimental NMOS integrated circuit echo can-
celler, was built and tested. Measurements showed a bit error rate lower than
1078 with line attenuation up to 40 dB, operating at 80 kb/s. We conclude that a
fully-integrated MOSLSI circuit to implement all functions for a hybrid-mode
digital local loop is entirely feasible.
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CHAPTER 1

" INTRODUCTION

The telephone network has experienced a rapid technological evolution in
recent years. The highlight of this progress has been the introduction of digital
techniques first in the transmission and then in the switching areas. In the early
1960's digital communications proved to be a viable transmission system for
short haul trunking. The development of a large stored program control
machine, the No.4 ESS, initiated the era of digital toll and tandem switching.
More recently, digital switching has started to find widespread application in the
local area. This evolution has been spurred by the new developments in LS] and

VLSI integrated circuits.

The next step towards a digital network will be the extension of the digital
communications capability to the subscriber. This will provide an opportunity
for a whole world of new services besides voice transmission. These new services
will include access to massive amounts of information available in large data
bases and widespread use of large computers, transmission of text and still
video pictures or compressed graphical information, telemetry and remote con-
trol through the telephone network, etc. Furthermore, a far more sophisticated
signaling system will supersede dial pulse and tone signaling methods. The ulti-
mate goal of this digital trend is the so called Integrated Services Digital Net-
work (ISDN).

Regarding the local telephone line, the first step towards the ISDN will
require the provision of full duplex digital transmission over the conventional
twisted pair. Use of four-wire facilities for the subscriber is not economic, since

it would require massive deployment of new lines, possible only at the expense of



huge investments. Future advances in the ISDN will likely include the use of high
capacity fiber optics links in the local area, but in the immediate future, use of

the standard two-wire telephone line must be considered.

The minimum acceptable data rate for the new digital subscriber services is
64 Kb/s, in order to accommodate at least one pulse-code modulated voice
channel. In addition, signaling information and possibly a data channel are
required. A data rate of 80 Kb/s has been considered as probable candidate for
standardization. Increasing the data rate to 144 Kb/s would allow simultaneous
transmission of two voice channels, besides the above mentioned signaling and
data information. Furthermore, some coding techniques generate a very low
power spectral density at low frequencies, and so, they allow for an additional

voice channel transmitted simultaneously with the data.

Two transmission systems have received attention to achieve the desired

full-duplex two-wire transmission at the above mentioned data rates:

1)Burst mode, also called time compression multiplexing or ping-pong. In this
system groups of bits (bursts) are alternatively sent in each direction over the
twisted pair. If no delay were present in the line, this multiplexing would require
doubling the instantaneous data rate. However, transmission delays in tele-
phone lines are not negligible as compared to the baud period, and so a guard
time must be provided between bursts to account for these transmission delays
(Fig. 1.1), and less than 50% of the time is available for transmission in each
direction. The net result is that the instantaneous data rate is higher than twice

the average data rate. A typical figure is fing =2.25f5.

2)Hybrid-mode. In this system data flows simultaneously in both directions over
the pair of wires. A hybrid transformer is used to separate the transmitted
from the received signal and perform the two-to-four wire conversion, as in voice

transmission. Fig. 1.2 clarifies how this two-to-four wire conversion is achieved.
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Fig. 1.1. Full-Duplex data transmission on two wires using Burst-Mode and
Hybrid-Mode techniques.
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Assume that the balance impedance Z, is equal to the line impedance Z; at all
frequencies. Also assume that all the windings have equal number .Sf turns.
Then the voltages induced in windings Wz and W3 are equal, and since Z,=7;,
equal currents flow in both secondary circuits. Since windings W5 and ¥4 are
connected in opposite directions, the voltege induced in ¥, is zero. Thus,
ideally, the receiver is completely isolated from the transmitter. On the other
hand, a signal coming from the line induces opposite voltages in W3 and Wg, and
so this secondary circuit acts as an open circuit for signals coming from the
line. Equal voltages are induced in ¥, and #,, so the received signal is also cou-
pled to the transmitter, but has no effect on it since the transmitter has a low
impedance output driver. Thus, in principle, a perfect isolation can be achieved

between the transmitter and the receiver.

In practice, the balance impedance cannot match the line impedance at all
frequencies, since the latter is distributed and the former is lumped. Further-
more, in a mass production environment, it is not desired to trim Z, to closely
match the line impedance Z;. Z; values can have large spreads because of the
varied nature of the loops that can be found in practice. To give an idea, Fig. 1.3

shows a scatter plot of line input impedances at 32 Khz.

Because of the inevitable mismatch between Z, and Z;, the transhybrid

loss, defined as:
- Vreceiver
THL = -20log| < (1.1)
transmitier

is not infinite in practice, but only 10 dB or less, for typical situations. In voice
transmission this poor isolation between the transmitter and the receiver
causes the effect called sidetone which means that the speaker can hear part of
his own vojce, as well as the voice coming from the far end. This effect is not

necessarily undesirable. In fact, without sidetone speakers tend to speak too
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loudly. The imbalance which causes low transhybrid loss also causes echoes,
which are the result of the reflections of the transmitted signal in the hybrid at
the far end of the line and in any impedance mismatch along the line, caused
perhaps by gauge discontinuities, bridged taps, etc. The echo may or may not
be annoying depending on its delay. For small delays, even relatively strong
echoes can be tolerated, but when the echo comes after a long delay it becomes
more and more annoying in direct proportion to its delay. Long delays appear in
long distance communications, and particularly in satellite transmissions.
Because of the long distance that the signals must travel, echoes may have a
round trip delay of about 600 ms in satellite communications. With these delays,

even relatively weak echoes are very annoying.

Since long ago, echo suppressors have been used to mitigate the effect of
the echo. More recently echo cancellers have started to be introduced [6,13].
The echo suppressor is a nonlinear device whose operation is based in the
momentary interruption of the echo return path. The echo canceller is a linear
filter which generates a replica of the echo and subtracts it from the total signal
(echo plus far-end component). Voice echo cancellers are similar in many
respects to data echo cancellers, which are the subject of this research, how-
ever there are also important differences. Here we will not consider voice echo
cancellers. For more details about them, the reader is referred to the litera-

ture.

A 10 dE transhybrid loss may be adequate for voice transmission, but not
for data transmission, as will be discussed in detail later. About 80 45 or more
is required for data transmission. In hybrid-mode data transmission, an adap-
tive echo canceller is used to improve the transhybrid loss to =60 dB, as shown
in Fig. 1.4. The echo is deflned as the signal leaking directly from the
transmitter to the receiver through the hybrid, plus reflections from the far-end

and in discontinuities along the line.
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The echo canceller is an adaptive transversal filter, the response of which is
adjusted by a feedback loop to match the impulse response of the echo path.
Since both the echo path and the echo canceller have the same impulse
response and are driven by the same data signal, their outputs are also the

same, and cancellation occurs by subtraction.

Fig. 1.5a shows a mathematical model of one of the modems of Fig. 1.4. The
echo signal can be represented as the response of a linear system which is
driven by the sequence of transmitted pulses. A sampled-data notation will be
used here and throughout this research. Thus, a linear system can be com-
pletely specified giving the sequence of samples of its impulse response {g (k)i
(O<k<N-1). It will be assumed that the impulse response of the echo path is of
finite length N. Similarly, the transmission path is another linear system
specified by its impulse response {h(k)}, (0sk=M—-1). As a result, the signal
coming from the far end of the line is

-1
8 = it_oh(k Wa-x (1.2)
and the echois
=1
8p = k’%-l)g (k) Zn—r (1.3)

where {z,} is the sequence of near-end bits and {y,} is the sequence of far-end
bits. If a noise signal with samples {n,} is also introduced in the channel, the
received signal is

Tp =Sp +ep + 7y (1.4)
The only desired component here is s,, whereas both e, and n, are unwanted
components. In Fig. 1.5b, an echo canceller has been introduced to mitigate the
effects of the echo. The echo canceller is another linear systemn, with impulse

response {c (k)}, (0sksN-1), and its output, called the echo replica is
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en = Nfc(")zn-k (1)
k=0

The signal passed to the receiver is in this instance

Tp =S, + 8, —€ + 7y (1.8)
It the condition

c(k)=g(k) (0sksN-1) (1.7)
holds, e, is equal to e, and perfect cancellation occurs.

The key issue in this discussion is how to implement a system whose
impulse response is guaranteed to be equal to the impulse response of the echo
path. Since the echo path is not known in general, and may even be time-
dependent, a system with a fixed impulse response cannot be guaranteed to pro-
duce the desired results. The transversal filter of Fig. 1.8 has an impulse
response jc(k)}, (0sk<N-1), where each c(k) is an independently adjustable
parameter, and consequently has enough degrees of freedom to generate the
desired response. However, in order to guarantee that c(k)=g(k) foral k, a
control loop is required to adjust the coefficients c¢ (k) automatically. This con-

trol loop is not shown in Fig. 1.6, but will be analyzed in detail in Chapter 2.

Although in the above discussion both the echo path and the echo canceller
have been modeled as purely linear systems, small amounts of nonlinear distor-
tion may appear in them in practice. A modification of this basic model to

account for nonlinearities will be presented in Chapter 3.

1.1. Comparison Between Burst-mode and Hybrid Systems.

In order to compare the performance of the two systems the following
points must be considered:
1)line attenuations, range, date rates and crosstalk limitations. In a burst-
mode system line bit rates are higher than the data rate by a factor greater

than 2, because of the need to provide a guard time between bursts. As a result,
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line attenuation is larger than in the hybrid mode and since the maximum
transmitted level is limited by compatibility with other services, and the
minimum received level is limited by impulse noise and/or crosstalk from other
services, maximum range is lower for burst-mode than for hybrid. Reference
[19] gives results of very detailed analysis of crosstalk and impulse noise limita-
tions for both systems. Fig. 1.7, reproduced from that reference, shows that the
range of a hybrid system is typically about 7 dF larger than for burst mode.
This range measured in dB can be converted to actual loop length for a particu-
lar gauge, using the attenuation characteristics of the cable. For a more
thorough discussion of the two alternative systems the reader is referred to

[19]. Other points to consider are:

a) For a given design, maximum line delay has a fixed limit determined by the

guard time between bursts.
b) Delays are introduced in the signal by buffer registers.

2)Complezity. The implementation complexity of a hybrid mode system consid-
erably exceeds that of a burst-mode. The extra complexity is associated with
the echo canceller. A clearer idea of this complexity has come from the
research reported in the following chapters. However, the conclusion is that 1S1

realization is well within reach of present techniques.

A central idea in this research is that the cost of the extra hardware is
rapidly decreasing, and so, a larger weight must be given to performance con-
siderations to make a final decision between the two systems. We conclude that
an overall cost/performance evaluation favors the hybrid mode, provided that

an intelligent use of the possibilities open by VLSI technology is made.
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CHAPTER 2

SYSTEM DESIGN

In Section 2.1 we analyze in detail several system parameters, as well as
certain techniques that will be used later in the design of the full duplex modem.

This design is specifically considered in Section 2.2.

2.1. DESIGN PARAMETERS AND TECHNIQUES

Basic techniques like echo cancellation, equalization and timing recovery
will be introduced in this Section, and specifications required in the system

design described in Section 2.2 will be given.

2.1.1. Error Rate Objectives

The required amount of echo cancellation can be derived establishing an
objective for signal to noise ratio after cancellation, which in turn depends on
the desired error rate. To compute the error rate for a given communications
system it is required to know the statistical distribution of the noise. The main
types of noise that must be considered in the context of a digital subscriber loop
are echo, crosstalk and impulse noise. Thermal noise, on the other hand, is not
an issue because it is much smaller than the other sources mentioned. When a
large number of crosstalk interferers is present, crosstalk noise can be ade-

quately modeled by a Gaussian distribution:

p(z) = %a 3;2- (2.1)

where o is the standard deviation of the noise. The echo has a discrete distribu-

tion over the set of values
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N2t .
en= Tk)ns (22)
where the set of z, -, runs over all possible 2¥ values. Impulse noise is generally
characterized in terms of the number of events per unit time, instead of its sta-
tistical distribution, and so it will not be considered in the following analysis.
Assuming that the 2¥ sequences of z,-; are equally likely, the distribution of the

sum of the echo and the crosstalk noise will be:

(z_ﬂn)z
=1 e
P(E) = o Eme &

where e, depends on §z,} as shown in eq. (2.2). In many practical cases the dis-

(2.3)

tribution of the echo can be approximated by a uniform distribution over an
interval [~a.,a2]. In those cases the distribution of the sum of the echo and the

Gaussian noise can be modeled as:

1 (@ +G) 2

PE) = prvmr L @9
It is convenient to define
= e
m= = (2.5)

The composite distribution of (2.4) can be evaluated numerically for various
values of m and o=1. Some results are shown in Fig. 2.1. It is clear that for
small m the distribution approaches a Gaussian, whereas for large m it

approaches a uniform.

Error rates as a function of the input signal to noise ratio for various echo
to input noise ratios can be computed numerically for a bipolar coded signal
using the distributions of Fig. 2.1. Results are plotted in Fig. 2.2. Here the input
signal to noise ratio has been defined as

20 logo( UL (2.6)

where V is the rms value of the received signal.
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If the input noise is much larger than the echo the distribution is Gaussian
and a threshold for low error rate exists in the neighborhood of 20 dB. When the
echo is much larger than the input noise, the composite distribution approaches
a uniform distribution, and signal to echo ratios smaller than 20 dB may be

acceptable.

2.1.2. Echo Cancellation

The basic principle of echo cancellation was introduced in Chapter i. Here
we study techniques to adjust the coefficients of the transversal filter of Fig. 1.6
to force the impulse response of the echo canceller to match the impulse
response of the echo path. It is desired to use an algorithm that can be com-

puted in real time and lends itself to a simple hardware implementation.

Although other algorithms have been presented in the literature [6,13], the
least mean squares (LMS) algorithm has gained widespread acceptance in adap-

tive transversal filters because of its simplicity and efficiency.

The LMS algorithm minimizes the mean squared error (MSE) after cancella-
tion using a gradient technique. To facilitate the analysis let us introduce the

folloﬁng notation:

1) The local transmitted symbol vector

X, = (Tn.Zp-y, " -zn-N-l-I)T (2.7)

2) The far-end transmitted symbol vector

Yo = (Yn YUn-1. " -yn—ﬂﬂ)r (2.8)
3) The echo-path impulse response vector

g= (g (0)'9(1)' g (N—l))T (29)

4) The transmission path impulse response vector

h = (h(0).A(1), - - - A(M-1)T (2.10)



21

5) The echo canceller tap coefficient vector

e =(c{0)c(1), - c(N=-1))T (2.11)

Now the echo signal e,, the echo replica e,, and the far-end signal s, are:

en = X718 (2.12)
e, =xlc (2.13)

Then the signal at the input of the receiver inFig. 1.5b is

Th = X7 (g=€) + Uy (2.15)
where u,, = s, +n, is an uncancellable signal.

Minimizing the mean squared cancellation error as a function of fc (k)] is
equivalent to mlrnrrnzmg the mean squared value of the residual signal r,,, since
u, is independent of {c(k)}. The mean squared residual signal is

p=elra] = lg=c|*+U (2.16)
where U = E[w2], and it has been assumed that {z,} are uncorrelated with one
another and with {y,}, and assume the values +1 and -1 with equal probability.
To minimize p we use a gradient technique. The gradient of p is:

grad p = -2(g—c) (.17)
Since e is not known, this expression is not directly useful to compute the gra-
dient. However, by multiplying (2.17) by %,, taking expectation values and using
the fact that the z, are uncorrelated we obtain:

E[xlra] = g-c (2.18)
Thus from (2.17) and (2.18):

gradp = —2E([x]r,] (2.19)
The LMS algorithm minimizes the error using a gradient technique. The
coeflicients are updated using the expression

™+ = oln) g grad p (2.20)
Where a superscript (n) has been introduced to recognize that c is a function of
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time. In order to compute grad p, the expectation value of (2.19) is replaced by
its noisy estimate xTr,, since the true expectation value is not available. Thus

the algorithm becomes

cn+) = oln) & 2axTr, (2.21)
The dynamics of the convergence process can be studied using equation
(2.21). It is shown in ref. [24] that, under some simplifying but very general

assumptions, the evolution of the mean squared cancellation error
£a = E[(en—en)?] (2.22)

is governed by the following difference equation

&, = (1-4a+403N)e,_; + 4a2NU {2.23)
whose solution is
En__ zaye B0 _alN . _aN
7= (1—ta+aa®N)( - 120 + 1% (2.24)

From here the following conclusions can be derived:
1)Convergence occurs only if:

|1-4a+40®N|<1  or 0<a<1{,— (R.25)

2)After convergence the ratio of residual echo to uncancellable signal is:

Ex
10logio == 10 1og,o(1+‘2’N—) [dB] (2.26)

8)The number of iterations required to reduce the residual error by 20 dB is

_ -2
V20 = oaro(l—4a+4oCN)

(2.27)

For a<< l—t.h.is becomes

N

1.15

Ugo” (2 28)

From Equation (2.26) we see that the parameter a determines the amount

of echo cancellation that can be achieved. In order to achieve a large echo can-
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cellation, a small value of a must be used. This is so because in the adaptation
algorithm of Eq. (2.21) 7, is used as an error signal. However 7, includes as a
component the far-end signal and the noise, in addition to the cancellation
errot;. There is no way to separate those additional components. Even if the
cancellation error were exactly zero at some instant, the presence of the uncan-
cellable signal in the adaptation algorithm would move the coeflicients away
from the optimal cancellation point, degrading the echo cancellation. Thus,
because of the presence of this uncancellable signal, perfect echo cancellation
cannot be achieved. The effect of the uncancellable signal on the coefficients
can be decreased and the echo cancellation improved by decreasing a, as
predicted by (2.26). In component k of the correction term of equation (2.21)
Rorp2n-p = 2a(en =8, )Tn-p + 20UR Ty (2.29)
the second term averages to zero when the contributions of many correction
cycles are added, because the uncancellable signal is uncorrelated to the
transmitted sequence of bits. Since the cancellation error (e, —e,) is correlated
to that sequence, its average contribution does not vanish unless e, =e,.
Although the average contribution of the term associated to the uncancellable
signal is zero, its instantaneous contribution is not, and so it degrades the echo

cancellation as explained before.

Using a very small value of a increases the convergence time and the
dynamic range requirements of the adaptation circuitry as will be analyzed

later.,

The need for a small value of a is a consequence of the fact that data echo
cancellers, unlike voice echo cancellers, must always adapt in “double talk" con-
ditions, that is, in the presence of a far-end signal. In voice echo cancellers
adaptation is generally performed only when the far-end signal is not present.

The coeflicients are “frozen” during double talk periods.
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A different technique to eliminate the effect of the far-end signal is t6 use a
decision-directed algorithm to subtact s, from r,,. The term y7-h is locally syn-
thesized using the detector decisions as components of the vector y, and an
adaptive transversal mter to generate h. This is analyzed in more detail in Sec-

tion 2.1.6.

2.1.2.1. Interpolating Echo Cancellers

One of the functions that has to be implemented in a digital subscriber loop
is timing recovery. This function entails obtaining in the local receiver a clock
that is locked in phase to the far-end transmitter. Since it is not desired to use
a separate signal like, for example, a special timing tone to transmit this clock,
it must be derived from the received signal. How this is done will be discussed in
Section 2.1.7. One important condition to accomplish is to preserve the spec-
trum of the received signal without aliasing distortion. Aliasing would result
from sampling the signal exactly at the data rate, since typically the spectrum

of the data signal extends beyond é—f,,. often reaching values close to f,. Thus

the minimum sampling rate is 2f,. Some coding techniques with spectra which

extend even beyond f,, require even higher sampling rates.

An oversampling factor of R can be implemented building a transversal
filter with RN taps. However because of the fact that the input is a data signal
at a rate f,, a somewhat simplified structure shown in Fig. 2.3a results. This

structure consists of R N-tap subfilters, each sampling at f, and working in

time-interleaved fashion, with a phase difference %- At the output the samples

of the R filters are combined, and the output sample rate is Rf,. Fig. 2.3b
shows the samples of the echo path impulse response associated to each
subfilter for the case R=4. For convenience we will sometimes in the future

refer to each of the subfilters as a "phase” of the echo canceller.
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2.1.3. Required Amount of Echo Cancellation

£cho cancellation E, is defined as the ratio of the input to the output rms

echo noise. When measured in dB, its expression is:

b Echo
Output Echo

If a transhybrid loss of 10 dF is assumed, the signal to echo noise ratio at the

£ = 20log;o [ (2.30)
input of the echo canceller (point A in Fig. 1.4) is negative and equal to -30 dB
for the case of 40 dB of line attenuation. To improve it to +20 &5 (at point B in
Fig. 1.4), an additional suppression of the undesired echo signal (or echo cancel-

lation) of 50 dB is desired.

2.1.4. Channel Shaping

Because of the linear distortion introduced in the data signal by the fre-
quency dependent attenuation and delay characteristics of the line, individual
pulses are dispersed and interfere with each other. This effect is known as inter-
symbol interference (ISI). Fig. 2.4 shows a .possible pulse shape before and
after transmission through the line. Since at the receiver the signal is sampled
at instants k7, where k is an integer and T is the data period, the samples of
the impulse response should be zero for all values of k#0. Mean square inter-

symbol interference is defined as

¥ |h(kT)|?
= ks0 (2.31)
5= =R or

where h(t) is the channel impulse response. For the case of Fig. 2.4b, the value
of ISI gives an indication as to what extent the detection of a given pulse is

impaired by the interference from its neighbors.

A useful graphical representation of a data signai that allows immediate
evaluation of the amount of ISI is the eye diagram. The eye diagram is the

superposition of many pulses as would result for example, from observing the
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(o) TRANSMITTED PULSE

(b) RECEIVED PULSE

Fl§. 2.4 Effect of amplitude and phase distortion in the line.
{a)Tr

ansmitted pulse. (b)Received puise.



data signal with an oscilloscope synchronously triggered at the data rate. In Fig.
R.5a we show the eye diagram of a two-level data signal for the case of zero inter-
symbol interference. In Fig. 2.5b a similar signal is shown, in this case with
significant intersymbol interference introduced by a dispersive channel. Fig.
2.5c and 2.5d show eye diagrams for a three level data signal, as occurs in the

case of bipolar coding (see Section 2.2.2). The eye apening, usually specified in
%, is the ratio 2—m Fig. 2.5b, and is another indication of ISI (although it is
related to peak ISI instead of mean squared ISI as defined by (2.31)).

1t is interesting to investigate the conditions under which zero intersymbol
interference is achieved. Of course one such situation arises when the channel
is so wideband that pulses can be kept confined to their own time slots. The
impulse response must then be zero for t=7. This condition is not practical
since most real channels are bandlimited. The Nyquist theorem on vestigial
symmetry establishes that a sufficient condition for zero interference is that the
channel frequency response be symmetrical around half the data rate. Fig. 2.6

illustrates this condition. Mathematically it can be stated as follows:

EH (w+ % = constant (2.32)
where H(w) is the channel frequency response and T is the signalling period.
For the case of a channel that is bandlimited to less than the data rate this con-
dition implies that the rolloff of H(w) is symmetrical around é—f ». as illustrated

in Fig. 2.8.

The Nyquist condition can be derived as follows. The condition for zero
intersymbol interference is
s(t) hz 6(¢ -k T) = s(0) &(t) (2.33)

Taking Fourier transforms of both sides of Eq. (2.33), and recalling that the

Fourier transform of 6(¢) is a constant, and the Fourier transform of the left



(b)

Fig. 2.5. (a)Two-level open eye. (b)Two-level closed eye.
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Fig. 2.6a. Filter with symmetric rollofsatisfies Nyquist criterion.
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hand side is:

L H o+ 2 (2.34)

the result of (2.32) follows. We have neglected a constant additive delay 7 in the
sampling of Equation (2.33). This would introduce a linear phase characteristic
in H(w).

If the transmission line has a flat amplitude response, condition (2.32) can
be met by designing pulse shaping filters with a symmetrical amplitude rolloff,
as in Flg. 2.6, and a linear phase. One such filter commonly used in practice is

the raised-cosine filter whose amplitude response is

f

1 Iw]s%(l—a)wb
H(w) = _é.- %"”["(Z;:M %{1—a)wbs|w|s%-(l+a)wb (2.35)
0 |o|=_-é—(1+a)ob

\

This characteristic can be approximated to an arbitrary accuracy by finite
impulse response filters. Usually this filtering function is split in equal parts
between the transmitter and the receiver. This results in matched filters which
optimize the signal to noise ratio. Often, other characteristics different from

those described by (2.35) are used for ease of implementation.

One interesting approach to filter design consists in finding a response that
minimizes (2.31) directly, instead of attempting to approximate as closely as
possible a given, relatively arbitrary characteristic like (2.35). Such approach
has been pursued by Lind and Nader [49,52] and when applied to an all pole
transfer function results in a set of nonlinear equations for the pole locations of
the filter. These equations are repeated in Appendix A for easy reference, and a

Fortran program is given to solve them.



2.1.5. Equalization

Generally the input and output filters of a data transmission system are
designed either assuming a flat frequency response in the line, or a particular
compromise response, which attempts to approximate as closely as possible the
responses that are going to be found in practice. However the actual line
response will generally depart from the one used in the design, because of the
varied nature of the lines with which the system will be required to operate.

This line distortion will generate intersymbol interference.

FEqualizers are linear or nonlinear networks designed to correct intersym-
bol interference arising because of the poorly controlled distortion characteris-
tic of the line. They may be manually adjustable or automalic, depending on
the way their impulse response is tailored to the individual characteristics of
the line with which they are required to operate. Examples of manually adju-
stable equalizers are the LBO (line build out) networks used in pulse-code modu-
lation (PCM) repeaters. Here the characteristics of the line are relatively well
controlled and transmission lengths are fixed, so that a finite set of correction
networks can be used to equalize different line lengths. Once the network has
been installed, no changes are expected in the line characteristics and conse-

quently the equalizer does not need adjustments either.

In order to avoid manual selection of the equalization network, and also to
take into account changes in the line characteristics, possibly due to aging or
environmental changes, automatic line build out (ALBO) networks have been
introduced in PCM repeaters. They interpolate line lengths between a small
number of fixed buildout networks, thereby avoiding a large inventory of

different LBO’s. These ALBO networks are an example of automatic equalizers.

A more advanced example of automatic equalizers are the adaptive equaliz-

ers used in voiceband data sets. Adaptive equalizers use an adaptive transversal
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filter to generate a frequency response which equalizes the channel distortion.
To understand how a transversal equalizer works, consider first the infinite
equalizer of Fig. 2.7. Since a delay T generates a frequency response e 797 the

transversal equalizer of Fig. 2.7 will have a transfer function

F(w) = 3 cee™iekT (2.36)
This is the Fourier expansion of function F(v) which is periodic in @ with perioed

E;% Thus, provided that the transfer function H(w) that we want to equalize is

2

bandlimited to |w|s il

it is always possible to find a set of coefficients ¢, such
that F(w)H (w) is approximately constant in the interval |w Is%

In practice a finite transversal filter must be used, so that the Fourier
expansion of (2.38) is truncated and H(w) is only approximately equalized. To
make the equalizer adaptive the coeflicients can be computed using the LMS
algorithm as in the echo canceller of Section 2.1.2. The adaptation error is
determined by comparison of the output of the equalizer with a set of fixed
references, corresponding to the expected discrete values of the signal samples.
Consider for example the equalizer of Fig. 2.8. If a binary data signal is being
handled, the output samples y, are expected to be either +1 or -1; thus the

error is

n—1 n>0
En = &jﬂ ™ 8,.20% (2.37)

This error is used to adapt the coefficients using the LMS algorithm in the same
way as in the echo canceller of Section 2.1.2. An important difference with the
echo canceller is that the signal is not binary and multipliers are required in a

hardware implementation of the equalizer.

Adaptive transversal equalizers have found widespread application in

voiceband modems. However digital subscriber loops do not justify the
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complexity of a transversal equalizer. This complexity is much higher than that

of the echo canceller due to the need for multipliers.

Another kind of adaptive equalizers are decision feedback equalizers (DFE),
which are an example of nonlinear equalizers. DFE's are useful only to correct
postcursor interference, which occurs when the impuilse response of the channel
is as in Fig. 2.9. Here the largest sample of the impulse response is the first,
h(0), and intersymbol interference is generated by the postcursors, i.e.
h(k) , k>0. The received signal at sample time n is:

Sp = E:h(k)yn-k = h(O)yn + E:h(k)yn-k (2.38)
The second term, which represents the intersymbol interference, is generated
by an adaptive transversal filter in the DFE structure of Fig. 2.10, using past
decisions 7. For low error rates these decisions are almost always equal to y,..

The intersymbol interference component

fg’,:h(k Wn -k (2.39)
is subtracted from the received signal and the remaining component A(0)y, is
used to make the decisions. Since the transversal filter is in the feedback path,
instead of being in the forward path as in Fig. 2.10, the name "decision feedback

equalizer” is justified.

It is shown in the literature [43,45] that the DFE will converge in spite of
some initial decision errors, and that the structure can recover relatively easily
of occasional errors made during normal operation, although it does have error

propagation properties.

Decision feedback equalizers are attractive in digital subscriber loops
because of their hardware simplicity. Similarly to echo cancellers, they do not
require multipliers. The fact that they can correct only postcursor interference

is not considered a serious limitation here because in general local telephone
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lines do not exhibit precursor interference. Another advantage of DFE's as com-
pared to linear transversal equalizers is that they do not generate noise
enhancement as do the latter, and their convergence is independent of the
characteristics of the channel. Noise enhancement results when the linear
equalizer attempts to correct a channel characteristic that has a spectral zero
or a very small amplitude at some point within the frequency band of interest.
The linear equalizer will generate a very large gain at that frequency, which will
greatly amplify the noise. Because of these spectral nulls, linear equalizers may

also occasionally show poor convergence. Spectral zeroes may result, among

other reasons, because of the aliasing of the frequency components beyond 1?

inside the band 0<f=< %,—. as shown by Lyon [39]. This problem is avoided with

fractional tap spacing equalizers [40,41).

2.1.8. Combining Echo Cancellation and Decision Feedback Equalization

We discussed in Section 2.1.3 how the presence of a far-end signal which is
undistinguishable from the cancellation error (except for the fact that, unlike
the cancellation error, it is uncorrelated to the transmitted data) causes ran-
dom fluctuations of the echo canceller coefficients and degrades cancellation.
To mitigate this problem, a very small adaptation gain is used in the LMS algo-
rithm. Although this improves the cancellation, it also makes convergence

slower.

It has been proposed by Mueller to combine in a single structure the echo
canceller of Fig. 1.6 and the decision feedback equalizer of Fig. 2.10. The resuit-
ing structure is shown in Fig. 2.11. The echo canceller transversal fliter gen-

erates an echo replica signal given by:

en = 'Sg (k)2 s (2.40)
k=0

and the decision feedback equalizer uses past decisions g, to generate a replica
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of the far-end signal

M=)
$n = ), A(k)Tn—+ (2.41)

k=0
The residual signal, after echo cancellation and simultaneous decision feedback

equalization becomes:

T{n) = ey —ep +Sp ~Sp +70p, (2.42)
Except for the noise term ny,, this represents a combination of the echo cancel-
lation and equalization errors. In the absence of noise, this error can be eventu-
ally reduced to zero, after convergence of the adaptive filters. It should be
noted that (2.41) involves a term with k=0 which corresponds to the present
received bit g,. The operation of the system must then be performed in two
steps. During the first step the echo replica and the component of the far-end

signal associated to previous received bits are subtracted, and so the quantity

en—€n +hoyn +§:(h(k Wnr = (K)Gn-)+7n (2.43)
is computed. If e,=e,, %=y, and d(k)=h(k), this quantity is hoyn +nn, and a
decision can be made with minimum probability of error concerning the value of
Yn. which yields g,. During the second step d(0)y, is also subtracted and the
quantity 7{n) (2.42) is finally computed. d(0) is known as an AGC (automatic

gain contral) tap, because of the role it plays in the detection [23].

It transversal filter tap coeflicient vectors ¢ and d are defined for the echo
canceller and decision feedback equalizer, in analogy with Section 2.1.2, as well
as data vectors X,, ¥a. ¥a, the adaptation algorithm can be written:

cn+1) = e+ 2ar (n)x,

dr+) = dr)42ar(n)y,
It is shown in [22] that this algorithm converges, and that the residual signal to

(2.44)

noise ratio after cancellation and equalization is:



o
1010g1°[F] = -101og,°[ gy (2.45)

Convergence is described by the equation:

£ = tw + [1—4a+4a®(N+HM)])* (e0—tw) (2.46)
which is equivalent to (2.24).

Fastest convergence occurs for

1

&= 2(N+H)

(2.47)
in which case (2.48) becomes:

k
& S Eu + [1_J1-L (g0=tw) (2.48)

In the case when the noise is zero, £. can be reduced to exactly zero, according
to (2.45). If the noise is not zero, use of the optimal value of a will result in
ea=U=0? (where ¢ is the standard deviation of the noise), which implies a noise
enhancement of 3 dB. Lower noise enhancements can be achieved at the

expense of a decrease in convergence speed.

An advantage of the larger values of a that can be used in this structure is
the reduced dynarnic range requirements in the coefficient registers and in the

adder that computes the adaptations of Eq. (2.44).

Unfortunately this structure requires that the local transmitter be syn-
chronized to the incoming data rate. This requirement is difficult to meet in
practice because in most data communications systems timing is derived from
the received signal (no separate timing tones or clock lines are allowed). How-
ever this timing recovery cannot be performed before echo cancellation because
the signal is greatly corrupted by the echo, and it cannot be derived after echo
cancellation either, because the signal has been sampled only once per cycle at
this point and thus a significant aliasing distortion has been introduced. Thus
this technique cannot be used in conjunction with standard timing recovery

techniques.
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Although other timing recovery techniques compatible with this approach
can be imagined they do not seem to be reliable and thus render the above
structure impractical for the moment, although it retains its theoretical
interest and may become practical if some better timing recovery technique is

found.

2.1.7. Timing Recovery

A basic system requirement is to synchronize the receiver to the far-end
transmitter. This is necessary to sample the received signal at the instant of
maximumn eye opening and so detect the original data with minimum probability

of error.

A distinct requirement is to synchronize as well the local transmitter to the
received signal. Depending on the design of the echo canceller, this can be a
requirement of the echo canceller or not. However it is always a requirement of

the switch with which the system must interface.

Whether the echo canceller is designed for synchronous operation or not,
the transmitter must be synchronized to the received signal in order to ensure
that the digital switch with which the modem located at the central office inter-
faces, transmits and receives data at the same rate. Thus, synchronization is
always a requirement of the environment in which the system is to be used, even

if it is not a requirement for its proper internal operation.

The technique chosen in this design to perform timing recovery has been
extensively used in PCM repeaters, where it has proved to be very reliable. By
means of a nonlinear operation (which in practice is generally rectification)
spectral cbmponents not originally present in the received signal are created.

More specifically it will be shown in Chapter 3 that a discrete spectral line at the
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data rate is created. This line is recovered from other undesired spectral com-
ponents using a high Q resonant circuit and the resultant sinusoidal signal used

for synchronization.

Use of this technique in a hybrid modem requires that timing recovery be
done after echo cancellation. Since at this point we have a sampled-data signal,
a continuous-time signal must be obtained prior to the rectification to avoid
interference from the aliases of the signal, as will be shown in more detail later.
It also requires that sampling be done at least at twice the data rate, in order to
avoid aliasing distortion of the received signal, that would destroy the desired
timing information.

The spectrum of the received signal is bandlimited by the transmit and
receive filters to a value between half the data rate and the data rate. It can be
shown that the timing information is contained mainly in the spectral com-
ponents around half the data rate. This sampling rate requirement has a pro-
found impact on the design of the echo canceller, since it is a transversal filter
and as such the required number of taps increases proportionally to the sam-
pling rate. Furthermore, timing recovery is done after echo cancellation, and
this implies that the echo canceller cannot rely on synchronous operation for its
proper function. Thus the second of the two alternative approaches for the echo
canceller design must be chosen. As a matter of fact, no proven techniques
exist to perform timing recovery in the synchronous sampling scheme, although
a number can be easily imagined, most of them based on the use of some train-
ing or initialization sequence, during which timing is acquired, and some control
loop used later to correct small departures from the correct sampling phase
during normal operation. However, use of these techniques was considered
potentially unreliable and so the timing recovery scheme based on oversampling

was adopted.



48

A detailed mathematical analysis of the timing recovery technique adopted
for our experimental system is delayed until nonlinear echo cancellation tech-
niques are introduced (Chapter 3). In Section 3.4 we carry out the analysis of
timing recovery in sampled-data systems, and find expressions for the intensity
of the timing tone and the jitter. Similar results for a continuous time system

are given in reference [27].

2.1.8. Synchronization in Subscriber and Central Office Sets

As shown In Fig. 2.12, the Central Office transmitter receives its clock from
the switch. The subscriber receiver synchronizes to the received signal and thus
is also slaved to the switch clock. The subscriber transmitter is also synchron-
ized to the recovered clock, except at the beginning of the transmission when
the echo canceller has not converged yet, and so a timing signal is not available.
During this time the subscriber transmitter clock is free-running. Finally, the
Central Office receiver recovers its timing from the signal received from the
subscriber. This is so because, although the correct frequency is available from
the switch, the correct sampling phase depends on the delay of the line, and
consequently it must be determined from the received signal. Thus, the timing
information follows an open loop: from Central Office transmitter to subscriber
receiver, from here to subscriber transmitter, and flnally to Central Office

receiver (Fig. 2.12).

2.2. SYSTEM DESCRIPTION

In this Section all the functions to be implemented in the system are
described and the motivations that justify all the design decisions are given.

Since this description is mainly based on an breadboard implementation, details
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related to the actual circuit implementation will be given only occasionally,
when it is considered that they help to clarify either system-level concepts or
solutions which are valid also for an LSI implementation. Details specifically
related to the technology chosen in this particular implementation, and not con-
sidered applicable for an LSI implementation, will be omitted. However, circuit

schematics, state and timing diagrams and ROM tables are given in Appendix D.

Fig. (1.4) shows a block diagram of the system under consideration. Two
baseband modems communicate at 80 kb/s on a single pair of wires. One of
them is located at the central office, the other at the subscriber set. Typical
specifications include a transhybrid loss of 10 dB, a line attenuation of up to 40-
45 4B for a 5 km subscriber loop (measured at half the data rate, where the
spectral density peaks for the bipolar coded signal), and a required echo cancel-
lation of 50-565 dB for 20 dB signal to noise ratio after cancellation. Even greater

cancellation of the echo would be desirable if it could be achieved.

The system configuration which was chosen is shown in greater detail in Fig.

(2.13). The following subsections discuss the design choices which were made.

2.2.1. Scrambler and Descrambler

Scrambling the incoming data ensures that the transmitted sequence is
random (or pseudo-random) even during idle or repetitive data patterns
[28,31,32]. A random data sequence is required for the convergence of the echo
canceller, to avoid placing discrete spectral components on the line (that would
cause RFI and crosstalk interference), as well as to aid timing recovery in the
receiver. The particular scrambler chosen is recommended by CCITT and per-
forms a modulo 2 division by the polynomial 1+z3+z% [32], generating a
pseudo-random sequence of length 2%°—-1. The descrambler, which is self-
synchronizing, performs a modulo 2 multiplication by the same polynomial. If a
constant binary value is placed at the scrambler input, a periodic sequence
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whose period is 2201 will be generated. The spectrum of this periodic sequence
consists of a set of discrete lines with a spacing '(_2?{’27)—' Because of the close

spacing between lines, the spectrum can be considered continuous for all practi-
cal purposes. In the case in which the input sequence is not constant, even
longer sequences with even closer line spacing are generated. The envelope of
this quasi-continuous spectrum is determined by the pulse shape. For ideal
delta pulses the envelope would be a constant, and the spectrum would be simi-

lar to a white noise spectrum. For square pulses, the envelope is a

So )

of)
So |

curve. Further spectral shaping is introduced by the line coder (which in our

sm[ﬂﬁ
|

implementation is a linear filter, as described in Section (2.2.2)), and the output

transmitter filter.

2.2.2. Bipolar Coder

Alternative line codes have recently received attention in the literature
[33], and will not be discussed here. "Bipolar" or "alternate mark inversion
(AMI)" coding has been chosen in this design in view of its simplicity and robust-
ness; however, most of the techniques used here are readily adaptable to other
codes. The bipolar transmitted signal is three-level, and it was desired to avoid
building a canceller which accepted three-level data, not only because of its
additional hardware complexity, but also because bipolar coding introduces
correlation between bits which degrades the performance of the adaptation
algorithm (in the derivation of the adaptation algorithm it is explicitly assumed
that the input data bits are uncorrelated). One possibility is to input the same
data to the line coder and the echo canceller. However, since the coder is then

located in the echo path, that echo path would then be nonlinear if true bipolar
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coding were utilized. A modified technique is therefore used here, which con-
sists simply of differentiating the input binary signal using an analog
differentiator with a time constant much shorter than the baud period. A
three-level signal is thus created which obeys the same constraint as the stan-
dard bipolar signal; namely, that the transmitted signal has no dc content. In
addition, since the line coding is obtained through a linear operation, it is con-
sistent with linear echo cancellation. In practice the analog differentiator is
incorporated in the output filter making it into a bandpass instead of a lowpass
filter. Thus the block named “bipolar coder"” has conceptual rather than physi-

cal existence in the hardware implementation.

It should also be noted that the coding could be made into true bipolar by
performing a modulo 2 running sum of the data sequence before entering it into
the canceller and the transmit filter with differentiator, as suggested in [34] and

shown in Fig. (2.14). This additional complexity was not included, however.

2.2.3. Transmit and Receive Filters

Minimal intersymbol interference filters [52] were used at the transmitter

output and the receiver input.

One of the alternatives considered was to use minimal intersymbol interfer-
ence matched filters [50]. However use of matched filters significantly compli-
cates the implementation because of the requirement of an all-pass phase
correction network in the receiver filter in order to achieve overall linear phase
response. The additional complication was not considered justified in view of the

relatively small improvement in performance.

Furthermore, low intersymbol interference is not the only consideration in
the design of these fllters. Intersymbol interference is defined by Equation
(2.31). Thus, intersymbol interference is only related to the samples of the

impulse response at multiples of the symbol period. Samples of the impulse
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response taken at other values of £ can be relatively large even for large values
of ¢, in the case of a filter with a long impulse response. However, it is not desir-
able to build a filter with a long impulse response, because this will require an
increase in the number of echo canceller taps, since both the transmit and the
receive filters are located inside the echo path The echo canceller samples at
twice the data rate, and so samples are taken also at points other than the zero
crossings of an ideal zero intersymbol interference impulse response. The
optimization criterion used in the design of minimal ISI filters does not take into
account the impulse response length. Thus judicious design requires the
analysis of the filter impulse response and some iteration until the desired

results are achieved.

The transmit filter shapes the pulse placed on the line to minimize high fre-
quency components that would unnecessarily increase crosstalk and radio fre-
quency interference. Care must be exercised in its design to keep nonlinear dis-
tortion components (which a linear echo canceller cannot compensate) lower
than approximately -60 dB relative to the transmitted signal level. This also
requires that the input pulses be symmetrical to a similar degree. Perfectly
square pulses would be desirable, but unfortunately the output of a logic gate
departs significantly from that ideal due to rising and falling transients that are
not equal in general. Satisfactory pulses have been obtained by clamping a
CMOS gate with diodes as shown in Fig. 2.15.

Because of the high degree of symmetry between positive and negative
pulses which is required, oscilloscope measurements in the time domain are
generally not sufficient to evaluate the quality of the pulse generating circuitry.
A better evaluation can be made by measuring the output signal with a spec-
trum analyzer. For a bipolar signal, spectral zeros are to be expected at multi-
ples of the data rate. It is shown in Appendix B that in the presence of nonlinear

distortion the departure from zero of the spectral density at multiples of the
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resolution characteristic which represents the limitation on the minimum
achievable mean squared error due to the gquantization. This characteristic
takes into account the beneficial dithering effect, as said before. The finite pre-
cision characteristic shows how for very small values of uncancellable signal the
mean squared error is determined by the finite precision characteristic. This is
clear, since for low values of U little or no dithering eflect occurs and quantiza-
tion error limits the cancellation. For large values of U/, however, significant
dithering occurs and the infinite precision characteristic determines the mean
squared error.

Also considered in reference [24] is the quantization error introduced by
the D/A. This has two effects. One of them is to introduce quantization noise at
the output of the echo canceller, which adds to the uncancellable signal and
increases the mean squared error after cancellation. The other effect, more
subtle, is to degrade the dithering effect in the A/D. This effect was studied by
computer simulation in ref. [24], which reports the results shown in dotted lines
in Fig. 4.3. The conclusion of this study is that at least 12 bits of resolution are

required in the D/A, whereas B bits are required in the A/D.

4.3. EFFECT OF D/A NONLINEARITY

Linearity requirements of the data converters in the configurations of Figs.
4.1b, ¢, and d have not been reported in the literature, perhaps because previ-
ous designs have been oriented towards discrete implementations or monolithic
implementations with off-chip data converters. If the constraint to use a
process-compatible monolithic A/D and D/A implementation does not exist, one
is free to chose high performance, absolute accurate converters, and no need
arises to consider the effect of nonlinear distortion. However when a monolithic
MOS implementation of the complete digital subscriber loop is considered, per-

formance limitations imposed by the data converters must be accounted for.
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4.2.1. Resolution of the A/D converter of Fig. 4.1a

The input A/D converter must have a large dynamic range in order to be
able to handle the worst case situation of a relatively small signal superimposed
on a large echo. The A/D must be able to resolve the small signal with low
quantization error and still not clip the large signal. Assuming that the input
signal is dominated by the echo and its level is adjusted to use all the available
dynamic range of the A/D, the quantization error should be much smaller than
the desired residual echo after cancellation, which is in the order of 50 to 80 dB.
If g is the quantization error and Sp,. is the peak value of the input signal, the

required A/D resolution W, p is determined from the relation

_(g’url_.l) < %‘“&s (z’up'1_1) (4.1)
which yields
. S'max
”AID =int [I.Ogg[ q + 1” +1 (42)

where "int" stands for integer part of. For a signal to quantization noise larger
than 60 dB this equation gives W,,p = 12 bits. Even more resolution would be

desirable in order to achieve larger signal to noise ratios.

4.2.2. Resolution of the A/D and D/Ain Figs. 4.1b and 4.1c

These implementations have similar requirements. Both the A/D and the
D/A must be considered. This problem has been studied in detail by Verhoeckx
et al. They show how the dithering effect that the uncancellable component of
the signal generates on the cancellation error greatly relaxes the resolution
requirement of the A/D. Fig 4.3, reproduced from that reference, shows the
MSE as a function of the quantization step g of the A/D. Shown in the Figure are
both the infinite resolution characteristic, which represents the MSE as a func-
tion of the uncancellable signal as given by Eq. (2.26) ( here the factors affecting
the MSE are the number of taps N and the gain factor a ) and the finite
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4.1.4. Analog/Digital Echo Canceller .

An architecture in which the convolution sum and the echo cancellation are
performed with analog techniques is shown in Fig. 4.1d. The adaptation algo-
rithm is performed digitally, and the tap weights are converted to analog using a
single time-shared D/A converter. The muitiplications and additions are then
performed in the charge domain, where the nonlinear distortion can be kept

very small without special circuit design effort.

Since a large dynamic range and long time-constant are still required in the
adaptation algorithm, it cannot be implemented by analog means. Thus the use
of a digital processor to perform the adaptation, while a switched capacitor ana-
log transversal filter computes the convolution sum and cancels the echo in the
received signal. The coeflicients of the transversal fllter are stored in sample
and hold (S/H) capacitors (Fig. 4.2) and refreshed periodically by the digital
adaptation processor. In order to reduce the required speed of the D/A con-
verter, only one of the S/H capacitors is refreshed each pulse period; however,
all are updated in the digital processor. The consequences of this for echo can-
celler convergence are shown in Section 4.3 to be negligible. The possibility of
using a slow D/A converter in this approach represents a significant advantage,
since slow operation can be traded off for increased resolution and reduced die

area and power consumption.

4.2. RESOLUTION REQUIREMENTS OF THE DATA CONVERTERS

The organization shown in Fig. 4.1a obviously does not require any data con-
verters, and so it will not be considered here. The organizations of Figs. 4.1c and
4.1d bhave completely similar resolution requirements, thus they will be
addressed together. In short, only two cases must be considered, namely, that

of Fig. 4.1a and those of Figs. 4.1¢ and d.
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4.1.2. Fully Digital Echo Canceller

In this approach, shown in Fig. 4.1b, the canceller is implemented entirely
with digital logic, and the rece_lved signal is sampled and A/D converted prior to
the cancellation. This technique was used in the first breadboard version of the
echo canceller described in Section 2.2.5. A monolithic implementation of this
technique is impractical at present because A/D converters of adequate resolu-
tion and linearity have not been demonstrated in MOSLSI. Advances in inonol-
ithic data converters may change this situation in the future. For this reason,
we will further analyze the effect of nonlinearities in the A/D converter in Sec-
tion 4.3.

4.1.3. Digital Echo Canceller with Analog Cancellation

This organization, shown in Fig. 4.1c, uses an all-digital implementation of
the canceller and converts the echo replica to analog using a D/A converter
prior to cancellation in the analog domain. MOS monolithic D/A converters of
the required speed and resolution have been demonstrated [568]; however, the
integral linearity of these converters cannot be guaranteed to be better than 7
or B bits unless laser trimming is used. Nonlinear distortion in the D/A greatly
degrades the echo cancellation, as shown in Section 4.3. The requirement for a
low cost implementation of the system precludes the use of laser trimming,
making this alternative not directly applicable to the monolithic implementation
of the echo canceller. Nonlinear echo cancellation techniques as described in
Chapter 3 could be used to precompensate the D/A distortion. Alternatively, a
self-correcting D/A can be used.

Since the A/D is used only to generate a teedback signal for the adaptation

algorithm, it must be monotonic, but not necessarily linear.
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ments and a monolithic echo canceller chip that implements one of the alterna-

tives of Section 4.1.

4.1. ALTERNATIVE IMPLEMENTATIONS OF THE ECHO CANCELLER

Four alternative echo canceller configuraticns will be considered in this

Section:
1. Analog implementation (Figure 4.1a).

1. A fully digital echo canceller with digital cancellation and A/D conversion
of the input signal (Figure 4.1b).

8. Adigital echo cancaller with analog cancellation (Figure 4.1c).
4. Mnalog-digital echo canceller with analog cancellation (Figure 4.1d).

Each of these alternatives will be introduced in the following four sub-sections,

and then a more thorough description will be given in Section 4.4.

4.1.1. Analog Echo Canceller

Figure 4.1a shows the structure of a completely analog echo canceller using
switched-capacitor techniques. The coeflicients of the transversal filter are
stored in integrators, and the binary weighting is done using switched capaci-
tors. A summing amplifier performs the convolution sum. The adaptation algo-
rithm is also implemented by a switched capacitor circuit that adds a correction
term to the coefficients stored in the integrators. The desired correction term is
obtained by multiplying the cancellation error coming from the output of the
summing amplifier by either +1 or -1, corresponding to the data bit at the
corresponding tap.
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CHAPTER 4

TECHNIQUES FOR THE LARGE SCALE INTEGRATION OF THE SYSTEM

The implementation complexity of hybrid mode digital subscriber loops
would result in a high manufacturing cost for any realization using off-the-shelf
components. Thus from an economic point of view the hybrid mode technique
cannot compete with the burst mode technique, in spite of the recognized
technical advantages of the former [19]. The high cost is meinly associated with

two sections of the echo canceller, namely

1. The digital processor implementing the canceller adaptation and/or

transversal flltering, and
2. The analog-to-digital and /or digital-to-analog converters.

Large scale integration techniques have proven very effective in decreasing
the cost of digital circuits. Thus, a monolithic implementation of this system will
clearly overcome the cost factor associated with 1. However, the requirement of
on-chip high performance data converters poses additional problems that have
to be solved before the system can be fully integrated. This Chapter will address
the problems associated with the data conversion in an integrated hybrid-
method digital subscriber loop. Switched-capacitor filters are now a proven
technique that can be used for the implementation of the various filters
described in Chapter 2, and will not be considered here. In Section 4.1 we
analyze available alternatives for the implementation of the echo canceller, in
view of the problems associated with the data conversion. Resolution require-
ments of the data converters in each implementation are considered in Section
4.2. Linearity requirements are analyzed in Section 4.3, and a detailed descrip-

tion of each alternative is given In Section 4.4, including breadboard experi-
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tabulated.

It is interesting to observe that the amplitude of the timing tones is deter-
mined exclusively by the dc component of the nonlinear impulse response vec-
tor F(h{")]. The continuocus spectrum is responsible for the jitter in the timing
waveform. In order to minimize the jitter, the nonlinear function f(-) could be
chosen so as to maximize the dc component of F{h{")], and minimize all the
other components. Jitter is clearly a consequence of the pulse overlap, as can

be seen from the fact that it vanishes when N=1.
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Ago(m) is 1 for all m. The other elements of A(m) are either 0 or 1 and all vanish

for |m |=N. Thus we can express

Alm) =B+ C(m) (3.64)
where
100 - 0O
B—°°°"'° (3.65)
000 - 0

and C(m) is identically O for |m | = N but is different from O for |m | < N. Itis
interesting to note also that C(m ) depends only on N, and so a universal table of

C(m ) matrices could be computed as a function of N.

Now the power spectrum is:

X(v) = LHROT (B + C(m)) Fht] e”""""’r’;l

= SO § T (Beem)) eomT { Fb1) TF (3.86)
r=0 ms—»
= el
= SRR (28 § 60-2Ey ¢ § cm) eomT e B
r=0 - ma—e

Considering the form of B, we see that:

X(o) = [‘;[mnmno [FIh"]]o] e _] 2—"{‘2 (0 2y ] .

+‘br[h(o>1’ 2 C(m)e FemTrigth) F(b™)] e

=-N+1

(3.87)

The first term generates an infinite set of discrete lines at all multiples of the

data rate, whose amplitude is given by:

=i _jﬂ
o(e) = Z- 3 [MBOTLA ) e 7 (3.68)
t 4
The second term generates a continuous spectrum, which can also be written as:

2]

—1 —4elr
T HRO) (o) HEO) e # (3.69)
k=0
where M(w) is a universal matrix which depends only on N ( the dimension of
M(z) is 2¥%2¥ ). This matrix could be computed once and forever and
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generated by the timing recovery circuit. To analyze this in detail, consider
samples of a data signal

= T Ak (3.59)
where z, is some sequence of received bits and A(")(k) is the channel impulse
response (including any shaping filters in the transmitter and receiver). The
superseript (r) identifies each one of the R samples that are taken in each
period T of the data signal. Thus R is the oversampling factor, and runs from 0
to R-1. This will be assumed in all the equations that follow even if it is not expli-
citly indicated. Using the generalized nonlinear notation of the previous sec-
tions, the signal can be written as

s{") = xT.n(" (3.60)
This notation allows for nonlinearities in the channel. Although these nonlineari-
ties do not affect the validity of the results that will be obtained here, we prefer
to consider that the channel is linear. To perform timing recovery, we generate
some nonlinear function of these samples. Typically, such a nonline_ar function
£ () is a full-wave rectification. Using identity (3.20), we can write:

7 (s = 2, F(("] (3.61)
where F{h{")] is a 2V-dimensional nonlinear transformation induced by £(:) on
the vector h™). We want to compute the spectrum of the sequence (3.61). The
power spectrum of this sequence is the Fourier transform of its autocorrelation

function. The autocorrelation function is:

rfp+ 2] = OO Btz 2 FO8O) (3.62)

where E stands for expectation value.

Now consider the matrix

A(m) = E{Zp XTem) (3.83)
This is a 2¥x2¥ matrix. Because component 0 of vector x, is always 1, element



TABLED __]
_TAP |?ao_aucr ALWAYS | ALFAYS | ALWAYS { ALWAYS | ALWAYS | ALWAYS
NUMBER || TERM 50005 | >0001 | >00005 { >001 | >.00005 | > .00001
(1] Cco 1 1 1 1 1 1
1 C1 1 1 1 1 1 1
2 c2 1 1 1 1 1 1
3 c3 1 1 1 1 1 1
4 C4 1 1 1 1 1 1
5 C5 1 1 1 1 1 1
6 cs 0 1 1 1 1 1
7 cT 0 1 1 1 1 1
8 cs ) ) 1 1 1 1
) co c 0 ¢ 1 1 1
10 1 0 1 1 1 1 1
11 coC1 0 1 1 1 1 1
12 cecz 0 0 1 1 1 1
13 cec3 0 ) 0 1 1 1
14 cocs 0 0 0 0 1 1
15 C1C2 0 0 1 1 1 1
18 Ci1C3 0 ) ) 1 1 1
17 C1C4 0 0 0 1 1 1
18 caC3 0 0 (V] 1 1 1
19 caCa v] 0 0 1 1 1
25 C3C4 0 0 0 ) 1 1
21 coCic2 0 i 1 1 1 1
22 €oC1C3 ) ) 1 1 1 1
23 ciC2C3 ) ) 0 1 1 1
24 cecacs ) o 0 i 1 1
25 €0C1C2C3 0 o 0 1 1 1

Table I.Maximum values of taps over the 100 runs of Fig. 3.12.
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TABLE I

f(z)=10133Bz-0.0.33E2
TAP PRODUCT | NUMERICAL TAT F2227CT | NUMERICAL
NUMBER | TERM VALUE(® |l xros== VALUE(®

0 co 04454855025 12 0.0000619562
1 C1 0.2010037823 1= 0.0000532478
2 c2 0.0904013440 15 0.0000589860
3 c3 0.0403334422 13 0.0000282176
4 ce 0.018235¢212 17 0.0000270387
5 cs 0.008232845% i3 (0000269134
8 ce 0.00382585328 ig 0.0000267841
7 c7 0.0018355233 23 £.0000125894
8 cecice 0.00092019156 2 ©.0000124928
9 ce 0.0007441015 22 0.0000121263

10 CCC1C3 0.0352808723 23 3.0000117915

11 cocacs 0.600131875% s 2.0000116926

12 CoC1Ce 0.0501305451 o - 2.0000000888

TASLE! |
fix)=x=-0C025 5/
TAP PRODUCT | NUMERICAL “ TsP ==227c7 | SUMERICAL
“UUBER | TERW VATUE(Y coorzTs | fTE VALUE(®

0 co 0.2263203308 ) ol 2.0010097334
1 Ci C.2018085283 10 ca C.0007485757
2 c2 0.0307173327 11 T3E £.000<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>