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ABSTRACT

The extension of fully-integrated continuous time filtering technique to high fre-
quencies would allow a higher level of integration in systems such as communication
receivers. In the past, the practical implementation of high-frequency continuous time
filters have been hindered by problems such as the sensitivity of high frequency filters
1o the integrator nonidealities and center frequency control. In this dissertation these

problems are investigated.

A simple fully-differential integrator. optimized for phase-error cancellation.
forms the basic element: a complete filter consists of intercoupled integrators. The
center frequency of the filter is locked to an externai reference frequency by a modified
phase-locked loop. Instead of the voltage controlled oscillator of the conventional

phase-locked loop. an exact replica of the second order section of the main filter is used.

To prove the viability of this technique. a fully-integrated sixth-order bandpass

filter was designed and fabricated. The prototype dissipates 55 mW and occupies 4 mm?

in a 6 um CMOS technology.
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CHAPTER 1

INTRODUCTION

High-precision. high-order monolithic filters in the frequency range of 100KHz to
10MHz have many applications in communication receivers such as AM & FM IF filter-
ing and video processing in T.V. circuits. Additional applications include data com-

munications and local area networks.

Monolithic filters have been previously successfully applied to voice band applica-
tions both by utilizing the switched-capacitor technique and the continuous-time filter-
ing metbod [1] [2]. However, the extension of both techniques to higher frequencies has

been delayed due to many problems.

One promising approach for the implementation of high-frequency filters is the
switched-capacitor technique. Recently a switched—capacitor bandpass filter at the
center frequency of 260K/ z has been designed which has shown excellent performance
[3] . Another switched-capacitor filter with low-pass characteristics was reported at a
roll-off frequency of 2.8MHz [4]. One major drawback to this approach is the require-
ment of continuous-time prefilters to band limit the input spectrum to reduce the alias-
ing effects. Another problem peculiar to the implementation of high-frequency
switched capacitor filters is that due to settling time limitations in state of the art
operational amplifiers, the extension of this technique to higher frequencies requires the
lowering of the ratio of clock rate to center frequency of the filter which brings about

the necessity of higher selectivity for the anti-aliasing prefilters.

Another alternative is to use continuous-time filtering techniques. which do not
bave the aliasing problem of sampled-data systems. However, due to the dependence of

the center frequency of the filter on the absolute values of monolithic components such
1



as capacitors and transistor transconductances, which are both process and temperature
dependent, some extra circuitry is required to control the center frequency of this type

of filters.

This dissertation describes a high-frequency CMOS continuous-time bandpass
filtering technique which utilizes a modified version of the phase-locked loop scheme

introduced by Tan [1], to precisely control the center frequency of the filter [5] .

In Chapter 2, Tan's approach is reviewed and the problems involved in the direct

extension of this technique to higher frequencies are discussed.

Solutions to the problems hindering the filter design are proposed in Chapter 3,
where a very simple fully differential integrator is described and a sixth-order

bandpass filter is implemented.

In Chapter 4, the limitations of the designed filter are discussed. This includes
finding an upper bound for the filter quality factor as a function of frequency. Noise
and dynamic range considerations are presented in detail followed by a study of the
effect of transistor mismatches on the filter behavior. In the final section. the results

obtained in the previous sections are used to design a 500 XHz filter.

In Chapter 5, the center frequency control circuit is studied and and the design of

the required building blocks is described.

In Chapter 6, experimental results obtained from a monolithic CMOS prototype is
presented. The prototype includes a sixth order bandpass filter with an on-chip phase-

locked loop.
A summary of this research project is presented in Chapter 7.

In Appendix A, the high-frequency characteristics of MOS transistors which are

required for the design of the integrator are studied.



In Appendix B. the total outbut noise power of an active ladder type bandpass

filter is derived.



CHAPTER 2

EXTENSION OF LOW-FREQUENCY FREQUENCY-LOCKED
FILTERING TECHNIQUES TO HIGHER FREQUENCIES

The frequency-locked continuous-time filtering technique was first introduced in
1977 [1]. A low-pass voice-band filter was designed by using an integrator as the prin-
ciple building block. The roll-off frequency of the filter is determined by the time con-
stant of the integrators. This in turn is a function of the absolute values of monolithic
components, in this case capacitors and transistor transconductances, which are both
process and temperature dependent. To achieve an accurate filter roll-off frequency. a
phase-locked loop scheme was utilized to lock the roll-off frequency to an external )
reference frequency. Because the frequency characteristics of the filter depend only on
the matching accuracy of monolithic components, using this technique eliminates the

requirement of any external trimming.

Fig. 2.1(a) shows the block diagram of the system. The integrator consists of a
JFET transconductance stage followed by a multi-stage bipolar operational amplifier
and a feedback integrating capacitor, as shown in Fig. 2.1(b). The time constant of the
integrators are controlled through the control voltage. V.. A voltage-controlled oscilla-
tor, VCO, in conjunction with a phase-comparator functions as a phase-locked loop. By
choosing the same type of integrator for both the filter and the VCO, the bandwidth of

the filter tracks the frequency of the oscillator.
The extension of this approach to higher frequencies involves several problems:

1) The main problem is that the behavior of high-frequency filters is highly sensitive

to analog integrator non-idealities. particularly the phase shift at the unity-gain

4
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Figure 2.1

(a)- Block diagram of Tan's approach to the design of a low-frequency
low-pass continuous-time filter. (b)- Monolithic JFET input integrator.



frequency.

2) The second problem is the realization of a CMOS VCO with stable and repeatable

center frequency in the MHz range.

3) Because the desired filters are often highly selective (high Q). the power supply

rejection (PSRR) is a critical problem.

4) Finally the feed-through of the reference signal to the output of the filter can

result in the degradation of the dynamic range.

The solution to the first problem will be discussed in detail in Chapter 3. To
overcome the second problem. an alternative scheme is presented in Chapter 5 which
utilizes a voltage-controlled filter VCF instead of the conventional VCO. The last two

problems are minimized by using fully differential architecture for the circuit design.



CHAPTER 3

PRACTICAL IMPLEMENTATION OF CONTINUOUS-TIME
HIGH-FREQUENCY FILTERS

In the monolithic implementation of continuous-time high-frequency filters, the
most important consideration is the effect of the finite integrator quality factor on the
filter performance. This chapter begins with a study of the effect of the integrator non-
idealities on filter behavior. The results of this study are used to design a simple
source-coupled pair integrator. In the final sections, the considerations for the design of

a resonator and the implementation of a sixth-order bandpass filter are discussed.

3.1. Effect of Integrator Non-Idealities on Filter Behavior

As mentioned earlier, the main building block for ladder type active filters is an
integrator. In this section. the quality factor of the integrator is defined in terms of
integrator non-idealities. The effect of the finite integrator quality factor on the filter

behavior is demonstrated through an example.

3.1.1. The Ideal Integrator
The transfer function of the ideal integrator is given by

H(G) = % (3.1)

It has a pole at the origin and exactly 90 degree phase shift at the unity-gain frequency.
In Fig. 3.1 the amplitude and phase response of an ideal integrator is illustrated.
For the purpose of the design of active filters. one useful measure of the integrator

behavior is its quality factor, Qing -
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Figure 3.1

Amplitude and phase response of an ideal integrator.



For any component with a transfer function of

1

the quality factor is defined as [6]
¢ = Xl (3.3)

Using the above concept and equation (3.2) , the @ of the ideal integrator is found

to be
Qidel = oo (3.4)
3.1.2. The Real Integrator
For a real integrator, with a finite DC gain of @, the dominant pole is pushed from
the origin to a frequency equal to p; = %‘-’- . where wq is the unity-gain frequency of

-the integrator. Also, it may have one or more high-frequency non-dominant poles, p2.
P3. ... as illustrated in Fig. 3.2. The finite DC gain causes phase lead at the unity-

gain frequency and the non-dominant poles result in excess phase shift.

The transfer function of the real integrator is given by

H(s) =

(3.5)

......

Wo

To find the quality factor of the real integrator Qi . the transfer function should be
transformed to the form of the equation (3.2) . The denominator is multiplied and jw

is substituted for s

H(jw)= (3.6)

T
1+jw —
’ IT L7

a

2

j k =co |
B IR SR SOV B L IR FIFPI) IR SV F
Wo j=2 Pj P2y=3 Pk Wo p2P3
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Amplitude and phase response of a non-ideal integrator.
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thus
w—a—+zi +w3—a-—l—-+. + ...
Wo =2Pi Wo p2P3
Qinrg = = - (3.7
2 a _wl 1 —“1
1-? | — X —+— T —+ ... |+ .....
Wo j=2 P P2 =3Pk

Assuming that all the non-dominant poles p; are at a much higher frequency than the
frequency of interest. that is 2 «1. and that a>> 1, the quality factor of the real
i

integrator in the vicinity of the unity-gain frequency. could be simplified as

1

; = .
Qs =

@

iz
_‘11_ —u Lo (3.8)

Note that the quality factor of the real integrator is frequency dependent whereas the

Q of the ideal integrator is equal to infinity for all frequencies.

For 0) =Wy
1
Qg = -
I ER L (3.9)
a i=2 DPi
w
substituting for p; = -ai from Fig. 3.2 , it can be found that
1
Qe = 15 = | (3.10)
1 .
— —wy Y —
W 1= 14

.The first term is equal to the phase lead at the unity-gain frequency in radians and the
second term corresponds to the excess phase at the same frequency. Note that as wy is

increased the excess phase term becomes larger.
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3.1.3. Effect of Finite Integrator Q on Filter Behavior

The quality factor of the basic element for the implementation of active ladder
filters, the integrator, was found in equation (3.10) . This equation suggests that the
quality factor of the integrator, at a given unity-gain frequency. could be positive,
negative or infinity depending upon the location of the frequency response singularities

with respect to wg .

In the following example the effect of the three possible cases of integrator Q on
the filter behavior is examined (Fig. 3.3). The bold curve in all three figures shows the
frequency response of a sixth order bandpass filter, with an overall Q of 10 constructed
with ideal integrators. The broken line in Fig. 3.3(a) shows the frequency response of
the same filter made with integrators which have about a 0.56 degree phase lead at their
unity-gain frequency. This corresponds to a DC gain of 100 for the integrators. The Q
is degraded in this case. In Fig. 3.3(b) the effect of a 0.56 degree excess-phase at the
unity-gain frequency of the integrators, which corresponds to a non-dominant pole 100
times larger than the unity-gain frequency, is shown. In this case the Q is enbanced
and as mentioned earlier, as wq is increased the excess phase becomes larger and may
result in oscillation. Note that the error in the passband of the filter is directly propor-

Q/ ilter
Qim‘g

shows the effect of exactly equal amount of phase lead and excess phase at unity-gain

tional to . where Q.. is the overall quality factor of the filter. Fig. 3.3(e)

frequency of the integrators, which results in phase error cancellation at this frequency.
Interestingly enough, the frequency response of the filter in this case is very close to the

ideal case.

These considerations suggest that it is very desirable to design the integrator in

such a way that the two phase error components cancel each other right at the unity-

gain frequency. For this purpose. using equation (3.10) . p; and } p; should be chosen
i=2
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Figure 3.3

Effect of integrator non-idealies on the filter behavior.
(a)- Effect of 0.5 degree phase lead at w, of integrators.
(b)- Effect of 0.5 degree excess phase at wg of integrators.
(c)- Effect of 0.5 degree phase lead and excess phase at wg of integrators.
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so that

P ige
= — (3.11)
% 2 Pi

u ™M

However, the dependence of the two phase error components on temperature and .p;'o-
cess variations limits the accuracy of such phase error cancellation in high-frequency
filtering applications: and thus, in conjunction with the maximum allowable error in
the passband. dictates an upper limit for the maximum Q of the filter. This will be

further explored in section 4.1 .

The passive components, used in the design of conventional LC filters, exhibit a
frequency dependent loss: in other words a finite Q which is always positive. This
results in Q degradation and limits the maximum achievable quality factor of the filter.
Hence, by using the phase-error cancellation technique, the active implementation of
high-frequency filters might have the capability of successfully achieving higher Qs

compared to their passive counterparts.

3.2. Integrator Design

An R—C integrator is typically constructed of a multi-stage operational amplifier
connected in the feedback configuration shown in Fig. 3.4 . In the previous section, it
was shown that the frequency response of high-frequency filters is very sensitive 10
extra phase-shift in the integrator. The high-frequency poles of the multi-stage opera-
tional amplifier tend to contribute large amounts of excess phase causing a large error in
the filter response. An important objective, then, is to design an integrator with prefer-
ably no non-dominant poles.

To achieve this goal. a one-stage source-coupled differential pair configuration was

chosen to minimize the Q enhancement effects, as shown in Fig. 3.5 . The unity gain

frequency w, of this integrator is given by



Figure 3.4

Typical integrator configuration

9
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Cmansa - (3.12)

w°=—2-c—._m‘g—

where C;,,, corresponds to the integrating capacitor and G is the transconductance

m(aM12)
of the input transistors. and for small signals is given by

1/ 2

G 2 | %uc, x(%)( (3.13)

mar12) T M1 J)XI‘ (M12)

where u is the average carrier mobility in the channel, C,, is the gate oxide capacitance
per unit area, W and L are the channel width and length of the input devices and

14 ., corresponds to the drain currents. It is evident that wy is process dependent and

can be controlled through G by varying the drain current of the input transistors

m(M1.2)

through V.., as described in chapter 5.

3.2.1. Quality Factor of the Simple Source-coupled Pair Integrator
The quality factor of the integrator Q;,, . is found by using equaiion (3.9). The

first term is derived by finding the DC gain of the integrator. The second term is

estimated by finding an effective non-dominant pole p», / reame for the integrator.
The DC gain is found to be

8my 12)

= oy (3.14)
g°(u1.2)+g°w

where go,,,,,, and go,,, are the small signal output conductance of the input transistors

and the load transistors. Assuming that the output resistance of the load transistors is

much larger than the output resistance of the input transistors and by substituting for

_ 2
Emunn = Ves —Ven

and

80ur1n =MD
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the gain is found to be

2

Y Wes—Va )(Ml.z) (3.15)

a

where A is the channel-length modulation coefficient. In practice A is estimated from
experimental data and is inversely proportional to the channel length neglecting the

short-channel effects. Here, for simplicity. a new parameter 8 is introduced

0

A= T (3.16)
where 0 is in the order of 0.1 l%
Substituting for A gives
- 2L
a 0 (Vgs—Vp) (3.17)

(M1.2)

Fig. 3.6 shows the small-signal equivalent differential mode half-circuit of the
integrator. The circuit has only two nodes. an input node and an output node. The
simple IGFET model predicts no non-dominant poles for this integrator: in other words.
for a transistor biased in the saturation region, a constant drain current as a function of
frequency is predicted when the gate is driven by a voltage source (Fig. 3.7(a)). How-
ever, a more detailed consideration of the distributed nature of the channel resistance
and gate capacitance, as illustrated in Fig. 3.7(b) and Fig. 3.7(c), shows that the fre-
quency response of the transconductance falls off at high-frequencies. It can be shown
that this phenomena gives rise to an infinite number of high-frequency poles. In the
previous chapter, it was shown that as long as the non-dominant poles are much higher
in frequency than the unity-gain frequency of the integrator, it is enough to find the

effective non-dominant pole which is at



VouT

M| > T2 R 2C|mg

Figure 3.6

Small signal equivalent differential mode
half-circuit of the integrator.
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Figure 3.7

The high-frequency bebavior of an MOS transistor.
(a)-Drain current as a function of frequency.
(b)-Cross-section view of an MOS transistor in saturation.
(c)-The distributed channel resistance and gate capacitance.
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P2yreame ~ TZm (3.18)

rather than the exact location of each individual pole. In appendix A, it is proven that

in this case

=25 w,,,,, (3.19)

where w, is the frequency at which the current gain of the input transistor is equal to

one and is given by

_ 8mpnan  _ 3 p#(Vgs=Vi)
Yo = 3 -3z (3.20)

3 Co WL

Note that the integrator effective non-dominant pole is at a much higher frequency than
for a typical operational amplifier type integrator. The contribution of this phenomena

to the integrator phase shift at the unity gain frequency is

wWo 4 Wy L2

Pug S5 = ¢ (3.21)

o250, (M12) 15 1 (Ves=Vin) (M12)

Substituting from (3.17) and (3.21) in (3.10)
e = 1
ne,

¢ O (Ves=Vin) 1 _ 4 wol ? (3.22)

2L 15 7 (VGS—Vlh)

(M12)

Here it is assumed- that the Q of the integrating capacitor is much larger than the other

components quality factor and can be neglected, which is usually the case. The above

2

1 whereas the

equation shows that the excess phase-shift is proportional to L

phase lead due to the finite DC gain is proportional to . From this the conclu-

L

M1.2)

sion can be drawn. that for a well-characterized well-controlled process, an optimum

input transistor channel-length can be chosen for first order phase error cancellation at
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a given frequency which makes the realization of high-Q filters possible. The optimum
input channel length will be derived in the next section, where the contribution of the

loading integrator to the quality factor of the integrator is also accounted for.

Inspecting the differential mode half circuit. it can be seen that there is a feed for-
ward path between the input and the output through the C,y of the input transistors
(a right half plane zero). In the next section. it will be shown that connecting the
integrators in a resonator configuration results in the disappearance of the right half

plane zero.

3.3. Resonator Design Considerations

In Fig. 3.8, a resonator is implemented by connecting two integrators back to back.
In this part, first the effect of the parasitic capacitances on the resonator behavior is dis-
cussed; then, the quality factor of the resonator is found. and in the last part the design

of a terminated resonator is discussed.

3.3.1. Effect of Parasitic Capacitance on the Resonator Behavior
The parasitic capacitance at the output of each integrator consists of:

a) Gate-source capacitance of the input transistors. C,, . of the next stage integrator

and is equal 1o
Ces = 2 (wL) . C (3.23)
&s K) M1270X :
plus the gate-source overlap capacitance (same as part (b)).

b) Gate-drain capacitance. Cyq . of the integrator input transistors due 1o the overlap

of the gate oxide and the drain diffusion.

Cu = WL, C, (3.24)

¢) Drain-substrate capacitance of the input transistor, Cs . Which is the junction

depletion capacitance between the drain and substrate for these transistors.
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d) Load transistor capacitance, Ci,.,+ Which is the capacitance of the load current

sources.

e) Parasitic capacitance of the integrating capacitor. Cpar. . Which for a single poly
mg

process is the junction depletion capacitance between the capacitor bottom plate
diffusion and the substrate.

All of the above capacitances tend to increase the effective value of the integrating capa-

citor and therefore increase wy .
1
Cin:gw, = cuug + 7§cpar (3.25)

For low frequency applications. where C;,,, >>C, . the parasitic capacitances could be
neglected. At high frequencies. where the size of the integrating capacitors is not
significantly larger than the input transistors, parasitic capacitances should be

accounted for. °

3.3.2. Resonator Quality Factor
The resonator quality factor is given be

1 _ 2 2 _
Qrc: Qimg * QCW (326)

It can be shown that the overall Q is determined by the larger capacitors and the effect
of the smaller ones is negligible. The largest parasitic capacitance at the output node is
the gate-source capacitance of the input transistors of the next stage. In Appendix A, it
is found that the input impedance of an MOS transistor biased in the saturation region

behaves as a lossy capacitor with a quality factor. chs . of
Qc = _L (3.27)

substituting from (3.22) and (3.27) in (3.26) . the resonator quality factor is found to
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1 0 Vas=Vin) _ 4 wol?

=~ (3.28)
Qru L 15 H© (VGS _V’h)(MIJ)

It is interesting to note that the phase lag term is cut by exactly half due to the loss in
the gate-source capacitances. From the equation above, by equating the two terms, an
optimum channel length for the input transistor is found for which the phase error is

canceled

V3

2
-1_{ 0 73 (VGS-VIII) (M1.2) (3.29)

LOP' 4 Wo

The above equation suggests that the optimum input transistor channel length is a
function of the center frequency of the filter. As the center frequency is increased.
L., . for which the phase error is canceled, tends to decrease. Values for L, as a func-

tion of the center frequency. are calculated in section 4.1.

One interesting aspect of this resonator circuit configuration is that the right-half
plane zero due to the gate-drain capacitances of the input transistors cancel out. This
can be more clearly understood by inspecting Fig. 3.9 . Let’s consider node C. There are
two signal feed-through paths to this node. One is from node A through the gate-drain
capacitance of M, : the other path runs from node B through the Cpy of M3 . As the
circuit is fully balanced. the signals at nodes A and B are equal and of opposite signs.

resulting in signal cancellation at node C.

3.3.3. Terminated Resonator Design

Fig. 3.10 shows the flow-graph of a terminated resonator. Here the termination is
realized by feeding back a fraction equal to 1/ Q of the output of the resonator to its

input.



Vout

Figure 3.9

Feed-through paths to node C of the resonator
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One approach to this is shown in Fig. 3.11 where the feedback is provided

through a buffer at the output and the capacitor Cp .

Using this configuration the Q is given by

(3.30)

This scheme works well for resonators with low center frequencies . However, at
higher frequencies, the inherent phase-shift between the input and the output of the

buffer distorts the frequency response of the filter.

To overcome this problem the conventional flow-graph is transformed to the one
shown in Fig. 3.12 . This new flow-graph can be realized by adding a resistive load to
the output of one of the integrators. Fig. 3.13 shows a simple implementation of the
resistive load. The equivalent load resistance seen in parallel with the corresponding

integrating capacitor is equal to

Ry = ——— (3.31)
G’"(Ms.o
which results in
Gm
0= .G__“L“_’ (3.32)
M (a13,4)

Thus, the Q is set by scaling the -}’V- ratios of M,;> and M3, as well as the current

sources. This will be discussed further in section 3.5.

3.4. Filter Design

The classical doubly-terminated LC ladder structure was used in the experimen-
tal chip described in chapter 6 due to its low sensitivity to component variations (Fig.
3.14)[7).[8]. The flow-graph for such a filter is shown in Fig. 3.15 [9] which is con-

structed of three resonators interconnected through unilateral coupling paths. All
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Figure 3.11

Direct termination implementation.
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Figure 3.13

Circuit implementation of the termination.
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VIN — ——y VouT

Figure 3.14

Sixth order LC ladder filter.
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integrators are chosen to have the same time constant for optimum sensitivity [3].
Using the resonator designed in the previous section, the implementation of .the filter
brings about the requirement of buffers at the resonator outputs for the unilateral cou-
pling paths. This results in an increased die area and increased power consumption.
Moreover, for filters with high center frequencies, the extra phase-shift caused by the
buffer may result in a significant distortion in the filter frequency response . This
problem can be alleviated by converting the flow-graph to the configuration shown in
Fig. 3.16. Note that for narrow-band filters, the following assumption is true within

the passband of the filter

wf

— =~ -1 (3.33)

Using this approximation the coupling paths are transformed to bilateral paths with
equal values as shown in Fig. 3.17. This approximation is called the narrow-band
approximation which exhibits a reasonable passband shape for a Q greater than abou; 4
[10]. Fig. 3.18 shows the frequency response of a bandpass filter using the conven-
tional flow-graph and the frequency response for the narrow-band approximated filter.
By inspecting the frequency response, it can be seen that the narrow-band approxima-

tion causes the filter frequency response to be slightly unsymmetrical .

Fig. 3.19 shows the active implementation of a narrow-band approximated
sixth-order bandpass filter using the designed integrator. Note that using the above
.approximation, the active realization is simply done by using three resonators coupled

through capacitors (C; ). The coupling coefficient is given by

2C g

= .34
Yy oA (3.34)

The center frequency of the filter is controlled by V., by varying the transconduc-

tance of all input transistors which makes the matching of these transistors critical as



Figure 3.16

Modified flow-graph of the sixth-order filter.
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Figure 3.17

Modified flow-graph of the sixth-order filter.
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Figure 3.18

Frequency response of a conventional sixth-order bandpass filter

and the narrow-band approximated version.
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Figure 3.19

Active implementation of the sixth order ladder filter.
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discussed in section 4.3.

The fully differential architecture immunizes the filter response to the power sup-
ply variations and parasitic couplings and the reference signal feed-through to the out-

put of the filter.

3.5. Final Integrator Design

The complete schematic of the integrator is shown in Fig. 3.20. The common
mode output voltage is stabilized by M s.M, which operate in the triode region. M ;.M
are the termination devices and are connected in the (A —A') configuration for ter-
minated integrators: (B—B') connection is made for unterminated integrators for

matching purposes.

The quality factor of a terminated integrator Qi7" was found in section 3.3.

¥
w
G 12 ( _L—) a4 oz
Qg = = 4 (3.35)
G’"(MS.‘) (W) x]
T 30 dwmse
where
w
Iduvn.z) - L wno

(3.36)

“anse (%)w 1)

By chosing equal channel lengths for M;, . M34and Mo . M, . the Q can be imple-
mented by scaling the channel widths of these transistors. To achieve high accuracy for
the Q implementation, the termination transistor is chosen as a unit transistor and the

input transistors are constructed of an array of Q unit transistors connected in parallel.



MB8
MBS
MBIO
MIO [M1I MBI
} I‘-|= !':LVContro!
-5V
Figure 3.20

Complete schematic of the integrator.



CHAPTER 4

LIMITATIONS OF THE IMPLEMENTATION OF MONOLITHIC
CONTINUOUS-TIME FILTERS

In chapter 3, a simple integrator was designed and used to construct a sixth-order
continuous-time bandpass filter. In this chapter, the fundamental limitations of such

an approach are investigated.

In the first section, the maximum achievable quality factor of the filter as a func-

tion of process parameter variations and the center frequency is discussed in detail.

In the second section, the dynamic range of the filter is determined by finding an

upper and lower limit for an acceptable output signal.

The third section deals with the effect of transistor mismatches on the behavior of

the filter.

Finally. the design of a bandpass filter at the center frequency of 500 KHz is dis-

cussed.

4.1. Quality Factor Limitations as a Function of Frequency
In this section the limitations of the quality factor of the filter, imposed by the
process and temperature variations, are studied in detail.

Qf iter *in
Qirug

other words. the maximum achievable filter quality factor. Q; ., . is dictated by the

The error in the filter passband is directly proportional to the ratio of

maximum allowable passband error and the minimum integrator quality factor Q;,, -

In chapter 3, the phase error cancellation technique was proposed to be utilized in

the integrator design. For this purpose, an optimum input transistor channel length

41
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was derived. Ideally, by using this technique, there should be no restrictions on the
filter quality factor. However, process and temperature variations limit the accuracy of
such phase error cancellation which results in a finite integrator quality factor and

thus, dictates an upper limit for the maximum Q of the filter.

In this section the optimum input transistor channel length is first found as a
function of frequency followed by the derivation of the worst case integrator quality
factor; and then, the maximum quality factor of the filter is derived for different fre-

quencies.

4.1.1. Optimum Input Transistor Channel Length as a Function of Frequency

In chapter 3, the optimum input transistor channel length was found to be

1/ 3
- 2
15 6 u (Vos=Va) (M1.2)

4 Wq

Lops (4.1)

To find realistic values for L, . we will assume that the process has the typical param-
eters that are summarized in Table 4.1. For L, >6u, the gate overdrive factor
(Vgs—Vu ) is set equal to 1V and for L,, S6u the (Vgs—V,, ) is chosen to be about
0.7V. The optimum channel length is calculated and listed in the second row of Table

4.2 and is sketchéd in Fig. 4.1.
4.1.2. Worst Case Integrator Quality Factor

In chapter 3, the resonator quality factor was found to be

1 ~ 8(Vos—Vin) v _ 4 wol?
Ores L 15 “(VGS—VA‘A)

The integrator quality factor, connected in a resonator configuration, is found by multi-

(4.2)
(M1,2)

plying the resonator Q by a factor of 2

1 ~ 8 (Vos =V )(Mu) 2 wo L?

= - = 43
Q,‘mg 2L 15 M (VGS—V,;.j ( )

(M1.2)
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Figure 4.1

Optimum input transistor channel length as a function of frequency.
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Channel Length

Modulation Factor 0, = T 0.1 *15%
n-type
Channel Length \

=
Modulation Factor 6, = T 0.13 +15%
p-type
Uncertainty in Poly- AL +0.5

Silicon Etching

Parameter Symbol Average Value Tolerance Units
Gate Ozxide Thickness 7, 400 *£10% Angstroms
Channel Mobility fn 700 F10% cm?/ v—sec
n-type
Channel Mobility 7 350 F10% cm?/ v—sec
p-type

Microns/ v

Microns/ v

Microns

Table 4.1. Summary of Process Parameters and Tolerances

for a Typical N-Well Silicon-Gate CMOS Process

wo C;
substituting for (Vgs_Vy, ) e = y.—Cong' in the above eguation
ox
2 L

1 =~ owocimg - 1 WL C,.,
Qimg ﬂ'cox w 15 Cmtg

(4.4)

Assuming that the integrating capacitor is constructed of an array of m unit capacitors

connected in parallel
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Cimg =m Wup me Coxu, (4.5)

where W, and L, are the width and length of the unit capacitor and are usually

chosen to have equal values and Coxm, is the capacitor oxide capacitance per unit area.

Substituting for Cy, in (4.4)

1 -~ 0 W m Wcap Lcap C”:cp 1 WL Cox

~ -

Qi m W Cox 15 m Wy, L, C

oxc”

(4.6)

For the ideal case, both terms in the above equation are equal thus it is assumed that

each term is equal to L Now the quality factor can be estimated in terms of Q, and

Q.

the process parameter tolerances by

1 1 A6 Au

AW, AL AW
= _— |+ - $2 2 42
(4.7)
. 2Ar:,,x“,, _ 8% _ AL
Coxyp Cox L.

The fact that the terms corresponding to the capacitor oxide capacitance and the gate
oxide capacitance are of opposite signs suggests that it is desirable to have a process for
which the gate oxide and the capacitor oxide are grown simultaneously. In this case.
independent of their absolute values, the oxide thickness of the transistor gates and the

AC,, AC
capacitors tracks and thus, —= 2= = >*_ and the two correlated oxide capacitance
ox (-4

cap

errors would cancel each other. The term corresponding to the channel width of the

input transistors could be neglected as usually W >>AW. Thus Q,,, is simplified and

1 1 AO Aﬂ. chap ALcap AL
— S |t o 2 +2 -= (4.8)
ng Qc K wcap Lcap L

To find a worst case value for Qi . O, should be estimated from equation (4.3)



Q. = 2 Lo (4.9)
o (VGS—V"')(MM) ‘
substituting for L,, from (4.1)
30 1 13
Q = )

K (Vos—Va )(Mu) wo l (4.10)

Substituting for Q,. Qin, is found to be

30 4 1/ 3
0° (Vgs=Vus ) wo

ng ~ (M1,2) (4.11)

‘ A9 A AW, AL, AL »
+ - +2 +2 - —
0 m Weap Lesp L

Both the numerator and the denominator, in the above equation, are frequency depen-
. . 1 .
dent. The numerator. Q,. is proportional to —p~. In the denominator. L,, . W, and
Wy
L, are functions of frequency and decrease as frequency is increased. Thus the worst
case integrator Q decreases as the frequency is increased.

To find a general idea for the value of Q,,, . for simplicity it is assumed that
Wepp = Legp = 4L, (4.12)

Using the process parameters and the corresponding tolerances from Table 4.1

~ 32212 B
Qg = —ry
0

2x0.5u

025 +
Lopt

(4.13)

Using the above equation, the calculated values for Q. for different frequencies is

listed in the third row of Table 4.2.

In the next part, this results are used to find an upper limit for the quality factor

of the filter.



fo Loy [u] Qinrg Qy itrer
100 KHz 34.7 2489 50
200 KHz 27.5 1923.5 38.5
500 KHz 20.3 1356.2 27.1
1 MH:z 16.1 1032 20.6
2 MHz 12.8 779.2 15.6
5 MH: 9.4 528.6 10.6
10 MHz 7.5 390 7.8
20 MHz 4.7 289 5.8
50 MH:z 3.9 194.5 3.9
100 MH: 2.7 126 2.5

4.1.3. Maximum Quality Factor of the Filter as a Function of Frequency

Table 4.2. Optimum Channel Length - Minimum Integrator Q -

Maximum Filter Q as a Function of Frequency

47

As mentioned earlier, the maximum achievable quality factor of the filter depends

on the minimum integrator 0 and the maximum allowable error in the passband of the

filter.
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For a resistively terminated LC filter, the fractional change in the magnitude

within the passband could be expressed as [11]

AT(w) 1 1 1
e =7 |or + o wT(w) (4.14)

where Q; and Q. are the quality factors of the filter inductor and capacitors; 7(w) is
the filter group delay, and w is the frequency of interest. Similarly for a filter con-

structed with integrators

AT(w) . 1

The group delay 7(w) of a sixth order bandpass filter is at its maximum at the lower

o7 (w) (4.15)

and upper edges of the passband. Using the filter simulation program FILSYN [12], it
can be shown that for a sixth order bandpass filter designed to have about 0.1 dB rip-

ple in the passband

or(w)
= 7.16
Qf itter

(4.16)

substituting in (4.15)

AT(O)) =~ Q!illcr
T(‘”) Qbug

To find an estimate for the maximum achievable Qfy.-. as an example it is

x 7.16 (4.17)

assumed that the maximum allowable passband error is about 1.2 dB. Substituting in

the above equation it is found that

inlur -~ 1
Oe - %3 (4.18)

Thus, the integrator 0 must be at least about 50 times larger than the filter quality

factor. From the above results and the minimum value found for Q,,, (third row of
Table 4.2). the maximum Q. is calculated and is tabulated in the fourth row of

Table 4.2. The maximum filter Q as a function of frequency is sketched in Fig. 4.2.

The maximum quality factor for a 100 XHz filter is about 50 and the upper limit

of the quality factor of a 100 MHAz filter is about 2.5.
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Figure 4.2

Maximum filter Q as a function of frequency.
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4.2. Filter Dynamic Range Considerations

The dynamic range of the filter is defined as the ratio of the total RMS output vol-
tage at a given distortion level to the total RMS noise voltage within the passband of

the filter.

For bandpass filters, the maximum signal level is usually defined at a 1% third-
order intermodulation distortion as this is the only distortion component which in most
cases may fall within the passband of the filter, the other distortion components are

filtered out.

The noise at the output of the filter is determined by the sum of the noise contri-

bution from each of the integrators.

In the following section, the output signal distortioﬁ of the integrator and it's
effect on the filter distortion is discussed first. Some techniques are presented to
improve the dynamic range of the filter. In the next part the noise performance of the
integrator is discussed and the total output noise of second and sixth order bandpass

filters are found.

4.2.1. Distortion in the Integrator Output Signal
The nonlinear behavior of the integrator gives rise to two problems:

1) As the signal level is increased the transfer function becomes more nonlinear
and in the presence of unwanted signals this may result in spurious signals being gen-

erated within the pass-band of the filter.

2) The fact that the input transistor transconductance decreases as the signal level
is increased. results in the lowering of tbe unity-gain frequency of the integrator

(center frequency down shift of the filter). This is especially critical for high-Q filters.

To evaluate the distortion in the output signal of the integrator. it is assumed that

the nonlinearity due to the load transistors is negligible compared to the input
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transistors. Fig. 4.3(b) shows the DC transfer characteristics of the integrator input

source-coupled pair of Fig. 4.3(a). The differential output current is found to be

1

Note that AJ, reaches its limit, I,,, when Av; 2 V2(Vgs=V,, ).

%
AV i .

4.19
(Vos—Vi a2 (4.19)

AId = Iss

AV,'
(Vos=Vin a2

Using the series expansion of (1—x2)®, the differential output current could be

transformed to

AL = I Av; 1 Av;
¢ * (Vas—Via iz 8 [ (Vos—Vin I

(4.20)
1 Av; ¥ 1 Av;

T 128 | Vos Vaduia | 1028 | Vg5V Iwia

......

For small input signals, Av; < (Vgs—V,, ), the first term is much larger than the higher
order terms and the output current is a linear function of the input voltage. For input
signals comparable to (Vgs=V,, ). the higher order terms become more significant which

results in nonlinear behavior in the output current.

4.2.1.1. Intermodulation Distortion

As mentioned earlier, for bandpass filters the third order intermodulation, /M 3,
component is the only distortion component which may fall within the passband of the

filter. To calculate /M 3. the coeficients in the following equation must be found [13]
AId = ayv; + dzviz + dgV,'B + a4v,-‘ + asv,-s + a6v,~6 L (421)

from equation (4.20)
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+-0.5
F=1
(b)
Figure 4.3

(a)- The source coupled pair.
(b)- The DC transfer curve of the source-coupled pair.
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IS‘S
a, = a>=0
17 Wes = V) 2
Igs
a;=-— a,=0 422
3 8 (VGS — Vm )3 4 ( )

1,

5= 128 (Vg5 =V )

the third order intermodulation component.JM 3, is generated by the odd coefficients

and can be shown to be equal to

M3 = 322 2 + 25 s R (4.23)
4 a, 8 a;

using the values found for a; and a3 and a;

3 Av; 2 25 Av; 4
IM3 =~ - ! : - ... 424
32 (VGS—VM SM 1.2 1024 (VGS -Vgh )M 1.2 ( )
for small values of /M 3, the first term is dominant and
5 s
;'imax = 4 (VGS— th ) -3- 1M3 (4.25)

As expected. the maximum voltage is increased as the gate overdrive voltage (Vg5 =V, )

is increased.

For example for IM3 = 1% and (Vgs—V,, ) =1V

;'i max — 327 mV or ViRMS = 231 mV (4.26)

The maximum voltage is quite low and can be increased by increasing (Vgs—V,, ). The

other factors that limit the choice of this parameter will be discussed later.

4.2.1.2. Center Frequency Shift

The center frequency shift of the filter for large input signals is a particularly

critical problem for the design of high Q filters.

The unity-gain frequency of the integrator is given by



Gm
g

Let’s assume G, is the large signal transconductance of the integrator and g, is the

wy = (4.27)

small signal transconductance

d Al
differentiating equation (4.20)
G. = I 1 - 3 Av; 2_ 5 Av;
” Vos=Vu) 8 | Vs —Vin 12 128 | (Vgs-Vip Jar12 (4.29)
7 Av; .
1024 | WVes— Vo dsrrz | 7777
but Lss = thus
) (VGS— thj &m
2
G. = 1— 3 Av; 5 Av;
m &m 3 (VGS-Vxh 12 128 (VGS—Vzh D12
6 (4.30)
7 Av;
1024 | (Vos-Vu 2| =7 ]
or
&G _ 3 Av; 5 Av; ‘
8m ? (Vas-Vm )Mx.z 128 (VGS—Vxh )Ml.2 (4 31)
7 Av; '
1024 | (Vgs-Vi a2 | ~ 7
For small values of ——, the first term is dominant and
m
%
-~ AGm
B = 2 (Vgs=Vip) _'-;. . (4.32)

Comparing the above result to (4.25), it is evident that the maximum input voltage is

m

twice as much for /M3 than for equal error percentage. This is verified by

m

inspecting Fig. 4.4 which shows the normalized large signal transconductance versus

normalized differential input voltage. For the above example. the input voltage which



(Vgs~Vin)

M, 2

Figure 4.4

Normalized large signal transconductance of a source-coupled pair
as a function of the differential input voltage.
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G
= =0.96

m

resulted in /M3 = 1% corresponds to or a 4% shift in the center fre-

quency of the filter. For the same example. a 1% center frequency shift occurs for
;’i max — 163 mV or VirMs = 115 mV (4.33)

4.2.1.3. Circuit Techniques to Improve the Integrator Linearity

Both equations (4.25) and (4.32) suggest that the upper limit of the output signal
could be increased by choosing large values for the input transistor gate overdrive
voltage.(Vgs =V, )y1,- The major limiting factor in this case is the maximum available
supply voltage. By inspecting equation (4.32), it is obvious that the worst case Qin,

and thus the maximum achievable filter quality factor, is proportional to

1
(Vos =V Juha

. Therefore, achieving high Q with low passband error dictates low

values for (Vgs =V, )1z The above considerations suggests that the choice of the gate
overdrive voltage is based not only on maximizing the dynamic range, but also upon
the maximum power supply voltage and the filter quality factor.

Here a simple circuit technique is proposed to linearize the output current of the
integrator.

To compensate for the non-linearity of the output current. a cross-coupled
source-coupled pair is added to the input of the integrator (Fig. 4.5(a)) . The function
of the cross-coupled pair is to subtract a small amount of current, Ald“. which

becomes nonlinear more rapidly as compared to Al; , as shown in Fig. 4.5(b).

The total output current is given by

Al' = Al - AL, (4.34)

where Al , is given by equation (4.20) and Al is
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L AL
Iss
! AId'.Z

(VGS-VN’I )Ml,z

(b)

Figure 4.5

(a)- A cross-coupled pair is added to the input stage
source-coupled pair to linearize the output current.
(b)- The normalized output current.
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Av; av, - P
1 Av; y 1 Av; ? (4.35)
T 128 | VosVa dwsa | 1024 | (Vgs Vo dasa | 777 ]
Let’s assume that -1-'2 = b and Vs =Vin s = g and thus
Isss (Vos=Vin Iarsa
(Phiz
-(—m = = (4.36)
7 M3.
It can be shown that
AL =1 Av; lg_l Av; 3a_3]
s 7 T A Vs Vadwma | (B 8| WesVadma | |B
(4.37)
1 av; * as
128 (Vos-Vadma | [0 |

Substituting from the above equation and (4.20) in (4.34) the total output current is

found
AI' = I:s 1
3
Av: 3 Av.
x{ [1-2Z Vi ~1lly-9 Vi (4.38)
b || Ves-Vin 12 8 5 || (Vos-Via duz
1 1 a’ Av; s 1 1 a’ Av, ’
12 B || Vg5V a1z 1024 B || (Vs—Von Iz

The output current coefficients are given by



59

a, = 1 - a Issl a, =0
! 5| [(Vos = Vin) g
ds ’ Ixxl
=1 - =0 .
4 ds Ixxl
= - |1 - =0
as l 5| (128 (Vg5 — Van e

Using the derived values in (4.23)

a’
1 - T 2
m3= -3 1 : avi
32 ll _a (Vos-Vu a1z
)
(4.40)
1= 2
25 2 Av; ‘
1024 al | Ves-Vaadmaf
)

3
The interesting aspect of the above equation is that for QT = 1, the first term. which is

the main source of third order intermodulation, disappears.

For the new configuration the transconductance is found to be

. 1::1
G, =
” (VGS— m)m.z
a 3 a3 Av;
x{t 11— —|-=|1—-=— (4.41)
b 8 b || (Vgs_Via a1z r
5 1 a’ Av; N 7 1 a’ Av,
128 B (Vgs=Via 12 1024 D || (VgsVaama| 7

Note that the small signal transconductance, g, . is reduced to

gm = gliJ 1-

a
I (4.42)
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This results in a lower DC gain for the integrator. It can be shown that

1= 2
G, _ _ 3 B Av,
&m B l a (Vgs-Vin 12
1-2
b
(4.43)
-2
5 | b Av; 4
128 a N WVos-Vam2 | 777
)

To choose values for a and b, several considerations must be taken into account:

1) To keep the DC gain high % <1

2) The range of the input voltage over which the linearity correction performed by

My and M, is effective is approximately v 2(Vgs—Vis Jps¢ OT iaz’(VGS ~Vih 12

Therefore a must be kept as small as possible.

G
3) Toreduce IM3and — , it was concluded that b = a3.
&m

As an example, accounting for the above considerations. a is chosen to be equal to

m

AG
two. Let's first try [b =a’ = 8] for which the first term of both ——— and IM3is
Em

zero. Fig. 4.6 shows that the normalized transconductance in this case increases as the

Gm
— = 1.01

m

input voltage increases. The input voltage for which is

Av, = 0.47(Vg5—V, ) and for (Vgs—=V,) = 1V Av, = 0.47 V. Comparing this
number to, Av; = 0.163 V found in the previous section, an improvement of 9.2 dB is
predicted for the dynamic range. For this input voltage /M 3 is found from equation

(4.20). The first term is zero and the second term gives

IM3 = 0.46 % (4.44)
It can be shown that for @ = 2 and & = 8, the /M3 =1% occurs at
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0.97 00 0.2 0.4 0.6 0.8
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Figure 4.6

The normalized transconductance for a =2, b = 8§ .
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AV;

= 0.599 V. Comparing this to the result of the previous section shows
Ves=Vin Jan1a

an improvement of 5 dB.

&G,
For both the /M3 and —— equations, the first and the second terms are pro-

m

3

portional to |1 — %- . and

]
1- %— . respectively. In the previous example @ and b

were chosen to set the first term coefficients to zero. By choosing a larger value for b.
the two terms will be of opposite signs which belps linearize the performance of the
circuit. The first term is dominant for smaller Av; and as the input signal is increased

the second term becomes more significant.

As an example b is chosen so that G, stays within £1 % of its small signal value.
Fig. 4.7 demonstrates the normalized transconductance fore = 2 and b = 9.5. As
Av; is made larger G,, decreases (the second term which has a negative sign dominates).

it has a minimum of 0.99 g, . At this point the third term which has a positive sign

v.
becomes significant. The two terms are equal for : = 0.64 V; that is.
& * (Vos=Vu) -
G F avi ~ 069V ™ = 1.01 V. This translates to an improve-
= . For = 0. _ =1, . is translates to an im
" &m Vos=Vu) &m P

ment of 12.5 dB. For this input voltage, the third order intermodulation. IM 3, is cal-

culated to be about 0.76 %. Using equation (4.40), the signal level for which

Av,;
IM3 =1% is found to be ! = (.72 V that results in a 6.8 dB increase in
(Vos =V )

the dynamic range.

In this example a and b were optimized for £1% center frequency shift: in other

G :
words, g—m = 1% 0.01, which resulted in a 12.5 dB improvement in the dynamic
m

range. The same criterion could be applied to opiimize the filter performance for the

required intermodulation specifications.
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The normalized transconductance for a =2, 4 =9.5.
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4.2.2. Distortion in the Filter Output Signal

As was mentioned earlier. the identical resonator filter architecture was adopted
for optimum sensitivity. However, due to the fact that the maximum signal of some of
the internal nodes of the filter is a factor of two higher than the output node signal
[14], the maximum filter output with acceptable distortion is half the value found for
the integrator in the previous section. This results in a 6 dB loss in the overall

dynamic range of the filter.

4.2.3. Noise Performance of the Integrator’

The equivalent input noise of the integrator can be calculated to be

2

Em ppq —_— s, T3
8 2 2
v + Vequs

(4.45)

&m M12

2

p] pl 2
where Veas * Vears

V“?M'l ’ "«ma

. are, the equivalent input voltage noise generators
of the input transistors and the load transistors, respectively.

Assuming that the lower band édge of the filter is at a much higher frequency
than the flicker noise "corner” frequency and therefore the contribution of this noise

component is negligible: the noise of all MOS transistors are thermal and

— 2
v,q2 = 4kT | —— 1{Af (4.46)
38m
substituting in equation (4.45)
I
—_— 4
vqrz = 8T 3 2 1+ M s Af (4.47)
&m p1a 8m 12
&m
Assumin = —]— the input referred noise spectral density of the integrator is
g 2 D) pe
m Mm12

found to be
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1
Si(f ), = 8KT (4.48)
m M12
substituting for g ,,, 2= 2wg Cingg
_  4kT
Si(f) o = Py oo (4.49)

It can be demonstrated that the same integrator implemented with operational
amplifier type fully differential integrators of Fig. 4.8 (b) would exhibit four times
more output noise power for equal total integration capacitance. This is due to the

bridge connection of the integrating capacitance as illustrated in Fig. 4.8 (a).

4.2.4. Noise Performance of the Filter

The total output noise power of a typical doubly-terminated sixth order ladder

bandpass filter implemented with identical integrators is found in Appendix B to be
v 2= 5(f)  x 3T xQimx (4.50)
owt H g 2 res -

where S; (f )mg is assumed 1o be frequency independent, f , corresponds to the center

frequency of the filter and Q/&™ is the quality factor of the terminated resonators
which depending upon the desired shape of the filter frequency characteristics ranges
from one to two times the overall Q of the filter. Substituting for S;(f ) and [ . the

total output noise power is found to be

Vs 2 =3 kT rerm (4.51)

Since in recursive bandpass filters the output noise power is inversely proportional
to the integrating capacitor value. for the above integrator the noise can be drastically
reduced by choosing higher values for the integrating capacitors and paying a price in
terms of higher power consumption and die area. Whereas in switched-capacitor tech-

nique the dependence of the operational amplifier settling time on the integrating capa-



Cinig/z

1
11 1 VIn VouT
[ R |
—VIN
= Cintg/2
(a) (b)
Figure 4.8

(a)-The simple differential pair integrator.
(b)-An operational amplifier type fully differential integrator.
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citance limits the integrating capacitance to relatively small values for high frequency
filters. This in turn makes the achievement of low values of output noise easier in this

technique than in switched-capacitor filters.

4.3. Effect of Transistor Mismatches

The matching of the integrator transistors is an important factor to consider

because of the following reasons.

The matching of the unity-gain frequency., wy, of all the integrators, which
directly affects the frequency response of the filter, is of particular importance. It can
be shown that the unity-gain frequency mismatch is given by

by _ BOmy,, + ACinsg

el T (4.52)

m(p12)

In MOS processes the MOS capacitors can typically be matched within a few tenths of a
percent. whereas the MOS transistor transconductances matching is more difficult to
achieve. The mismatch of the input transistor transconductance from one integrator to

another is found to be

w w
AGrm 129 ~ 1 A(T) + 1 A(—L“) AV, L (4.53)
Grmag1.2) 2 (_‘Y_) 2 (_W_) Wos=Viny o

L 12 L 10

The first two terms are geometry dependent and independent of bias point. The third
term is dependent on the threshold voltage mismatch and the gate overdrive voltage of
the current sources, M 10. One way to reduce this term is by choosing a large value for
the current source gate overdrive voltage; as an example, a threshold mismatch of

AV, =5 mV and (Vgs—Viumio = 1 V results in 0.5% mismatch for wp.

The second critical factor to consider, is the power supply rejection, PSRR. of the

integrator. For the circuit configuration of the designed integrator, the PSRR is strongly
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dependent on the matching of the two input transistors. M1 and M2, of each indivi-

dual integrator [15].

The above considerations suggest that for both the unity-gain frequency matching
and PSRR improvement, the matching of the input transistors, M1 and M2, and the
current sources, M 10, are more critical than the other integrator transistors. By physi-
cally locating these devices close to each other better matching can be achieved. The
matching of the current sources threshold voltage can be substantially improved by the

use of common-centroid geometries [16].

4.4. Design of a SO0KHz Filter

In this section, the studies performed in chapter 3 and chapter 4 are used to design
a sixth-order bandpass filter for an experimental prototype. The filter is designed for a

center frequency of 500 XHz and a quality factor of five.

The simplified circuit schematic of the filter is shown in Fig. 3.19. The filter is
chosen to have a chebychev characteristic with about 0.1 dB ripple in the passband.
The coupling coefficient and the termination quality factor are found from the

corresponding tables to be [10]

y =176 e =8 (4.54)
As discussed earlier. for the integrator design (Fig. 3.20). choosing a high

(Vgs=Vu) results in higher dynamic range but lowers the intergrator Q. Thus,

(M1.2)

considering the fact that the total power supply voltage is 10 V and there is a stack of

four transistors with threshold voltages of 1V, the (Vgs-V,;) w12y Vas chosen to be

1V. Table 4.2 is used to extract the optimum input channel length for

0o =500 KHz.

Ly = 20u (4.55)

In section (4.2) it was shown that the output noise power of the filter is inversely pro-
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portional 1o Ci,, . Thus, it is desirable to choose a high value for the integrating capaci-

tor. The center frequency is

#Cox
2

w
) A (Vgs-Vun)
f o~ 2 vae

which suggest that for a given center frequency. a high value for C,,; requires choosing

(M1.2) (4.56)

a high value for W which both tend to increase the die area and power consumption.
Hence. considering the tradeoff between the die area. power consumption and the filter
noise, it was decided to choose

Ciug = 38 pF

using the above equation the input transistor channel width is found to be

Wypiz = 804
The drain current for M 1,2 is calculated to be

I‘Ml.z = 120 pA

or

14y 0 = 240 pA
As discussed in section (4.3), for the matching of the unity-gain frequency of the

integrators, (Vgs-Vi) should be chosen to have a high value. Considering the

(M10)

total supply voltage, it was chosen to be about 1 V which results in

w
—_— = §
LL]O

thus, for Ly = 10 u the channel width is Wy, = 80 u.

For the termination implementation, in section (3.5) it was shown that to achieve
an accurate Q. the channel lengths of M ;> and M ;4 as well as M, and M ;; should be

chosen to be equal, and thus

wm —. Wmi12 _ Wumio

4
res

Wise  Wamn
which for Q,., = 8 results in Wy,34 =10 u and Wy, = 10



Integrator
Transistor No. Wil | Llu]|1,[pA]
Mi1.2 80 20 120
M3.4 10 20 15
MS5.6 20 7.5 120
M7.8 80 40 120
M10 80 10 240
M11 10 10 30
MBS8 20 7.5 120
MB9 80 a0 120
MB10 80 20 120
MB11 40 10 120

Table 4.3. Integrator Device Sizes and Currents

70

In Table 4.3 the device sizes as well as the currents for the integrator and the bias-

ing circuit shown in Fig. 3.20 is listed. The total integrating capacitor was chosen 10 be

Ci’"sm: = 38 pF. The parasitic capacitances should be calculated and subtracted from

this value to obtain a value for Ci,,. Note that for a fully balanced integrator. Cinsg

should be connected to the two output nodes in such a way that the two nodes get an

equal share of the capacitor bottom plate parasitic capacitance.

The last parameter to decide is a value for the coupling capacitor C; (Fig. 3.19).

Since ¥ =7.6 and
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= 2Cin-'z
Y C:
substituting for y and C;,, results in
C, = IOPF

For the layout, special attention should be paid to the problem of equalizing the effect

of the coupling capacitor parasitic capacitance on all nodes.



CHAPTER §

CENTER FREQUENCY CONTROL CIRCUIT

As was mentioned earlier, the center frequency of continuous-time filters is
dependent on the absolute values of monolithic components. For the filter described in
chapter 3, these components are capacitors and transistors transconductances which are
both temperature and process dependent. Thus, the center frequency must be either
tuned externally or some extra circuitry should be added to eliminate the necessity of
the external tuning. To overcome this problem a modified version of the phase-locked
loop scheme. introduced by Gray and Tan in 1977, is proposed and described in this

chapter.

5.1. The Modified Phase-Locked Loop Concept

Figure 5.1 shows the block diagram of the filter and the center frequency control
circuit. The center frequency can either be controlled through an external voltage
source or an on-chip phase-locked loop locks the center frequency to an external refer-
ence frequency. The phase-locked loop differs from the conventional PLL as it utilizes
an exact replica of the main filter's second order section (voltage controlled filter. VCF)
instead of the conventional voltage controlled oscillator. or VCO. The reason for this
modification is that the realization of a CMOS VCO with stable center frequency at
KHz and MHz range is quite complicated. It will be proven that the maximum error

due to this is negligible.

The phase detector compares the phase difference ¢ between the input and output
of the filter and generates an error voltage proportional to the phase difference. The
error voltage is then amplified and used to change the center frequency of the filter in a

direction which reduces the difference between the two frequencies.
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Block diagram of the filter and the center frequency control circuit.
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5.2. The Phase-Locked Loop in the Locked Condition

The PLL circuit can be treated as a linear feedback system while in lock (Fig. 5.2).

The closed loop transfer function is [17]

Vou _ 1 K,F(s)

w; Ko 5 +KVF(55 (51)

where w; is the reference signal angular frequency and

K, = KpK,A

where

K is the phase detector gain factor and is measured in units of V/ rad
K, is the VCF conversion factor in radians /| sec per volt

A is the DC gain of the amplifier

F (s) is the low-pass loop filter transfer function

K, is called the loop bandwidth and has the dimension of (sec)™

5.2.1. Effect of the Loop Filter on the PLL Behavior

To understand the significance of the loop filter in the behavior of the phase-
locked loop. let’s first consider the case in which the loop filter is removed (F(s)=1).

The transfer function is of the first-order type

Vou _ 1 K,

w;, K, s +KX,
Fig. 5.3(a) shows the open-loop response of the PLL with no loop filter. The loop

(5.2)

bandwidth in this case is equal to X,. As it will be shown later, in order 1o keep the

error between the reference frequency and the locked center frequency low. a high DC

loop gain is desirable. This results in a wide loop bandwidth which

_ K,
Aprp = o

gives rise to the following problem. Since the phase detector is a multiplier. it produces

a sum frequency component as well as the difference frequency component. This
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Block diagram of PLL system.
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unwanted component which is at twice the reference frequency plus all interfering sig-
nals present at the input will appear at the output. Thus. a low-pass loop filter is

required to filter out these unwanted signals.

One filter configuration which lowers the bandwidth of the loop while maintaining

enough phase-margin to ensure stability is [18]

1+ 2
w>

F(Gs) = (5.3)

1+ 2

@)
where w; corresponds to a pole at a frequency much less than X, and results in an
additional 90 degree phase shift as shown in Fig. 5.3(b). To increase the phase margin, a

left half-plane zero, w,, is added in the loop filter at a frequency close to the cross over

frequency.

By using the loop filter, the loop bandwidth and the DC loop gain can be set

independently.

5.2.2. Error Between the Locked Frequency and the Reference Frequency

The major drawback to the modified PLL, which utilizes a voltage controlled filter
instead of the conventional voltage controlled oscillator, is that there exists an error
between the locked center frequency. f §°/, and the reference frequency. f,., . which
tends to increase as the difference between the unlocked center frequency. f 5% and
the reference signal is increased. It can be shown that
f '6"l°dd - f ref

Aprs
For a conventional phase-locked loop. the following equation is always true while in

f‘)odd = fref + (54)

lock

g’dd = frrj (55)

Whereas for the modified PLL the above equation is true only when fgocked = 7
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Figure 5.3

a) PLL open-loop response with no loop filter.
b) PLL open-loop response with a lag-lead type loop filter.
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By choosing high values for Ap;; . the error can be kept within acceptable limits: as an
example for a capture range of £15% and loop gain of 300, the maximum error is only

0.05% of the center frequency which in most cases is tolerable.

5.3. The Phased-Locked Loop Building Blocks

In this section the design of the building blocks of the PLL on the circuit level is

discussed.

5.3.1. Phase Comparator Design

The phase comparator configuration is chosen to be a CMOS version of the Gilbert
four-quadrant multiplier circuit as shown is Fig. 5.4 [20]. The bias circuit for all PLL

circuits is demonstrated in Fig. 5.5.

The small signal differential output current of this circuit is found to be [19]

kz]
1 W w
= (— - V..V
2 (L MP12 L 7 mPiass in1Vin 2 (5.6)

The differential output voltage of the multiplier is given by

Al, = pC,,

AV, = Alr, (5.7
To find the phase detector gain. K, let’s assume

Vinl (t ) = Vpk‘ sinwt (58)

and

Via2 (t) = V., sin(wt +¢) (5.9
substituting for Vi,; and V,, ; in (5.6)

v
1 W w . .
AV, = uC,, 3 (T wrr2 T wpaasel 70 Vi, sinwt V| sin(wt +¢) (5.10)
or
#Cox |1, W W "
AV, = _2"; 5 _L—)MPXJ T srsass ro Vi, Vp&,liosﬁi’ + cos(2uwt +¢) [(5.11)

As the above equation suggests, the output voltage consists of a DC component which
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is a function of the phase difference between thé two signals and an AC component at
twice the original frequency. The AC component is filtered out by the loop low-pass
filter and the average output voltage AVO‘WW is given by

v

Cox

ave = L urr2 L Mriass

ege = —3— [5 7o Vo, Vi, cosp (5.12)

Note that AV, is at it's maximum for¢ = 0Oand ¢ = wand AV, =0 for ¢ = _-;_r. . But

cos ¢ = sin (-;i - @) (5.13)

and for ¢ close to -"21

cos ¢ = (127- -¢) (5.14)

Substituting (5.14) in (5.12)

v
#Cox |1 W w .
=~ __~ —_ _ Vo . —_ -
AV°‘""‘3' 2 li ( L )mu ( L )Mp_a.q,s,a To Vo, VP‘ 2 ( P ¢) (5.15)
To find Xp
d AV,
= 5.16
Kp 73 (5.16)
differentiating (5.15) gives
v
Ky = Ko L (W w roVy V (5.17)
b 2 L sri2 L MPrass o Tpky Tk, :
where r, is given by
, = 2 1
° On + ep IMPU (518)

Lyps  Lupo

5§3.2. Voltage Controlled Filter

The VCF is chosen to be the exact replica of the main filter's second order section
for matching purposes. Fig. 5.6 shows the flow-graph of the filter. The transfer func-

tions of the two outputs are given by



~Wwy/S

Vo2
-
-a -1/Q
Wy /S
Figure 5.6

Flow-graph of a second order filter.
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v°1 Z’?

Vi = 52 + 5 . + 1 (5.19)
wg woQ

Vo, Wy

5 = Py P (5.20)

mn

+ — +1
wg  w
' The bandpass output. v, . has a 180 degree phase shift at the center frequency (s=jw)
with respect to the input signal. The second output. v,,. has a high-pass characteristic

with a peaking at the center frequency and a —90 degree phase shift at this frequency.

Considering the phase-detector characteristics, v, , seems to have the desirable pbase

response 10 generate the error voltage. Fig. 5.7(a) shows the amplitude and phase

response of v,, . To verify that choosing v,, as the input to the phase detector does

indeed produce a suitable error voltage for center frequency control. the DC component

generated by the multiplication of v;, and v, , Which turns out to be equal to

Vit Vit cosp (5.21)
is shown in Fig. 5.7(b) . The error voltage is zero for f = f, and is at its maximum

1
20

broken. Once the loop is closed, this voltage changes the center frequency of the filter

for f = f,(12 ). Note that this corresponds to the error voltage when the loop is

and reduces the difference between the two frequencies.

In this part the VCF gain, X, . which is defined as the variation of the center fre-
quency in response 1o the output voltage of the DC amplifier, is found. Fig. 5.8 shows
the circuit diagram of the VCF and the voltage to current converter. Note that X, also

includes the contribution of the voliage to current converter

_dw
K, = @, (5.22)

Since
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(a)- Amplitude and phase response of the filter output.
(b)- Open loop error voltage.
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Circuit diagram of the VCF and the voltage 1o current converter.
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- do
w=—T (5.23)
then
o(s) =s¢(s) (5.24)
and
_ d
Ko - 32;‘.— (5.25)

To find the phase variation in response to the control voltage, equation (5.20) is

transformed to

Vo, - o
Vin - . wf @y (5.26)
@ 0l
and thus
Wo
- wQ - 1
¢ = tan~!} _.—z-Q = tan~! (5.27)
1 - Wy 0 @ _ @
e w, @
but
© @y _ (w—wo) (w+wo) (5 28)
w, @ W, ’
for w close to wy
o9 _ %) s M (5.29)
Wo @ (1)
thus
~ tn-! L 2 5.30)
The series expansion of tan™!x is
“1x=T _ l + 1 -
tan~! x 5 = 3T e (5.31)

for x K1
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tan~ix = 12'. —% (5.32)
. 2w,
that is for Aw K ——
Q
~ Aw
¢ = % -0 o (5.33)

To derive K, as a function of the control voltage. we need to find e in terms of
0

Veontrot - T he center frequency of the filter is given by

G"'m.z
= 5.34)
Wy zcmg (
where
G =2 “ncox (W) IMIO K (535)
12 p) T m2" 3 )
but
w
(T)mo
Iy = IMISW_- (5.36)
(T)ms
and
I I *
= ‘Mia 1 ”'pcox w ) 21y 4 - 2
has= == = 35— () un 5y Cor W il (537)
2 (-L_)Mll
27 e
for Av, K M4 then
y'pcox (_Wi)
2 L Mn
%
Vi = 1Ml4 _ ”'pcox (W) AV,- 21M14
MI3 2 2 L'mn T2 ({u,C. W (5.38)
2 (_L_)MI!

substituting (5.38) and (5.36) in (5.35)
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Gmyya = (5.39)
%
)
2 Hn Cox (Z) L~ ¥ IM]4 - l"pcoz ( W) Av; [ 2IM14
2 Lina W, 2 2 LM 2 [(p,Ch W
L urs 2 (T) M1
For Av; =0, the filter center frequency is at its initial, unlocked value (wo = Wo, ).
Considering this and equation (5.34) and (5.39) , it can be found that
%
pp CO! ( W ) “
— 2 ‘YT ’'Mm
wo = wo_,  |1— 24y 2 ZIM,I; : (5.40)
for small Av;
”’p cox ( W) "
~ 1= A 2 L' (5.41)
@0 Yongan S T
or
#p cox (_VK) "
Wo 1— Av: 2 L (5.42)
Wo_ 1 ‘ 21p14
by manipulating the above equation and setting [wo — wo_, = Aw
,I'P COX ( W ) “
M, 2 L'un (5.43)
= Av; 2
Wo, it 2114
Substituting the above equation in equation (5.33) gives
‘l'p cox ( W ) *
~ 7 2 LM (5.44)
¢ —2- 2 Q AV, 2]M14

The VCF gain is found from differentiating the above equation and substituting in

equation (5.25) then
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#,Cox W
2 (‘L‘)
2y 4

Note that the VCF gain is directly proportional to the filter quality factor. The term in

X = 20 1 (5.45)

1

W Vo) This suggests that to achieve a high gain, a

the brackets is equal to

MIl

low gate overdrive voltage for M7 1 is required.

5.3.3. DC Amplifier Design

The DC amplifier is chosen to have a simple one stage configuration. Fig. 5.9
shows that the phase detector output is directly connected to the P-channel input
transistors and the same signals are level shifted and applied to the N-channel input
transistors, in order to have all four transistors operate in the saturation region. The
common mode output voltage is stabilized by MA 5 and MA 6 which operate in the

triode region.

The gain of the amplifier is given by

g"’(Mu.z) + &mmasa

A (5.46)
8o aa12) + 8o a0
Substituting for &m (ma 1.2) &m p1a 34y’ &o (MA12)’ g°<m 3.49)
s
#’ICOX(W) ”‘PCOX (W
2 2 L "mMar2 2 L "Ma3a
A= : (5.47)
Avarz * Amasa Iyaq
2
or
A= 2 1 + 1
9. + 9}, Ves-Vu) (MA1.2) (Vos-Vin )(MA 3.0 (5.48)

Lyaiz  Lumasa

From the above equation it is evident that to achieve a large gain, the transistors

MA 1,2 and MA 3.4 should be chosen to have long channel lengths while the gate over-
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drive voltages (Vgs—-V,; ) must be chosen to be low. On the other hand. for the PLL 1o
be able to handle relatively high signal levels, high (Vgs_V,s ) is required. The choice of
transistor channel lengths is limited by the fact that larger size transistors have higher
parasitic capacitance which results in the degradation of the PLL phase margin. These

considerations must be accounted for the design of the amplifier.

5.3.4. Loop Filter

The loop filter consists of C.; . C.2 and MAg . MA 4 (Fig. 5.9). It performs as a
lag-lead type filter which generates a pair of left-hand plane pole and zero. The com-
pensation capacitor C.,, is Miller multiplied and the frequency response of the loop
benefits from the pole-splitting effect of this configuration [16] . The dominant pole is

located at

1

Wpote = -m (5.49)

where A is the amplifier DC gain and is given by equation (5.47) and Topy 1S 8iven by

2

Tomu = 5.50
. Ampoto + Ampasse |[Impn1 (5.50)

The pole location of the loop filter controls the bandwidth and thus. the capture range

of the PLL. Hence, the value of C., is dictated by the desired capture range.

The zero is located at

Wzero

1 1

(5.51)

Cc 12

8opa 89 &m (MA12) + &m (34 3.4)

ratio is chosen so that

MAg and MA4 operate in the triode region and the T

8opass XK |8mmarny ¥ 8mase | This causes the right half plane zero. due to the direct

propagation of the signal through the compensation capacitor, to move into the left

hand plane 10 improve the loop phase margin. The 2ero location can be approximated
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by

#,Cor W
2 P2° T (Vos =V )

X - :

C. 12
As mentioned earlier, C, ;> is determined by the pole location and the desired zero loca-

MA89 (5.52)

wuro

7 . To compensate for process varia-

MA 89

tion is achieved by the proper choice of

tions the zero location can be controlled externally by changing the gate voltage of

MA 8 and MA 9.

A significant source of extra phase shift, which can result in instability, is that
Veonrt has to drive a relatively high capacitance (in this case eight current source

transistor gates). To overcome this problem 8m,,;, MUst be chosen to be sufficiently

high.

5.4. Analysis of the Monolithic Phase-Locked Loop

In the previous section, the PLL building blocks were designed and analyzed. In
this section the overall behavior of the PLL will be evaluated. This is best achieved by

analyzing the PLL portion of the experimental prototype.

In Table 5.1 the device sizes chosen for the prototype as well as the drain currents

are listed. The process parameters of Table 4.1 are used for all the calculations.

First the pbase comparator gain is calculated by using equation (5.17) and (5.18)
v
| 1
en + 0 P 1 MP11
Lyps  Lmpo

2Cox |1 W w
-2- —L- MP12 T MP3 456

KD = Vpl"vk

PPz (5.53)

It is assumed that VP‘: 1 = VP“ 2 =100 mV thus

Kp = 0224 V/rad

The VCF gain was found as



Phase Detector
Transistor No. Wlul | L) | I [pA])
MP1,2 35 10 100
MP3,4.5.6 27 10 50
MP7.8 40 7.5 100
MP9,10 80 15 100
MP11 80 10 200

PLL Bias Circuit
Transistor No. Wlepl | Lplj1,[ud]
MB1 80 10 100
MB2 80 10 100
MB3 40 10 100
MB4 25 7.5 100
MBS 80 15 100
MB6 80 15 100
MB7 40 10 100
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Voltage to Current Converter
Transistor No. Wil | ZLIlg) | 1,(pA]
MI1.2 60 7.5 300
MI3 100 10 300 :
MIl4 390 10 600
MIS 130 . 10 200

DC Amplifier

Transistor No. wWigl Lipll|l1,luAa]
MA1,2 80 15 100
MA3.4 80 15 100
MAS.6 25 7.5 100
MA7 80 10 100
MAS.9 10 40

- Table 5.1. Device Sizes and Current Levels for PLL Building Blocks

ke

#,Cox W
- (T (5.54)

2 L
2/m14
The designed second order filter has a quality factor of eight thus

K, = 20w

K, =S5w, rad/V-—sec
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The DC amplifier gain is given by equation (5.47) as

k¢

l‘pcox (W)
2 L 'Mai2

2 L ‘Maza
- (5.55)

A=

9,,+9P

Ipaq
Lyarz  Lmasa '

2

substituting for the parameters

A =280
Thus the open loop gain is given by

, K, = Kp K, A = 320w
and the DC open loop gain is found to be
Apr; = — =320
Substituting for Ap;; in (5.4)

rocked___f +fg’u°dd_fr¢
0 ref . 320 -

which results in an extremely small error between the locked center frequency and the

reference frequency.
In this part the open-loop frequency response of the PLL is analyzed to ensure the
stability of the loop.

The center frequency of the designed filter is at f o = 500 XHz thus

K, = 320w, = 1GH:z
The loop filter singularities are found by using equations (5.49) and (5.52).

Aamroto + Ampiass [Imr 1 (5.56)
wP“‘ - 2 A Cc 12

C.12 was chosen to have a value of 50 pF, therefore

fote = —22H:

and
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#Cox W
2 (Vgs=V,
_ 2 7 T Vos™Va) MASS (5.57)

oy =

wwo

Cei2
substituting for the parameters

frro = =100 KHz

Using the open loop gain and the pole and zero locations found in the above analysis.
the bode plot of the loop gain is sketched in Fig. 5.10 . The unity-gain frequency is at
about 250 XHz. Note that the zero has increased the phase-margin by about 60 degrees

which ensures closed loop stability.

As was mentioned in section (4.3), the fact that M3 has to drive eight current
sources may result in phase margin degradation. To calculate the pole due to this, the

information is Table 5.1 is used to find

1

s = 1667 :
. . 80 10
In Table 4.3 the sizes of Mo, and M ;; where given to be 10 and o Thus the total
gate capacitances is
2
8 Cps =8x? X WLC,,

which turns out to be equal to
8Cq =42 pF
To find the total capacitance of this node, the Cg, of MJ/3 and MB3 should also be cal-

culated

C

&mr3

Assuming 1 pF for all the other parasitic capacitances

+C

85xmB3

= 0.8 pF

Cxowl =6 PF
and the resulting pole is located at about
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f = 8mygys
 J pole 217de .
which results in about 1 degree extra phase shift at the unity-gain frequency of the

= 16 MH:z

open-loop gain.

In the next chapter, the experimental results of the PLL analyzed in this section

are presented. .



CHAPTER 6

EXPERIMENTAL RESULTS

In this chapter, the results from an experimental prototype are presented. A
sixth-order bandpass filter with an on-chip center frequency control phase-locked loop
with a center frequency of SO0KHz and a quality factor of five was designed and
fabricated. The design of a bandpass filter with the above specifications was discussed
in chapter 4 and the phase-locked loop was explained in chapter 5. Fig. 6.1 shows the
microphotograph of the experimental chip. A 6—micron single-poly n-well CMOS

technology was used and the die area is about 4mm?2.

In Fig. 6.2(a) the overall frequency response of the filter is shown. The detailed
passband of the two different outputs of the filter is seen in Fig. 6.2(b). The frequency
response of the filter is very close to the shape simulated with the program SPICE and a
% 10% variation in the power supply voltage produced no significant change in the filter

frequency response.

The functionality of the PLL is shown in Fig. 6.3, note that the markers are added
externally to indicate the reference frequency. -First a reference frequency at 450KH:
is applied. the filter frequency response locks to this frequency. Then the reference fre-
quency is changed to SO0KHz, the filter follows this change. The last curve is for a
reference frequency at SSOKHz. This corresponds to a 20% lock range for the phase-

locked loop.

The maximum output voltage with acceptable distortion is measured in Fig. 6.4 .
The measurement is performed for 1 % third order intermodulation distortion. /M 3.
The output voltage for this condition is about 300 mVP—P or 106 mVrms. The max-

imum output voltage for the integrator was calculated in section (4.2.1.1) to be
99



Figure 6.1

Microphotograph of the experimental chip.
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PLL functionality test.
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Figure 6.4

Maximum output voltage for IM 3 = 1%.
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230 mV. Considering the fact that for the identical integrator filter architecture there
exits a 6 dB loss in the dynamic range (section 4.2.2), the theoretical maximum voltage

turns out to be about 115 mVrms which is consistent with the measured 106 mVrms.

The total in-band noise is found from Fig. 6.5 to be about 30uVrms for a
bandwidth of 96KHz. In order to compare the experimental noise to the theoretical
noise, the prototype values of Ci; = 38pf and Q.. = 8 are substituted in eguation

(4.51)

o2 kT term

Vou2=3 es

Cing
which gives a total output noise of 50uVrms. Note that the experimental value is for

the total "in-band” noise whereas the calculated value includes noise over the whole
frequency range. The results are reasonably consistent considering the fact that most
of the noise power falls within the passband of the filter. The center frequency of the
filter was controlled externally for the noise measurement. The reference signal feed-
through at the output of the filter was measured by controlling the center frequency
through the phase-locked loop. As can be seen in Fig. 6.6 the feed-through is about
100 uVrms which exceeds the output noise and degrades the dynamic range by 10dB .
The relatively high reference signal feed-through is partly due to the fact that for
debugging purposes, some extra nodes were connected to bonding pads which increased
the parasitic couplings. Another reason for this is due to some asymmetry in the filter

layout.
Using the above measurements the dynamic range of the filter could be calculated:

For the stand-alone filter (external center frequency control). the dynamic range is

found to be

100 mV
30 pv
The dynamic range of the filter while controlled by the PLL. is determined by the

Dynamic Range = = 70.5 dB
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Measured noise response of the filter.



106

100 pVv

10 pV

| 1V |

Figure 6.6

Reference signal feed-through to the output of the filter.
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reference signal feed-through rather than the output noise.

; 100 mV
S = d
Dynamic Range 100 &V 60 dB

The power supply rejection for both supplies is measured from Fig. 6.7(a) and Fig.
6.7(b) and is better than 35dB . The common mode rejection of the filter is tested by
applying the same signal to the two differential input of the filter and monitoring the
output. As Fig. 6.8 shows, the common mode rejection is about —45 dB within the
passband of the filter. It is believed that a perfectly symmetrical layout and a better
component matching should improve both the common mode and power supply rejec-

tion and the reference signal feed-through.

In Table 6.1 the results for the sixth order bandpass filter for 10V supply voltage

is summarized.
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Figure 6.7

Power supply rejection with respect to the positive and negative supply.
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Common mode rejection measurement.



Experimental results of the sixth order
bandpass filter for 10V supply voltage

Center frequency

-3dB bandwidth

Total in-band noise
Reference signal feed-thru

Dynamic Range
1% intermodulation

Minimum PSRR (+Vpp)
Minimum PSRR (—Vgg)

Power dissipation

500KHz
96KHz
30pVrms
100uVrms

60dB

-35dB

-38dB

55mwW

Table 6.1- Experimental results of the six order

bandpass filter for 10V supply voltage
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CHAPTER 7

CONCLUSION

A design approach to implement high-frequency continuous-time filters was
presented. From the experimental performance of the filter it can be concluded that
this technique is indeed a viable method for the implementation of high-frequency

filters.

The problems hindering the extension of the low-frequency frequency-locked
filtering techniques were overcome by 1) using a simple circuit configuration for the
integrator design and utilizing the phase error cancellation technique. 2) Modif ying the
conventional phase-locked loop scheme for controlling the center frequency of the
filter. Instead of the VCO a voltage controlled filter, VCF. was utilized. Detailed
analysis proved that the error due to this is very small. 3) Fully differential architec-
ture was employed to improve the power supply and common mode rejection and thus

minimized the reference signal feed-through to the output of the filter.

The fundamental limitations of this approach were studied in chapter 4. In
Fig.7.1 the capability of this technique in a scaled technology is projected. Here the
maximum filter 0 and the optimum transistor channel length is sketched as a function
of center frequency for typical process variations. It shows that a maximum Q of
about 50 can be achieved at the center frequency of 100KHz and drops down to about
2.5 for 100MHz. With the progress of processing technology. (e.g.. more accurate
poly-silicon etching). the maximum achievable @ can be improved. The other curve
shows the optimum input transistor channel length for different frequencies. From this
curve it can be concluded that the implementation of filters with center frequencies up

to 20MHz can be realized in a 6—micron technology. and a 100MHz filter requires a

111
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Maximum Q and optimum input transistor
channel length as a function of frequency
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3—micron technology.

One major shortcoming of this approach is the relatively low dynamic range. This
is due to two facts; one is the nonlinear bebavior of the integrator which limits the
upper bound of the signal. The second problem is the reference signal feed-through
which determines the lower limit of the signal. Improving the dynamic range of the

filter is an area where future work may be directed.



APPENDIX A

HIGH-FREQUENCY CHARACTERISTICS OF MOS TRANSISTORS

The objective of this section is to investigate the high-frequency small-signal
behavior of the transconductance and input admittance of the MOS transistor operating

in the saturation region.

A.l. High-frequency transconductance of the MOS transistor

Due to the distributed nature of the gate capacitance and channel resistance, the
MOS transistor behaves as a nonlinear RC transmission line. This phenomena gives rise
10 an infinite number of high-frequency poles in the frequency response of the tran-

sconductance [22].

The high-frequency performance of the MOS transistor is best analyzed as an
array of series combination of n transistors as shown in Fig. A.1 . These transistors

have the same channel width as the original transistor but their channel length is equal
L . . . - .
to —. Note that M, through M, _; operate in the triode region and M, is in saturation

region. Fig. A.2 shows the small signal equivalent circuit of the transistors. To sim-
plify the analysis. the gate-drain capacitance as well as the small signal output resis-

tance of the transistor is neglected.

It can be shown that for such a circuit

id gm°
= A1)
vss 1 +b15 +b2$2+b353 ...... (

where g,  is the DC small signal transconductance of the transistor.

Finding the value of each and every pole of the above equation is not a trivial
task. For most applications, the infinite number of poles can be approximated by a
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An MOS transistor as an array of n transistors in series.
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N 117

single effective pole at the frequency

~ 1
Pzr/fu:uve 1Sco 1 (A2)
i=0 Di
1t ¢can be shown that
_ i=co 1
by= Y — (A.3)
i=0 Pi
thus
~ 1
P2,; teame I (A.4)
b, can be found by using the Zero-Value Time Constant [16] method for which
i=e
by= ) T, (A5
s
and
To, = Rokck (A6)

where R, is the driving point resistance at the C; node pair with all other capacitors
set to zero.

To find the driving point resistance of the k* capacitor nodes. all the other capa-
citors are set to zero and a test current. i,. is applied to the corresponding nodes as

shown in Fig. A.3(a). The resulting v, is calculated as

v!
R, = — (A.7)

Op i,
In order to find this we need to know the output conductance and transconductance of

each transistor. These parameters are found to be equal to

8o, = 8mo Vn{n—k) (A8)

g,,(M.)=g,,,o\/1—1- vn—k+1—+vn—k (A9)
ox WL

2 (A.10)

0=___—-
2n
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(A.11)

(A.12)

where g, (Mk)'and 8o, ) are the transconductance and output conductance of the k,,

transistor. It is easier to break the connection at node ¥ and find the contribution of

M, .y and M, separately. Fig. A.3(b) shows the equivalent circuit for the calculation

of Rog' In this case

1 i1 ix2
= + x
Rok Va1 Vx2

Let’s define

ixZ
as and — as gp_, . thus
%1 gs“t +1 vV, 2 g LY

€ = gsMk-d + gDMn

It can be found that

1 1 L+ Eou, _,
Esu, 1 g°‘“u-1 * gmMzﬁ Bean-z
and
+
1 = 1 1+ gka go"’t
8Dy 8oy 8egy -

note that g, . = 8p,,
k-

Substituting for (A.8) and (A.9) and manipulating the above equation

_ vn
gSMt-'l = gHIo 7". —k

and

_ Vrln=k)
8DM‘ -7 S —

substituting from (A.17) and (A.18) in (A.14)

(A.13)

(A.14)

(A.15)

(A.16)

(A.17)

(A.18)
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- 1 vyn—%
8 =8my VR | = + —5 (A.19)
or
nvn
8o, = &m, W# 0<k Sn-1 (A.20)
to find the Zero-Value Time Constant
i=n=-1 C'.
b= — (A21)
i=1 gol

substituting from (A.11) and (A.12)

Cox WL k=p-2 4 7CWL 1
b, = +| < e A22
! n kgl gok ] ( 6 n go,._l ( )
substituting from (A.20)
C WL ko2 — 7
b= V=t +
. | &M e l (423)
for n — cothe above series could be transformed to
cowr | T3 T@
b, = °; . (A.24)
0 r(-i-)
or
CaWL 4
b, = = 15 (A.25)
but
Ca WL 31
== — .26
e T (A.26)
Thus b, is found to be
_ 21
by= R (A27)
or
P2y peane =25 (A.28)

This implies that the transconductance of an MOS transistor has a value lower by
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—3dB at 2.5w, compared to it's DC value. Fig. A.4(a) gives the approximate location

of the poles and Fig. A.4(b) shows the location of the effective pole.

To verify this result an MOS transistor was simulated by the computer circuit
simulation program SPICE [21] by modeling the transistor as 36 transistors in series
which is a more accurate analysis than the above one-pole approximation. The result is
shown in Fig.A.5 which proves that the Zero-Value Time Constanz method is a relatively
reasonable method to find the effective pole of the response for frequencies up to about

2 o, of the MOS transistor.

A.2. High-Frequency Input Admittance of the MOS transistor
For low frequencies the input admittance of the MOS transistor is capacitive and

Y, =s x% C,. WL (A29)

At high-frequencies, the distributed capacitance and channel resistance results in some

more singularities in the input admittance.

Analyzing the small signal equivalent circuit shown in Fig. A.2, it can be shown

that the input admittance has the form [23]

i=oo s
‘_1;[1(1+;i-)

Y,',, = chs

(A.30)

t =00

Ta+3)

i=1 Pi

By inspection it can be shown that the poles are exactly at the same locations as the
transconductance poles and the zeros are located in between the poles. The first singu-
larity is a pole as shown in Fig. A.6 . For frequencies lower than about @, of the
transistor, finding the exact locations of all the poles and zeros is not necessary and the

input admittance can be well approximated by
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(a)
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(b)

Figure A4

(a) -Approximate location of the drain current poles.
(b) -Location of the effective pole.
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Figure AS

Amplitude and phase of the drain current as a function
of the frequency. 1) simple transitor model
2) one pole approximation 3) SPICE simulation.
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Figure A.6

The poles and zeros of the input admittance of an MOS transistor.
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(1+Sz ?')
Yi = sC, _.‘:;_1_ (A31)
(1453 L)

i=1
It can be shown that Y, can be approximated as

Y, = sCy = 11 =1
" Z— 1 (A.32)
i=1 Pi i=l 2
and
—~ 1
Peffective ~ = 1 E:o 1 (A.33)
i=1 Pl i=1 Z_

The easiest way 1o find pes secrive, is by SPICE simulation of a single transistor modeled
m

as many transistors in series which is shown in Fig. A.7. The 45 degree phase shift

point is found to be at about 5w, . thus

Pt]fec;ive = swl (A34)

As mentioned earlier the pole locations of Y, is exactly the same as the transconduc-

tance. That is,

1

iz
§0P— - 25 o, (A.35)
from (A.33) (A.34) and (A.35), it can be concluded that
i=c0 l _ 1
Eb?s' So, (A.36)
therefore
1+ =
5 w,
Y, = sCy (A.37)
14—
2.5 w,
For all singularities represented by one effective pole
Y = sCp —1
- &s 1435 (A.38)
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Figure A.7

Amplitude and phase of the input admittance as a
function of frequency given by 1) simple transistor model
2) one pole approximation 3) SPICE simulation
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In Fig. A.7 the result of the SPICE simulation of the input admittance of an MOS

transistor is compared to the one-pole approximation.
The quality factor of the input capacitance is found to be

S o,
= A3
Oc, = — (A.39)

Fig. A.8 shows an approximate equivalent circuit for the input admittance.
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Figure A.8

Equivalent circuit for the input admittance of an MOS transistor.



APPENDIX B

TOTAL OUTPUT NOISE POWER OF THE BANDPASS FILTER

To evaluate the filter noise performance, the total output noise power of a second

and sixth order bandpass filter is derived in this section.

For an n™ order bandpass filter, made of n identical integrators, there exists n

independent noise sources. The total output noise power of the filter, %2; . is given by

+00 +co
= [surar =% [ HaGHOfsid,, af (B.1)
0

m=1 0

where
S, (f ) is the output noise spectral density.

S (f)

g is the input referred noise spectral density of an integrator.

H,, (jf) is the transfer function of the m" node to the output of the filter.
The derivation of ;}; could be drastically simplified by assuming that the input
referred noise spectral density of the integrator S; (f ) g is frequency independent. In

chapter 4 it was shown that this assumption is indeed true for MOS integrators at high

frequencies. Thus the above equation simplifies to

+co
2 " | N
W= Sy & [ Ha G ar (B.2)
m=1 0
To find the total output noise. the transfer function from each integrator input to the

output of the filter should be derived.
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B.1 Total Output Noise of a Second Order Bandpass Filter
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In Fig. B.1 the flow-graph of a second order bandpass filter with the corresponding

noise sources is demonstrated. It can be shown that

Wy
s

2

H, (jm) = :’:"’ = . -
ny Wo 1 Wo
1+ -+ 6 + -
I:'g
s
Hy(jo)= 2 = —
n2 @ 1 Wo
and
2
Q2 IfOl
: KB
b, G )f = .
1402 |fo- L
I o
2
W, G )f = g .
1+Q? Jo_ 1
o
substituting from the above equations in (B.2)
2
- 1+.%£
vor = Si,, Q° f df
° 1402 Jo_ £
f Jo
changing the variable to x, where x is given by
= |fo_ 1
*TIANT T,

then

+co
e 1
F=sm0tio [ THgTe
—co

and the integration yields

(B.3)

(B.4)

(B.5)

(B.6)

(B.7)

(B.8)



Figure B.1

The flow-graph of .a second order bandpass filter with
equivalent input referred integrator noise generators.
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| |+eo
-3 1 -
Vor = Sim:g Qz fo: —Q- tan ! Q X L . (Bg)
and finally
W =S @ fom (B.10)

B.2. Total Output Noise of a Sixth Order Bandpass Filter

The flow-graph of a sixth order bandpass filter, with the corresponding input
referred noise sources is shown in Fig. B.2. To find the transfer functions, the Mason’s

theorem is used [24]

H, (s)= P*AA' (B.11)

where A is the graph determinant, P, is the direct path from node & to the output and

4A; is the sum of those terms without any constituent loops touching P, .

The denominator of all the transfer functions is equal to A and is found to be

2 3
) )
A= 1+é__;‘l+ 3+272+-Q—1-2-]ﬂ)- +%[2+72|_°
" 4 2 " 5 " 6' (B.12)
2 1 0 0 0
and the transfer functions are found to be
3
y? |22
.y _ Your _ s (B.13)
H,(jo) = V, - A
14
¥ |2
v 5 (B.14)
Hz(jm)z o y
R2
w 2 1 @ ) §
0 0 0
—_ ] 1+ - — + |—
H(.)_vw_yzs Q s s ’ (B.15)
3Vl = v - A
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Figure B.2

The flow-graph of a sixth order bandpass filter with
equivalent input referred integrator noise generators.
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3 2
Wo 1 W Wo
ISR i B - £ (B.16)
4O -v,,‘ A
. Vour
Hs(jw) = = (B.17)
ns
) 1 o wo [ 1 |@ ¥ wo |
0 0 0 0 0
e 1+.Q.._S-+[2+y2]i.s_ +§'T + =
B A
. Vouw
He(jw) = = ) (B.18)
Rg
wo |’ 1 W w 1 |w X wo |
0 1% 2]__° o =]+
P 1+Q S+l2+‘y . R p
A
using the derived transfer functions, it can be shown that
2
o+ 2]
> Ha GFO = - z (B.19)
m=l 1+ Q2 Jo_ 1 :
F
fo_ gl e s Bl 2
—_— ]t - —_————_— + +2
9 I Jo oz 7 I Jo LN I L
fo f 1 fo f [
—— -+ -4y || = ]| +4y°
T e || T T T
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S8 | N
z—l |Hm (]f)| =

2 2
o] [el-l
, y -+ ¥ - X (B.20)
2 o _ I 2 o 1
tre If 7o t+e fo]
To _fl-|ayp-2
J T for oo
2_ f 1 2 fO_ f 4
lf. ‘f;'r* =T ﬂr“*
Integrating both sides over the frequency range
fi (.If)l df =
0 =
2 2
+o0 Q21+fT +co0 yzazl"'_ ffOI
7 - —tdf +f 7 7 o (B.21)
0 2170 _ T 0 2|10 1
A b folz t+e fo]
fO_ f 2_ 2 1
|7 7—0] 2 af]
T7e 7 1 [fo 7 [ 4
i —42 120 _ 1 4
'T for+ o7 ”Hf o] T4

Note that the first term on the right side is exactly the same as the equation found for

the second order filter, analyzed in the previous section. and is equal to IQ fom| To

find the second term let's assume
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e L4 o
2 2f /
B=vyQ 7 , (B.22)
° |1+02 _°-le
f T
fO f i 2 1
3j———=] -2y -
7T 7o
177 | To_ 7T “
[} f 1 0 4
—_——— + -4 -] +4
i ) I A I 2l I
changing the variable according to the following equation
fo f
x = —_——
T
ther.
ve 3x2— (29— 2 l
1 [
B=72f0f — % dx (B.23)
~ x2+‘é'2' x4+ 512-—472 x24+ 444
The above equation can be transformed to the form
B = _?Qz !
=fo5 zf-a,[ (B.24)
3x2 -1
+o0 2 1
2y o7
X f 2 ‘ 2 ‘ x
= 4Q4 272—-52- x2 ud —-1] +1
07

changing variable



2
u= 2y2—_1!. x -1]|=x
Q 542 1
7"—Q'T
Then
“+co
2 1
=19 [ o &
or '
2 | |+
1
B = Q_I__t,:;u-x‘1 u |
fo ) Q -
yields to

B=foQ-;I-
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(B.25)

(B.26)

(B.27)

Adding the above value to the value found from the integration of the first term from

equation (B.21)

ms$ _ 37
f Tt Gf ar =100 3T
and substituting in equation (B.2)

m
vér =SimgfoQ 5

(B.28)

(B.29)
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