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ABSTRACT

Resource management is a central issue in operating systems design; it is even more critical in distributed systems, because of the physical distribution of the resources, and thus the natural redundancy and the possibility of partial failures. In this paper, we study the resource management and sharing problems in distributed systems. After setting up a model for resource management that enables us to study and compare the different approaches, we survey the existing distributed systems and attempt to taxonomize the research results so far. Based on this investigation, we propose a new approach to resource management, which we call global object management. A logically centralized system-wide manager acts as a coordinator between different parts of the system, and is responsible for managing the top level, sharable resources in the distributed environment and making them available to the users. We argue that this approach greatly enhances system resource sharing by combining the semantic simplicity of centralized management and the reliability and availability of distributed management, and offers a number of advantages over the existing techniques.

1. INTRODUCTION

The past two decades saw a proliferation of computing resources as the cost of hardware dropped. The mode of computing is changing from a centralized structure to a distributed one. As a result, resources and services that are unaffordable by a single host may be shared by a group of hosts and provide satisfactory services to all the users. This poses new and difficult problems in the management of system resources that were not present in centralized systems. Because of the physical separation of the hosts, the global state of a distributed system, that is, the collection of states of the sharable resources in the system, is very difficult, or even impossible to maintain at a single location. Consequently, management decisions have to be made based on

(*) This work was partially sponsored by the University of California, Berkeley (Micro grant), C.N.R., Italy, and the Defense Advanced Research Projects Agency (DoD), ARPA Order No. 4031, monitored by the Naval Electronics Systems Command under contract No. N00039-82-C-0235. The views and conclusions contained in this document are those of the authors and should not be interpreted as representing official policies, either expressed or implied, of the Defense Research Projects Agency or of the US Government.
incomplete and inaccurate information. Even resource location may be a difficult problem, because the resources are scattered around and may be mobile. Heterogeneity adds another dimension to the difficulties. Finally, partial failures affect the operations of other parts of the system and, even worse, inconsistency may occur as a result. In this paper, we study resource management problems in distributed systems. After setting up a model and conducting a survey of the existing techniques, we describe a new management approach that we believe offers a number of advantages over the present ones.

Before launching into a study of resource management problems, however, it is necessary to specify the type of systems in which we are interested. We define a local distributed system (LDS) to be a computing environment shared by a community of users and consisting of a multitude of hosts and devices connected by one or more local area networks (a local internet). In particular, we are not interested in multiprocessor systems characterized by shared memories, or computers connected by wide-area networks because such networks are usually slow, thus making it impractical to have a high level of resource sharing. LDS's are becoming increasingly popular, as computers of various types are purchased by an organization (for example, a university or a company) to satisfy its computing needs, and as the desire arises to integrate them into a distributed environment reflecting its organizational structure. Several characteristics of LDS's are worth noting:

- **Inter-host communication is usually fast and efficient.** This is true with high performance local networks, such as the Ethernet. As more hosts join the system, a single LAN becomes inadequate and several LANs have to be connected by a local internet via gateways. Although these communication components are significantly slower than LANs, technologies are becoming available to make them compatible with LANs in performance. Efficient inter-host communication is vital for resource sharing; if the communication overhead is high, the incentive for performing operations remotely quickly diminishes.

- **The scale of LDS's is large but naturally limited.** Since computer systems should complement the structure of the organizations they are supporting, and since, as a human organization grows over a threshold, it is usually divided into a number of suborganizations to ease the management task, LDS's have limited size. Strong locality of communication and resource sharing in distributed systems is evident. Together with the performance penalties imposed by the probable geographical separations, the organizational autonomy and the differences in work interests sharply reduce the communication requirements between organizations, and make interorganizational resource sharing less desirable.

- **The hardware and software environment is most likely heterogeneous.** Different parts of the organization supported by an LDS often have different needs and requirements that can only be satisfied by different types of equipment offered by multiple vendors. It is next to impossible to find a single vendor capable of meeting all computing needs. For example, a large number of workstations of varying capabilities are needed, as well as large hosts acting as servers. Heterogeneity makes resource management and sharing more complicated.

Besides the above system characteristics, several properties of an LDS are desirable.

- **High levels of resource sharing are crucial in an LDS.** Although hardware is becoming cheaper and cheaper, it is far from being free. Moreover, applications are emerging that
require more and more system resources. Most noticeably among these applications are artificial intelligence, image processing, and computer aided design. Just like in any other field, computer resources are going to be relatively scarce for a long time to come, and hence sharing the available resources is an important way to achieve economy of scale. More importantly, perhaps, the value of some types of resources is in sharing. Examples of such resources include files, databases, and software packages.

- **The system should be easily extensible.** As a human organization grows, and thus more resources are needed, new hosts and devices have to be added to the system. This should not cause disruptions to the existing system, while the new resources should easily become an integral part of the system.

- **A high level of system transparency, as well as an adjustable level of local autonomy, is desirable.** Transparency hides the complexity of the distributed system from the user, while providing all the resources. On the other hand, the resources often belong to different groups of users within the organization, so people want to retain a certain degree of autonomy. This means that each host should be able to specify to what degree it is willing to share resources with others. We call this **conditional transparency.**

In the next section, we present a model of resource management that will provide a framework for our studies. We conduct a selective survey of distributed systems design in Section Three, with an emphasis on resource management. We also summarize our findings in the survey and come up with a taxonomy. The global object management approach is presented in Section Four. Finally, we review the main results of the paper and future research directions.

2. A MODEL OF RESOURCE MANAGEMENT

In the previous section, we have identified the class of distributed systems for which we consider the problem of resource management. We have informally introduced the concepts of **shareable** resources and of **global state** of a distributed system. In this section, we want to develop a more formal framework for discussing the issue of resource management. We define resources as data abstractions (i.e., algebras) and we model a computer system as a hierarchy of such data abstractions. Furthermore, we give some basic definitions that will be used in the rest of the paper.

The section is organized as follows: in Subsection 2.1, we introduce the basic notion of abstractions and related concepts. In Subsection 2.2, we introduce the elements of the model, giving for each a formal definition. In Subsection 2.3, we define some concepts that will be used later in the next sections to characterize the resource management schemes of existing distributed systems.

2.1. Data Abstractions

It is fairly common to model computer resources as abstract data types. An abstract data type is composed of a set of values and a set of operations applicable to the values. The **definition** of an abstract data type consists of a **specification** of the type and an **implementation** of the type. The specification is visible to the user and gives the syntax and semantics of a set of primitive operations applicable to the type. The implementation is hidden from the user, and
consists of the implementation of the type's primitive operations on a selected representation for the set of objects. Several specification methods and languages for specifying data abstractions have been developed /A1//A4/. When an abstract data type is specified algebraically, it is viewed as a data abstraction, i.e., an algebra /A1/.

A data abstraction A is an algebra, that is, a set of possible legal states and operations to manipulate them. More formally we define a data abstraction A as a pair \(<\overline{A}, O_a>\), where \(\overline{A}\) is a set of values called states, and \(O_a\) is a set of functions called operations. Generally speaking, an operation, applied to a state with some parameters, yields as a result a (possible) new state of the data abstraction, and some output values (*) (**) 

In order to characterize some basic properties of data abstractions, let us introduce some definitions. We will refer to the definitions given in /A2/.

DEFINITION 2.1 Given two data abstractions A and B, A \textit{statically includes} B through \(\alpha\), iff there exists a surjective function \(\alpha\) from A to B. The function \(\alpha\) is called \textit{abstraction function}.

The notion of static inclusion is a necessary condition for having a data abstraction A as a possible representation for another data abstraction B. It is a static property and only concerns the mapping between states of a data abstraction.

DEFINITION 2.2 An \textit{expression} E on A is a finite series of operations \(o_i\):\n\(E = [o_1, o_2, \ldots, o_n]\) where \(o_i \in O_a\), for \(1 \leq i \leq n\).

DEFINITION 2.3 A \textit{translation function} \(\tau\) from A to B is a function that maps operations of B into expressions of A.

The abstraction function and the translation function are the basic notions to define the concept of \textit{implementation} of a data abstraction.

DEFINITION 2.4 An abstraction \(A = <\overline{A}, O_a>\) \textit{implements} an abstraction \(B = <\overline{B}, O_b>\) through \(\alpha\) and \(\tau\), if and only if \(\alpha\) is surjective and, for each \(o \in O_b\), for each \(b \in \overline{B}\), and for each \(a \in \overline{A}\), \(b = \alpha(a) \rightarrow o(b) = \alpha(\tau(o(a)))\).

That is, for any operation \(o\) of B, for any state of B for which the operation is defined, for any state of A, if the state of B is an abstraction of a state of A, then the operation on B produces a state, which corresponds to the abstraction of the state produced by the translation of the operation, applied to the starting state of A. \(\alpha\) is a homomorphism with respect to \(\tau\), and the diagram of Figure 2.1 commutes.

We give now the notion of \textit{equivalence} of data abstractions. We introduce two concepts of equivalence, static and dynamic.

DEFINITION 2.5 An abstraction A is \textit{statically equivalent} to an abstraction B iff the function \(\alpha\) is bijective.

(*) In the rest of the paper, we will use the convention defined in /A2/, where the name of an operation represents the pair 'operation generator, parameter', thus allowing us not to consider explicitly input parameters when dealing with operations.

(**)*In the algebraic approach, states can be represented as equivalence classes of expressions which are specified by equations. In this paper, however, for simplicity, we assume that states and operations are defined extensionally. This simplification does not affect the generality of the definitions.
In order to express the concept of equivalence of two data abstractions including the operations, we need two translation functions, \( r_1 \) from A to B, and \( r_2 \) from B to A.

**DEFINITION 2.6** Two data abstractions A and B are *operationally equivalent* if A implements B through \( \alpha \) and \( r_1 \), and B implements A through \( \alpha \) and \( r_2 \).

2.2. Elements of the model

In this subsection, we introduce a basic model of resource management. The elements of the model are illustrated in Figure 2.2.

```
(user) \longrightarrow \text{Manager} \longrightarrow \text{Resource} \longrightarrow \text{Handler}
```

Figure 2.2

We define formally each element together with its interface.

A computer resource \( R \), of any type, is modeled as a data abstraction \( \langle R, Or \rangle \), where the members of the set \( R \) are called the resource *states* and the members of the set \( Or \) are called the resource *operations*. The set \( Or \) represents the only operations allowable on the resource \( R \). For example, for a sequential file, the set \( Or \) is indicated in Figure 2.4.

An instance of a resource type has associated a unique *identifier (or name)* \( n(R) \). A resource can be referred to by name (*).

A resource is usually implemented by more primitive objects and their operations. For instance, a file is implemented in terms of disk blocks and the operations applicable to them. In the model, the *implementation* of a resource \( R \) is defined as the implementation of the data abstraction \( \langle R, Or \rangle \) which represents the resource, on another data abstraction \( \langle H, Oh \rangle \) which models another resource, which we call the *handler*.

*Names can be complex /D4, D14/; we do not consider here the problem of the structure of names.*
In general, the implementation of a resource is an iterative process. In fact, the resources in a computer system are naturally organized in a hierarchical structure. At the lowest level are the primitive physical resources such as bits of memory, devices, and computing elements. Because these resources are difficult to use, logical resources are built on top of them with a different level of abstraction. Logical resources are in turn the basis for the implementation of higher level logical resources. The levels of the hierarchy represent the degrees of abstraction of the resource types. It is useful to notice that, for the purpose of the model, hardware, firmware, and software implementations are all logically equivalent. The resource-handler scheme illustrated in Figure 2.2 is in reality a complex one.

Resources at the same level of abstraction with identical properties are often grouped together. The concepts of resource equivalence and of grouping can be formalized as follows.

**DEFINITION 2.10** Given two resources \( R \) and \( H \), \( R \) is *equivalent* to \( H \), denoted by \( R \equiv H \), iff \( R \) is operationally equivalent to \( H \).

Given two resources \( R = <\overline{R}, Or> \) and \( V = <\overline{V}, Ov> \) implemented on the same handler \( H = <\overline{H}, Oh> \), we have the following property.

**THEOREM 2.1**

\[ R \equiv H \text{ and } V \equiv H \rightarrow R \equiv V. \]

The proof of the theorem is omitted, since it can be found, in a more general case, in /A5/.

A resource \( R \) may be implemented on more than one handler; a typical case is when the system is heterogeneous.

**DEFINITION 2.11** Given a data abstraction \( B \), and \( n \) data abstractions \( Ai \) with \( 1 \leq i \leq n \), \( B \) is implemented on \( A_i \), if there exist \( n \) surjective functions \( o_i \), with \( 1 \leq i \leq n \), and \( n \) functions \( r_i : A_i \rightarrow B \), for \( 1 \leq i \leq n \), and for each \( o \in Ob \), for each \( b \in \overline{B} \), and for each \( a_i \in A_i \),

\[ b = o_1(a_1) = ... = o_n(a_n) \rightarrow o(b) = o_1(r_1(o(a_1))) = ... = o_n(r_n(o(a_n))). \]

When two resources \( R \) and \( V \) are implemented on more than one handler, \( H_i, 1 \leq i \leq n \), the following theorem holds.

**THEOREM 2.2**

\[ R \equiv H_1 \equiv ... \equiv H_n \text{ and } V \equiv H_1 \equiv ... \equiv H_n \rightarrow R \equiv V. \]

So far we have characterized the process of abstraction as the basic method for building a hierarchical structure of resources.

We want to model now how a resource is controlled (independent of its internal structure). Generally speaking, the control of a resource is performed by another entity, that in the model we call *manager*. A manager controls and allocates the resource(s) for the user. An abstract manager has some interesting properties:

1. it provides a set of operations for accessing the resource which are (possibly) different from the set of operations defined for the resource;
2. it provides a (possibly) different structure of the resource;
3. it performs some functions for controlling the resource (e.g. access control, allocation, scheduling, and so on) which are based on the state of the resource itself (and possibly of
other resources in the system).

From the first two properties, it is clear that a manager can be modeled as a data abstraction implemented on top of the resource it controls. Its function is to provide a different "view" of the resource. Furthermore it is also clear from the last property that a manager is something different from a pure data abstraction, as it acts as a controller and decision maker. An example of a hierarchy consisting of two managers ("Directory Service" and "File Server"), a resource ("sequential File"), is illustrated in Figure 2.3, and the corresponding operations are illustrated in Figure 2.4.

File Server Operations:
- Create_file(ret FID)
- Read_file(FID, ret data)
- Write_file(FID, data)
- Delete_file(FID)
- Open_file(FID)
- Close_file(FID)
- Begin_transaction(ret TID)
- End_transaction(TID)
- Abort_transaction(TID)

Sequential File Operations:
- Add(FID, data)
- Remove(FID, data)
- First(FID, ret data)

Managers can be modeled as data abstractions. A manager is identified by a unique name and can be referred by it. The concept of equivalence previously defined apply to managers too.

However, managers, though modeled as data abstractions, have some fundamental differences with respect to resources:

(a) They are active objects, in contrast to resources, which are passive objects. In the rest of the paper, when we refer to both active and passive objects, we use the generic term "object". The term "active" means that the object can change both its state and the state of other objects. A passive object cannot change state on its own, but only through an active object.

(b) They perform invocation, control, and allocation of resources on the basis of information about the state of the resources. (A more precise definition of the state of a collection of objects will be given in the next subsection).

For this reason, we extend the model to capture the characteristics of resource managers. As we have pointed out, a manager performs operations on the basis of the information about its state and the state of other objects in the system. We can formalize this concept, introducing the
notion of conditional operations. A conditional operation is executed or not depending on the result of the evaluation of a predicate on the object state.

If \( A = <\overline{A}, O_a> \) is a data abstraction representing an object, then \( Pa \) denotes the set of decidable predicates over \( A \). Essentially, \( Pa \) consists of all predicates \( p \) that allow one to distinguish a particular subset of states \( S \subseteq \overline{A} \), such that, for all elements \( s \in S \), \( p(s) \) is true, but, for all elements \( s' \in \overline{A} - S \), \( p(s') \) is false.

Thus, for active objects, we extend the set of expressions \( E \) (def. 2.2) to the set \( E^+ \supseteq E \), such that \( E^+ \) contains all possible conditional operations that can be built from the operations of \( E \) (*). Given two operations \( o_1 \) and \( o_2 \), we define a conditional operation \( p[o_1, o_2] \), where \( p \) is a predicate, with the following semantics:

\[
p[o_1, o_2]: \text{for each } a \in \overline{A}: \ p[o_1, o_2](a) = \begin{cases} o_1(a) & \text{if } p(a) \\ o_2(a) & \text{otherwise} \end{cases}
\]

A conditional expression is a sequence of operations which contains at least one operation of the form \( p[o_1, o_2] \).

We will not deal with modeling the different schemes of communication and invocation between objects /DS/. Instead, in the next subsection, we concentrate on some other aspects of the resource management problem, namely, the process of grouping objects, their control, the definition of the state of an aggregate of related objects, and the object location, in order to capture the distributed nature of the systems we consider.

2.3. Object Control and Association

In order to refer to an object, its name must be known.

DEFINITION 2.12 A name space or domain \( D \) is a set whose elements are object names (**).

An object can be referred to by another object only if its name is present in the domain of the caller object. Often a domain is constructed from other domains.

DEFINITION 2.13 A domain \( D_2 \) is derived from a domain \( D_1 \), denoted by \( D_1 \rightarrow D_2 \), if there exists a surjective function \( \theta: D_2 \rightarrow D_1 \) such that, for each \( d \in D_2 \), there exists \( d' \in D_1 \) such that \( \theta(d) = d' \).

A derived domain can be used, for instance, to model aliasing of names. An object name may belong to more than one domain.

DEFINITION 2.14 An object \( O_i \) is sharable with respect to the domain \( D_i \), with \( 1 \leq i \leq n \), denoted by \( O_i \in D_i \), if its name belongs to the set of domains \( D_i \). An object is not sharable with respect to the domains \( D_i \), with \( 1 \leq i \leq n \), if its name does not belong to \( D_i \). In Figure 2.5, \( o_1 \) is a sharable object with respect to the domains \( d_1 \) and \( d_2 \), and not sharable with respect to the domain \( d_3 \), while \( o_2 \) is sharable with respect to \( d_2 \) and \( d_3 \), but not with respect to \( d_1 \). The diffusion of an object is the set of domains in which its name is present.

(*) The extension of the translation of the set \( E^+ \) is not discussed here for reasons of space, but is described in detail in /AS/.

(**) The definition of domain differs from the one given in /DS/, where a domain represents the collection of states through which an active object evolves during its lifetime.
Let us now characterize the relationships between different elements of the model. In particular, we want to express the way an object's control takes place.

**DEFINITION 2.15** A *group* G is a set of objects which are operationally equivalent.

**DEFINITION 2.16** An *association* A is a mapping between groups of objects belonging to the same domain: \( A: G_1 \rightarrow G_2 \). The mapping can be 1:1,1:n,m:1,m:n, corresponding to a variety of schemes.

An association is *oriented* when one of the groups is composed of active objects. The orientation of an association identifies the flow of control for objects. In order to make this point clear, let us consider Figure 2.6a, where two groups G1, composed of an active object a1, and G2 composed of three passive objects p1, p2, p3 are illustrated. The two groups are related by the association "a". The association "a" is oriented from G1 to G2. The meaning is that some of the objects belonging to G1 (in this case only a1) can control (and may alter the state of) some of the objects of G2, but not vice versa. In the example, the orientation of the association is the only possible one, since passive objects cannot modify the state of other objects. In the case of two groups of active objects related by an association, as in Figure 2.6b, the orientation of "a" expresses a constraint on object control: a1 and/or a2 can control some of the objects a3, a4, a5 but not vice versa. A bidirectional association, as in Figure 2.6c, means that some objects of group G1 can alter the state of some objects of group G2, and vice versa some objects of G2 can alter the state of some of the objects of G1.

```
\begin{figure}
\centering
\begin{tabular}{ccc}
  a1 \rightarrow a & p1, p2, p3 & a1, a2 \rightarrow a & a3, a4, a5 & a1, a2 \leftarrow a & a3, a4, a5 \\
  G1 & G2 & G1 & G2 & G1 & G2 \\
\end{tabular}
\caption{Figure 2.6a} \hspace{1cm} \caption{Figure 2.6b} \hspace{1cm} \caption{Figure 2.6c}
\end{figure}
```
The orientation of an association takes into consideration only object control and does not express the (possible) interaction between groups via output values. That is, we do not take into account the output values that a controlled object may produce and send to the controlling object. Note also that associations between groups of only passive objects do not have orientation.

**Definition 2.17** A *structure* $H$ is a set of groups related by associations.

In our study, we are particularly interested in structures composed of groups of passive objects (resources) and groups of active objects (managers).

We now define what we mean by the concept of state of a "collection" of objects.

**Definition 2.18** The *state of a group* is the union of the states of the objects in the group.

**Definition 2.19** The *state of a structure*, $S(H)$, is the state of the groups composing the structure.

In order to capture the distributed nature of a system, we must be able to define the real "location" of an object. The concept of domain, in fact, concerns only names and is independent of the location of an object.

**Definition 2.20** An *environment* $e$ is a set of objects.

An environment can be associated with each host in a distributed system, and consists of all the objects physically located on the host.

In order to identify an object's location given its name, we introduce a function $\xi$ called the *placement*.

**Definition 2.21** A *placement* $\xi$ is an operation that, given as input parameter an object name, produces, as a output, an identifier of an environment.

When every host has an associated environment to it, the placement operation, given an object name, identifies the host on which the object resides.

**Definition 2.22** An object is *replicated* if the placement operation applied to its name yields as a result more than one environment. $\xi(\text{name}) \rightarrow \{e_1, ..., e_n\}$ where the $e_i$'s are environments.

Other operations can be defined to characterize the distributed nature of the system. For instance, the static or dynamic allocation of objects to hosts, the possibility of moving objects from one environment to another, and so on. All these can be easily represented in our model as performed by managers, thus defining the manager's operations, and depend of the particular implementation. We will not describe them further, but it should be clear that the model, when applied to a specific system, will specify for each object (active or passive) the precise set of operations that can be performed on that object.

In this section we have introduced some basic concepts to define a formal framework that will be used in the next sections to characterize the resource management schemes of some existing systems. A more detailed description of the model is outside the scope of this paper, and is the subject of an ongoing research /D4/.
3. OVERVIEW AND TAXONOMY

This section presents a study of the resource management schemes in distributed systems. A brief overview of a selected group of systems is given in Subsection 3.1. Some of these systems (LOCUS, Eden, Cambridge, V System, Berkeley UNIX (*), and Xcode) are used in the rest of the section, which is organized around a taxonomy of the resource management schemes, with the goal to show both differences and similarities among the various solutions. A reader interested in more detailed descriptions of the systems should refer to the original publications.

3.1. An Overview of Distributed Systems

This overview includes, besides the systems listed above, additional systems that provide interesting resource management schemes relevant to this study. However, we do not claim that all the relevant systems described in the open literature are covered.

LOCUS

LOCUS is a distributed operating system designed and implemented at UCLA. The first system specification is dated 1981 /L1/, and a complete description of its architecture was published in 1983 /L3/. The goals in designing LOCUS were essentially the following:

- to make the development of distributed programming the same as that in a single machine environment;
- to provide high reliability and availability in a distributed environment.

The system architecture is based on a distributed file system, and provides application code compatibility with the Berkeley UNIX system. The major type of resource in the system is the file; other resources, such as IPC sockets and remote devices, are treated in the same way as files. LOCUS offers a set of non-standard functionalities:

- network transparency: The system provides a uniform interface to all resources. Access to a resource is independent of its location; the network is invisible at the application level. The resources have globally unique names in a single hierarchical name space. The component of the system which deals with network transparency is the distributed file system.

- recovery and reliability: The system provides automatic replication of files, including a global synchronization policy. Partitioned operations and mechanisms for reconciling inconsistencies after merging are also supported.

The system is operational at UCLA on a homogeneous network of VAX/750's (*) connected by an Ethernet. Further development of the system is currently being done in an industrial environment as well as at UCLA.

The resource management scheme that we will analyze in LOCUS is that of file management. The global naming hierarchy is partitioned into subtrees called file groups, each of which is managed by a centralized agent called a Current Synchronization Site (CSS). The CSS of a file group is in charge of file replication, consistency, and update synchronization. The locations of the CSS's are stored in the mount table that is fully replicated on every host.

(*) UNIX is a trademark of AT&T Bell Laboratories.
(*) VAX is a trademark of Digital Equipment Corporation.
Eden

The Eden system is an object-based distributed system designed and implemented at the University of Washington. The description of the architecture is dated 1981 /E1/ and a complete architecture definition was published in 1984 /E2/. The system attempts to combine the high level of integration seen in traditional centralized systems with the advantages of distributed systems by modeling all types of resources with an active abstract data type called Eden object, or Eject. An Eject provides a number of operations that can be invoked by other Ejects, and is implemented as a group of processes. To survive crashes and to be mobile, an Eject can perform a checkpoint operation to produce a passive version that is basically a disk file. The Eject can later be reactivated using its passive representation. Ejects are location independent: they can be moved from host to host in their passive form. Using the Eject mechanism, distributed applications in Eden are implemented as a group of Ejects with an arbitrary invocation pattern. The Ejects on a host are supported by a local manager called the Eden kernel. An Eden kernel supports the processes used to implement the Ejects, provides Eject creation, migration and checkpointing operations, maintains the states of the local Ejects, and keeps a cache of the locations of remote Ejects. The collection of Ejects in an Eden system is hence partitioned into a number of groups according to their current host, and managed by the local Eden kernels. An Eject can only be accessed using a capability, and it is the responsibility of the Eden kernel to locate a remote Eject that a local user invokes.

The system was initially implemented on the Intel iAPX 432 processors (*) connected by an Ethernet. The current version is implemented on top of the Berkeley UNIX system on VAXes.

Cambridge Resource Manager

This is a distributed resource management system developed at Cambridge by Daniel Craft for the Cambridge Processor Bank /Ca1/. A logically centralized manager keeps records of processors and other types of resources in the system, and assigns them to the clients as requests come in. To make the manager general purpose, no interpretation of the resource information stored is attempted, except for magnitude comparisons. If a resource is not available, the manager consults a "cookbook" to see if it can be constructed using the available resources. All the resources are accessed through the manager, which has total control over them. This is a straightforward extension of a manager in a centralized system. To achieve higher reliability and availability, however, the resource database is fully replicated at a number of resource managers providing identical services. For every resource, one of the resource managers, called the control manager, is assigned the responsibility of maintaining loose consistency among the copies of the resource record. Since the record update frequency is reasonably low, such a full replication scheme seems to provide adequate performance.

V System

The V system is a local area network-based distributed system developed at Stanford University using a client-server model /V1, V3/. It is implemented on a collection of MC68000-based SUN workstations connected by an Ethernet. Objects are grouped into contexts that can

(*) iAPX 432 is a trademark of Intel Co.
be nested, and are supported by various types of servers. Instead of using a logically centralized nameserver to provide naming services for the objects, a distributed name interpretation scheme is used. Each server implements the naming for the objects it supports, as well as their operations, and the interpretation of an object name may be carried out by a number of servers as the components of the name are interpreted in successive nested contexts. At the beginning of this process, a per-user context prefix server maps the prefix of the user-supplied object name (a character string) into a low level server process ID, which is simply a tuple (host ID, local process ID). Then, the remaining part of the object name is sent to this server to continue the interpretation. Although some of the claimed drawbacks of a centralized name resolution scheme, such as extra overhead, low reliability, and potential inconsistency, might be avoided, it is not clear how the context prefix server gets its initial name mapping entries, and what happens if the entries become invalid. Unclear too is how the name interpretation can start if the optional context prefix is not provided by the user, or no matching entry is found in the local prefix server.

Berkeley UNIX

Berkeley UNIX 4.2 BSD is the latest release (*) of the UNIX system developed at the University of California, Berkeley /B1/. The Berkeley distributed system consists of an internet, composed of several local area networks, where each host runs the 4.2 BSD version of UNIX and is completely autonomous. A certain degree of cooperation between hosts is offered by the interprocess communication scheme. 4.2 BSD provides support for interprocess communication both within a host and between different hosts of the internet, based on the "socket" abstraction mechanism supported by the TCP,UDP/IP protocols. On top of this are supported a number of distributed applications, called well-known services, such as remote file copy (rcp), remote login (rlogin), remote shell (rsh), and remote program execution (rsh). These applications are usually implemented by having a "daemon" process running on each host for each distributed application and accepting requests from remote users on a well-known port. A local process is created by the daemon upon request to execute the task, and can be regarded as an extension to the remote logical parent's environment. Each host has a database of all the well-known services in the system. Each entry in the database contains the quadruple (service name, port number, protocol, alias). Port numbers are assigned statically to services and have to be unique (well-known ports). A number of system calls are offered to query the services database. On each host, at boot time, an initial daemon (inetc) is created, which listens for connections on certain internet sockets. When a request is received on one of its sockets, the inetc reads a configuration file to find out what service the socket corresponds to, and invokes a program to service the request. Essentially, inetc allows one master daemon to invoke several other daemons. The system is best characterized as a network operating system because of the complete autonomy of the hosts.

Xcode system

The Xcode system is a local distributed system designed and implemented at the Politecnico di Milano within the Cnet project /C2, C3/. The basic hardware configuration of the system consists of a set of Olivetti M40s connected by an Ethernet. The software architecture is built upon these hosts and consists of two layers: a user layer, composed of a set of abstract machines, called

(*) The 4.3 BSD release is expected to be ready for distribution this Fall (1986).
Virtual Nodes (VNs), and a lower layer, which includes the run-time support for Virtual Nodes and the management of the hosts' resources. More than one Virtual Node can be supported by the same host, but a Virtual Node cannot be split among hosts, and no shared memory is provided between Virtual Nodes. Resources defined in a Virtual Node, i.e., processes and local memory (frames), are private. At the Virtual Node level, the placement of a VN to a host is unknown. (Virtual Nodes are location independent.) Each host has an Allocation Manager which is responsible for controlling and scheduling the Virtual Nodes of the host. The Xcode system can be dynamically configured, and for this purpose the Allocation Managers offer a set of "programming in the large" primitives for controlling and modifying, at run-time, the locations of the Virtual Nodes.

*Unix United (Newcastle Connection)*

This is an attempt to imitate a centralized system using a group of homogeneous UNIX systems by inserting a layer (the Newcastle Connection) between the user code and the system kernel /Nw1/. The hierarchical file system structure of UNIX is extended to include multiple machines as subdirectories in a global directory structure. Transparency is achieved by intercepting file operations involving files stored on remote systems and forwarding the operations to the inappropriate remote system. A "spawner" process runs constantly on each machine to accept remote file system calls and create a file server process for each remote user upon request. The work is elegant in that the distributed system is capable of transparently supporting users on different hosts while neither the user programs nor the kernel has to be changed.

*System R*

This system, as well as the Grapevine and Clearinghouse systems to be discussed later, are not complete distributed systems as the ones we discussed above, but we decided to include them because they provide interesting approaches to resource management. R* is a distributed relational database system developed at the IBM San Jose Research Laboratory /R1, R2/. Database objects (relations, views,...) are stored in hosts that are connected by networks which may be geographical. The locations of all the objects and their access information are stored in object descriptors that collectively form the distributed database catalog. On each host, there is a local database catalog component that includes descriptors for all the objects residing on that host, as well as all the objects created there and migrated later to some other host. The users access the database exclusively through a local instance of the distributed database manager, which is responsible for locating remote objects and contacting the remote managers to get the descriptors. An object is uniquely named by a System Wide Name, which is the quadruple (user ID, user site, object name, object creation site). Since the manager at the creation site of an object is required to maintain an entry for this object in its database catalog, an object can always be located given its name. To facilitate flexible object naming, however, name completion rules and a per-user synonym table are used to map user supplied "print names" into the System Wide Names. It is interesting to note that the system avoids the use of a centralized or global catalog (nameserver) by including the location of the database manager for an object (object creation site) as part of the object's name, thus making the mapping from the object name to its manager trivial. This scheme seems to be sufficient for a distributed database with relations stored on a limited number of remote hosts and being relatively stable. However, a migrated object may become inaccessible
if its creation site goes down, even if its current host is available.

_Grapevine and Clearinghouse_

Both are distributed services designed and implemented at Xerox on the Xerox geographical internet /D5/. The internet is composed of a collection of Ethernet local area networks, gateways, and long distance links that connect together personal workstations and shared servers to form a company-wide or even multi-company information network. In such an environment, uniform and convenient mail, resource location, and authentication facilities are very important, and the two systems address these issues.

_Grapevine_ is a distributed mail system on a wide-area network /X1, X2/. It also provides facilities for authentication, resource location, and access control. The objects (users, hosts, and services) are organized in a two-level hierarchy; their names have the format "local_name.registry", where registries represent human organizations within the environment. The most distinctive feature of Grapevine is its distributed and replicated implementation. A number of Grapevine servers maintain parts of the object space at the granularity of individual registries, and collectively support user queries in a transparent manner. This is achieved by fully replicating the server configuration data in every server, and cooperating with client interface to redirect user queries to a responsible server. The system can tolerate single server failures because the information of objects in each registry is stored in multiple servers. Also interesting is the notion of cooperation between the registration service, which maintains the naming database of the objects and supports query forwarding, authentication and mailbox location, and the message service, which delivers user mail and propagates system configuration updates for the registration service. The system is supported by a number of dedicated computers at various geographically separated locations. Although the system scale is limited by the fixed-level hierarchy, several years of operating experience show that it is capable of supporting a large organization. The Grapevine system is currently used by the Xerox Corporation, with more than 4000 users on different sites in the United States, Canada, and England.

_Clearinghouse_ is a general service for naming and locating abstract objects in a large, distributed environment /X3/. Examples of object types supported are workstations, servers (e.g., file servers, print servers, mail server, and Clearinghouse servers), human users, and groups of these. Clearinghouse maps an object's name into a set of properties that are object type-specific, and collectively describe the object. Similar to Grapevine, Clearinghouse is decentralized and replicated, and provides transparency. To support a larger environment, however, a three-level hierarchical naming structure is used. To preserve generality of the naming service, no interpretation of the object information stored in Clearinghouse is attempted. This limits the capability of the system to a passive data repository that stores information and serves it to clients.

3.2. Taxonomy

In this subsection, we present a taxonomy of resource management schemes. The taxonomy is based on a set of attribute classes, and relies on the following assumptions:

a) Each host composing the Local Distributed System (LDS) is associated with one and only one environment containing all the objects physically located on the host.
b) No other environments are defined in the LDS other than the ones associated with the hosts.

c) All environments are disjoint.

d) Each host has associated a derived domain containing all the object names (sharable or not) that are visible from that host.

e) Any derived domain defined in the LDS contains object names whose location (i.e. placement) is in one (or more) of the hosts' environment(s) defined for the LDS.

f) We consider the problem of object management only for sharable objects (either active or passive). In this scenario, the concept of object sharability partitions the objects of the LDS into two classes: those that are internal to a host, hence not accessible directly from other hosts (non-sharable objects), and those that can be invoked and used from outside the host (sharable objects).

Classes and relative attributes are described. The classes are presented in four groups of related subjects: nature of the LDS, sharable object characteristics, object control, and user control. The results of the taxonomy are summarized in Table 1.

3.2.1. Nature of the LDS

The following classes characterize the nature of the LDS.

Distributed System

Among the possible types of LDS, we can characterize four types of systems with the following attributes: network, client/server, fully integrated, and partially integrated.

network: This attribute characterizes an LDS with the following properties. The network LDS address space is composed of a set of derived domains, one for each host. Host derived domains are not disjoint, but the common parts include a limited number of object names. That is, the number of sharable objects is small (in comparison to the number of all objects in the system). There is no sharable object replication, and, for structures composed of passive objects, or active and passive objects, the placement must be the same. Therefore, an active object can control only (passive) objects local to the host where the active object is located. The only form of interaction between different hosts is given by structures of active objects with different placements. That is, an active object, in order to control a remote passive object, has to contact a remote active object which is located on the same host as the passive object. Conditional expressions performed by active objects are based on the states of objects with the same placement as the active object. This means that object management is provided on the basis of local state information, and no kind of global state information is kept (we are not considering global names as part of the state).

The Berkeley UNIX system is a typical example of a network distributed system. Each host is an autonomous UNIX system with only a limited number of sharable objects listed on each host, in a (static) configuration file. Managers (daemons in UNIX terminology) are responsible only for objects located on the same host, and the control is based only on local state information. A number of static daemons provide a set of callable services associated with unique port numbers. A request for a service from a host other than that where the daemon is located corresponds to a request for a connection to a particular port.
client/server: This attribute identifies a large class of LDS's. For these systems, it is possible to define a set of host derived domains such that, for all the active object groups of these domains forming structures with other active object groups of other domains, their associations are always unidirectional and with orientation toward them. That is, there exists a set of hosts (servers) that with respect to a proper set of other hosts (clients), provide only callable services and not vice versa.

In this kind of systems, each host has a derived domain, but the sharable part with other domains is much larger than in the case of network systems. This corresponds to a restriction of the hosts’ autonomy. Services are spread throughout the system, and completion of a job may require several interactions with different hosts. Structures of active-passive objects do not necessarily have to have the same placement, and sharable object control can be done according to some state information which is not only local. Sharable objects may be replicated, and their diffusion may vary with the “visibility” of the service they provide in the system.

Examples of these systems include the Cambridge Resource Manager and the V system. Grapevine and Clearinghouse, even though not examples of LDS, are based on the client/server model. In the Cambridge Resource Manager, the class of sharable objects is very large; it includes low level objects such as processors as well as high level objects such as compilers and other general services. Sharable objects are managed in a logically centralized manner by a Resource Manager, and are assigned for a fixed period of time exclusively to the user who requests them. In this way, sharable objects are either public available or assigned to a specific user. An assigned sharable object cannot be used by other users. Complex sharable objects can be “built” from available simpler sharable objects.

fully Integrated: This kind of system is structured to appear to the user as a centralized system. Each host is functionally complete, and autonomy is extremely limited. The set of sharable objects is identical for every derived domain in the system. That is, object sharability is a system-wide property. Placement of structure is not constrained. Sharable objects may be replicated. Object control is done on the basis of some global state information. Examples are LOCUS and the Newcastle Connection. In both cases, a global file system provides a set of system-wide sharable files.

partially Integrated. These systems are in between client/server and fully integrated systems. Object sharability, as in the client-server model, is relative to a subset of derived domains and corresponds to a partial distribution of the services in the system. Unlike the client-server model, however, it is not possible to define a set of derived domains (and corresponding hosts) with the properties of one-directional orientation for associations as described above. This means that each host, unlike in the client-server model, can potentially act as a server and/or client, depending on the type of services the sharable objects on the host provide, and on the applications. Examples are Eden, with Ejects, and Xcode, with Virtual Nodes.

Hosts nature

This class distinguishes between LDS’s consisting of hosts with the same hardware and systems software (homogeneous), and LDS’s composed of hosts of different hardware or software (heterogeneous).
3.2.2. Sharable objects characteristic

The following classes characterize the nature and the type of sharable objects.

Object Mobility

This class characterizes sharable objects according to whether or not some of them are allowed to move after they have been created, that is, to change their placement.

**absolute mobility:** Objects may move from host to host at any time, even while performing operations (in the case of active objects) or being used (in case of passive objects).

**conditional mobility:** Objects must be quiescent in order to be moved. There must not be any ongoing operations being performed on them or by them. For example, Eden and Xcode objects (Eject and Virtual Nodes, respectively) can move, but only when they are not active.

**immobility:** Objects cannot move. Berkeley Unix, the V system and Cambridge are examples of systems in which objects are immobile.

Replicated objects

This class characterizes systems according to whether or not sharable objects have a multi-valued placement (i.e., location). Sharable objects may belong to more than one environment in order to increase their availability. This class distinguishes systems with and without some sort of sharable object replication by the attributes **yes** and **no**. When objects are replicated, the system has to enforce some degree of consistency among the different “copies”. The subclass consistency is used with the following attributes: **absolute** to indicate that the system ensures consistency of all object copies after every update of a copy, that is, the object update is accepted only after a commit point has been reached; **eventual** when consistency is not enforced soon after an object update, but is guaranteed to be achieved with an unpredictable delay.

An example of a system that does not manage replicated objects is Berkeley UNIX. As a consequence, no consistency is guaranteed for any object that the user has duplicated (e.g., files). LOCUS is an example of a system which manages replicated objects (i.e., files), with an absolute consistency, while Grapevine manages replicated objects with eventual consistency.

3.2.3. Object Control

These classes represent the ways in which objects are controlled. We consider structures composed of active and passive objects.

**Structures**

This class distinguishes the possible structures composed of groups of active and passive objects according to the placements of their objects:

**local** objects in a structure must have the same placement (i.e., location). Examples are Eden and Berkeley Unix.

**remote** objects in a structure may have different placements. Examples are Cambridge and LOCUS.

**Placement**
When a reference to an object is issued, the problem is how to find out the placement (i.e., the location) of the object on the basis of its name. Mobile objects usually make the placement more difficult, but placement problems exist also for immobile objects. This class has four non mutually exclusive attributes:

**none:** The placement information is provided in the name of the object. Examples are the V System and R*.

**broadcast:** If the placement of the destination is not known, then a broadcast query is sent to obtain the placement.

**local (cache):** The information is locally stored (for example cached) on each host, but without guarantee to be up to date in the case of object migration. An example is the Newcastle Connection.

**specialized server:** A specific active object (or a set of objects) performs the task of obtaining the object placement. All queries for object placement are performed by such an object. Examples are Grapevine and Clearinghouse.

*Conditional Operations Knowledge*

An active object may perform conditional expressions. This class identifies the kinds of state information that may be used in the predicates. In particular, the attributes **local** and **global** refer to whether the state information on which the predicate is based regards objects with the same placement (local) as the active object performing the conditional expression or not (global).

### 3.2.4. User control

The following class identifies the degree of object control available to a user (at the application level).

*Transparency*

**location transparency:** This attribute reflects the fact that the placement of a sharable object may be invisible to the user. That is, the name of the sharable object does not contain any information related to the object's location. Examples are LOCUS (for files), Xcode (for Virtual Nodes), Eden (for Ejects), and the Newcastle Connection (for files).

**control transparency:** The mapping (i.e., allocation) from sharable objects to hosts is hidden and/or not controllable by the user. Examples are LOCUS, and Newcastle Connection, where the user cannot modify the locations of the files on the hosts.

**execution transparency:** A user program can still run even if sharable objects moved (absolute or conditional). An example is Xcode, where a dynamic reconfiguration does not alter any distributed applications. Examples of systems that do not have any degree of transparency are Berkeley UNIX and Cambridge Resource Manager.
Table 1. Taxonomy of Systems Surveyed

<table>
<thead>
<tr>
<th>CLASS</th>
<th>LOCUS</th>
<th>Eden</th>
<th>Cambridge</th>
<th>V System</th>
<th>Berkeley</th>
<th>Xcode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distributed system</td>
<td>fully integrated</td>
<td>partially integrated</td>
<td>client/server</td>
<td>client/server</td>
<td>network</td>
<td>partially integrated</td>
</tr>
<tr>
<td>Host nature</td>
<td>hom.</td>
<td>hom.</td>
<td>heter.</td>
<td>hom.</td>
<td>hom.</td>
<td>hom.</td>
</tr>
<tr>
<td>Object mobility</td>
<td>conditional</td>
<td>conditional</td>
<td>immobile</td>
<td>immobile</td>
<td>immobile</td>
<td>conditional</td>
</tr>
<tr>
<td>Replicated object</td>
<td>yes/absolute consistency</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Structures</td>
<td>remote</td>
<td>local</td>
<td>remote</td>
<td>local</td>
<td>local</td>
<td>local</td>
</tr>
<tr>
<td>Placement</td>
<td>local</td>
<td>local/broadcast</td>
<td>specialized server</td>
<td>none</td>
<td>local</td>
<td>local/broadcast</td>
</tr>
<tr>
<td>Conditional operation</td>
<td>global</td>
<td>local</td>
<td>global</td>
<td>local</td>
<td>local</td>
<td>local</td>
</tr>
<tr>
<td>Transparency</td>
<td>location control execution</td>
<td>location</td>
<td>no</td>
<td>location</td>
<td>no</td>
<td>location execution</td>
</tr>
</tbody>
</table>

4. GLOBAL OBJECT MANAGEMENT: A PROPOSAL

In Section Two, we set up a model of object management. We used this model in our survey of a number of existing systems and in our taxonomy of object management in Section Three. In this section, we will use the results of the preceding sections to motivate our proposal of a global object management approach.

4.1. Approaches to Object Management

A local distributed system as defined in Section One is basically a group of hosts/workstations connected by a local internet. Using the terminology developed in Section Two, we consider the set of objects residing on a host as forming an environment. These objects can be classified into two types: those that are internal to the host, hence not accessible directly from other hosts, which we call non sharable objects, and those that can be invoked and used from outside the host, which we call sharable objects. For example, a page of main memory and a physical device are managed by the local memory manager and device controller, respectively, thus may be considered non sharable objects. On the other hand, files and print servers are examples of sharable objects. Sharable objects are usually constructed using non sharable objects. A file, for instance, is basically an ordered list of disk blocks. Similarly, a print server is a higher level abstraction of a printing device. From the view point of object management in a distributed system, we are mainly interested in the sharable objects because the management of non sharable objects concerns only the individual hosts, and has been studied extensively in centralized systems research. Based on this observation, we define the global state of an LDS to be the collection of the states of the sharable objects in the system. Object management in an LDS is then the decision making process that utilizes and manipulates the system state.
There are a number of approaches to the object management problem, as typified by the systems discussed in Section Three, but most of them can be characterized by a distributed scheme in which a number of managers are responsible for subsets of the sharable objects in the system, typically local, and provide them to the rest of the system. Consequently, the global system state is partitioned into disjoint parts and maintained at different locations. This is not desirable for resource sharing, because the current location of an object has to be known to the client who wants to invoke it. It is also virtually impossible in such systems to make resource allocation decisions based on system-wide resource utilizations. A number of measures have been taken to improve the situation. Local caches are employed to store information about remote objects, or the information is replicated on every host, or, if all these do not work out, broadcast is used to find the objects, thus incurring high costs. This situation can probably be best illustrated by considering some of the systems we already surveyed in the previous section.

**LOCUS:**

Its global file system is partitioned into file groups, each being managed by its Current Synchronization Site (CSS). All the file operations have to go through the CSS's so that synchronization can be enforced, and atomic transactions implemented. Mapping from a file name to the corresponding CSS is performed in the user host through a fully replicated table.

**Newcastle:**

Similar to LOCUS, a full-replication approach is used. Each host has a "mapping table" that is static and contains, for each non-local object, information for accessing it.

**Eden:**

A remote Eject is located in three steps: (1) a local cache is checked; if the Eject is not found, (2) a few places are checked according to the hint included in its capability, in the hope that the Eject or a forwarding pointer to it might be found; if still no luck, (3) a broadcast message is sent to find it /E3/.

**Xcode:**

All sharable objects are modeled by an active object type called Virtual Node, which is mobile. The locating of a remote Virtual Node is performed in two steps: (1) a local cache is checked; if not found, (2) a broadcast message is sent to find it. This resource location method of local cache plus broadcast is very similar to that used in Eden.

**R*:**

The name of the creation site of an object is used as part of the object's name, making the locating of its manager trivial. If the object has moved, and its creation site is not up, however, the users may not be able to access it, even though the host containing the object is available. To avoid using the complete object name every time, some name completion rules and a local synonym table (an aliasing mechanism) are used, but they still do not solve the above problem.

**V System:**

Object name resolution is performed in a distributed fashion, with the location of the initial manager being part of the object's System Wide Name.
It should be pointed out that the above design decisions may be reasonable for the particular systems, but they are clearly not satisfactory for a large scale, dynamically changing distributed system such as an LDS.

The problems with this “partition” scheme can be summarized as follows:

(1) Object availability depends on the local availability of its information, thus impeding resource sharing. Embedding the name or location of an object’s manager in its name or relying heavily on local caches makes object migration very difficult. Forwarding pointers may be used, but additional overhead and, even worse, additional points of failure are introduced, not to mention the garbage collection problem.

(2) If the object data is replicated, then we are faced with the classical problem of data consistency. This is aggravated by the large number of copies around (on the same order as the number of hosts in the system). This leads to the next problem.

(3) The system does not scale at all. Most of the systems above have at most several tens of hosts, but we predict that systems in the near future will be of larger scale, with many sharable objects of the same type available.

(4) Besides data replication, the object locating functionality is also replicated on every host. This has the disadvantages of being inefficient and complicating every host.

(5) Distribution of global state information makes it virtually infeasible to implement more sophisticated object selection and manipulation mechanisms in an attempt to better utilize the system resources. The loads of objects of the same type may vary greatly, some over-loaded, others under-utilized.

Considering the above shortcomings of the distributed management scheme, a question naturally comes to mind: why not use a logically centralized, global agent to manage the sharable objects? In other words, why not define a well-known service in an LDS that maintains and influences the states of the sharable objects and performs object location and selection operations upon clients’ requests?

Part of this idea is already present in the concept of a nameserver. A nameserver is a logically centralized binding agent that maintains object information (e.g. addresses) and performs the mapping from object name to its attributes on demand. However, since a nameserver is merely a passive data repository that serves object information without interpretation, it cannot make any decision, or initiate any operation. We propose to extend the nameserver model to a global manager that is capable of performing more complicated selection operations and of actively influencing the states of the sharable objects. More specifically, we define a global object manager (GOM) as a logically centralized agent in an LDS that maintains a database of sharable object information and coordinates between different parts of the system by issuing advice instead of commands. The concept of the GOM is motivated by the observation that many resource management and sharing decisions require the knowledge of global state information and hence are difficult, if not impossible, to make by individual hosts who usually view the system through a “window”. By defining a centralized agent, it is easier to keep reasonably up-to-date information there and to make such decisions, because now the objects only have to be registered with the GOM to make them sharable, instead of having to spread the information around, or being polled. The GOM also represents a form of economy of scale; instead of requiring each host to be able to
perform the object location operations, it can contact the GOM to receive such service, and the GOM can perform more sophisticated operations using global knowledge in an effort to increase the availability and utilization of the system resources. For instance, when a user has a big compute job that will take a long time to run on his/her local workstation, he or she may submit a description of the job to the GOM, which selects a suitable compute server for the job, taking into consideration its type and the loads on the servers. As another example, consider the print service in an LDS. There are usually a number of print servers providing different types of services (e.g., line, letter, laser, graphics, multi-color), and located at different places. A user may submit a print job to a printer and then regret the decision because that printer is heavily loaded. Instead, the user may specify the job requirements, like quality, location, delay, and the GOM may monitor the availability and loads of the print servers and help the users to make intelligent decisions.

It should be pointed out that a global management scheme becomes interesting only for reasonably large systems. For an environment consisting of a number of workstations, one file server and one print server, for example, the object management problem is trivial, since there is not much choice as to which object to use.

4.2. Considerations on the Design of a GOM

Several obvious problems have to be resolved in order for the GOM approach to be applicable to LDS's. First, the existence of a GOM threatens the autonomy of the individual objects and hosts. The GOM may potentially control the operation of the objects being managed, hence sacrificing local autonomy in a distributed system. Second, a GOM may become a central point of failure, and, since it plays such an important role in the system, such a failure would seriously impair the normal system operation. Related to this problem, a GOM is also a potential performance bottleneck. The last problem is that it is impossible for a GOM to maintain an exact copy of the distributed system's state, simply because the state is changing all the time and the GOM is physically separated from the objects. Although the four problems above are very serious, we believe that they can be avoided or alleviated. Below, we discuss a number of considerations on the design of a GOM that help solve these problems.

4.2.1. Object types

Since the GOM performs global management in an LDS, only the top-level objects should be considered, and a loose hierarchy of managers should be used. For example, although a file is a sharable object, it is not suitable for management by the GOM. Instead, we use file servers to manage the files, and use the GOM to manage the file servers. Different types of objects exhibit different needs for their management. While it seems desirable to use the GOM to schedule jobs for the large, dedicated compute servers, synchronization of the hosts' clocks should probably be performed in a distributed manner, without the participation of the GOM. In other words, it is unadvisable to put the management of every type of sharable object into the GOM, making it a monster that tries to do everything, but does nothing well. Some types of objects suitable for management by the GOM are file servers, compute servers, print servers, and user environments, which include users' mailboxes, personal information, and their global working environment.
4.2.2. Autonomy

The concept of a manager in a distributed system should be different from that in a centralized system. Since a centralized system, for instance, a single host, usually belongs to one organization, and is physically in one location, its managers are usually controllers for various types of objects. A process scheduler, for instance, manages the processes by allocating the processor to them. Not executing a decision made by the scheduler is considered a failure in a process or the processor. In contrast, since the objects in a distributed system often belong to separate groups or organizations, their interests may conflict, and hence local autonomy is desirable. A manager in this environment should act as a coordinator or mediator that tries to balance the needs of different parts of the system and to fully utilize the available resources, while honoring the autonomy of the individual parts. In particular, an object to be shared by clients on other hosts can be registered with the GOM by sending a "registration request" that includes a description of the object, such as its type, location, and capacity. Access control information may also be specified to restrict the availability of the object only to the intended clients. The GOM does not have the power to subject any object to its management. Only privacy, not autonomy, is potentially lost, because the object can still decide whether to accept an invocation. The advice given by the GOM is usually, but not necessarily, followed by the clients and by the objects. This is in contrast, for example, to the Cambridge Resource Manager, which has total control over the pool of processors and other types of resources.

4.2.3. Performance and Reliability

Regarding the performance and failure problems, we point out that the logical centralization of the GOM does not imply physical centralization. To achieve high reliability and availability, as well as reasonable performance, the GOM has to be implemented as a replicated system. There is a big difference between replication in the GOM and that in every host, because the degrees of the two replication methods usually differ by one or more orders of magnitude. Another way to alleviate the performance problem is to restrict the types of objects to be managed by the GOM, as already discussed earlier. In Section One, we pointed out that the scale of LDS's is limited because of the locality of communication and sharing. This limitation is important for a centralized scheme to deliver reasonable performance.

In principle, every request for an object managed by the GOM could be sent to the GOM, but this would entail terrible performance. Take the file name mapping as an example again. Suppose a user wants to open a file and the local host determines that the file is not stored locally. It may send a request "GetFileServer(FileName)" to the GOM to find out the name and location of the file server managing this file and then send the open request to it. In addition, it may cache the mapping from the file name to the file server so that next time the same file or a file in the same directory is to be opened, it does not have to ask the GOM. In case the file server's state changed, say its host crashed, or the server moved, the cache entry becomes invalid, and the GOM has to be contacted again to find an alternative server if the file is replicated, or the new location of the same server. Past experiences in systems design have shown repeatedly that caching can improve performance significantly.
4.2.4. System State

In principle, the object states are changing all the time, and therefore it is impossible for the GOM to maintain the state of the system. In practice, however, this problem can be eased by two factors. First, the GOM does not have to maintain the full version of the system state, but just the object information that will enable it to perform its management functions. For instance, the GOM does not need to know all the files being managed by a file server, but just the part or parts of the file space it manages. Second, it is not necessary for the GOM to keep an absolutely accurate copy of the system state. Some objects change their states slowly or only very infrequently. A file server is not likely to migrate now and then, and its host may not crash for days or even weeks. Even for those objects with quickly changing attributes, like the load of a compute server, an averaging operation over a period of time may be adequate to enable the GOM to make good decisions most of the time. In case the decision is wrong, the object may refuse the request from the user. For example, if a user is given a highly loaded compute server, the server may reject the user's compute job, and the user will try to find another compute server, probably by contacting the GOM later when it gets new load information from the compute servers. In other words, the GOM only provides hints, and it is the responsibility of the user to recover from errors.

4.3. GOM Organization

The structure of a GOM should meet the requirements discussed in the previous section. We study GOM organization along two lines: logical and physical.

4.3.1. Logical Structure

The logical structure, or the architecture, of a GOM should facilitate modular growth of the system. Specifically, the management algorithms of a particular object type should be easily modifiable without affecting other types. Moreover, as the system evolves, needs for managing new object types using the GOM may emerge, and should be accommodated gracefully. These requirements dictate that the architecture should be modular and in layers. The bottom layer of the GOM provides the functionalities of a nameserver, that is, an object database and a set of basic queries. The GOM is accessed through a common interface that routes a request to the object type-specific management module based on the type of the request. All the knowledge about a particular type of object and the corresponding algorithms are localized in the manager module, and hence are easily changeable. The manager modules access the object database through the well-defined internal nameserver interface. This structure also makes adding new object types easy; only a new management module needs to be added that uses the existing interfaces to the other parts of the GOM, while no part of the system has to be changed except that the new type has to be "announced" to the GOM interface.

4.3.2. Physical Structure

To make GOM service highly reliable and available, replication techniques have to be used. Classical studies of this problem provide us with the choices of multiple-copy redundancy, where several physical instances of the GOM maintain (almost) identical object database and provide identical services, the primary-secondary scheme, where updates are only accepted by the primary
GOM, and the active-standby model, where the functionality is physically centralized in the primary GOM that propagates the updates to the standby GOM in preparation of a failure. Increased performance and reliability have to be balanced against the increased amount of overhead spent maintaining consistency among several databases. The implementation choice has to be made on a system-by-system basis.

5. CONCLUSIONS

Resource management in distributed systems is both an interesting and a difficult problem. The research presented in this paper was prompted by our dissatisfaction with the existing approaches, and the recognition of the importance of the problem in distributed systems research. We identified the type of system we are interested in by defining Local Distributed Systems and their characteristics. A model of resource management was established and used in an overview of the approaches taken in a number of distributed systems. Based on that study, we proposed a new approach to the problem, the global object management. We feel that this approach offers a number of potential advantages over the existing ones, and may lead to a distributed systems design methodology that is conducive to extensive resource sharing. Potential problems with the approach were discussed, and possible solutions given. The structure of a Global Object Manager
was also briefly studied.

It should be pointed out that the results of this paper are qualitative and untested by system implementation experiences. Nonetheless, we feel that the idea presented pointed out a promising direction of research into the resource management problems. We plan to continue the work started with this paper. Modeling techniques will be used to verify the advantages postulated and explore appropriate structures for the GOM. More importantly, perhaps, we plan to implement an experimental system incorporating the global management approach. It is our hope that a combination of these techniques will provide us with quantitative arguments for global management, and reveal new areas of research.
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