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Abstract

In this work. modified duobinary partial response coding (PRC) for digital sub-
scriber loops (DSL) was studied and the design issues concerning algorithms and imple-
mentation of echo cancellation. equalization, and timing recovery were addressed. We
evaluated the performance of the modified duobinary system and showed that
modified duobinary PRC offers an desirable trade-off between system performance and

implementation complexity.

In addition, the timing jitter problem was studied. We showed that an interpola-
tion technique used in conjunction with modified duobinary coding can greatly relax
the the maximum allowable jitter in a digital subscriber loop system. This readily

facilitates the design of a digital phase-locked loop.

The performance of modified duobinary PRC in a'digital subscriber loop subsys-
tem with timing jitter was measured experimentally. The results were in good agree-

ment with computer simulations.
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CHAPTER 1

Introduction

1.1. Evolution of the integrated services digital networks

Two important developments in the telecommunications network in the recent years
are digital transmission and digital switching. Based on these two important develop-
ments, the idea of an integrated digital network (IDN) that integrates the functions of
transmission and switching arose[1]. Fig. 1.1 is the block diagram of the IDN. Incoming
voice signals are digitized using pulse-code modulation (PCM) and multiplexed using
time-division multiplexing (TDM). The intermediate time-division digital switches can
switch the individual signals without decoding them. Thus, the voice signals can travel a
long range using only a single digital encoding-decoding process near the ends of the con-
nection. In addition, due to time-division multiplexing, the system can accommodate digi-
tal signals of virtually any origin. Thus, digital data of various kinds can share the same
network with the voice signals. The situation is different for the analog network. in
which the incoming voice lines are modulated and frequency division multiplexed (FDM)
at the end office and sent out over an FDM line. At the intermediate switching centers of
an analog network, the incoming FDM carrier has to be demultiplexed and demodulated.
switched by a space-division switch. and multiplexed and modulated before being

retransmitted. This process results in noise accumulation as well as cost increase.

Despite all the progress in toll switching and trunking, local telephones are still send-
ing analog signals to the end office. where those analog signals are digitized and then digi-
tally transmitted. Thus, the next step towards a digital network is to extend the digital
capability to the local loop and provide a digital service to the end user. The consequences
of this extension w'fll not only enable end-to-end digital voicé transmission but also open

the door for a wide variety of digital data services. This leads to the idea of an integrated

Chap. 1. Introduction 1



Chap. 1. Introduction 2

services digital network (ISDN). Fig. 1.2 is a block diagram of the ISDN. The telephones
and data terminals are connected to the ISDN user interface. Through the digital sub-
scriber loop (DSL), the signals are digitally transmitted to the ISDN central office. where a
large number of ISDN subscriber loop signals are connected to the IDN. Thus, in addition
to accessing the circuit-switched networks, the users can access packet-switched networks

and a wide variety of services.

1.2. Digital subscriber loops

One of the most critical elements in the evolution toward ISDN is the digital sub-
scriber loop technology. For economic reasons, the DSL must be able to provide a high
data-rate, full-duplex, digital transmission over the conventional twisted pair. which was
used originally to transmit voice signals with a bandwidth up to 4 kHz. The preferred
capacity of the DSL encompasses two B channels and one D channel. The B channel is the
basic user channel. whose data rate is 64 kbps. It is mainly designed to carry one PCM-
encoded digital voice, although other uses of the B channel such as high-speed data or
low-scan video signal are possible. The D channel, with a data rate of 16 kbps. is used to
support a low-speed digital data transmission. The data rate required to carry 2B+D chan-
nels is 144 kbps. In addition to these channels, control signals are needed. This requires
that the data rate be higher than 144 kbps. One proposed bit rate is 160 kbps. where 16

Kbps control signals are inserted.

Two transmission schemes have been proposed to achieve full-duplex two-wire
transmission. These two schemes are (1) burst mode (Fig. 1.2.1.a). and (2) echo-
cancellation mode (Fig. 1.2.1.b) transmissions. In the burst mode DSL system. transmis-
sions in different directions are separated in time. Thus, blocks of bits (bursts) are sent
alternatively in each direction. Due to the propagation delay present in the line. a guard
time must be p.rovided between bursts; therefore, the line rate during bursts must be
higher than twice the data rate. The determinaiion of the number of bits per burst is a

compromise between two requirements. This number should be kept large to reduce the
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line rate while it should be small enough to avoid long signal delay, which is undesirable
for voice traffic. In the echo-cancellation mode transmission system, data flows simultane-
ously in both directions. A hybrid transformer is used to separate the transmitted signal
from the received signal and to perform the two-to-four wire conversion. Due to the
imperfect impedance matching of the hybrid transformer to the channel, there will be a
leakage of the near-end transmitted signal through the hybrid transformer to the near-end
receiver. This unwanted signal is called echo. An echo canceller is used to cancel this
unwanted echo. Since data can flow simultaneously in both directions, the line rate is the
same as the data rate. Consequently. this mode will offer better performance than the
burst mode transmission in the sense that either higher data rate or longer transmission
range can be achieved. The hardware complexity of the echo-cancellation mode system is
higher than that of the burst mode system mostly due to the complexity of the echo can-
celler. However, the fast development of integrated-circuit technology has rapidly
decreased the cost of the extra hardware, and LSI realization of the echo-cancellation mode
system has been proven to be feasible [2]. Thus the echo-cancellation scheme is now pre-

ferred over the burst mode transmission schemef2].

Two of the most important elements in the DSL technology are echo cancellation the
timing recovery. There has been extensive work devoted to these two topics[2. 3]. An
additional factor that critically affects the DSL performance is the choice of the line code.
This thesis starts witﬁ an overview of the DSL system (Chapter 2), where the system
impairments. design parameters, and individual system components are discussed. In
Chapters 3 and 4, a particular partial response code is proposed as the line code and the
system performance is evah;ated and compared with other systems using different line
codes. Chapter 5 gives a discussion on various timing recovery techniques. The timing
jitter problem is presented in chapter 6 accompanied by a proposed solution to this prob-

lem. A bread-board prototype system was built and the experimental results are also

presented.



CHAPTER 2

System Overview

In this chapter, various impairments affecting the performance of the digital sub-
scriber loop system are first discussed. Some design parameters are introduced. Section

2.2 describes the individual system components and some design techniques.

2.1. Impairments

The main sources of impairments in the context of a digital subscriber loop (DSL)

are white noise, crosstalk, echo, impulse noise and intersymbol inter ference.

2.1.1. White Noise

White noise is characterized by its broad and flat power spectrum. It is generally
not the dominant impairment. However, since the crosstalk signal to noise ratio is
independent of the transmitted signal power, the transmitted signal power is normally
kept small to reduce the interference to foreign systems. The reduction in the
transmitted signal power will cause an decrease in the white noise signal to noise ratio.

In such cases. white noise may become important.

2.1.2. Crosstalk

Crosstalk is one of the most significant limitations in the digital subscriber loops.
Its mechanism is primarily due to the capacitive coupling of the signal on one wire to
another. The amplitude distribution of crosstalk noise can be adequately modeled by a
Gaussian distribution when the number of crosstalk interferers is large. Its power

spectral density is not flat and is dependent on

Chap. 2. System Overview -6-
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(1) the power transfer function of the crosstalk coupling. and
(2) the transmitted signal power spectrum.

There are two kinds of crosstalk, near-end crosstalk (NEXT) and far-end
" crosstalk (FEXT). They are shown in Fig. 2.1.2.1. Notice that FEXT suffers the same
channel loss as the signal while NEXT does not. Therefore, in the situation where the
signals are traveling in both directions within the same cable, such as DSL. NEXT will

be the dominant interference compared with FEXT. Much study has been done[4] and

3
the results are that NEXT increases at a rate of 4.5 dB/octave ( f 2 ) while FEXT

increases by 6dB/octave ( f 2).

' .
p L : A
—Q‘—" { CABLE <
<1l R CABLE |----- <}

Foreign System

Figure 2.1.2.1. Near-end crosstalk (NEXT) and Far-end crosstalk (FEXT)
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In order to analyze the NEXT power, we first define the NEXT power transfer
function X,.,, :

3

z (2.12.1)

T

where X is an empirical constant. The power transfer function accounts for the

| Xpews 12 = Kl /

mechanism of the coupling between twisted pairs. The NEXT power is given by

3
Pocee = K [Sinp (f TX(f )IZ\RCV(f )12f 2df

3

- 2 4 (2.1.2.2)
Kfs"" IC(f)I f

where S, and S, are the spectrum of the input signal to the transmit filter and the

received signal spectrum respectively and

Srev = Sinp ITX(f )I2IC(f )IZIRCV (f )12 (2.1.2.3)

It is interesting to notice that the NEXT SNR is independent of the level of the
transmitted signal power because a change in the transmitted signal power level will
affect the received signal power equally as much as it affects the NEXT power. There-
fore, in DSL. the transmitted signal power can be reduced. with NEXT SNR unchanged.
to reduce radio frequency interference (RFI) to a point where the white noise is com-
parable with NEXT. It is also because of this reason that the white noise, normally

unimportant, should also be considered.

From (2.1.2.2) we see that the NEXT power is the integral of the received signal

3
power spectrum weighted by the function f 2/1C(f )I1? whose gain increases with

3
frequency at a rate higher than f 2 due 1o the low pass nature of the channel. There-

fore, to reduce the NEXT. one must design the system such that the received signal has
as little power at high frequencies as possible. Fig. 2.1.2.2 shows the received signal
spectrum and the NEXT spectrum of AMI system and the modified duobinary partial

response system. These line codes will be described in Chapter 3.
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2.1.3. Impulse noise

Impulse noise is characterized by infrequent high amplitude bursts of noise and is
generally evaluated by the number of events per unit time instead of its statistical dis-
tribution. It is mostly caused by central office switching transients and lightening.
When it occurs. the signal can be corrupted beyond recognition. However. the use of
an interleaved error correction code can prevent noise interruption in reception if an

accurate characterization of the noise is used in design of the error-correcting code.

2.14. Echo

Echo is the leakage of the near-end signal through the ﬁybrid transformer to the
near-end receiver. Fig. 2.1.4.1 shows the diagram of a hybrid transformer. If Z, is
matched to the channel impedance Z;. the receiver will be isolated from the
transmitter. However, the complete isolation of the receiver from the transmitter
requires that Z, be matched to the channel impedance Z; at all frequencies, which is
not possible. In practical situations, variations in cable impedances are strongest at
lower frequencies. thus the impedance matching is better at higher frequencies than at
lower frequencies. Consequently, a hybrid transformer normally provides better echo
attenuation at higher frequencies than at lower frequencies. This results in relatively
large echo power at low frequencies. which explains why echo pulses tend to have long
tails. An echo canceller is used to cancel this unwanted echo. The hybrid transformer
will normally provide about 10 dB loss. Therefore, the desired far-end signal to echo
noise ratio at the receiver is -30 dB for 40 dB channel attenuation. To provide 20 dB

signal to noise ratio (SNR). 50 dB echo cancellation is therefore required.

Since echo power is high at low frequencies, a high-pass filter can be added into
the echo path. This will improve signal to echo noise ratio if the 3dB frequency of the

high-pass filter is well chosen. In fact. a filter that minimizes the mean-square error
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can be found if the channel response is known. The improvement in signal to echo
noise ratio can reduce the requirements on the echo canceller. Furthermore. a high-pass
filter can also reduce the length of the echo path impulse response. This is beneficial
since the number of the echo canceller taps required depends directly on the length of

echo path impulse response.

Now we are going to derive the filter which minimizes the mean-square error.
This derivation follows [ S] closely. Let the system be formulated as shown in Fig.
2.1.4.2. The received signal, composed of the far-end signal, echo, and additive noise,

isr(e):

.'"""": n(t)
: EC .
—@=_* @ » |- u
Xq r(t)

Figure 2.1.4.2. System model for deriving minimum MSE filter.
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r(t) = zbkh(t "kT) + Zakg(t —kT) + n(t) (2_1.4.1)

& k
where h (¢ ) is the channel impulse response, g (¢ ), the echo impulse response. a . the
near-end transmitted data, b, , the far-end transmitted data. and n (¢ ). the additive

noise. Define

o = ?f (DR (kT =nd 7 (2.1.4.2)
g = 7f (Ng kT =7)d 7 (2.1.4.3)

where f (¢) is the impulse response of the optimum filter. Thus. p; and g, are the
sampled responses of the filter to the channel and echo path respectively. The output

sample of the filter x,, is:

X, = ;bk Pn—i t ;ak @ - + ?f (Dn(nT —Dd T (2.1.4.4)

The objective is to find f (7) which minimizes the mean-square error &
€ = El(x, —Aﬁld,,ﬁ,, - =b, )] (2.1.4.5)
i=
Here we have assumed that a decision feedback equalizer with coefficients { d. }is
used and Bk is the detected data symbol. Assume that 5,, -j = b, -j and a, b, . and
n (¢ ) are independent and zero-mean with
Ela,a;1= Elb,8,]1= 0%, _,
Thus. (2.1.4.5) becomes
-1

€=aq7 2 nli+ i
c=N

k = —co

2+ (1 —pgl + Xa.*
k

+1

N @ oo
+ ¥ @ —p 1+ [R) [fDf r—y)dndy (2.1.4.6)
ji=1 -oo -co
where R, (y) = E[n(Dn (7 + y)] is the autocorrelation function of the noise. The DFE
coefficients d; are chosen to be equal to p; to minimize €. Now, by the method of

variations, replace f (7) in (2.1.4.6) by f (7) + £5(7) and set
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%?Igg(): 0
We have:

0= 20;2{( -Zl + f )} 7:(1’)h(k7’—‘r)d'r

k==-0 k=N+1

-1 =po) [s(Dh(=Dd 7+ Ta: [s(MgGT —Dd 7
-co k —t0

+2 [R,(p [s(f r—y)andy (2.1.4.7)

This is true for all 5 (7). therefore, we have

0=gA( T + ¥ IpehGT =) =01 —poh (=7
k=N

+1

-

+ T qgkT =D} + fR,. (Wf (r=y)dy (2.1.4.8)
k -0
From (2.1.4.8), we can solve for f (7). This can be done by first taking the
Fourier transform of (2.1.4.8). dividing by S(w). the Fourier transform of R, (7). and
then taking the inverse Fourier transform:

f@)= a2 —( -Zl, + f iukT =t) + (1 —polu(—t)
L =

- k=N+1

=Yg v (kT —t)) (2.1.4.9)
&

where

u (t ) ﬁ -L me do
1 76w _;
t)= — Jud
v = 5 [ty 4o
Notice that u(—¢ ) and v (—z ) are the impulse responses of the matched filters matched
to channel and echo path respectively. Fig. 2.1.4.3 is the structure of the optimum

a

filter F (w). The two trangversal filters have transfer functions:
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He(w) /. T 1 ( z)
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Figure 2.1.4.3. Minimum MSE filter.

co
-k

Z ) 7%4

-1

T(z2)= g1 —po—Lp:z"" -
-c0 k=N+1
(2.1.4.10)

= 1=-P(z)+ i P‘-Z-k
k=1
TAz)= -2 X gz~ = .%0(2)
k

Since p;, and g, are responses of f (z) to the channel and echo path. to find P(z).

(2.1.4.11)

multiply (2.1.4.9) by h(mT ~t) and integrate from —co i0 co. Therefore

-1 0o
Pm = A =pow, =( X+ % Wi Wm — — 2.9k Ym -k} (2.1.4.12)
k=—m k=N+1 £

where
we = [u(@h(r+kT)d7 (2.1.4.13)
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Ve = 7\* (Dh(r+ kT T (2.1.4.14)

w, and y; are the responses of the two matched filters to k(¢ ) sampled at ¢ = &T.

Therefore w, and y, can also be expressed as

1 T IH)I% _jur
= .1.4.15
RO e aa (21415

= 1 7 H (0)G(w)
ORI T3 S d (7))

Similarly. multiplying (2.1.4.9) by g (mT" —7) and integrating, we have

Pl ) (2.1.4.16)

=1 oo
gm = 331 =po)0n =( T + X 2On i =X VYm -} (2.1.4.17)
k

k==c0 k=N+1

where
6, = 7u(1’)g(1+ kT) T (2.1.4.18)
= [vDg(r+T)r (2.1.4.19)

are the responses of the two matched filters to g(z ) sampled at¢ = kT and

_ 1 H'0)G "' (w) —jukT
6 = o S ey e e (2.1.4.20)

-o0

@ 2
W = _2.1_1; _'%_(("%_e-“" dw (2.1.4.21)

Taking the z-transform of (2.1.4.12) and (2.1.4.17), we get

PG = g1+ 3 pzt —PGIW() =Y () (2.1.4.22)
L =1

»
)=+ T pz7t =P(z))8(z) —Q(z)¥(z)} (2.1.4.23)
£=1 ‘
Solving (2.1.4.22) and (2.1.4.23) simultaneously and noticing that since y, = 0.

hence 8(z) = Y (z2),

A(z)

N
: P(z) = g2(1 + z~t A.
(z)= g% ‘;lpk )l T oA (2.1.4.24)
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Q)= a1+ sz: z7t) Y(z"1) (2.1.4.25)
b LB O a2 NU + 0,24 )
where
2 - -1
AG) = W) +ai(WE)Wz) =YY (™)) (2.1.4.26)

14+ 0,°¥(z)
To get p, and g, . We can take inverse z-transform of (2.1.4.25) and (2.1.4.26). But,

first we define i; to be the inverse z-transform of

0,24 (z)
————
1+0,%2A(z)
and j, be the inverse z-transform of
Y (z7h)
(1 + g ¥:z))(1 +0,°A(z))
then,
- N .
2o =ikt X Piin k- 1<n €N (2.1.4.27)
k=1
and
- A’ 3
@ = ie ¥ X Prin k- 1Sn SN (2.1.4.28)
k=1

From (2.1.4.27) and (2.1.4.28), we can solve for p, and g; .

It is impractical. however, to build an optimum filter since this requires the use
of matched filters. In addition, because the channel response changes from one system
to another, any design will only be optimum 1o a specific channel. However. we do
find that a high-pass filter with a well-chosen 3dB frequency improves the cancellation

of echoes.

2.1.5. Intersymbol Interference

For band-limited linear channels with frequency dependent attenuation and

?

delay. pulses are dispersed and span over several baud periods. and therefore interfere

with other pulses. This effect is known as intersymbol interference (ISI).
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Two commonly used measures of the amount of the ISI are:
(1) Mean-square ISI:

T th(kT)I?
£ %0 (2.1.5.1)
1R (0)12

where h (¢ ) is the effective impulse response and T is the baud period.

(2) Peak ISI, which relates to the worst-case intersymbol interference:

$ G (2.15.2)

k= —aok %0

One useful graphical representation of a data signal that allows immediate
evaluation of the amount of ISI is an eye diagram, which is closely related to the peak
ISI measure. An eye diagram is the superposition of all possible pulses with the length
of time axis equals a multiple of a baud period. The vertical eye opening for a 2-level

signal can be expressed analytically as:

eye opening = h(7) - ik lh(7+ kT)I (2.1.5.3)
| = =—co.k %0

where 7 is the observation instant. And for a k-level signal. it is given as:

eye opening = k() —(k =1) 5 1h(r+&T)I (2.1.5.4)

' = —ook 20

The eve opening can also be specified in terms of percentage., as shown in Fig.

2.1.5.1. It is given analytically as:

rD— § G+ ET)

% eye opening = il —:'k i (2.1.5.5)
h(D+ Y h(r+kT)I
k= —cok =0

One other important piece of information that can be obtained from an eye
diagram is the sensitivity of error probability of the system to timing jitter. This is
related to the horizontal eye opening. The wider the horizontal eye opening is. the

better immunity the system to the sampling phase and timing jitter will be.
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% eye opening = (%)100
Figure 2.1.5.1. Eye diagram.

The criterion for zero ISI is called the Nyquist criterion. It can be described as the

following: For no ISI, h (¢ ) should be such that

1 k=0
h(T) = 0 k=0
Then
gh (kT )¢ —kT) = &z) ' (2.1.5.6)

Let H (w) be the Fourier transform of h (¢ ). Therefore.

ITH@w+m2D =1 (2.1.5.7)
k
This is the N.yquist. criterion. The left hand side of Equation (2.1.5.7).

.;-,-ZH (w+ m%) is called the folded spectrum. If H (w) is band limited to less than
k
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two Nyquist bandwidths, i.e.. H(w)= 0 for Iw I?%. and has a linear phase

characteristic, then its amplitude response should have vestigial symmetry about the

Nyquist frequency. Also. in order that Equation (2.1.5.7) be satisfied. the bandwidth

of H(w ) must be greater or equal to ; One set of filters that satisfy the Nyquist cri-

terion are the raised-cosine filters. The frequency responses of these filters are given

by:
T 0<If 1€(1 —B)/2T
7T (f —x
H(f)= | 3|t -sin —Bi (1 -7 <1f 1< + gy 18)
0 elsewhere

where 8 is called the roll-off parameter, or the excess bandwidth. Their corresponding

impulse responses are given by the expression:

prrt

sin ——COS —

h(e) =
| 482t2 (2.1.5.9)

Fig. 2.1.5.2 is the frequency and impulse responses of raised-cosine filters with

different excess band widths.

For B equals 0, H (f ) becomes

< T
_ TosIfisy (2.1.5.10)
H(f)= 0 elsewhere

This is the minimum bandwidth required to achieve zero ISI. The corresponding
impulse response is:

. T
SIN —

h(t)= (2.1.5.11)

v
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This filter, having a brick-wall response, is not physically realizable. In addition,
it suffers a practical limitation that it doesn’t have any horizontal eye opening. This

can be seen by examining the peak ISI:

5 rGT +9) (2.1.5.12)

k= —cok #0

peak ISI
|
|
|

k= kw0l T |
| T(kT+8) |

|
lsin -;-,r-(kT + 8)

T . Ty @ 1
2 ;sm( TS)k g lk—T—T-g

Since the series { '}Ez_’l_-}-'s' } decreases as % the infinite sum diverges. Thus, even in

the absence of noise. the ISI will corrupt the signal so that correct detection is not pos-

sible for any sampling phase other than 8 = 0.

In practical designs. excess bandwidth is required. The larger the excess
bandwidth is, the wider the horizontal eye opening will be. Fig. 2.1.5.3 shows the
impulse responses and eye diagrams of the AMI system with various excess
bandwidth. It is clear that as the excess bandwidth increases, the impulse response
decays more rapidly. and therefore results in less ISI. Two factors must be considered
to determine the amount of excess bandwidth required for a particular system.
Firstly. the amount of excess bandwidth will affect the design of the timing recovery.
It is clear that the timing recovery is more critical for narrow horizontal eye openings
than for wide openings. The excess bandwidth has to be large enough to give a
sufficiently wide horizontal eye opening such that for a given timing recovery tech-
nique. a given steady-state sampling phase that may not be at the maxima of the eye.
and a given timing jitter variance, the system can achieve the required performance in
error probability. Conversely. for a given excess bandwidth. the sampling phase has to

fall within a certain range to achieve the required SNR. This gives the restriction to the

"
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steady-state sampling phase as well as the maximum allowable timing jitter.

A second factor that has to be considered is the noise penetration. Wider excess
bandwidth generally implies more noise penetration into the system. Recall that the
NEXT. one of the dominant impairments, has a power spectrum increasing rapidly as
frequency increases. The increase in the excess bandwidth thus increases the noise
power rapidly.

Up to this point, we have concentrated on the design of systems which give zero
ISI. If we allow a controlled amount of ISI. a whole new class of signalings will arise.
This extra degree of freedom will be useful in designing more efficient systems while
this controlled ISI can still be removed eventually. This new class of signaling is

called partial response signaling and will be discussed in chap. 3.

2.2. System Description

In this section. the various system components will be discussed. Some design

considerations are also presented.

The block diagram of the system is shown in Fig. 2.2.1. The important com-
ponents are the line coder, the pulse former, the transmit filter, the receive filter and
the equalizer, the echo canceller, and the timing recovery circuit. Timing recovery will

be treated in chapter 5.

2.2.1. Line Coding and Pulse Shaping

Line coding is the mapping between data bits and pulses on the line. Line coding
plays an important role in data transmission system. In the DSL environment, the
choice of a line code involves a tradeoff among spectral properties, crosstalk perfor-
mance, information-bearihg capability, synchronization (timing inf ormatiop). and real-

ization complexity. In addition to the factors mentioned above. one particularly
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Pulse ™
SCRB —-il PCDR | CDR =
Former| filter
.
EC
HB
:l \ RCV
Equalizer ®'+ VX e
filter

Timing

recovery

SCRB:scrambler. PCDR:precoder, CDR:coder. EC:echo canceller.
Figure 2.2.1. Block diagram of the subscriber end of DSL.

important issue is the effect of the line code on the length of the echo path impulse

response. This effect is critical because the length of the echo path impulse response

determines the size of the echo canceller. which is a critical part in the DSL system.

Fig. 2.2.1.1 shows some of the line codes and pulse shapes.

2.2.1.1. Spectrum shaping

The first spectral property required is a zero at DC because no DC transmission

through hybrid transformers is possible. This requirement can be fulfilled by either

line coding or pulse shaping technigues. For example, in biphase coding. where a one

bit is transmitted as a 50% duty-cycle positive pulse followed immediately by a 50%

duty-cycle negative pulse, and a zero bit is transmitted as the negative of a one bit.
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Figure 2.2.1.1 Examples of line coding and pulse shaping.
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zero DC is guaranteed by pulse shaping. Some other codes suppress DC component by
a coding technique. For example. AMI, a commonly used line code. is a three-level
code. Pulses to be transmitted are modulated by 1, O, or -1. A zero bit is transmitted
as a zero pulse, while a one bit is transmitted alternately as a positive pulse and a
negative pulse. The alternating positive and negative pulses suppress the DC com-
ponent. In fact, AMI can be considered as a precoded partial response code with sys-
tem polynomial (1 —D ), where D represents a baud-period delay. This (1 —D) fac-
tor, whose frequency response is periodic in magnitude with period f,. inserts a zero
at DC. MDB. a class IV partial response code whose system polynomial is
(1-D¥»= (1 +D)X1-D). gives a zero at DC also due to the (1 —D) factor.
MMS43, a particular 4B3T block code. guarantees zero DC by monitoring the running

digit sum (RDS) [6]. Zero DC is ensured by keeping the RDS bounded.

The second spectral property desired is small signal power at high frequencies.
There are two major reasons behind this. Firstly. the transmission attenuation at high
frequencies is more severe than at low frequencies: consequently. more equalization is
needed for a system with more signal power at high frequencies. Secondly, crosstalk
interference between neighboring pairs increases dramatically at high frequencies. In
order to have small crosstalk power, the signal must have small power at high fre-
quencies (See Fig. 2.1.2.2). It is obvious that those codes having small power at high
frequencies end up with small near-end-crosstalk power. The reduction in signal
power at high frequencies can normally be achieved by the line code. For example.
MDB achieves this because of the (1 + D) factor in its system polynomial. vSome
block codes control their high frequency power by controlling the running alternating
sum (RAS). In fact. keeping the RAS bounded gives a zero at half the baud rate. In
addition to this, block codes can normally make better use of the three-level signaling
than those codes like AMI and MDB. For example, 4B3T codes. which map four binary

bits into three ternary symbols. reduce the baud rate by a factor of 0.75 relative to
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AML, if the framing issue is ignored. Consequently, the high frequency component is

reduced.

2.2.1.2. Timing information

Depending on the timing recovery technique used, different line coding or pulse
shaping techniques will be preferable. For example, biphase coding, which has a zero
crossing in every baud period, contains much timing information and is particularly
well suited for those timing recovery techniques such as the zero-crossing method.
Some timing recovery techniques, such as the spectral-line method and the generalized
wave-difference method using a square-law nonlinear device, rely on the power at
around half the baud rate and require large enough excess bandwidth to perform tim-
ing recovery. In such cases, a zero at the Nyquist frequency is not desirable and excess
bandwidth is required. However, the same technique can be used for minimum
bandwidth systems if higher-order nonlinear devices are used. On the other hand,
minimum excess bandwidth is intuitively beneficial for the class of baud-rate sampling
timing recovery techniques since little aliasing distortion is introduced. For example.
in the least mean-square timing recovery technique proposed by Qureshi, the accuracy
of representing the derivative of the signal at the sampling instant by baud-spaced
sampling points relies on the fact that the signal waveform can be uniquely deter-
mined by baud-spaced points. The excess bandwidth in this case will contribute alias-
ing distortion and thus introduce error in the estimation of the signal derivative.
Therefore those systems that are realizable under zero excess bandwidth. such as MDB,

are intuitively more advantageous in this case.

2.2.1.3. Realization complexity

The complexity of the coder of the block codes is generally higher than that of

other codes. It will be shown in later chapter that the complexity of the MDB coder is
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essentially the same as that of AMI coder. In fact. MDB also offers some desirable
alternatives and gives good trade-off between the complexity and system performance.
The complexity issue is particularly important in DSL system since the feasibility of
the integrated circuit realization of the system is of great concern. Length of echo path

impulse response.

2.2.1.4. Length of echo path impulse response

Since the echo canceller is one of the most complicated parts in the DSL. the
length of the echo path impulse response. which determines the number of echo can-
celler taps required, has a major influence on the overall system complexity. In gen-
eral, those codes with self equalization characteristics tend to cancel the long tails due
to the self equalization and thus give shorter impulse response. For example, AMI code
(1 =D) will have impulse response shorter than MDB, (1 —D?), since the self equali-
zation of the (1 —D) is more effective that of the (1 ~D?2). Fig. 2.2.1.2 shows the echo
path impulse response and frequency response of AMI and MDB systems for a 18kf,
gauge AWG24 cable with the balancing impedance of the hybrid transformer adjusted
to match the channel impedance at f = f,. In fact. as discussed in section 2.1.4, the
length of echo path impulse response can also be changed if a high pass filter is inserted

into the echo path.

2.2.2. Filtering and Equalization

The transmit and receive filters are designed to minimize the ISI and the noise
(white noise and crosstalk noise) penetration. Let us assume, for the time being, that
the transmission line has an ideal. frequency-independent amplitude response. Then
the ISI can be minimized by designing filters satisfying the Nyquist criterion. For
example. the filters can be designed to approximate the raised-cosine filter response.

Once the overall filter response is determined, one has to partition it between the
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transmitter and the receiver. The partitioning will not affect the crosstalk SNR since
both the signal and the crosstalk noise go through the transmit and the receive filters
and therefore depends only on the overall filter response. If we assume that the chan-
nel is ideal, the white noise SNR will be optimized if the filter response is split equally
between the transmitter and the receiver since the receiver will become the matched
filter in such a case. Therefore, a straightforward implementation is to partition the

overall response equally between the transmitter and the receiver.

Another approach to the filter design is to find the filter whose response minim-
izes the mean-square ISI measured in the time domain directly. as opposed to matching

the filter response in the frequency domain. This approach is shown in [7, 8].

As mentioned before, an ideal channel response is assumed in designing the filter
response. However, the channel response in a data transmission system is not flat and
varies from line to line. In addition, the responses are normally time varying. There-
fore the filters are generally designed for a particular compromised response. The
departure of any particular channel response from the compromised one will have to
be compensated for by some equalization scheme that can adaptively adjust for the

characteristics of various channels.

The frequency response of wire channels in general is dominated by the skin
effect. Because of the skin effect, high frequency current tends to flow only in the outer
portion of the conductor. This results in an increase in the impedance as frequency
increases. The frequency response can roughly be described by:

C(f)=C(0) e«V7 (222.1)
where ! is the length of the cable. C(0) is the DC response of the cable and a is an
empirical constant. This corresponds to an attenuation in dBs proportional to the
square-root of frequency. Fig. 2.2.2.1 shows the response of a 5 km gauge AWG24

cable.

n
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Figure 2.2.2.1. Frequency response of a 5 km gauge AWG24 cable.

Knowing the dominant attenuation factor, a coarse equalization scheme that com-
pensates for the channel attenuation is the V[ equalization. This can be a fixed equal-
izer whose dB response increases proportional to the square root of frequency. How-
ever. the attenuation of the cable depends on its length, and the length of thé'cable
varies in the subscriber loop systems. A purely fixed square-root equalizer alone cannot
do the job. One solution is to combine the v equalizer with awtomatic line build out
(ALBO). This is shown in Fig. 2.2.2.2. In this scheme. the Vf equalizer is designed to
equalize the longest line and ALBO is used to compensate for the difference in the line
length from the longest line by adjusting the pole locations of a single-pole low-pass
filter. In other words, ALBO is adjusted so that the response of the cascade of the cable

with ALBO is approximately equal to the response of the longest line. Since the
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Figure 2.2.2.2. ALBO and Vf equalizer.

received pulse is spread out and its peak value decreases as the cable length increases.

the pole location can be adjusted according to the output of a peak detector.

However, the above equalization ( v/ and ALBO) only gives a coarse compensa-
tion of the channel response. In addition to that. the cable attenuation also changes
with temperature and is heavily affected by bridge taps (BT), open-ended wire pairs
attached to the main subscriber loops. The existence of the BT normally affects the
trailing part of the impulse response. In fact. the resultant time response is the super-
position of the original BT-free pulse with a delayed amplitude-attenuated pulse
reflected from the open end of the BT. Fig. 2.2.2.3.a is the time responses of a 3.48km.
gauge AWG24, BT-free .pulse and the response of the same length, but with 1.579km

BT attached cable. In the frequency domain, BT causes dips in the frequency response
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Figure 2.2.2.3.b Frequency responses of 5.48km, gauge AWG24 cable with or without BT.
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at certain frequencies. The frequencies affected are determined by the length as well as
the location of the BT. Fig. 2.2.2.3.b shows the response of a 5.48km, gauge AWG24

cable and the response of the same cable with two BTs.

More sophisticated and effective equalization schemes are needed in general. Two
commonly used adaptive equalization techniques are linear equalization (LE) and

decision-feedback equalization (DFE).

A linear equalizer compensates for the nonideal channel response linearly. A
block diagram of a linear equalizer is shown in Fig. 2.2.2.4 where T represents one

baud-period delay. The output y, of the LE given the input sequence { x, } is

€1 CN -1 —'®

Z

v

N -1 )
Yn = chxn—k
k=0

Figure 2.2.2.4. Linear equalizer.
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N -1
Yo = ‘Zock Xp -t (2.22.2)
and its transfer function is:
N -1
Clw= T ce Il (2.2.2.3)
k=0
. . . . 2™
Its response is periodic with period -

Note that since the input x, is an analog signal (or quantized analog signal). there
are multiplications involved in performing the convolutions (ch Xp —& )- The number
of multiplications reqﬁired per baud interval is equal to the number of linear equalizer
taps. Since multipliers are expensive in terms of hardware implementation cost. it is

undesirable to use a LE with many taps.

Another disadvantage of the LE is the noise enhancement problem. Since the LE
compensates for the channel response linearly by having large gain at those frequencies
where the channel attenuation is severe, it therefore amplifies the noise. This problem
is worse if the channel has a deep in-band value which requires large amplification.

This undesired property can be avoided if nonlinear equalizers are used.

The optimum equalizer coefficients can be determined if the channel response is
known. We will derive the optimum coefficients in the following subsections. How-
ever, the channel response is not known in general and is normally time varying. In
such case. the coefficients can be obtained adaptively. For example, in one commonly
used adaptive algorithm. the stochastic gradient algorithm, the coefficients are adjusted
according to the equation:

Ca+D= G 4 Be X, (2.2.2.4)

where C" is the coefficient vector at time n:

€™ = {ch -+ cf )
B is the step size of adaptation, X, is the received signal vector:
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-

X, =x, - %, -~ +1

and e, is the adaptation error:

-~

N -1
€ = Yo = L 8@ —k (2:2.2.5)
k=0
and a is the estimated data. g; is the desired response. For ordinary transmission.

g = Oforany k& = 0.

The derivation of the optimum filter coefficients of the linear receiver and the
receiver with DFE for minimizing the ISI and the additive Gaussian noise can be found
in the literature[9, 10, 11]. Although there are many techniques for reducing the ISI,
one common point for all of them is that they start with a filter matched to & (¢ ). the

overall impulse response seen at the input of the receiver, followed by a sampler
operating at the baud rate -;,- This is shown in Fig. 2.2.2.5.a. Although this matched
filter is optimum only for white noise environment, colored noise, such as the crosstalk

interference, can be similarly treated as shown in Fig. 2.2.2.5.b. The ﬁa filtering

whitens the colored noise, and the response of the matched filter, now matching to the

Hw) .| Hw | _ H () . .
response TN (@) is TN (o) 7N @) where H' (w) denotes the complex conju

gate of H (w). Thus. without loss of generality. we can concentrate on the white noise

environment.

The samples at the output of the sampler form a set of sufficient statistics for the
estimation of data sequence. Different techniques would differ in the subsequent pro-
cessing method for estimating the data sequence. First, we look at the optimum linear

equalization.
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Figure 2.2.2.5.a. Matched filter for white noise.
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Figure 2.2.2.5.b. Matched filter for colored noise.
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2.2.2.1. Optimum linear equalizer

Fig. 2.2.2.1.1 is the block diagram of the optimum linear receiver where H' (w) is

the matched filter and

NA
Ciz)= X cz™" (2.2.2.1.1)

n=0

is the response of the linear equalizer with z = e/ . There are two different criteria

for determining the coefficients of the linear equalizer. They are:
(1) Zero forcing (peak distortion) and
(2) Mean-square-error criterion.

The objective of the zero-forcing criterion is to choose the coefficients such that
the peak ISI distortion is minimized. A natural choice is to satisfy Nyquist criterion.

Let r. be the kth sample of the sampled impulse response:

r= [R(Dh(r—kT)d7 (2.2.2.1.2)
and |
RG)= i rez (2.2.2.1.3)

Thus. R(z)!, _ ,,.r is the frequency response looking at the output of the sampler

and is equal to the folded spectrum of h(z )*h (—z) where * represents convolution.

Since the frequence response of & (¢ *h (—t ) is H (w)H " (0) = 1H (w)12, we have

2
R(e/¥) = .});,ny(w +k ZTZ)l (2.2.2.1.4)

In order to satisfy the Nyquist criterion, the folded spectrum after the linear

egualizer should equal 1, i.e.:

R(:zX(z)=1

==> C(z) = ?11?7 (2.2.2.1.5)
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The resultant system is shown in Fig. 2.2.2.1.2. As shown in this figure, the
impulse response after the matched filter is symmetrical with respect to its peak. and

becomes ISI free after the linear equalizer.

Although the choice of C(z) completely eliminates the IS, it also enhances the

noise. This is because the choice of C(z) is to equalize the overall response. i.e.,

jaly = 1

_ T
T IH(w+k ZTI)P (2.2.2.1.6)
k

And the power spectrum of the filtered white noise is now proportional to:

1

4
TIH@+E 2T
k T

Thus, any dip in H (w) will enhance noise.

Another criterion in determining the coefficients is the mean-square error criterion.

In this criterion, the coefficients are adjusted to minimize the mean-square error.

In Fig. 2.2.2.1.3, let C(z) be the linear equalizer with the mean square-error cri-

terion. The error at the kth sample is e :

e = a; —Yx (2.2.2.1.7)

where a is the decision and y is the input signal to the slicer:

Ve = )L €iXi—j (2.2.2.1.8)

j ==

and

x, = Yrja —; +n} (2.2.2.1.9)

r; . as defined in Equation (2.2.2.1.2). is overall sampled impulse response before the

linear equalizer and N
LY

n’s = [n(Dh (r—kT)d T (2.2.2.1.10)

is the noise at the input to the linear equalizer. If we assume there is no decision error.
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Figure 2.2.2.1.1. Optimum linear receiver.
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R(e’<) Tng(w+kT)l

Figure 2.2.2.1.2. Optimum zero-forcing linear receiver.
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R+ X2
S
Figure 2.2.2.1.3. Minimum MSE linear equalizer.
i.e..a, = a,then Equation (2.2.2.1.7) becomes
e = a —Y (2.2.2.1.11)
By the orthogonality principle,
. Elesx 1= 0 =0 <! < 0 (2.2.2.1.12)
==>El(a; —Z¢;x -z «11= 0 (2.2.2.1.13)
i
==> 3¢ Elxy —jx¢ 1= Elay 2, -] (222.1.14)

j
To evaluate the moments in (2.2.2.1.14), we use r; in (2.2.2.1.9). Thus

Elx, —-j X ~1= E[(Zriak -j-i t n'k —-j )(Z"mak -t -m t nlk )]

m
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= SYrmrm+t—j + NoTj - (2.2.2.1.15)

m

where S = Ela,%)and N, = E[n%()). and

E[dk Xk _1] =8Sro (2.2.2.1.16)
By substitute (2.2.2.1.15) and (2.2.2.1.16) into (2.2.2.1.14) and taking the z transform

of both sides, we obtain

CEARGEIRG™ + "; RG] = R(z) (222.1.17)
Therefore, we have
)= 1 N, (2.2.2.1.18)
R(z)+ = 221

It is interesting to compare (2.2.2.1.18) with (2.2.2.1.5). The only difference

N,
between these two criteria is the presence of the T"- term in the denominator of Equa-

N,
tion (2.2.2.18). When the noise is small compared with signal. i.e., —;--'0. the

coefficients given by the MSL criterion are close to those given by the peak distortion
criterion. In fact. when the noise is small, the only error to be minimized is ISL
Therefore. it makes sense that the criterion minimizing the peak ISI distortion gives the

same results as the one minimizing the mean-square error.

2.2.2.2. Slightly nonlinear receiver - DFE

Another equalization scheme is called decision feedback egualization (DFE). It is

shown in Fig. 2.2.2.2.1. Based on the past estimations of the transmitted data. the

N - co
predicted ISI = 3 d,a, -, is subtracted from the received signal 3 hi@p -

k=1 L = —c0
This presumably ISI-reduced signal is then passed through the slicer to recover the
transmitted data. Several points are worth mentioning here. Since the prediction of

the ISI is based on the past decisions. the DFE is effective only in eliminating post-
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dean -k

Figure 2.2.2.2.1. Decision feedback equalizer.

cursor ISI and cannot reduce the precursor ISI. Secondly. the signal a, in the tapped
delay line belongs either to the set {1,-1} or {1.0.-1}. Thus no multiplication is needed
in computing the predicted ISI } d; a, —;. This is important when we compare this
scheme with that of the LE where one multiplication per tap is required. Therefore.
the DFE is particularly suitable for modern VLSI implementation. Also note that the
signal fed to the tapped delay line of the DFE is the output of the slicer. a nonlinear
device. This scheme is therefore a nonlinear equalization scheme. Because of this non-
linearity. the input to the tapped delay line (the recovered far-end data symbols) is
noise free if no prediction error is made. Therefore, noise is not being fed back and

thus the DFE does not have any filtering effect on the additive white noise. Conse-

quently. there is no noise enhancement. as opposed to the LE case where noise enhance-
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ment is one of the major concerns.

The optimum DFE receiver is shown in Fig. 2.2.2.2.2. As in the LE case. the
received signal is prefiltered by the matched filter and then sampled at the period I'. A
forward equalizer is placed before the DFE to manipulate the overall sampled impulse
response such that the response at the output of the forward equalizer becomes pre-

cursor ISI free. The remaining post-cursor ISI can be completely removed by the DFE.

The DFE scheme has smaller noise enhancement than the LE scheme. This fact
can be explained heuristically by examining the DFE scheme in two parts. First. note
that the response after the forward equalizer is spread out in time and corresponds to a

narrow frequency bandwidth. The narrow bandwidth associated with the front end

n(t)

t=
| x__’i Forward
Equalizer
DFE
a1 | | 1 |

Figure 2.2.2.2.2. Optimum DFE receiver.
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of the DFE scheme allows less noise penetration than the wide bandwidth (and narrow
time response) associated with the entire LE scheme. Second. as explained before, the
remaining portion of the DFE scheme has no noise enhancement due to its nonlinear
characteristics. Thus the overall noise enhancement of the DFE scheme is smaller than

that of the LE scheme.

As in the LE case, there are two alternative criteria. zero forcing and mean-
square-error, for determining the coefficients of the decision feedback equalizer. We
now derive the optimum DFE receiver for the zero forcing criterion. Fig. 2.2.2.2.3
again shows the optimum zero-forcing linear receiver, which completely eliminates ISI.
Notice however that the noise at the slicer input is not white. Thus, by exploiting the
correlation of the noise, we can reduce the noise variance by estimating the future noise
based on the knowledge of the past noise samples. This is shown in Fig. 22224
where the decision a; is fed back and subtracted from the signal a; + n'y. The result
n'. . assuming no decision error (a; = a;). is fed to a strictly causal but infinite-tap
predictor P(z):

P(z)= f PiZ—i
i=1
The predicted noise sample is then subtracted from the signal to give a result
a; +n’;. Since the number of taps of the predictor is infinite, the resultant noise
sample n” is white. Fig. 2.2.2.2.4 can be rearranged into Fig. 2.2.2.2.5. To determine

P(z). we use the fact that n” is white:

5. (z)(1 =Pz )1 =P(z"D) = §,-

n

= constant (22.2.2.1)

where S (z) is the spectrum of the noise n'and S, - is the spectrum of n". Also

- 1 1
5= SOy ren
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n(t)
1
Slicer [~
R(z)
Figure 2.2.2.2.3. Optimum zero-forcing linear receiver.
n(t)
: ! a, + n,
a H(w) -
e —{ o | =

. a, + ny ag = ag

ay + ny j’Q 4 Slicer >
ng

Qe

Figure 2.2.2.2.4. Optimum zero-forcing DFE receiver.
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n(t)

ak"'nk'

' '
a, +ng 1-P(z) : —’| Slicer —
Forward : '
Equalizer : :
' P(Z) :
DFE
Figure 2.2.2.2.5. Optimum zero-forcing DFE receiver.
_ N 1 1
) R(z)R(z) R(z7H
N,
== RNz (222222)
Sincer, = r_.thus, R(z) = R(z7!). we have
S = A; R7Yz) (2.2.2.2.3)
Substituting (2.2.2.2.3) into (2.2.2.2.1). we have
(1=P()N(1 =P = R(z) (22.2.2.4)

Since R(z) = R(z~!), R(z) will have poles 31- <. pL if py.- - - .py are poles of
1 N

R(z). Therefore

R(Z)z E rjz"'"

j ==
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=(1-% pz -3 pz') (222.2.5)
=1 i=1

and P(z) is chosen to be strictly causal:

P(z)= } pjz~ (2.2.2.2.6)
i=1

Thus. Fig. 2.2.2.2.5 now becomes Fig. 2.2.2.2.6. Notice that the forward equalizer

T_Pl(z_"T is strictly anticausal. This agrees with the previous presumption that the

purpose of the forward equalizer is to remove the precursor ISI. Also important is the
fact that the cascading of the matched filter and the forward filter is equivalent to an
all-pass filter (in the sampled-data domain). This is justified if we recall that the pur-

pose of the filters preceding DFE is to eliminate the precursor ISI without excessive

n(t)

qy —3 H(w)

- s M e e e Ee GG ®Em-----

1 -~
ﬁ' Slicer —P 8y

Figure 2.2.2.2.6. Optimum zero-forcing DFE receiver.
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noise enhancement. This can be achieved by an all-pass filter with the desired phase

response. The minimum noise variance of this scheme is given by:

do (2.2.2.2.7)

”
T
exp 2 f R(J

2.2.2.3. Practical DFE receiver

In the previous sections, we focused on the discussion of the optimum LE and
DFE schemes. Since an infinite number of taps are required and matched filters are
used in these schemes, they are not practical for implementation. In this section, we
look at a more practical DFE receiver where the number of taps is finite and a low pass
filter is used in place of the matched filter. A detailed discussion can be found in [12]
Let the system be as shown in Fig 2.2.2.2.7. In this system, let the sampled impulse
response after the low-pass filter be { x(k), ¥ = 0,1, - - .M. }. A M-tap decision
feedback equalizer will be needed to eliminate the ISI. However, if the decision feed-
back equalizer is used solely without a forward equalizer, it will define the first sam-
ple. i.e.. x(0). as the main lobe and treat those other samples x(k), k = 1.2,--- .M,
as post-cursor ISI and eliminate them. This results in large SNR loss since the first
sample is normally small because the main lobe is normallS' preceded by some small-
magnitude precursor samples. To overcome this problem. the DFE is preceded by a
forward equalizer. Let the number of taps of the forward equalizer be N + 1. The
sampled response at the output of the forward equalizer should be composed of
M + N + 1 samples in general ((M +1)-sample response convolves with (N +1)-tap
equalizer). However. we expect the first N points to be zero and the (N + 1)th sam-
ple to be one (or whatever the desired "1" level is) for an ideal system without noise

added, if the equalizers function as desired. This is indeed_the case as we will see later.
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+« Channel

A

Figure 2.2.2.2.7. Practical DFE receiver.

Let the transmitted data be a(j) and the sample at the output of sampler be

r(j

M ,
r(j)= X a(j=i)xG)+n(j) (2.2.2.2.8)
i=0
where n'(j) is the sample of the additive noise at the output of the low-pass filter at

time jT. The input to the decision slicer a”(j) is:

()= P et +N =)= F daG 1) (22229)
1

k=0 =
where ¢ (k) is the coefficient of the forward equalizer and d (1) is the coefficient of the
DFE. The error e(j) is given by:
e(j) & .a7€j)—a(j) (2.2.2.2.10)

The tap values are chosen to minimize the mean-square error E[e?(j)]:
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Ele*(j) = Ella™(j) =a(j)}?]

= E[{ f‘, clk)(j +N =k)

k=0

— 3 @G =) =a (M2

(=1
Therefore, ¢(n ) and d (m ) have to satisfy

aE[ez(j )] =0 n=201,--"

KION

8EL2(I] _ 4 me= 12,

3d (m)
Thus

GET(V% = 2E[e(Gr(j + N —n)]
2E({ f‘, ck)r(j + N —k)
L=0

= ﬁ dWa(j =1)—=a(jN}r(j + N =n)]

=1
=0, n=201---.N.

and

%;%21 = —2E[e(j)a(j —m)]

= —2E({ f clk)r(j + N —k)

k=0

M
— 5 4G -1)—a(GNa(j —m)]

1=1

=0 m=12---.M.
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(2.2.2.2.11)

(2.2.2.2.12)

(2.2.2.2.13)

Substituting (2.2.2.2.8) into (2.2.2.2.12) and assuming that a(j) = a(j) and

Ela(j)a(j + k)] = 0 if k=0, we have

2= 5 AN =) & 1@l ~i +k) + 4,0 =)

i=0 t=90
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(] Mg

d GG +k) (2.2.2.2.14)

i

where ¢, (k —i) is the autocorrelation function of the noise n (¢) at time (k —i)T.

Substitute (2.2.2.2.8) into (2.2.2.2.13) and we get

dk)= f‘, c(N =i)x(G +k) (2.2.2.2.15)

i=0
This is the expression for the DFE coefficients. Now substituting (2.2.2.2.15) into

(2.2.2.2.14), we have the expression for the coefficients of the forward equalizer:

(N i) 2 xWx( =i +&)+ ¢ (k —i)} = x(k) (22.2.2.16)

=0

n Mz

Let's now check the results to see if they agree with intuition. namely, that DFE
should cancel all the post-cursor ISI and that the forward equalizer, under the
assumption that noise n'(j) is zero. should completely eliminate the pre-cursor ISIL

First. the response at the output of the forward equalizer s (k) is:

v .
stk)= Y clx(k —i) 0Sk SN+M +1 (222217
i=0

We expect that the last M points of the response should be cancelled exactly by DFE.

This is the case when we notice that

s(N +k) c(t)x(N +k —i)

I
n Mz

(N —i)x(@ +k)

I
n Mz

i

=dk) 1€k M (2.2.2.2.18)

The next step is to see if the first N points are zero and the value of the (N + 1)-th

point is 1. Evaluating (2.2.2.2.16) at £ = 0 and assuming the noise is zero:

2O £ c@)x(N =)l = x(@)s(N)
i=0

x(0) (2.2.2.2.19)

Thus,
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s(N)=1 (2.2.2.2.20)
Similarly, evaluating (2.2.2.2.16) at k. = 1, we have .

D F @)W =)+ £ e —15)= z(1)
i=o0 i=o
== x(1)s(N) +s(N -1)= x(1)
Therefore.

s(N-1)=0
Similarly. by evaluating (2.2.2.2.16) at ¥ = 2,3, - - .N, we can prove that

s(N=-2)=s(N=3)= ---=5(1)=5(0)=0
Therefore. in the absence of noise, the forward equalizer can completely remove the

pre-cursor ISL

Although the combination of the forward equalizer and DFE can eliminate the
ISI. it is important to notice that DFE is much simpler to implement than forward
equalization. Therefore, it is desired that pulse response have as few pre-cursor ISI
samples as possible so that the number of taps required in the forward equalizer can be
reduced. By combining the pulse shaping and line coding., Jeremy Tzeng proposed a

timing recovery technique which gives a sampling phase having minimum precursor ISI

[3).

2.2.3. Echo Canceller

As mentioned before, due to the imperfect impedance matching of the hybrid
transformer, there is a leakage of the near-end signal through the hybrid transformer

to the near-end receiver. To cancel this unwanted echo. an echo canceller is used.

An echo canceller is an adaptive filter whose response is adjusted to match the
echo path impulse response. Since both the echo path and the echo canceller are driven

by the same near-end data signal. their outputs will be the same if the echo canceller -

has adapted to the same response as that of the echo path.



Chap. 2. System Overview -59-

2.2.3.1. Linear Echo Canceller
Fig. 2.2.3.1.1 is the block diagram of the subscriber end. The received signal r, is
given by:
Th = sp te +n, (2.2.3.1.1)

where e, is the echo. n, . the noise. and s, is the desired far-end signal:

M =1
Sa = X hiby (2.2.3.1.2)
k=0

If the echo path can be modeled as a linear system with impulse response

g:. 0 S k& £ N —1, then the echo at the sampling instant n can be expressed as:

n(t)

Qe [rof— v,

Figure 2.2.3.1.1. Block diagram of the subscriber end.
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N =1
e = 2 8@ —k (2.2.3.1.3)

k=0
where a; is the near-end data sequence. This echo can be cancelled by a linear echo
canceller. an adaptive transversal filter. Letc,, 0 £ k¥ € N —1, be the coefficients of

the echo canceller, the output of the echo canceller at instant n, e, is:

. N =1
€= X C@p (2.2.3.1.4)
(1]

The residual signal after the echo cancellation is given by:

Yo = Sp +n, + (e, —e,) (2.2.3.1.5)
And the cancellation error is defined as:

e —e, (223.1.6)
The coefficients of the echo canceller are adjusted to minimize the mean-square cancel-
lation error. This is equivalent to minimizing the residual signal y, since both r, and
n, are independent of { c; }. However, the presence of r, and n, in y, do increase the
variance of the noise of the adaptation and result in either increased final cancellation

error or reduced adaptation speed.

One algorithm that achieves the minimization of the mean-square cancellation
error using the gradient technique is the minimum mean-square error gradient algo-

rithm. The coefficients are updated using the expression:

cn*V =g 4 BEly,d,] (2.2.3.1.7)

where B is the step size and
c= (Co.Cl. TN _1)7' (2.2.3.1.8)
a@, =(a,a, _5. " @y —x 417 (2.2.3.1.9)

are coefficient vector and data vector respectively. However, the expectation in the last
term of the right hand side of (2.2.3.1.7) is not available. If we simply ignore the
expectation and replace it by its noisy estimate y, @, . this algorithm becomes

gn+V =g 4 gy, d, (2.2.3.1.10)
This is known as the stochastic gradient algorithm.
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Although this algorithm has been widely studied and well developed. some

important points are worth mentioning. Let the mean-square cancellation error be

& = El(e, =, )] (22.3.1.11)
Then, it can be described by the following difference equation:

€ +1= (1 =28+ @N)e, + FNE[u?] (2.2.3.1.12)

where u, is the uncancellable signal

u, = s, +n, (2.2.3.1.13)
and the solution of (2.2.3.1.12) is

& =(- €@ _ BN BN

n

From (2.2.3.1.14), we have the following conclusions:

(1) Convergence occurs only if

11-28+FN1 <1 o 0<B<= (22.3.1.15)
Notice that as N, the length of the echo path impulse response or the number of
the echo canceller taps. increases. the step size has to be reduced 10 guarantee the

convergence.

(2) The ratio of the final cancellation error to the uncancellable signal is

 _ _BN
EkZ . 2-PpN (2.2.3.1.16)

Therefore. the cancellation error depends on the product of N and B. For a fixed

N. the final cancellation error increases as the step size increases. Fig. 2.2.3.1.2

gives their relationship.
(3) The rate of convergence is governed by

(1 =28+ fN) (2.2.3.1.17)

1 . N .
For B << v rate of convergence increases as the step size increases. Fig.

2.2.3.1.3 shows the number of iterations required to achieve 20dB cancellation for
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different step size assuming N = 16.

2.2.3.2. Nonlinear Echo Canceller

The major limitation of the linear echo canceller is that it can only deal with sys-
tems whose echo paths are linear. For a general nonlinear echo path, a nonlinear echo
canceller has to be used. The nonlinear echo canceller that cancels echos of a general
nonlinear echo path is the memory based (table look-up) echo canceller. The echo

replica of such an echo canceller can be expressed as

en = f(@a, @y 1. "y N +1) (2.2.3.2.1)
4 fa

where f (*) is a general function. To implement such a general nonlinear echo can-
celler, a memory of size 2 words is used with each memory location storing the echo
replica of a particular data pattern. This is shown in Fig. 2.2.3.2.1 where the current
near-end transmitted data vector

@, = (a, .8, -1." " * @n -y +1)7 (2.2.3.2.2)
is used as the address input to the memory and the output is the echo replica for that

particular transmitted data pattern.

The adaptation occurs in such a way that only the location of the memory whose

content is currently being used as the echo replica gets updated. In other words

f2+ By(n)
/s,

n

=

I R}

fE(” +1) = (2.2.3:2.3)

Al R}

R

n

The differences between such a general nonlinear echo canceller and a linear

transversal-type canceller are:

(1) The nonlinear echo canceller can cancel any nonlinear echo.
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Figure 2.2.3.1.2. Cancellation error versus siep size.
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Figure 2.2.3.1.3. Number of iterations versus step size.
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v

————-'I Shift Register

iN (Address input)

Echo Canceller
(RAM)

!

~

€n

Figure 2.2.3.2.1. Memory-based echo canceller.

(2) The nonlinear echo canceller does not require any calculation to get the echo
replica as opposed to the linear echo canceller where a convolution has to be per-

formed.

(3) However, a nonlinear canceller requires much larger size of memory than a linear
canceller. The size goes up exponentially as N increases. For example, for
N = 16, 2%, i.e., 64k words are needed instead of only 16 words in the linear

echo canceller.
(4) The rate of convergence also slows down exponentially as N increases.

One way to get most of the advantages of nonlinear cancellation without the
disadvantages of such a large required memory and such a slow adaptation speed is to -

break up the input data vector into blocks and perform nonlinear echo cancellation on
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each of the blocks. This is shown in Fig. 2.2.3.2.2. In such a case, we are assuming

that the echo can be expressed as

e = 81(%-%-—1-‘"ﬂn—p+1)+82(an —p " n =2p +1)

+ o+ galay g1 By N +1) (2.2.3.2.4)
where p is the number of data per block, m is the number of blocks and pm = N.

And the echo replica is

-

e = fl(an-an—l-"'van-p+l)+f2(an -p-"'van-Zp-l-l)

+ o+ fml@n g 1) a N +1) (2.2.3.2.5)

where f;(*). 1 € k m is implemented using a memory of size 27 words.

v

<+ nmn 1 N/
AN seses RAMM
+
cn

Figure 2.2.3.2.2.
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The assumption embedded in (2.2.3.2.4) is that the nonlinearities occur within
each block of input sequences and not between different blocks. This does not impose
severe restriction on the generality of the nonlinearity in the echo path since the
significant nonlinearities usually occur among the most recent bits. which are entirely
contained within the first block. Thus, it is generally true that only the first block
needs to be a full RAM and others can be linear: therefore. further reduction in
memory size is possible. However, this might destroy the regularity of the echo can-
celler structure and complicate the cancellation operation. Notice that at one extreme,
g = 1, this is just the single-memory echo canceller (2.2.3.2.1). At the other extreme
where g = N . this becomes

en = f1a) + fola, )+ -+ + fulan —y4y)
and the memory size is N2! = 2N words.

One consequence of the break-up is that