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ABSTRACT

A very large distributed system (VLDS) is one based on a fast wide-area network connecting numerous organizations and individuals. The design of a VLDS involves problems and issues not present for smaller systems. These issues are centered in the areas of naming, communication paradigms and architectures, security, and kernel architecture.

DASH is a research project aimed at investigating VLDS design issues. The goals of the DASH project are: 1) to predict the advances in computer and network hardware and application software that apply to VLDS; 2) to propose a set of design principles for VLDS, and 3) to experimentally validate these principles by building and testing a prototype VLDS kernel.

This report is a high-level view of the DASH project as of December 1986. After summarizing our ideas about the potential uses of VLDS's and our assumptions about the environment in which they will exist, we examine several design areas. In each area, we offer some possibly controversial assertions, attempt to justify these assertions, and describe how the assertions have guided the design of DASH.
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1. INTRODUCTION

The DASH project is concerned with the design of very large distributed systems (VLDS). By this term, we mean that:

- The system is large in the following senses: numerical (it contains thousands or millions of connected hosts), geographical (hosts may be thousands of miles apart), and administrative (the system encompasses hosts and networks owned by many organizations and individuals).

- The system offers access to non-local resources such as databases, processing power, software, and communication with remote human users.

- This access may be transparent in the senses that 1) at some level (perhaps the user interface) the same syntax can be used to access both local and remote resources, and 2) the performance difference between local and remote access is not excessive.

Such a system is preferable to a collection of unintegrated local distributed systems for several reasons: the foremost is that it allows efficient resource sharing on a much larger scale.

Many of the assumptions underlying the designs of current small distributed systems do not hold for VLDS. Fundamental differences exist in the following areas:

- Security
- Naming
- Communication paradigms and architectures
- Kernel architecture

The DASH project is studying each of these areas in the context of VLDS. We have considered tradeoffs in the design space, and have suggested various novel approaches. We are in the process of developing a prototype kernel for a VLDS that can be used to test our assumptions. However, our immediate goal is to investigate principles of VLDS design rather than to build a usable system.

Previous projects have considered VLDS problems such as scalability of nameservers [37], file services with many clients [36] and distributed text retrieval [18]. A large-scale distributed UNIX system is described in [47]. These projects, for the most part, address restricted problems and develop solutions based on technology that will soon be outdated. DASH, on the other hand, takes a unified approach and seeks solutions that will not be made obsolete by foreseeable technology advances.

This report summarizes the thinking behind the DASH project. It consists of

- A projection of changes in hardware and software technology that apply to VLDS (section 2).
- A set of principles, goals, and non-goals for VLDS design (section 3).
- A discussion of the following aspects of distributed system design:
  - General structure (section 4)
  - Naming and authentication (section 5)
  - Network communication (section 6)
  - The "service" abstraction (section 7)
  - Execution environments (section 8)
  - Kernel structure (section 9)
  - Software engineering (section 10)

In each area we state our current design decisions (printed in boldface). Each decision is followed by a rationale based on the principles and technology forecast. Each section concludes with a description of the current DASH design in that area.
There are many technical problems in VLDS design beyond those discussed here. For example, the problem of accounting is important and difficult, particularly if network traffic is not free. In addition, there are obstacles (such as persuading a critical mass of people to agree on a design) that are political or pragmatical rather than technical.

2. TECHNOLOGY PROJECTIONS

The design of an operating system is heavily influenced by assumptions about its hardware, software, and administrative environment. What should these assumptions be for a VLDS? Our contention is that they should be as long-range as possible, because 1) once a VLDS is adopted, it will be difficult to modify or replace; 2) there are many potential uses of a VLDS that will become feasible only with technology that is a few years away, but that must be accommodated in its basic design.

2.1. Hardware Forecast

Wide-area networks based on fiber optics will provide end-to-end bandwidth comparable to that of current LAN's (10 Mb/s) and eventually greater than the memory bandwidth of current hosts (100 Mb/s to several Gb/s). Improved switching technology will yield low average latency: perhaps 10-20 milliseconds for switching, plus signal propagation time (about 30 milliseconds for 3000 miles). Furthermore, the network will provide optional guaranteed-performance soft virtual circuits: in return for a client promise of bounded outstanding data over a point-to-point logical channel, the network will guarantee a minimum available bandwidth or bounded delay on that channel. The feasibility of such a network is suggested by the results in [48], [40] and [27].

As VLSI design and fabrication technologies advance, processor and memory chips will continue to decline in price and increase in capacity. Low-priced workstations may soon have a 20 MIPS processor and 100 MB of main memory [2]. Devices capable of performing single-key encryption/decryption at 10-20 Mb/s will become available [23]. Special-purpose processors for tasks such as logic programming and signal processing will become more prevalent.

Peripheral technology such as high-resolution color graphics, mass storage, and digital audio devices will continue to increase in performance but will not fall in price as rapidly as IC's.

A trend towards multiprocessors is suggested by these assumptions. The economic impetus for this type of architecture is that the expensive parts of a system (displays, permanent storage, I/O systems) can be best used by placing as much (cheap) processing power close by, e.g. on the same memory bus [15]. In particular, shared-memory multiprocessors will become common.

2.2. Software Forecast

The demand for CPU cycles (in, for example, graphics and artificial intelligence applications) exceeds projected increases in processor speed. We contend that this demand can often be satisfied more economically by using network parallelism (i.e. by executing processes concurrently on different hosts) than by using specialized hardware [14], general-purpose parallel hardware [22] or supercomputers.

The set of all processors on a VLDS can be viewed as a processor bank [13] numbering perhaps in the millions of processors. This presents the opportunity both for load-balancing with sequential program execution, and parallel computation at many granularity levels. It also introduces technical problems relating to 1) managing and using load information for large numbers of processors, 2) efficiently dispersing and collecting the results of remote computations, and 3) protection and security.
The sophistication and diversity of user interfaces will continue to increase. A distant resource such as a news service might offer a graphics/audio based interface with the same bandwidth requirements as a local mouse-based editor. Because long-distance network delays are inherently high, such services will use techniques such as data streaming, read-ahead, and local caching to achieve the needed performance.

Many communication applications will be possible in a VLDS:

- Commercial applications such as advertising, sales, and remote banking.
- Interpersonal communication forms such as mail, telephone, facsimile, and video conferencing.
- Distribution of digital audio and video entertainment and news.

All the proposed applications of Integrated Services Digital Networks (ISDN) [16] can be supported (and improved upon) by a VLDS. The value of these services will be greatly enhanced if the VLDS is as widespread and pervasive as the current telephone system.

2.3. Administrative Forecast

Because of falling hardware prices, ownership and control of hosts will continue to shift from central (corporate or departmental) to distributed (individuals or small groups). As a result, physical security of hosts cannot be assumed in general, although specific security assumptions could exist. For example, a workstation might be accessible only to its owner; a group might assume that a particular host is physically accessible only to trusted administrators, or only to members of the same group. Similarly, the physical security of networks cannot be assumed, although the security of a particular subnetwork may be assumed by a particular individual or group.

As more hosts are owned by people who are not system experts, administrative problems (such as configuration of kernels and distribution of software releases) will increase. Companies will offer this type of administration as a product; many security-related problems will arise from this.

3. PRINCIPLES, GOALS AND NON-GOALS

A VLDS must serve over a long period of time and must accommodate many types of usage. Hence it has the following conflicting requirements:

- To provide enough flexibility and performance to allow customization, research, and evolution at both the application and the system levels.
- To provide enough structure to encourage internal compatibility and to eliminate the need to reinvent basic functionality.

What is needed is a "software chassis" in the style of the V system [9] but for VLDS's rather than LAN-based systems. This leads to the following VLDS principles (see [25] for a discussion of general principles of system design, many of which apply to VLDS).

**Principle of Minimal assumption:** a VLDS should not impose language or protection models, and should avoid restrictive hardware or usage assumptions.

*Rationale:* with the existing diversity of languages and applications, there are few universally acceptable models or assumptions. The power of a VLDS depends directly on how widely it is used, and the more assumptions it makes, the less it will be used.

**Principle of Performance:** the basic facilities of a VLDS should not sacrifice speed for a high level of abstraction.

*Rationale:* a VLDS must support diverse and unpredictable abstractions. It may not be possible to implement new abstractions efficiently on top of incompatible abstractions.
Principle of Location Independence: the mechanisms for (and the possibility of) performing remote operations should not depend on the locations of the entities involved.

*Rationale:* this is a practical necessity for large-scale distributed computation, since it frees programmers from site-dependent concerns. It also means that the host to which a user is logged on (which might vary considerably, e.g. during travel) need not affect the interface that he sees. This principle implies that protection should be provided by location-independent mechanisms rather than network "firewalls".

"Clustering" in distributed systems is motivated by the assumptions that long-distance communication is inherently slow and insecure. We make opposite assumptions, as described in section 2.1. However, there do exist locality effects (such as the performance and security characteristics of local-area networks) that should be recognized and exploited in a VLDS.

**Principle of Autonomy:** mandatory dependencies and trust requirements between hosts and subsystems should be minimized.

*Rationale:* mutually mistrustful organizations inevitably demand that their subsystems function independently; i.e. that they not require outside services, and that they not be required to provide any services to the outside. When they do interact, subsystems must be free to select their own policies controlling the interaction. Hence the operation of a VLDS cannot depend on a central authority such as a central naming or authentication service. Another consequence is that a notion of ownership must exist for many components of the system.

**Principle of Scaling:** the average speed of remote resource access should not depend on the number of hosts.

*Rationale:* the power of the system for parallel computation increases with its size. From the viewpoint of human communication applications, the total utility of a VLDS grows more than linearly with its size, since a system with $n$ users provides $n^2$ logical communication paths. Therefore, a VLDS should be designed to perform well with millions or many millions of hosts world-wide. In particular, broadcast communication will be prohibitively expensive and should not be relied on in the system design.

3.1. Non-Goals

To be effective as a software chassis, a VLDS must be kept simple. Hence non-essential "features" should be left out. Specific examples will appear in later sections; in general:

**Compatibility or interoperability with any existing system should not be pursued.**

*Rationale:* the abstractions offered by existing centralized systems, such as the UNIX model of process creation and control, are inappropriate for VLDS. Interoperability with existing distributed systems would add compromises, complexities, and performance degradations to a VLDS. A well-designed VLDS, restricted to a LAN, can offer the same functionality and performance as a LAN-specific system. Hence there is no reason to retain such systems.

Compatibility with a widely-used system would make existing software available. However, we contend that many programs (such as compilers and text formatters) use primarily the file system interface and will be easy to port to a VLDS if it offers an appropriate file service. Programs that are difficult to port (command interpreters and programs that use IPC) will become unnecessary or will be replaced by more useful programs.
4. GENERAL STRUCTURE

What should be the general structure of a VLDS? To discuss this, we need a general framework for describing distributed systems. We use the following decomposition:

- Network communication structure
  
  The system is seen as a hierarchy of network protocols in the style of the ISO 7-layer model [20]. Some slots may be occupied by fixed protocols (perhaps naming and data transport) while others are open (application- or service-specific protocols). Hosts must obey these protocols, but are otherwise viewed as black boxes.

- Execution environment
  
  At this level, hosts are seen as sites of process execution. A host provides an execution environment consisting of a mechanism for initializing processes, and a semantics for program execution (i.e. an instruction set extended by system calls). A UNIX-style execution environment might load programs from disk files, based on the protocol of a particular type of file service. In contrast, a capability-based environment might initialize processes from process descriptors containing capabilities to memory segment objects.

- Implementation structure
  
  This is a logical structure for a kernel supporting the network communication structure and providing an execution environment. It is embodied in the machine-independent part of the kernel's source code.

- Implementation
  
  This is the kernel on a particular host or set of similar hosts.

Many distributed systems blur the distinctions between these levels; the assumption of homogeneity makes this easy to do. It is important to make these distinctions in the design of a VLDS, since there may exist many execution environments, implementation structures, and implementations (see sections 8, 9 and 10).

4.1. Network Communication Structure

We now concentrate on the first of the above components, network communication structure. This level can be further subdivided into layers, each with its own naming system and protocols:

1. Low levels such as physical and data-link communication. Names are hardware network addresses.
2. Multiplexed data transport. Names are logical network addresses and port numbers.
3. The client/server model, in which communicating processes have asymmetric roles. Symbolic naming and protection mechanisms may be present.
4. The object model, that extends the client/server model by adding some combination of protection, typing, language support, atomicity, and communication paradigm.

Existing distributed systems vary in the levels to which they allow access. Eden [4] provides access only at the object invocation level. The V system [9] provides an interface that is intermediate between (2) and (3) in that it leaves protection and symbolic naming up to the servers. Sun UNIX supports the client/server model with its RPC system [28], and also exposes the level (2) interfaces (UNIX sockets).

In distributed systems such as Locus [49] and Sprite [50], directly-accessible services are kernel-provided and are restricted to a fixed set of service types. Others, such as V, Eden and Mach [1] support user-defined services by providing IPC and naming facilities.
A VLDS should support a client/server model with user-definable services, and should also make transport-level communication accessible.

Rationale: as discussed in section 7, a VLDS must provide flexible service support; it is not enough, for example, to provide only a shared file service. Basic client/server functionalities such as naming and standardized access protocols are needed to encourage development of globally-accessible services, and need to be placed in the kernel for efficiency. Some applications must be able to bypass these mechanisms; for example, a large-scale distributed programming system may need to arranging communication between unnamed processes. Hence access to lower-level communication is needed.

4.2. The General Structure of DASH

The DASH network communication structure consists of a novel transport system (described in section 6) that is directly accessible and is also used as the basis for a generalized client/server model (section 7). Services provide their own internal naming and authorization, based on a global naming system that is used for other purposes as well (section 5).

DASH provides a framework for multiple execution environments, but provides a canonical execution environment (described in section 8). This environment is based on a local message-passing system that is used for network communication, local communication, process control, exception handling, and system calls.

5. NAMING AND PROTECTION

5.1. Scope and Permanence of Naming

The nameable entities in a distributed system may include hosts, users, services, objects (logical entities within a service), processes, communication endpoints, protocols, messages, words of memory, and so on. Nameable entities can be roughly classified as transient or permanent according to how often their mappings change; for example, hosts, users and services are permanent relative to objects and processes.

Similarly, names can be classified as global and local. An entity with a global name could exist anywhere; the location of an entity with a local name is restricted, usually to the local host.

Within the global name space, we distinguish between system-level names (managed by a special naming service with hardwired protocols) and service-level names (provided by an arbitrary service to name internal objects or specializations).

System-level global naming should name only permanent entities, and should provide only eventual consistency on updates.

Rationale: the principles of Performance and Minimal Assumption suggest that as few entities as possible have system-level names. For example, the system should not name objects within services since some services might use special naming schemes.

Eventual consistency considerably simplifies nameserver design ([44], [37]) and is all that is needed for many purposes. Applications that have other requirements on naming semantics (such as atomicity of updates) can use specialized naming services. Similarly, temporary entities can be given global names by specialized services (such as a "rendezvous server" for processes).

5.2. Form of Naming

Some existing distributed systems use capabilities as a combined basis for both naming and protection. Examples include Amoeba [31], Mach [35], and Eden [4]. Typically, a symbolic naming (directory) service is built on top of the capability mechanism.
System-level naming of permanent entities should be symbolic, with name resolution (but not protection) done at the kernel level.

Rationale: there are several reasons to avoid basing a VLDS on capabilities:

- Name resolution is inherently less efficient for processes off-loaded to a distant host since directory servers would generally be near their owner. Also, name resolution must always be done in user-level servers.

- It imposes a protection paradigm, contrary to the principle of Minimal Assumption.

- Many permanent resources will be accessible in some way to the entire world. A capability-based system uses one directory entry per (user, accessible resource) pair, requiring enormous amounts of storage. Furthermore, widespread distribution and storage of capabilities would weaken security.

Capability-like mechanisms are, however, well-suited to naming temporary objects. In DASH, such capabilities are be associated with a temporary secure communication channel through which the object is accessed. Protection is exercised in the formation of these channels. This avoids the above problems.

System-level global naming should be source-location-independent: that is, a given name should refer to the same entity no matter where the reference is made.

Rationale: systems in which each host has a separate name space violate the principle of Location Independence. Schemes in which each process has its own name space (e.g. per-process UNIX mount tables) are potentially location-independent but involve significant overhead and complexity.

System-level global naming should be target-location-independent: that is, a name should not imply the location of an entity.

Rationale: the service abstraction (section 7) may demand this type of location-independence; for replicated services, there may be no notion of location to begin with. In the cases where the location of an entity is needed, it can be supplied by other means (such as information in the name service entry).

Given that system-level global naming is to be symbolic, it remains to decide the form of the name space. Some existing systems (such as V) use a flat name space; attribute-based naming has also been proposed [38].

The global name space should be hierarchical and tree-structured.

Rationale: it must be possible for an organization to have authority over a portion of the global name space. It must be able to further subdivide this into subspaces to be used by its autonomous suborganizations. There can be no a priori limit on the depth of this subdivision. The simplest and best-understood way to provide this facility is with a tree-structured name space. In addition, this structure allows localization of trust in name resolution.

It has been proposed [26] that name services provide various features such as context mechanisms ("current directory" and "search path"), aliasing (nicknames) and database queries ("wildcard" or regular-expression queries, for example).

Context mechanisms, aliasing and general lookup queries should not be included in system-level global naming.

Rationale: the principle of Minimal Assumption applies, since there is no consensus on these features. They can be provided at a higher level, if needed.
5.3. Authentication and Protection

Having decided that capability-based protection is not generally inappropriate in a VLDS, authentication based on user names is needed.

Authentication should be based on global symbolic user names, and should use public-key encryption with per-user key pairs.

Rationale: user names should be part of the global tree-structured name space for reasons given above. The use of public-key rather than secret-key encryption as the authentication mechanism is suggested because 1) keyservers can be replicated with no reduction in security, and 2) a trusted central authority is not needed.

5.4. Naming and Authentication in DASH

There are several types of naming in DASH.

5.4.1. Permanent Resource Names

The entities with system-level global names in DASH are:

- Owners: these might correspond to individuals or to "roles". Each owner name is mapped to a public key, and optional information such as the real-life name of person (or description of the role), the name of a "mail service" by which the owner can be reached, and a physical address.

- Hosts: each is mapped to 1) a set of network addresses for the host, 2) the name of the permanent owner (who is allowed to change this entry), 3) one or more names of tenants. Tenants are likely owners of the host's kernel, and their names can be used as hints in establishing a secure channel to the host (section 6). 4) the type of the kernel running on the host (section 5.4.2).

- Services: each is mapped to a set of host names and an owner name.

The global name space is tree-structured and is managed by a set of name services, each with authority for one internal node. The leaf nodes are the entities listed above; name services also act as public key servers for their owner names. The upper parts of the tree will correspond to organizational hierarchy, similarly to the Internet Domain naming system [30] (see figure 1). Each name service entry has an owner, and can only be changed by that owner. Name services are, in general, publically readable.

The name services are accessed by a fixed protocol that supports both lookups and directory reading. However, they may use a variety of resolution algorithms and caching policies, depending on the security and consistency needs of their clients.

One consequence of global naming is that all entities have long names. This poses two problems:

- Naming is potentially cumbersome to users and programmers, since many components may be involved.

- Name resolution can have significant overhead [29]

Possible solutions to the first problem involve context mechanisms built into user interfaces and language libraries that automatically prepend an initial segment to some or all names. The second problem has been addressed in other systems by various caching schemes [29]. The DASH kernel prototype uses an approach in which user processes can obtain "handles" on pathnames whose resolutions are cached in the kernel. Names are then represented by a pair consisting of a handle on an initial component of the name, followed by the remainder of the name in symbolic form.
5.4.2. Permanent Non-Resource Names

A second class of entities are global, but do not correspond to a resource and have no owner. These include:

- Data representation types (section 6.4).
- Execution abstractions (section 8).
- Machine architecture types.
- Stream protocols (section 6.4.1).
- Kernel types: each corresponds to a particular DASH kernel implementation, and is mapped to lists of the execution abstractions and stream protocols supported by that kernel.

The names of these entities are (unique ID, version number) pairs. The identifier part is assigned by a central authority, and distribution of these identifiers is done by ad-hoc means.

5.4.3. Temporary Names

Temporary entities such as processes, ports, and name handles are part of the execution environment, not the base system. In the DASH canonical execution environment,
user processes use kernel-supplied identifiers to refer to these entities. Other temporary 
entities, including all remote temporary entities, are accessed through secure communica-
tion channels; the port identifiers act as temporary capabilities to these entities.

As an example, there is no way of directly naming a random remote process or 
address space. Thus, entities that never are referred to entail no naming overhead. During 
process creation, however, it is possible to set up a communication channel that can be used 
to access or control the process. This might be used, for example, by a "process server" for 
a distributed programming facility, which might handle both load-balancing and random 
process naming and communication.

5.4.4. Intra-Service Names

The DASH service mechanism (section 7) allows services to extend the global name 
space below their own name. A file service, for example, manages the naming of its files 
however it chooses, hierarchically or otherwise. From the client's viewpoint, there is no 
distinction between system-level naming (used to specify the service) and intra-service 
naming. The kernel locates the service using an initial part of the name given by the 
client, and passes the remainder to the service without interpretation.

6. NETWORK COMMUNICATION ARCHITECTURE

Communication architectures can be divided into levels, as in section 4.1. In this section 
we discuss the middle levels (data transport and service access) in the context of 
VLDS. We are not concerned here with 1) the network level and below, 2) the highest lev-
els (service-specific protocols), or 3) intramachine communication.

6.1. Network Transparency

Systems such as Mach [35] and Quicksilver [21] provide network communication that is a transparent extension of local communication in that it provides the same syntax and, 
to some extent, semantics. In both cases, this is done by interposing "network server" 
processes that use fixed (reliable) communication protocols. Quicksilver couples this commu-
nication with distributed transaction management, making remote operations semanti-
cally similar to local operations.

No attempt should be made to give network communication the same seman-
tics as local communication.

Rationale: such a design forces all clients to pay for the semantics of local communication 
(sequencing and reliability) even if they do not need it. Network performance and reliability 
characteristics should not be hidden; they should be exposed so that users can write 
applications that work efficiently. The mechanisms for addressing and security in Mach 
rely on broadcast and a central authority, which are not feasible in a VLDS.

6.2. Facilities and Protocols

The communication facility offered by a distributed system is characterized by its syn-
chronization and reliability properties. With respect to process synchronization, facilities 
can be loosely categorized as follows:

- Request/reply: communication is done during synchronized "message transactions" 
during which the client is blocked.
- Session-oriented: the start and end of a "session" are synchronized; the intervening 
messages may or may not be.
- Unsynchronized.

A facility is implemented using data transport protocols, that likewise can be categor-
ized as request/reply, stream-oriented, or datagram. There is not a strict correspondence
between facilities and protocols; for example, Sun RPC can use TCP connections [28]. However, a facility can usually be implemented most efficiently using a protocol that has similar semantics.

It has been observed [41] that 1) there is a range of semantics for request/reply communication (such as various levels of reliability), and that 2) the different semantics admit implementations of varying efficiency, as measured by message exchanges, processing at each end, and the amount of state required at each end. Specialized request/reply protocols are discussed in [11], [7], [10] and [9].

Similarly, session protocols may provide a range of different semantics in terms of reliability, number of data streams, real-time performance, flow control, data boundaries, out-of-band data, and so on. For a particular semantics, there may be a range of possible protocols, among which the best choice depends on network characteristics.

Stream-oriented protocols, and a session-oriented communication facility, should be supported.

Rationale: there are several factors here.

- Pipelining of packets is needed to utilize the bandwidth of high-delay networks, and a session-oriented facility is needed to provide efficient access to stream protocols.
- The session model allows the cost of naming, authentication and authorization to be amortized over longer periods.
- Caching and network read-ahead, necessitated by high network delay, may be more efficient and easier to implement in the session model.
- Some applications will have real-time communication requirements such as minimum bandwidth or maximum delay. Network architectures that support such guarantees (section 2.1) will so on a per-session basis.

The stream-oriented protocol architecture should allow independent data channels per stream.

Rationale: an interface to a service may involve several different types of traffic, each of which has different semantic or performance requirements. For example, a service might use separate channels for voice data, graphics data, and control messages.

The stream-oriented protocol architecture should allow protocols to be flexibly configured (i.e. stacked, and bound to data channels).

Rationale: a particular semantics can often be realized by composing a set of simpler protocols [34]. A single protocol may inherently involve more than one data channel, or may be able to exploit dependencies between data channels (such as character echo in the Telnet protocol) for efficiency gains.

A request/reply facility supporting maybe, exactly-once-type-1, and at-least-once semantics should be provided.

Rationale: request/reply communication is needed for system-level activities, and each of the three reliability levels is appropriate for one or more such activities. For example, distribution of cacheable hints can use maybe semantics, name lookups and other idempotent operations can use at-least-once semantics, and process creation needs exactly-once semantics. It has been shown [9], [41] that special kernel-level protocols are can optimize each of these communication semantics.

All communication should pass through a "sub-transport" layer that handles network interface scheduling.

Rationale: many applications, particularly those involving voice, interactive interfaces, and real-time control, will have soft real-time constraints on communication. This might take the form of maximum request/reply delay, maximum delay on a stream, or minimum
bandwidth on a stream. For example, one channel of packet voice might require 64 Kb/s bandwidth and 40 ms maximum delay [45]. In hosts of the future, the major delay sources and bandwidth bottlenecks will probably be in the network interface and its driver software. Hence the only way to support the real-time guarantees is to schedule all network traffic using a non-FIFO discipline.

6.3. Network Security

The network security mechanism in a VLDS must provide a choice of security levels: none, authentication only, and authentication plus privacy. It must not interfere excessively with network performance, since the bulk of network traffic will require at least authentication.

The network security mechanism in a VLDS should be placed in the sub-transport layer.

Rationale: placing security in the sub-transport layer makes it possible to use single host-to-host secure channels. Multiple secure channels between separate user-level processes (often cited as being necessary for "end-to-end" security) are no more secure than host-to-host secure channels, and the latter are potentially more efficient for the following reasons [5]:

- There are fewer secure channel establishments and fewer secure channels at any point.
- There is the opportunity for encryption piggybacking (amortizing the cost of encrypting headers).
- There is less duplication of effort at higher levels.
- The need for three-way handshakes in upper-level protocols is eliminated.

The network security mechanism in a VLDS should use public-key encryption for initial authentication, and single-key encryption subsequently.

Rationale: as discussed in section 5, public-key encryption is the preferred means of initial authentication. However, only single-key encryption appears suitable for high data-rate implementation [23].

6.4. The DASH Communication Architecture

DASH IPC is divided into the following levels (see figure 2):

- The internetwork, network and lower layers are unspecified. The current implementation uses either the DARPA Internet Protocol or a specialized LAN protocol, depending on the destination.
- All network communication passes through a sub-transport layer that handles interface scheduling and stream multiplexing. This layer also implements an authenticated datagram protocol (ADP) that provides authentication and optional privacy. All network communication is in the form of ADP messages, that may contain several unrelated ADP client messages and whose transmission may involve multiple network- or internetwork-level packets.
- The sub-transport layer does multiplexing/demultiplexing of streams; this facility is used directly by stream-oriented protocols. All ADP client messages with a zero stream ID belong to the DASH request/reply protocol (RRP). RRP supports the three reliability levels of section 6.2.
- The DASH kernel/kernel protocol (KKP) is based on RRP and consists of a set of request/reply types. KKP is used for various purposes, such as service access (service location, session establishment, etc.; see section 7), and remote kernel access (section
All RRP messages have a kernel-level part and may also have a service-level part. The format of the kernel-level part is determined by the message type and by the data representations of the two hosts. For machines of the same type, the native data representation is used. If the machines are of different types, a field in the header specifies whether the data is in the representation of the source, the destination, or in the standard representation. DASH uses the Sun External Data Representation (XDR) as the standard representation.

- The canonical execution environment and the canonical kernel are both based on a local message-passing facility, described in section 8. This is not part of the network communication model; an alternate execution environment might not use message-passing at all.

6.4.1. DASH Session-Oriented Communication

As discussed in section 6.2, a session-oriented interface to a remote service might involve several data channels, each with different reliability and performance needs. On the other hand, it must also be possible to treat a session as a unit for purposes of authentication and relocation.

This motivates the DASH organization for stream-oriented communication, which is a generalization of Ritchie’s “stream” architecture for UNIX I/O [34].
A stream is a half-duplex message channel.

A bundle is a (possibly dynamic) set of streams between the same pair of hosts, and a set of protocols involving those streams. Either end of a bundle can potentially be moved to a different host.

Bundles may contain two types of protocols: network protocols perform functions (such as sequencing and retransmission) needed to compensate for network characteristics, and functional protocols perform tasks (such as terminal line disciplines) that are needed even for local bundles. Network protocols are virtual in the sense that they are realized only if the bundle endpoints are on different hosts. In addition, network protocols are symmetric around the network boundary (see figure 3).

Bundles and bundle endpoints are created as side-effects of RRP operations such as opening a service, passing a bundle endpoint, process creation (section 8.1), and splicing/tapping (section 8.2.3).

Figure 3: A DASH Bundle.
6.4.2. Network Security in DASH

DASH implements the decisions stated in section 6.3 by routing all network traffic through an authenticated datagram protocol (ADP); see [5] for a more complete discussion of ADP.

The ADP module on a host maintains a set of secure channels to other hosts. These secure channels may be implemented in different ways, depending on the security properties of the intervening network. In general, they use encryption or encrypted cryptographic checksums. If the network has the broadcast properties of Ethernet, a more efficient scheme that avoids cryptographic checksum can be used. If the network is assumed by both hosts to be physically secure and free of eavesdroppers, no encryption is used.

For each secure channel, ADP maintains lists of owners authenticated to and from the other end (see figure 4). This authentication uses PKE-based certificates. It is done only the first time a user communicates to a particular remote host, thus reducing encryption overhead.

7. SERVICES

A service is a logical resource in a client/server system. A server is a particular host or process that provides a service. Service access can be divided into two parts, each of which has both abstract and concrete components:

- The service framework is common to all services. Its abstraction may include naming, authentication, and reliability semantics. It is realized by the service-independent part of access protocols, which can be handled at the kernel level at both the client and server.

- A service type is the abstraction offered by a particular service, and is realized by service-specific access protocols.

What is the appropriate abstraction for the service framework of a VLDS?

The service framework abstraction should allow replication (multiple servers per service).

![Figure 4: Authentication Caching in ADP.](image-url)
Rationale: replication is an important means of increasing the availability, reliability and performance of services. It should be possible for this replication to be transparent to users. The alternatives then are to put replication at the client level, or to put it in the service framework. The latter alternative has many advantages; for example, recovery from a server crash can be made transparent to clients, assuming that the service framework is at the kernel level.

A service uses an access protocol that consists of a set of request/reply message types and perhaps a set of session-oriented protocols. Some systems [33] require that all messages be typed in a common specification language, and assume that messages are produced by automatically-generated stub routines.

The service framework should not include any notion of type.
Rationale: typing is language-dependent and can be done efficiently at the language level. Therefore by the principle of Minimal Assumption it should be done at that level.

Intra-service naming should be opaque to the service framework.
Rationale: services should be free to provide their own name-space structure, name resolution methods, and name-space consistency for replicated services.

Failure atomicity and concurrency control should not be in the service framework.
Rationale: they may not be needed. Services that do need transaction support often have properties that mandate a particular form of recovery processing or concurrency control. A VLDS should provide a framework for experimentation in this area, rather than attempting to provide a general solution. Projects such as TABS [42] and Clouds [3] have shown that a transaction mechanism can be built at the user level.

Protection schemes in a client/server system require that the client supply a capability or authenticated user name at some point. The server or its kernel allows or disallows accesses on this basis. Some protection schemes allow a user to have different roles, perhaps different groups to which the user belongs. There are two different ways of managing this [39]: either the client sends a list of roles with the request, or the client sends a "basic" ID that the server "expands" into a list of roles.

Protection should be done at the service level, based on system-level authentication of a single user ID.
Rationale: the principle of Minimal Assumption requires putting protection at the service level; authentication is the minimal system support required for this. Handling "multiple role" mechanisms in services rather than in the kernel is preferred for the same reasons.

7.1. The DASH Service Framework

The DASH service framework is designed to accommodate a large class of resources. It consists of a standard way of locating a service, means for communicating with services, provision for service migration and resilience, and provision for services to transfer their authorization to another service.

Services may be implemented by dedicated hosts, or by user- or kernel-level processes on general-purpose hosts. Kernel-level processes are used to provide access to physical devices.

7.2. Service Access

DASH provides two modes of service access: request/reply and session-oriented. In request/reply mode, the client supplies a pathname, a request message, a "need reply" flag, and a reliability level. The operation is invoked using the DASH RRP facility.
In session mode, the client kernel uses RRP to set up a session with an instance of the service. A bundle between the client and the service is created; the service specifies the number of streams in the bundle and the configuration of protocols.

In the DASH canonical execution environment, user-level services are typically provided by a group of processes sharing a single address space. Services can be accessed by user processes (via system calls) or kernel processes.

7.2.1. Replication

User-defined services can be replicated; the name-service entry for a service resolves to a set of (host name, service ID) pairs. This replication can be used in three ways:

• Location: in either request/reply or session mode, the kernel must locate an instance of the service. The kernel may attempt to use the closest or least-loaded instance. Alternatively, a service instance may forward the request to another instance because of its load or the distance to the client. In either case, the kernel can cache the network address of the instance, so that the next location is faster.

• Load-balancing of a session: at any point in a session-oriented service access, the service can tell the client's kernel that it wants to move its end of the bundle to another service instance, because it has become overloaded, because it is about to fail, or because it is accessing resources that are closer to the other instance.

• Crash recovery: when a service instance crashes, the client kernel can attempt to locate another instance and continue existing sessions.

There is no built-in support for data consistency or concurrency control among instances; this can be provided by special-purpose protocols, as in ISIS [6].

7.2.2. Service Ownership

Each service has a single owner, whose name is included in the name service entry for the service. All instances of the service are either user processes with that owner, or are run under the control of kernels with that owner.

7.2.3. Portals

The DASH service abstraction allows one service to provide naming and authorization on behalf of another. A service X can contain a portal to a service Y, in which case an access to X can be redirected to Y.

If the service Y does not do authorization directly, it must contain a hardwired list of services that contain portals to it. This list is maintained by Y's kernel. When a client accesses Y, it passes Y's kernel the name of the service that was used as a portal, and the whole pathname. Y's kernel then contacts that service and asks if the client is authorized for the service. The kernel also periodically rechecks this authorization; the period of reauthorization is determined by the service, either in its registration at the kernel or dynamically.

This authorization may also be cached in the service's kernel. As a result of this caching together with name translation caches in the client's kernel, it is possible for request/reply access to a service via a portal to use only two messages, in spite of the (logical) involvement of many services.

An example of the use of this mechanism is a canonical file service containing portals to other services. The file service already contains naming and authorization systems; the portal mechanism makes these available to other services, thereby simplifying those services.
7.2.4. Authorization

A service learns the name of its client on every access; this is part of the operation or session-open request message. The service can do authorization based on this name in whatever way it wants. The authorization scheme used by the canonical file service is based on access lists. A list can contain individual owners, owner subtrees (i.e. all owners whose names have a certain path prefix) or groups. Group membership is managed by group services, each of which may manage many groups. Group names are path extensions of the names of the group services.

The authorization schemes in the file service and the portal mechanism are designed to support the principle of eventual revocation: if a change in access list, group membership, or PKE key pair occurs, it may not have an immediate effect, but it will have an effect within a bounded amount of time. We believe that eventual revocation is an important property for VLDS services to have, since its absence implies a loss of autonomy.

7.2.5. Service Registration

A local system call registers a service on a host; it returns a local service ID (to be given to the name server). It can also give a list of portals to this service; each consists of a pathname and an authorization policy (reauthorization interval, and whether to reauthorize at each access). Reauthorization failures are reported to the server as exceptions.

7.2.6. Service Examples

The following services are used by the DASH canonical execution environment (the name services are used by all execution environments):

- **Name services**: each node in the global name space is managed by a service. Each kernel has at least one hard-wired entry in its service address cache that refers to a name service (usually the service for the parent of the host's pathname).
- **File service**: the canonical file service provides UNIX-like semantics (byte-array files, no locking or recovery, access-list authorization). It is used for booting, program loading, portals, and virtual memory backing store.
- **Group services**: described above.
- **Password service**: this is used as part of a login procedure in which the user types a password and the name of a password service. The login program then obtains the user's secret key from the password service by giving it the password. The secret key is then given to the local kernel, which uses it for subsequent authentication.

8. EXECUTION ENVIRONMENTS

The basic requirement of hosts in a distributed system is that they obey the network protocols; their internal organization is not important. It is possible that some hosts are single-address-space personal computers while others are multiprocessors with complex virtual memory hardware. Some hosts may implement only portions of the protocols; for example, a dedicated file server might ignore (or turn down) remote requests to create processes.

If the system is to support distributed programming or remote execution, however, hosts can no longer be viewed as black boxes. Instead, a host is seen as providing an **execution environment**, determined by its hardware and software. Loosely speaking, a host's execution environment is the mechanism and semantics for running programs on that host. Among the components of an execution environment are:

- The parameters of the remote process creation request. These might include a pathname of a program file or a handle on an existing service connection from which the program can be read.
• The interpretation of the program, i.e. the program file format, the processor's instruction set and the machine architecture.

• The abstractions provided to the program, such as the virtual memory, process, and local IPC models.

• The mechanism by which these abstractions are manipulated (i.e. the system call mechanism).

• The mechanisms by which processes can be externally controlled and monitored.

Two execution environments offer the same execution abstraction if they differ only in processor type and system call mechanism. These differences can be hidden by compilers and run-time systems and made invisible to the application programmer. To facilitate large-scale distributed computation, it is desirable that many hosts offer the same execution abstraction. However, it is impossible to formulate a single abstraction that exploits the potential of all hardware architectures.

A VLDS should define a canonical execution abstraction but should provide an open framework for others.

Rationale: this approach will encourage large-scale distributed computation, while making it possible for hosts with unusual architectures to be first-class members of the VLDS.

8.1. The Canonical Execution Abstraction

We now discuss desirable properties of the canonical execution abstraction (CEA) in a VLDS.

The CEA should provide separate kernel and (multiple) user address spaces.

Rationale: because of the need for load-sharing, it is desirable to provide the owner of a workstation with the guarantee that processes belonging to remote owners cannot destructively interfere with either the system or with other user processes. Given a general (unsafe) language model, this requires having separate address spaces for the kernel and for users.

Communication between different user address spaces, and between a user address space and the local kernel, should be based on message passing rather than shared memory or protected procedure calls.

Rationale: the pure message-based approach provides advantages for debugging: since a process can be "encapsulated" to an arbitrary extent by redirecting some or all of its messages [17]. It also facilitates process migration, since processes are not tied to stationary resources [46].

8.2. Process Control

Process control facilities (facilities for creating, stopping, starting and terminating processes, exception handling, and so on) are part of an execution environment. These facilities serve as the basis for:

• Shell functions such as command execution and job control.

• Distributed programming systems.

• Local debugging.

• Distributed debugging and monitoring.

High-level process control structures (such as process grouping, placement and migration mechanisms) should not be in the CEA.

Rationale: the principle of Minimal Assumption applies, since programming systems have varying process control requirements. For example, if a process grouping mechanism is to
handle multiple owners, it must define and enforce an authorization scheme. Putting such mechanisms at the user level gives increased flexibility [8] and is acceptably efficient because process control operations are relatively infrequent.

The CEA should optimize remote process creation.

_Rationale:_ remote process creation is an inherent bottleneck in large-scale distributed computation. Its efficiency imposes a limit on the range of computation granularities for which parallelization can improve throughput. To allow a wide range of granularities, fast remote process creation must be possible. In particular, process creation should not necessarily involve a user-level server at the remote host; this involvement is required, for example, by Amoeba [32],

_Network transparency at the system-call level should not be pursued._

_Rationale:_ load-balancing, distributed computation, and data replication must be kept at the user level, and these demand network non-transparency. This does not imply that library and user-interface levels should not be network transparent.

8.3. Execution Environments in DASH

DASH defines a _canonical execution abstraction_ while at the same time providing an open framework for other execution abstractions. Execution abstractions and kernel types are named (section 5.4.2). The name service entry for a host includes the names of its kernel type and of its architecture type. Remote process creation requests include an execution abstraction name and a machine architecture name; the request will succeed only if the target machine is capable of supplying the needed environment.

8.3.1. Virtual Memory in the DASH CEA

A _user address space_ is shared by a set of processes, which all see the same virtual space. The processes in an address space are independently scheduled; on a multiprocessor more than one may run simultaneously. Page fault handling and backing store are normally provided by the kernel. However, there is a provision for user processes to receive exceptions on read or write references to specially-marked pages. This supports a wide range of possible user-defined schemes for local and global shared memory and single-level store.

All address spaces on a host contain a read-only _shared library segment._ This segment contains multiple libraries to which programs can be dynamically linked. There is no other provision for memory sharing between address spaces.

8.3.2. Message-Passing in the DASH CEA

The DASH local message-passing facility is related to those of the iAPX432 [12] and of Accent [33]. In DASH, a _port_ is a FIFO mailbox that can be flow-controlled in terms of either number of messages or amount of data. All port structures are kept within the kernel address space; user processes refer to ports by temporary indices assigned by the kernel. Each port is _owned_ by at most one user address space.

Local message-passing facilities are used by processes at both kernel (section 9.1) and user levels. For user processes, the operations are implemented as traps. Message operations are the only primitives available to user processes; all "system calls" are implemented as messages to the kernel.

Read and write operations can be done in any of the following modes:

- _Blocking:_ the caller waits until the operation can be completed.
- _Non-blocking:_ the operation returns immediately if the operation cannot be performed at the time of the call.
• *Reply:* a second *reply port* and an optional reply message are supplied. If the operation cannot be performed immediately, the call returns. If the operation later becomes possible and the reply port still exists and is writable (under its flow control) then the operation is performed and the reply message is written to the reply port. This mode can be used to allow a single process to multiplex several input and output ports, analogous to the BSD UNIX *select* system call [51].

There are two additional message operations: a *request/reply* operation involving a single port, and a *timed message* operation requesting that a message be written to a port after a real-time delay.

*Null messages* may be used in all operations. Together with flow control based on number of messages, this allows the message-passing system to provide synchronization abstractions equivalent to semaphores, monitors, and so on. Because the overhead of message allocation and formatting is eliminated, the message-based implementation is as efficient as a direct implementation.

User processes can use the local message-passing facility in the following ways:

• Processes in the same address space may use it to communicate or to synchronize access to shared memory structures.

• Processes in different address spaces can pass messages; two ports are used, and the message operations automatically transfer writes from one port to the other.

• Processes use ports to make *system calls* (section 8.3.3).

• Processes use ports for stream-oriented communication with services.

### 8.3.3. Process Control in the DASH CEA

Each user address space has two distinguished ports (see figure 5):

• The *kernel port* is used to deliver "system calls" to the kernel, normally in request/reply mode.

![Figure 5: A DASH Address Space and Process Control Ports.](image)
The exception port is used to communicate exceptional conditions to process in the address space. These conditions include 1) illegal memory references, floating-point exceptions, and other synchronous exceptions, and 2) termination of a bundle because of a host crash, process crash, loss of authorization, or termination by the peer.

Debugging and monitoring of processes is supported by the following mechanisms (see figure 6):

- **Tapping** allows a process to non-obtrusively monitor all communication at a stream endpoint. When a message is written to a stream endpoint port, it is automatically written also to a tapping stream that terminates in a user-level monitoring process (possibly remote). The flow control requirements of the tapping stream are superimposed on those of the original port.

- **Splicing** allows the insertion of a user-level filter process (possibly remote) into an existing stream. If all the streams of a process are spliced, the process is encapsulated.

A monitoring or filter process can also set a communication breakpoint so that an user operation on a spliced or tapped stream causes the user process to block until it is released by the monitoring or filter process. A detailed design of these facilities can be found in

---

**Figure 6: Tapping and Splicing.**
8.3.4. Process Ownership in the DASH CEA

Each user address space has an owner, and in addition can certify itself for other owners by supplying their private keys. The remote process creation operation can specify the owner name of the process to be created; this caller must be certified for this name. This is designed to reduce the security problems associated with large-scale distributed computing. A user wanting to perform a distributed computation can create a new owner, put that owner on the access lists of only those resources needed for the computation, and create processes under the ownership of the new owner.

9. KERNEL STRUCTURE

The preceding section discussed execution environments in a VLDS, and described the DASH design. In practice, it is likely that the canonical execution environment will be implemented by a single kernel program (the canonical kernel) that will be ported to various machines by instantiating its machine-dependent parts. In this section we discuss desirable properties of the canonical kernel structure (CKS).

The CKS should promote kernel parallelism by 1) using parallel processes to perform kernel tasks when possible; 2) minimizing the serialization of these processes because of contention for resources.

Rationale: much of the processing in a typical VLDS workstation is done in the kernel; examples include protocols, encryption, physical device drivers, and so on. Therefore, to efficiently utilize shared-memory multiprocessors, it is important that the kernel promote parallelism.

The CKS should minimize CPU bottlenecks for network communication bandwidth, such as data copying.

Rationale: host CPU’s are already the limiting factor in communication over LAN’s. They will become "tighter" bottlenecks as networks become faster.

9.1. Structure of the Canonical DASH Kernel

The canonical DASH kernel consists of a dynamic set of processes that communicate both through the local message-passing facility (section 8.3.2) and through shared data structures. Kernel parallelism is promoted in the following ways:

- Each system call and remote operation is performed in a separate process; these processes can execute concurrently.
- Protocols are concurrent processes that can execute in parallel, thus pipelining a stream’s protocol processing.
- ADP uses multiple processes to do encryption in parallel, potentially further pipelining network communication.
- Device drivers are processes and can execute in parallel with other processes.
- The concurrency control on kernel data structures is designed to reduce contention. Multiple lock types (spin locks, sleep locks, read/write sleep locks) are used. Locks are on data, not code.

A potential problem with the DASH design is that measures designed to improve performance on machines with large numbers of processors may hurt performance on unprocessors. In particular, an optimal unprocessor design would use procedure calls in many places where DASH uses message passing.
We contend, and hope to experimentally verify, that message-passing can be almost as fast as procedure calls, even on a uniprocessor. To accomplish this, the basic operations (memory allocation, locking, queueing, scheduling, context switching) must be fast, and kernel process communication must be treated as a special scheduling case.

10. SOFTWARE ENGINEERING

The canonical kernel of a VLDs system will have to be ported to diverse processors and system architectures. Hence the canonical kernel:

- Should be written in a language for which there exist compilers on a wide range of machines.
- Should have a machine-dependent part that is clearly delineated and is efficiently implementable on diverse hardware.
- Should be easy to maintain and modify.

The canonical kernel should be written in an object-oriented language

Rationale: it has been suggested [19] that the object-oriented programming style is best-suited to achieving the last 2 goals above.

The canonical kernel should not be written in a garbage-collected language.

Rationale: garbage-collected languages eliminate problems stemming from deleting memory objects to which there may be multiple references. However, there is an inevitable performance cost, and we believe that these problems can be solved in other ways in the DASH kernel. Therefore the principle of Performance dictates that garbage-collection not be used.

10.1. Software Engineering of the DASH Canonical Kernel

The DASH canonical kernel is being written in C++, an object-oriented extension of C [24], [43]. C++ was selected because it satisfies the above criteria and is supported in our current UNIX environment. The DASH kernel consists of a static set of classes (modules), and dynamic sets of objects and processes, all sharing a single address space. There are no global variables or data structures.

The DASH development environment makes heavy use of a remote symbolic kernel debugger, kdbx, based on the UNIX dbx debugger. Dbx interacts with the target process via the UNIX ptrace call, which can be used to access the process's memory space and control its execution. Kdbx runs on a UNIX host and communicates over a serial link with the DASH host being debugged. Calls to ptrace have been replaced with routines that send commands to the PROM monitor of the DASH host (currently a Sun 3/50).

11. CONCLUSION

We have described several system design areas in which the requirements of very large systems differ substantially from those of small systems. In each area we have identified and rationalized a set of design principles, and have suggested components of a design (that of the DASH system) that embody these principles.

The current status of the DASH implementation is as follows: kernel-level process scheduling and message-passing are complete, as is the ADP portion of the sub-transport layer. We are currently conducting experiments to measure the performance of ADP mechanisms given our current hardware (Sun 3/50 with AMZ8068 DES encryption chip, 10 Mb/s Ethernet).

Our future research plans include investigation of the following:

- Exploring the limits of size and granularity in distributed computing, and identification of possible bottlenecks (process creation, name resolution,
authentication, network latency).

- Utilization of multiprocessors: what performance gains will we get from kernel parallelism, and how does performance depend on processor scheduling, locking mechanisms, and locking granularity?
- Assessing the usefulness of the DASH bundle mechanism for long-distance high-performance services.
- Completion of the design for the sub-transport layer, and assessing its use for real-time communication applications such as digital audio.
- Exploring the limits of network performance with very fast (> 1 Gb/s) networks and network interfaces.
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