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Low-Cost High-Speed General Service Fiber Optic Networks

Ming-Kang Liu

ABSTRACT:

Fiber optics is an emerging low cost technology for high speed communications, and the information
age has been characterized as a time of exploding communication demands of all kinds. In this thesis, sys-
tem solutions to low cost but high performance implementation of fiber optic communication networks for

general services are proposed.

A fiber optic network distinguishes itself from other networks by its large transmission bandwidth,
As a result, it is electronics that limits the available bandwidth for the information exchange. Also, a gen-
eral service network has the capability to support all video, voice, and data traffic. With quite different
traffic characteristics, a general service network should be designed so that all messages are handled
efficiently and satisfactorily. In the thesis, system solutions which (1) minimize the speed mismatch

between optics and electronics and (2) optimize the service for different traffic are considered.

These solutions include: (1) a circuit switching approach called Time Slot Switching (TSS), (2) an
integration of TSS and Carrier Sense Multiple Access (CSMA), (3) an integration of TSS and slotted-ring,
(4) and a simple high speed timing recovery method suited for fiber optics. Circuit switching provides mul-
tiple simultaneous links; therefore, the throughput can be much larger than with packet broadcasting such
as CSMA or token-passing. Its fixed transmission delay is also desirable for voice or video. Compared with
packet switching, circuit switching avoids much of the high speed packet processing; consequently, the

speed constraint from electronics is mitigated.

The integration of TSS with CSMA or slotted-ring provides better services for data traffic and for
networks covering larger geographical areas. We show that this integration is attractive for better perfor-

mance and simple implementation.

The new timing recovery approach for high speed fiber optic communications avoids the use of PLL

or SAW filters. The basic idea is to use a code with special properties which dramatically simplify the tim-



ing recovery process. This has been experimentally verified at 200 Mb/s using ECL logic. This suggests
that Gb/s speeds can be achieved in bipolar integrated circuits or a few hundred Mby/s in CMOS.

~ These results contribute to achieving high speed fiber optic networks with low cost and high perfor-

mance.

Qaid Mt T

David G. Messerschmitt

Committee Chairman
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CHAPTER 1

Introduction

L.1. Introduction

A communication network consists of nodes interconnected through some transmission medium by
which a large number of users communicate with each other. A network can use radio, coaxial cable, pair
wire, or fiber optics as its transmission medium, and it can span over a campus, a city, or even a whole
nation. It can serve different functions: voice, data, video information, or some combination. In this thesis,
a fiber optics network to serve various types of traffic will be studied. The network’s range can span a

local area to a larger metropolitan area.

This chapter explains the objective of this thesis, fundamental backgrounds, and a brief introduction

to the approach. Detailed discussion will follow in the remaining chapters.

1.2. The Objective

Fiber optics provides low cost and high immunity to noise, and has become a good choice for the
transmission medium in local area and metropolitan area networks [1-7). Also, technologies of integrated
electronics, especially high performance CMOS circuits, have improved significantly in both switching
speeds and function complexity during last decades [8-10). With these advanced optics and electronics,

communication bandwidth has been greatly increased.

The "Information Age" has been characterized as a time of exploding communications demands of
all kinds. These new demands, for example 1o provide a gencral service for all voice, data and video,
create great challenges for system engincers. Our current communications technologies have becn
designed around specific applications and these different applications impose different constraints on the
retwork (e.g., allowable transmission delay). The telephone network, cable networks, and data packet

switching networks (e.g. the ARPA Net) are examples.

Chapter 1: Introduction -1-
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Interestingly, minicomputers, workstations and personal computers have gradually replaced the roles
of main frames for data processing and computation. In response to this change, small area networks such
as local area networks (LAN) have emerged to provide the intercommunications between these small com-
puters [11]. Ethernet, Token-ring, and Slot-ring are successful examples of such networks [12-15]. In
more recent years, information exchanges between LANs, PBXs, and main frames have also been needed.

This resulted in the Metropolitan Area Network (MAN) concept [16-19].

In summary, a general purpose local and metro area network is getting more and more important,
and as a result, the objective is to take advantage of well developed and low cost electronics and optics
technologies to serve voice, data, and video traffic in local or metropolitan areas. There are three major

problems to be solved:

(1) Traffic congestion in a network.

(2) Integrating the different service requirements of voice, data, and video traffic.
(3) The speed mismatch between electronics and optics.

These will be elaborated in the following sections.

Foundations to the approaches to solving these problems - classifications of networks, characteris-
tics of traffic, special features of LANs and MANS, and properties of fiber optics and integrated electronics
-- are discussed first. Brief descriptions of the approaches will also be given before detailed discussion in

the remaining chapters.

1.3. Network Classifications

A network can be classified by its: (1) transmission medium, (2) size, (3) traffic types, (4) bandwidth,
(5) topology, and (6) medium access protocol.
1.3.1. Transmission Medium

Electrical signals can pass through various kinds of media, with variations in attenuation, noise

interference, and channel bandwidth. Examples are twisted pair in telephone subscriber loops, coaxial
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cables in cable TVs, free space for radios, and fiber optics for high bandwidth applications.

A good communication channel is characterized by low signal attenuation, low noise interference
level, and large signal bandwidth. If analog transmission is used, linearity will also be important. A com-
parison of the attenuation as a function of carrier frequency among twisted pairs, coaxial cables,
waveguides, and optical fibers is shown in Figure 1, [20). In general, the bandwidth is proportional to the
carrier frequency; as a result, optical fiber is the best medium for transmission in terms of the attenuation
and bandwidth. Another important feature of optical fibers is its very low noise interference. Radio
interference, multiple path effect, cross talk, and even strong signal jamming would have very little effect

Figure 1. Attenuation vs. frequency for different media
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to the signals in fibers. This makes fiber optics more attractive than other media in many important

respects.

1.3.2. Network Size

Not only the transmission medium but also the network size affects the quality of a communication
channel. A larger size requires longer transmission lines and therefore a higher noise level, larger signal
attenuation, and smaller bandwidth due to the dispersive effect. These facts make bandwidth over a long
distance very expensive, and we can see in Figure 2 [21] that there is a tradeoff in the network size and

bandwidth for the existing networks.

The network size also has a very important influence from the system point of view. A fundamental

limitation is that the propagation delay is linearly proportional to the network size, and the larger the propa-

Figure 2. Data rate vs. network size
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gation delay, the more difficult to synchronize all the users sharing a common medium [22]. For small area
networks such as LANS, the propagation delay and signal distortion are both small. These leads simplicity
in network designs possible. Section 4 will study this in detail and it will be clearer as we go thoroughly in

next three chapters.

1.3.3. Network Bandwidth

The available network bandwidth strongly depends on the transmission medium and the network
size, as just explained. Larger bandwidth networks can provide more general service (e.g. video and data)

and lower queuing delay.

13.4. Network Topology

The network topology is the geometrical relationship of communication nodes in a network. The
topology has strong corrclations with its transmission medium, medium access protocol, system reliability
and flexibility, and traffic throughput. Figure 3 shows some typical network topologies: star, ring, bus, and

tree.

Generally speaking, the bus or ring has a lincar structure and therefore traffic flow can be more regu-
lar; as a result, they are potentially more efficient in resolving access conflicts, especially when the network
size is large. Token ring or token bus is an example. On the other hand, since the traffic has to £0 in one
direction and through all the links, the total throughput is limited by the link bandwidth [22]. In addition,
they have lower reliability because any node’s failure may partition the network. The star provides more
flexibility in traffic flow by using a circuit switch inside the central star. In addition, in fiber optics net-
works, the optical interface to the network prefers the star topology [7]. The disadvaniage is that a central

controller is required to manage the switching.

1.3.5. Traffic Types

Voice, data, and video have quite different characteristics in arrival statistics, bandwidth, delay toler-
ance, and error tolerance, and a medium access protocol should satisfy all their needs. Detailed discussion

will be given in the next section.
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Figure 3. Different network topologies
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1.3.6. Medium Access Protocol

A medium access protocol defines the rules for users to share the common medium; in other words, it
specifies how different traffics are multiplexed in a network. The first choice of multiplexing is in time or
frequency domain. In this thesis, only time domain multiplexing will be considered, in which there is

another choice: broadcasting or switching. Discussion of these two categories follows.

Broadcasting network techniques including token-ring, slot-ring, and carrier-sensing have been used
to time-share a single physical channel among many stations for LANs. The IEEE 802 standard has esta-
blished well defined protocols for LANs. The 802.3 specification is for Carrier-Sense Multiple-Access
with Collision Detection (CSMA/CD) on a bus, while standards 802.4 and 802.5 are for token-passing on a
bus and a ring, respectively [23-24]. The advantages of this approach are simple processing (no routing, no
central controller, for examples) and low cost (no switching hardware and software required). But broad-
casting has the disadvantage that total network throughput is limited by the bandwidth of a single commun-

ication link.
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Switching allows multiple transmissions at the same time and therefore provides a higher throughput.
There are two switching methods: packet or circuit. In packet switching, X.25 recommended by CCITT
[25), for example, data is divided into packets, and involves packet capsulation and decapsulation, routing,
sequencing, acknowledgement, and error recovery. For a fiber optics environment, these require high
speed processors matched with the high transmission rate of optical links. On the other hand, circuit
switching used in telephone networks, provides a dedicated link by prior call request, and therefore
involves no complicated real-time processings. However, protocols involving circuit switching at high
speed and using fiber optics have received less autention, in part because of the unavailability of wideband

optical or electronic circuit switches.

1.4. Traffic Characteristics

A general communication network should accommodate all kinds of data, voice, and video traffic.
Traffic characteristics which can be described by its arrival process, bandwidth, delay tolerance, and error

tolerance are examined below.

14.1. Voice

Voice traffic in most cases is interactive and requires real-time transmission. This limits the
transmission delay to be within tens of milliseconds. Longer delays will make listeners uncomfortable and
even noisy. On the other hand, speech is less susceptible to interference, conversation echoes, lost packets,

than data.

The standard PCM digital specch requires a bit rate of 64Kb/s. During a conversation, statistically
an average of 40 to 50% of time is active in each direction [26]. There are many time corapression and
interpolation techniques [27-30] to increase the bandwidth efficiency, but inevitably they introduce extra
hardware and degraded quality. Since fiber optics in LANs and MANs provides abundant bandwidth, stan-

dard PCM voice will be simpler to use and will probably result in a lower overall cost.
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14.2. Data

Data traffic can be either interactive or send-and-wait. Interactive data (e.g. RS232) has similar
characteristics to voice except that the active time percentage in each direction could be much lower.
Send-and-wait data has a collection of bits to transmit, such as E-mails or file transfers. In general it is

non-interactive and allows a large variation of transmission delay.

Both these types of dawa all require a low error rate. Messages in error generally have to be
retransmitted. Their arrival process compared to specch is very bursty. These characteristics make packet

switching is more favorable than circuit switching.

1.43. Video

Video traffic in most cases requires real time transmission, and is not interactive. Compared to
voice, it has much larger bandwidth (50 to 140 Mb/s) and 100% bandwidth usage. As a result, circuit

switching seems 10 be most promising for video.

1.5. Local Area and Metropolitan Area Networks

Local area networks (LANs) were developed first for data communication among workstations or
minicomputers [11,12], and have short propagation delay and small signal distortion. These features pro-
vide extra opportunities in the protocol design. For example, CSMA and ALOHA [31-32] both bear the
same concept of random access, but only CSMA has collision detection (CD) capability to abort a collided
transmission immediately. In general, the larger the propagation delay, the higher the "asynchronousness”
between users. This asynchronousness reveals itself in different forms in different networks. For
CSMA/CD, it is the time to detect a collision; for token-ring, it is the time 10 pass the token; and for TDMA
(Time Division Multiple Access) [33), it is the guard time between adjacent time slots. Fortunately, when
a LAN is concemed, this asynchronousness is negligible and can be traded for simpler protocols or imple-

mentations.

Low signal distortion offers an additional opportunity in implementation. If a packet passes a few

nodes which are not the destination, timing recovery would be unnecessary because timing distortion is not



Chapter 1: Introduction -9-

significant. For fiber optics with low noise, small dispersion, and liule attenuation, no timing recovery is

necessary, thereby reducing the cost in implementation.

Metropolitan area networks (MANES) have a larger network size (about 50 Km); therefore, the propa-
gation delay becomes more significant than in LANs, Techniques in LANs consequently can not be
applied directly and need at least some modifications. For example, CSMA/CD would be unfeasible in
MAN:S because the overhead in collision time is very significant, and IEEE 802.6 (18] is modified from the

slot-ring protocol 10 fit MAN applications.

On the other hand, if MAN is used for the intercommunication between LANs, PBXs, and main
frames, the structure of a network for this purpose could be simpler than than that of LANs, This has an
analogy that wire connections of central offices in telephone networks are much simpler than those of local

user distributions. This important property will be utilized in the protocol studied in chapter 4.

1.6. Fiber Optics and Integrated Electronics

Over the past 15 years, successful efforts have been made 1o increase the bandwidth and reduce the
encrgy attcnuation in fibers, Now inexpensive optical fiber media capable of several Gb/s data rates over
point-to-point links of scveral kilometers are available, It has become very attractive to use optical fiber as

the transmission media for LANs or MANs.

To produce economical fiber optic systems, the electronic functions required in transmitters,
receivers, multiplexors, circuit switches, buffers, etc. must be evenually integrated as VLSI components,
Unfortunately, neither silicon nor gallium arsenide technology can provide VLS implementations capable
of operating at rates higher than a few hundred Mb/s. While this is adequate for integrated voice, data, and
video services 10 a single station, it is not high enough to meet the needs in a broadcast network of tens or
hundreds of stations.

An additional impetus for introducing switching into a fiber optic network is that many years of
research on optical devices have failed to produce practical three-way optical couplers that would be

needed for networks based on a shared optical bus [7). The reason is optical couplers have insertion loss
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which limits the total number of taps on a bus. Active couplers are subject to failure unreliability and high
cost. In addition, practical optical switches that could be the basis for a switched optical network are not
available. However, recent work has demonstrated the feasibility of economical electronic circuit switches
in CMOS VLS, operating at up to 200 Mb/s data rates per channel [34,35]. Assuming the availability of
economical switching techniques, a network based on this requires an opto-electronic transceiver pair for
every link at each switching node. However, avoiding the costly timing recovery function at the switching
node(s) can significantly reduce costs. Provided that crosstalk and timing jitter in a fiber-optic local area
network can be adequately controlled, we will describe an approach which avoids the need for timing

recovery in the switching nodes.

1.7. The Approaches

Instead of going to more exotic and costly technologies to achicve a higher rate network utilizing a
broadcast protocol such as CSMA or a token-ring, our approach will be to incorporate switching in the net-
work, in order 10 gain almost unlimited bandwidth capability while at the same time running each link in
the network at the highest spced consistent with low-cost technologies. A comparison between circuit
switching and broadcasting architectures is illustrated in Fig. (4a) and (4b). Switching allows multiple
transmission paths to coexist simultaneously, resulting in greater network throughput for a given link
bandwidth. This approach offers in addition the ability to add network capacity incrementally, and it is

inherently more reliable since failures result in incremental loss of capacity.

In considering switching, we have chosen circuit switching primarily because it allows a switching
fabric that does not actually examine or process the bit streams passing through (as just explained in sec-
tion 1.2.6), with the result that the bit rate can be considerably greater for a given low-cost technology.
This greater speed can more than make up for the inefficiency in circuit switching data traffic with fluctuat-
ing bit rates, particularly in view of that fact that packet switching data networks can easily be overlaid on
the circuit network using lower speed circuits as packet links. Furthermore, the modest efficiencies gained
in packet switching voice and video do not appear to be justified in a small-area network where bandwidth

is plentiful.
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Figure 4. Circuit switching vs. broadcasting
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There has been previous work on LANs using circuit §witching at 1 Mb/s [36] and 380 Mb/s [37].
With circuit switching, low speed traffic, like 64 Kb/s voice channels, needs to be multiplexed into high
speed media. This can result in timing recovery and multiplexing functions which reduce the achievable
bit rate. An additional problem with circuit switching is that when the number of switchable links is small,

significant blocking will occur at a low level of network utilization.

These problems with circuit switching lead us to propose a variant which we call time slot switching
(TSS). TSS can be described as a time-divided space-division switch in a particular form well-suited to

LANS based on fiber optics. A detailed description of TSS is in chapter 2.

The electronic switch can not only be operated 1o switch different traffics, but can also be configured
in a broadcasting way. This provides the flexibility in combining TSS with other broadcasting protocols
for better serving some data traffic. Chapter 3 considers the integration of TSS and CSMA, and chapter 4
evaluates the combination of TSS and Slot-Ring. Their performance in LANs and MANs will also be stu-
died in these chapters.

In chapter 5, an approach leading to the simplification of timing recovery is also considered. High
speed timing recovery is essential but difficult to implement in digital communications. A fixed coding
technique is proposed and tested. Finally, chapter 6 discusses tests of the effects of no timing recovery but

just amplification when bit streams pass through many circuit switches connected by fiber optics by TSS as
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proposed in chapter 2.
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CHAPTER 2

Time Slot Switching

2.1, ‘Itroduction

A new medium access protocol called Time Slot Switching (TSS) for use in fiber optics LAN is
explained in this chapter. This protocol incorporates features of time division, space division, and time
compression for users to share a common medium. With these features, data, voice, and video traffic can
all be served in a single local area network. In addition to fiber optics used for transmission, VLSI CMOS
electrical crosspoints are used to switch traffic within individual time slots. Based on these techniques,

high network traffic capacity and low implementation costs can be achieved,

Although TSS can serve various kinds of traffic, operation of TSS for a specific type of traffic with
one constant rate (homogeneous TSS) is first described in section 2, CMOS circuit switches in TSS in gen-
eral are distributed in a network and controlled by a central controller which assigns time slots and
crosspoints for requesting traffic. This traffic control management will be explained in section 3. To exam-
ine the performance, an analysis is presented in section 4 to show the trade-offs among traffic capacity,
frame guard times, blocking probability for new circuit requests, and transmission delay. The analysis is
done for 64 and 16 Kb/s channels, and the results show that TSS is more attractive than broadcast protocols
for voice traffic or constant rate data traffic. In section 5, TSS is generalized for serving voice, data, and
video traffic.

2.2. Homogeneous TSS Networks

By a "homogeneous" TSS network, we mean one which supports a multiplicity of circuits, all at the
Same constant rate (e.g., 64 Kb/s PCM voice channel); this homogencous assumption will be relaxed in

Section §.
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2.2.1. Network Topology and Architecture

A TSS network generally consists of switching nodes connected by fiber optics. The switching
nodes connect simultaneous circuits by their internal space-division switches. Users access the switching
nodes through concentrators called time compression multiplexers (TCM), which multiplex user traffic in a
time-division fashion, figures (1,2). Detailed operations of the switches and TCM will be addressed
shortly.

Figure (1a) illustrates a mesh network structure with two types of switching nodes. Type A switches
are only connected with other switching nodes. Type B switches connect TCMs with Type A and/or other
type B nodes.

Figure (1b) shows a type A switching node, drawn to illustrate link level (control) and physical level
(data path) elements. The circuit switches need connection information from the central controller to set up
communication links; this information may be conveyed by a separate (lower speed) network, or by the -

TSS network itself where dedicated slots are reserved for this purpose (see section 3).

Figure 1a. TSS network topology and architecture
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Figure 1b. Internal architecture of class A nodes
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Figure (Ic) shows a type B switching node, where it not only receives the connection information,

but also transmits control messages like "circuit request” or "circuit finish” from the user terminals.

2.2.2. Basic Operations

Time slot switching (TSS) can be described as a switched time-division multiple-access (TDMA)
network [1]. TDMA is often used in satellite networks for the same reason it is used here; namely, it
allows very simple hardware for running the network at the maximum speed for a given technology.
TCMs are used in TSS to give users TDMA access. In addition to the TCMs, TSS incorporates circuit
switches to increase traffic throughput; in other words, the configuration of all the space-division switches

Figure 2. Basic circuit connections
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within the network changes for each time slot, thereby providing a multiplicity of circuits.

To set up a communication link, both the TCM and switches should operate synchronously in each
time slot, figure (2); that is, a bit stream from a transmitting user is first multiplexed through a TCM to a
circuit switch in a certain time slot, then arrives at the destination TCM through a correct connection of
cross-points, and is finally demultiplexed to the receiving user at the same time slot. This synchronization

between the TCM and switches is established by a pre-arrangement and will be discussed in section 3.

The TCM is an interface between low speed users and high speed circuit switches. The TCM per-
forms two functions. One is to buffer a number of bits during one frame for lower speed users. Second, the
TCM transmits or receives these bits within the appropriate time slot for which the desired connectivity has
been pre-arranged through the space-division network. Each circuit for a particular user terminal will con-
tinue to access the same time slot in each frame for the duration of the circuit. Figure (3) shows the

Figure 3. Internal structure of a TCM
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configuration of a TCM. Here we see the user data streams are first stored in the transmitting buffers of the
TCM. Typically more than one circuit will be established within a given TCM, and each circuit has its
own buffer. Then during the selected time slots, the data in the corresponding buffers is transmitted over
the high speed link. Similarly, on the receiving side, data arriving on a high speed link within pre-selected .
time slots are stored in receiving buffers, and then transmitted at a continuous slower speed to the user ter-
minals. To summarize, a lower speed circuit is compressed and transmitted over the higher speed channel
in a specific time slot in the frame, and at the receiver the circuit is decompressed for that same time slot to

the lower speed user terminal.
The Circuit Switches connect physical paths for different communication links. An internal archi-

tecture of a circuit switch consists of an electrical cross-point matrix, a bank of slot memory, and control

Figure 4. Internal structure of a circuit switch
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circuitry, figure (4) [2]. The slot memory contains connection information used for changing the
configuration of the cross-point matrix after each time slot. The control circuitry provides slot timing and
updates the connection information. In each time slot, there are simultaneous circuits being transmitted by
the switches, each at a very high speed (e.g 200 Mb/s) compared to that of users. These muitiple links
combine to a total traffic capacity much greater than that achieved by broadcasting protocols such as token

passing or CSMA operating at the same link speed.

2.2.3. Some Remarks on TSS

For the foreseeable future, electronics rather than optics is the factor that limits the bandwidth of
practical fiber optic networks. TSS is primarily motivated by the desire to minimize the impact of elec-
tronic limitations:

1. The traffic passes through the TSS network asynchronously; in other words, no examination or pro-
cessing of bit streams is required except at the source and destination nodes, where the data can be
handled in a parallel format up to the final parallel-to-serial conversion in the TCM. This minimizes

high speed electronics constraints.

2. Because the asynchronousness of the traffic flow, different instantaneous bit rates can coexist within
the same network. For example, the logically separate control network can operate at a slower speed
within a dedicated time slot, eliminating the necessity for using the same high speed electronics tech-

nology in the implementation of the control as compared to the switching function itself.

3.  Timing recovery is required only once for each link, in the destination node (this is similar to broad-
cast networks). High-speed timing recovery is a costly function in opto-electronic transceivers; this
function would be needed for every channel through every switch if bit or byte synchronization were
required. In contrast, the function of low-speed timing recovery for frame synchronization is needed

only once per switch node (section 3).

4. Collisions are eliminated by the arbitration provided by a central controller.
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S.

Circuit switching results in a deterministic delay, which is desirable in voice traffic and some data

communication.
TSS also has disadvantages of course:

Though the switching nodes receive the same global timing, they are distributed in the network. Tim-
ing skew among these switching nodes is inevitable. This, coupled with the propagation delay of sig-
nals through the network results in the need for guard times in each time slot, and a resultant reduc-
tion in traffic capacity. This is very similar to the situation of satellite communication by TDMA
with distributed earth stations. The need for reasonable throughput efficiency limits the geographical
size of the network, although this limitation can be circumvented by using gateways with internal

buffering.

Circuit switching results in blocking [3]. At a given traffic intensity, by increasing the total number
of time slots in a frame, the blocking probability can be reduced, but at the expense of a larger frame
size, which results in a larger transmission delay. The frame size can not be arbitrary large (see Eq.
(9)); however, within its possible range, an achievable Mc intensity level can be estimated by

specifying the blocking probability (e.g. 10-%), Eq. (7).

TSS results in a buffering delay, called the compression time, on the order of the time duration of
one frame. This is due to the need in the TCM to store one frame of data for transmission at a higher
link bandwidth. This presents a problem in voice and interactive applications. (The first three disad-

vantages are analyzed in detail in section 4.)

Intermediate space-division switches without retiming introduce timing jitter due to dispersion on the
fiber and crosstalk within the switch. This will limit the number of intermediate switching nodes and
hence the allowable network topologies. Experiments to quantify this limit has been carried (chapter

6), and the results showed that the timing jitter is not noticeable.

The basic circuit switching architecture suggests a central controller. This, in addition to the require-
ment for global time slot timing, introduce possible points of vulnerability to single-point failure.

This can be overcome by careful design and redundancy in these functions.
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23. Switching Management

Because TSS has both time and space division switching, the TCM and switches need (1) frame tim-
ing, (2) slot timing, (3) cross-point connection information, and (4) TCM multiplexing information to set

up correct communication links.

2.3.1. Frame and Slot Timing

The frame and slot timing are needed to change the TCM and switch configurations. These

configurations are different in each time slot, and repeat each frame.

The frame timing can be obtained simply by generating a frame header of a special pattern and fre-
quency from the central controller, just as in TDMA in satellite communications [1]. In TSS, this frame
header can be put at the beginning of each frame; and by sensing this particular pattern, the frame timing
can be extracted. Since both the frame and slot timing is at relatively low frequency (e.g. 20 Hz if each
frame is of 50 msec, and 20 KHz if each slot is of 50 psec), a simple PLL and a frequency divider can gen-

Figure 5. Frame and slot timing recovery
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erate slot timing synchronized with respect to the frame timing, figure (5).

2.3.2. Circuit Connection Setup

The switches and TCM need connection information to set up circuits correctly in each time slot.
Since the switching nodes are generally distributed in the network, this connection is determined and distri-
buted by the central controller after the controller receives "call requests” or "call finishes” from users.
This subsection describes an algorithm for the controller to set up circuits, and the next subsection suggests

how to pass the connection information between the switches and controller.

First, the central controller has a cross-point allocation table for each circuit switch and each time
slot. After receiving a circuit request from one switching node to another node, the controller lincarly
searches for the first available time slot from the beginning of the frame. Generally, the circuit path may
not be unique for a call, switches and cross-points of the minimum distance path will be chosen if there is
no particular reason. Other searching algorithms such as random search are also possible, but will not be

covered in this chapter.

As an example illustrated in figure (6), user terminal A is currently transmitting to user H during time
slot 1 of each frame. TCMs T1, T4 and the switch S are synchronized to provide this link. Now, user ter-
minal D wants to transmit to user F. There is no other traffic through TCM T2 and T3, and the current link
between A and H causes no conflict in using circuit switch S for this new request. Thus the central con-
troller can assign any slot for this new request, and it chooses slot no. 1 by the algorithm There will be two
independent circuits in the same time slot. A few moments later, user terminal G wants to communicate
with user E and sends the request to the central controller. There is no conflict with the existing circuits in
the central circuit switch S, but T2 and T3 are reserved for D to F at slot no. 1. Consequently, the central

controller will assign time slot 2 for this new request.

If there is neither an available time slot nor an available space-division path for a new requested cir-
cuit even the destination is idle, blocking occurs. The probability of blocking is estimated in the next sec-
tion. Any circuit can be terminated by transmitting an appropriate "disconnect” message to the central con-

troller, releasing the associated time slot for futre use.
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Figure 6. A single star network and its circuit setup procedures

A->H A->H
G-E G-E
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2.3.3. The Control Traffic

A logically separate signaling network is needed to provide the connection information as mentioned
above. This traffic demands can be estimated as follows: suppose there are 1000 users with active probabil-
ity 50% (i.e. 50% of users are most likely using circuits at any time), and an average of circuit holding time

is three minuntes such as in voice conversations, there will be only 1000~-19§50-=2.8 calls/min. Suppose

each circuit establishment requires 1 Kb/call (to send source and destination addresses to the controller,
and to send the connection information to the switching nodes), then the total control traffic demand is

only about 3 Kb/s.
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As mentioned before, though this control traffic can be supported by a separate lower speed network,
it can be supported by the same TSS network with the first few slots reserved. For example, in the network
shown in figure (1), let the switching node of type A on the right be the central controller also, the connec-
tion information for all the switches and TCM can be broadcasted at the second time slot of each frame,
and the call request and finish information from all the switching nodes of type B can be sent to the con-
troller at the third and forth time slots (at least two slots needed since there is a circuit contflict of two type
B switching nodes on the left). It is noted that the first slot is already assigned for the extraction of the

frame timing.

2.4. Performance Analysis of Homogeneous TSS

In this section, we present a quantitative analysis of the behavior of the TSS network. For simplicity,
we treat the homogeneous case in which all circuits have the same bit rate. In order to quantify the impact

of the choice of the bit rate, we consider two cases: 16 and 64 Kb/s.

In the analysis of TSS, we must consider a number of dependent parameters: the number of time
slots per frame, the length of a time slot, the blocking probability for new circuit connection requests, utili-

zation, and the compression delay. In the remainder of this section, we determine the following:

1. The guard time, required to protect the data in adjacent slots. It will be shown to be proportional to

the maximum propagation delay in the network.

2.  The blocking probability, which is a function of the topology and available circuits. We approximate

this probability for a single or double star network topology.

3.  The compression delay, which depends on the total number of time slots per frame, the slot size, and

hence the utilization.

4.  The preceding allows us finally to study the tradeoff between network utilization and the compres-

sion delay for a fixed blocking probability and network topology.

Before proceeding with the analysis, some definitions are appropriate:
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Network Circuits: The average number of circuits connected at one time. Using telephone termi-

nology, this has the units of Erlangs, where one Erlang is equivalent to one circuit continuously connected.

Network Utilization: The ratio of average total network throughput (bits per second) to the capacity
of one link. Since multiple links are utilized in TSS due to switching, the network utilization in general can
be greater 100%. This definition of utilization enables us to compare the traffic capacity to that of a multi-

ple access protocol using a single shared link with the same capacity.

Blocking Probability: The probability that a circuit initiation request will be denied due to the

absence of an available circuit path for any time slot between source and destination.

Compression Delay: The delay introduced in the most efficient implementation of TSS is equal to
the time duration of one frame, which we call the compression delay. The delay in a practical implementa-

tion is likely to be slightly larger than this, since the propagation delay will be comparably smaller.

2.4.1. Guard Time Analysis

A time slot shown in figure (2.b) is. shown in more detail in figure (7), where # is the leading guard
time of a time slot, #7 is the trailing guard time of a time slot, and $}AX is the interval of time available for
actual data transmission. Then we have an expression for the interval of time corresponding to a time slot,

Ltor = 1 + (AX & (= (MAX 4 g0, 1)
The requirement for non-zero 4 and tr derives from finite propagation delay and liming skew (due to dis-

tributed global timing propagation delay between the central clock and each switching node in the net-

Figure 7. Internal structure of a time slot
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work).

The slot utilization 7., defined as the fraction of the slot bandwidth actually used for data transmis-

sion, is

oo = 2 @

From Eq.(2), we want to minimize the guard times 7 and #r. This minimal condition of i+ s tige
can be obtained as in figure (8). Starting with ¢, the purpose of the leading guard time is to insure that a
packet does not arrive at a node prior to the start of a time slot. Suppose node A sends a packet to node B
where the global time slot timing of Node A leads that of Node B, as shown in figure (8a). To ensure that

the beginning of the packet from Node A does not arrive too early, we have

where t;; 4z is the propagation delay between nodes A and B, and t a4 is the timing skew for the time slot

clock between nodes A and B,

Similarly, the purpose of the trailing guard time is to insure that the end of a packet from node B to

node A occurs before the end of the time slot as shown in figure 8b. The requirement is that

The above conditions have to hold for any two switching nodes, so we have

_ 0, if‘A.mu<’PlJnin 3)

Also,

172 tAmax + lpg max é)
The worst case occurs When fpg i =0 and £, = {pg max = Ipg, in Which case
A
Ir =24y
tidle B I, + t7 = 38, &)
Because f,,, the maximum propagation time throught the network, cannot be reduced without

compromising the size of the network, the only way to minimize the guard time f4, is to minimize the
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Figure 8. Guard time analysis for the worst cases
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(b). The worst case for the trailing guard time.

timing skew #4mau. If we borrow a technique from TDMA satellite communications, where guard time
also exists because of distributed earth stations [1), the guard time can be reduced by estimating the dis-
tance between the earth station and the satellite in the initialization of the switching nodes. Similarly, the



Chapter 2: Time Slot Switching -31-

propagation delay between a switching node to the central controller in TSS can be estimated, and_ the
frame timing can be offset by this amount. That is, the time skew effect in the guard time can be reduced
to a minimum; in that case, by Eqs. (3-4), 4 will be 0 and ¢ will be only one #,,. The idle time could be
reduced to

lidle™ tpg - ©
In particular, if there is only one switching node in TSS, just like the case where many earth stations com-
municate to each other by only one satellite, the propagation effect in the trailing guard time (Eq. (4)) will

also be zero, and the guard time can be made to approach to zero.

2.4.2. Network Circuits and Blocking Probability

In this section, we calculate the relationship between the average number of active circuits and the
blocking probability in TSS. For a given network topology, any TSS network can be transformed into a
topologically equivalent space-division switching network for which the blocking probability can be
estimated by the method of Lee [3]. To illustrate, a simple single star network in figure (6) is considered.
There are M TCMs connected to the central M by M switch, K time slots in each frame of the TCM, and
N <K user terminals connected to each TCM. As shown in figure (9), this switching network is
equivalent to a space-division network with three stages. There are K (M by M) switches in the middle
stage, one for each time slot, corresponding to the single physical time-divided space-division M by M
switch. Each TCM allows the N user terminals to access one of K time slots, and hence is topologically

equivalent to an N by K space-division switch.

In general, except for special designs [4], switching networks have a non-zero blocking probability.
Given a circuit switch structure, Lee [3] developed an approximate method of evaluating the blocking pro-
bability. For a single-star network shown in figure (6), by Lee’s method (see Appendix A), we have the
following approximation to the blocking probability,

Pu=[{1-Q-pP)¥

P=WK
where A is the total offered traffic in Erlangs.



— 'l;'CM

Chapter 2: Time Slot Switching

Figure 9. Logical connection comparison between a single star TSS
and a 3 stage circuit switching network
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Figure 10. A double star TSS network

&

A similar analysis for a a double-star network (Fig. (10), see Appendix B) gives

A=KN2{1 - —Pbé')%}. M

Figure (11) illustrates this relation numerically for a blocking probability of 1073,
Our experience is that Lee’s method gives a conservative estimate of blocking probability; that is, it
estimates a blocking probability higher than the actual. This is substantiated by simulation, the results of
which are compared to Eq.(7) in figures (12) and (13). Lee’s method of Eq. (7) will be used in the follow-

ing performance analysis.
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Network Throughput (Erlangs)

Figure 11. Achievable network circuits as a function of the total
number of time slots in a frame and the size of circuit switches
for the topology in Figure 10. The blocking probability is set to

0.001.
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Figure 13. Blocking probability comparisons between the simulation
and Lee’s method, for the double topology in Figure 10.
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2,4.3. Compression Delay

The compression delay in TSS is equal to the duration of one frame. Since there are K time slots in

each frame, the compression delay is

D = Ktgor. ®
Considering now one circuit corresponding to one time slot, the following relation insures that the

input bit rate can be accommodated within the time slot time less the guard time,
RfAX2B D =R tp ®
where R is the bandwidth on a link, B is the bit rate for one circuit, #p is the time interval for information
transmission. and D is the duration of a frame from Eq.(8). The left side of Eq.(9) equals the maximum

available number of bits for transmission during one time slot, while the right side represents the number of
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bits accepted for one circuit from the data terminal. Equality occurs when the whole 132X is used for
transmission.

By simple manipulation of Egs. (1,9),

ftor= liate + Alp
sot= KB (10
1- T
where Atp = (}fAX — 1 and adding Eq. (8),
_ g biaa + Alp
R

Since larger X results in a larger number of circuits available at a given blocking probability (Eq. (7)), we
see the promised tradeoff between throughput and delay, where as expected the delay increases as
throughput increases. In addition, KB is the total available throughput passing through any cross-point and

is limited by the link bandwidth R ; as a result, K can not be arbitrary large and is bounded by %— Also,

Afp can not be reduced to 0 in practice, since some preamble bits are necessary for the bit timing recovery
at the receiver. But it is much smaller than r,4, and can be neglected.

Figure 14. Compression delay as a function of the total number of time
slots in a frame, where each slot is a 64 Kb/s channel, the link rate
is 100 Mb/s, and the blocking probability is 0.001.
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Figure 15. Same analysis as in Figure 14, but each slot is 16 Kb/s Channel.
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Figures (14,15) give numerical results describing these relations for B = 64 Kb/s and 16 Kb/s respec-
tively. We expect that R = 200 Mb/s can be achieved using a low-cost CMOS technology for the switches
{2,5], but 0 be conservative we use R = 100 Mb/s. In the figures, Afp is assumed 0 in Eq. (11). If a propa-
gation velocity of 2:10°m/sec is assumed in the optical fiber and the worst case in Eq. (5) is assumed, then
the fz, to network size ratio is 15 psec/Km in figures (14,15). The three cases shown correspond, there-

fore, to a maximum network dimension of 1,2, and 3 km.

2.4.4. Network Utilization vs. Compression Delay

The previous results can be used (o obtain the relationship between network utilization and compres-
sion delay if we combine the results for compression delay and blocking probability. In the following,
assume that the full £¥4X in each time slot is used in transmission. For this case, by Egs. (1), (2), and (10),

we have:

oo = B2 12)
Furthermore, total network utilization can be easily expressed in terms of A, the average offered

traffic in Erlangs. Because there are A circuits on average, by definition of network utilization, we have:
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Naeswork = %
A (13)
= 'K'ﬂ:lo:
By Eq. (7), we have:
Nrework = N z{l - -P»% )"’}n.m (14)

éq. (14) gives very important physical insight into TSS networks. Total network utilization is naturally
increased by the factor N due to the multiple transmission links, while it is subject to two degrading fac-
tors. One is the effect of the guard time expressed by ., and the other is the blocking probability limita-

tion in the brackets.

By combining Eq.(11) with Eqgs. (12,14), an expression relating D and Naewort Can be obtained.
Instead of writing this complicated expression, by observing:

= 1-(1-PA)2
is a weak function of X, simple manipulation of Egs. (7,11,13) gives

Figure 16. Trade-offs between compression delay and the network utilization,
where each slot is 64 Kb/s, link rate is 100 Mb/s, and blocking probability
is 0.001. Solid lines are for a network of 1 Km (15 psec idle time), and
dash lines correspond to 2 Km.
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Nnetwork

_ Ritue N
D == 1- ﬂm;&rk (13)

This expression is very similar to those in multiple access protocols, even though the underlying reasons
are quite different. Figures (16,17) show that Namon:>1 can be achieved at a reasonable delay; that is, the
total utilization can be much larger than the bandwidth of one link that would be characteristic of a multi-
access protocol. For example, at a S0 msec compression delay (which would be acceptable for a voice net-
work), 100Mb/s network bandwidth, 10-3 blocking probability, and a 16 by 16 switch in the central star of
a double star network, Naemort=10 is easily achieved for 64 Kbps/slot. This corresponds to a 1000 Mbs
total network throughput in comparison to a 100 Mbs for each link. Thus, for these parameters the
increased capacity from multiple links dominates over the diminished capacity due to guard times and
blocking probability.

The effect of the link bandwidth on the delay-utilization characteristic can be also observed from Eq.
(15). With a given network utilization and fixed idle time, the delay is proportional to the link bandwidth.

Intuitively, to keep the same utilization, the time interval in each time slot for transmission must be same,

Figure 17. Same analysis as in Figure 16, but 16 Kb/s channel per slot

is assumed.
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and the total bits transmitted in each slot is proportional to the link bandwidth, but the compression delay
will also linearly increase. From Eq. (15), the effect of increasing link bandwidth is the same as decreasing
the idle time by the same proportion. As a result, smaller idle time (smaller network) can be used to

counterbalance the increase in delay because of increase in link bandwidth.

2.5. Heterogeneous TSS

In section 4, the homogeneous case where all circuits had the same bandwidth was considered.

However, in practice we seek to integrate data, voice and video traffic within TSS.
First, we can have the following assignment:
1.  Each time slot is equivalent to a 16 Kb/s channel.
2. Voice traffic uses a fixed 64 Kb/s bit rate, and each channel is assigned 4 time slots.

3.  Interactive data traffic has a fixed rate, e.g. 16 Kb/s, 32 Kb/s, etc.; a multiple number of slots are

assigned depending on its bit rate; that is, one slot for 16 Kb/s, and so on.

4.  Video has no standard rate and is in the order of 20 Mb/s to 200 Mb/s. For simplicity, a whole frame
circuit will be assigned for this large bandwidth traffic. Because the circuit switches are distributed
and provide multiple circuits, this assignment will not significantly affect other traffic transmission.

5  Fixed length data such as file transfer can be assigned a certain number of slots based on its length.
This will be explained in more detail in the remaining section.

Several characteristics of this approach should be mentioned:

1.  If it can be arranged for these slots to be contiguous, then there is a potential saving in guard time. In
the extreme case of a high bandwidth full-motion video signal, one entire link or most of a link could
be dedicated to one circuit. The overall utilization would then increase considerably above that

estimated in the previous section.

2. For the heterogeneous case, the compression delay remains equal to one frame interval.
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3.  When the blocking probability for one circuit is small, say 1073, the blocking probability for a higher
rate circuit made up of lower rate circuits is approximately multiplied by the number of time slots
assigned in a frame. .

4.  For file transfer, we simply want the maximum bandwidth available to minimize the time to transfer
the file. If there is only one file transfer request, and the file can be transmitted within one frame by
available time slots, the number of time slots assigned can be variable depending on the size of the
file, and the blocking probability is not a meaningful concept. However, if there is more than onc
request for file transfer, or the file transfer cannot be finished in one frame, the maximum use of
available bandwidth will possibly block others’ requests. Thus, we should be conservative in assign-
ing bandwidth for file transfer.

For the last point relating to file transfer, we can suggest two approaches to assigning bandwidth.
The first rule, the constant law,

L
n = [ 51ekD7 | as)
Figure 18. Number of time slots assigned as a function of the file length
for file transfer.
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assigns a bandwidth proportional to the file length (resulting in a constant file transfer time). The second,

the square root law, assigns a smaller bandwidth,

n =[P 1 an
where n is the number of time slots assigned which will be the same for each succeeding frames until the
file is exhausted, Lp is the data size of the file, f¢ is a time parameter that is equal to the total transmission
delay for the constant law, and Lo is a length parameter. Transmission delay is equal to mto when

Lp = m2L ¢ at square root law, and m is an integer. The resulting time for file transmission is,

L. 10, constant law
Transmission Delay =

LD % (18)
('LT) to, square root law
Numerical results are shown in figures (18,19). The constant law promises smaller transmission delay (Eq.

18) at the expense of larger blocking probability for other requests (by assigning more free time slots). The

square root law has less effect on other users.

Figure 19. Total time for file transmission as a function of the file length.
Square root law has longer transmission time than constant law, but with a
lower blocking probability.
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The performance and hardware cost are attractive for voice and video traffic in this heterogeneous
TSS since they are well suited to circuit switching. The same can be said for file transfer activity as long as
the file length is long enough that the circuit connection time is insignificant. For interactive data traffic,

however, there are significant disadvantages:
1.  For very small data packets, the overhead in establishing a circuit is too large.

2. Interactive data traffic at a fixed rate is idle most of the time. The slots reserved are wasted during

idle periods. This reduces the effective network utilization below our earlier estimates.

If these disadvantages are dominant, as in a network where interactive data represents a significant
fraction of the total offered traffic, it is possible to overlay packet data networks on top of TSS. For exam-
ple, we can establish a packet network operating at lower speeds where the implementation costs are rea-
sonable by establishing semi-permanent circuit links through the TSS network. For example, a token ring
can easily be established. TSS is very flexible in its ability to reconfigure and reassign capacity to various
services such as packet data networks on a demand basis. It is also possible to combine TSS with a
CSMA/CD data network in a portion of the frame [6,7]. These extensions of TSS to combine CSMA/CD
or slotted-ring will be considered in Chapters 3 and 4. In fact, the presence of the active switches consider-
ably simplifies the detection of collisions in such a network. This extension of TSS will be explained in
chapter 3. We should emphasize again that due to the asynchronous nature of the switches, overlaid data

networks can also use arbitrary bit rates as long as they adhere to the maximum rate imposed by the switch.

2.6. Conclusion

In this chapter, we describe a new protocol for local-area networks: time slot switching or TSS.
Since electronics is the factor limiting the bandwidth of practical fiber optical networks, TSS is very attrac-
tive by minimizing electronics in switching nodes. It uses circuit switching, which appears more appropri-
ate for very high speeds and is quite compatible with voice and video traffic, but does not preclude overlaid
packet networks for interactive data traffic operating at more moderate speeds. The network is compatible
with fiber optics technology, since it utilizes only point-to-point links at speeds that are quite modest by

fiber standards. It is quite compatible with integrated traffic, and can easily provide different effective
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speeds for different services. Its greatest strength is the ability to incrementally add capacity and the ability
to reach quite impressive total throughputs without exotic technologies. Its greatest weakness is its limita-
tion in geographical size to the order of one to two kilometers. This latter limitation can be overcome by

the standard technique of adding gateways with buffering at the expense of additional delay.

TSS can be described as a wideband distributed PBX, and is perhaps a closer relative to today’s PBX
products than it is to traditional LAN approaches. Since technologies springing from both LAN and PBX
products show promise in providing an integrated solution to local communications, it will be interesting to

see which approach becomes dominant.
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Appendix A. Blocking Probability Analysis: Single Star

In this appendix, the blocking probability is estimated based on Lee’s method [3] for a single star

network as shown in figure (6).

Assume that p, the probability of any one time slot on any one link being already used, is known,
and that the events of different time slots on the same link or different links being used are independent.
Now, suppose we want to form a new connection between two TCMs in any particular time slot. The pro-
bability of success is (1 - p)%. Therefore the blocking probability for the connection in any particular time
slots is 1 — (1 — p)2. Because there are K time slots can be chosen for the connection, the probability that

they are all blocked is

K
Py = {l - -p)z} (A
It remains to determine the probability p. Assume there are A time slots in use on average, then the
active probability for user terminals is po=A/NM , since there are total NM users. Assuming the traffic is

uniformly distributed in all time slots and there are N user terminals in each TCM,

p=po =1k (A2)

Appendix B. Blocking Analysis: Double Star

The blocking probability for the double star in figure (10) is estimated in this appendix. It is assumed
here that a circuit connection follows the same hierarchy principle as in telephone networks. That is, if a
circuit can be locally connected through the local switching star, no connection will be required in the cen-
tral switching star. Therefore, a blocking probability is larger if a circuit needs to go through the central

switching star. To obtain a conservative estimate, this latter probability will be used.

By Lee’s method and using the same technique as in Appendix A, the blocking probability is

X
Py = {1 -1-p1 -Pz)z} ®.1)
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where
_ A
Pi= RN+ TN;

is the probability of use for the time slots around local switches, and

p2= EAV;
is that probability for the time slots around central switches.

Since p, is in general much smaller than p, the factor (1 — p1)? in Eq. (B.1) can be neglected. Net-

work throughput may therefore be expressed as:

A=KN,{1—(1-P$)W} ®.2)
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CHAPTER 3 -

Integration of TSS and CSMA/CD

3.1. Introduction

In chapter 2, the concept of time slot switching (TSS) is proposed to allow all data, voice, and video
traffic in a single optic network. As mentioned, TSS is ideal for voice and video traffic because of its cir-
cuit switching nature. However, as pointed out in chapter 1, data traffic is very bursty and has low activity;
as a result, most data networks are packet switched instead of circuit switched. CSMA/CD, ALOHA, and
Token-passing are examples [18-20). Based on above considerations, an integration of TSS and

CSMA/CD is motivated.

To justify the intergration, in section 2, a comparison between the performance of TSS and
CSMA/CD for the interactive data traffic is first investigated. The results prove that CSMA is better than
TSS for this traffic type in terms of delay vs. available circuits. Therefore, TSS combined with CSMA is
promising and its operations are explained in section 3. The basic hardware architecture and part of the
operational principles are similar to the original TSS network except that CSMA/CD is alternatively
operated with TSS in the same network. During the CSMA cycle, the circuit switches will be operated in a
broadcasting mode. In section 4, some features of integrated TSS/CSMA are discussed. First, by the spe-
cial property of the switching matrix, collision detection circuitry can be replaced by energy detectors.
Second, the performance and the flexibility in changing the cycle ratio are also addressed. All these show

that integrated TSS/CSMA is satisfactory for mixed data, voice, and video environment.

3.2. A Performance Comparison between TSS and CSMA

As a comparison of the performance between TSS and CSMA, interactive date traffic (e.g. terminals
and hosts’ conversation) is studied in this section. The figure of merit is the number of interactive links

which can be provided for the same link bandwidth and the same transmission delay. The quantitative
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result justifies integrated TSS/CSMA in a single network.

There are many analyses of the performance of CSMA [1.2}, assuming an infinite number of users
with finite total incoming rate obeying Poisson process. They also have non-persistent or p-persistent re-
access versions when collision is detected [2]. There are other analyses of modified CSMA/CD disciplines,

for example with virtual time [3,4] or with priority queue [5.6).

For simplicity, we will use the analytic results from (1] for the comparison. This is a more conserva-
tive comparison than in (3-6}. (If the results favor CSMA, of course this implies modified CSMA in [3-6] is
also favored, since it is better.) In the analysis of (1], both a finite total incoming Poisson rate and a fixed
successful access probability (the probability that there is no collision) are assumed. This requires some
traffic monitoring and feedback mechanisms to adapt the access rate of each station wishing to access the

channel. For example, a binary exponential backoff algorithm can be used [7].

The comparison between CSMA and TSS using results from [1] is shown in figure (1). Both network
sizes of 10 Km and 1 Km are compared. (We assumed 5 psec per Km of fiber propagation delay.) In the

Figure 1. Performance Comparison of TSS and CSMA by [1]. Two network
sizes are 1 Km and 10 Km, which correspond to S psec and 50 psec.
(see text). TSS results are under the same conditions of Figure 2.
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figure we see an increase in delay when traffic intensity increases (which is proportional to the total number
of conversations. We assumed a mean Poisson rate for each user of 1 packet/sec. The total number of
conversations is therefore equal to the ratio of the total Poisson rate to the individual Poisson rate.)

Apparently, the result shows CSMA is better than TSS until the saturation point is reached.

In this chapter, another CSMA model for interactive data traffic is assumed. This is to provide a
better practical model than [1] for interactive data traffic. If someone is typing a character or sending a
command, he will not generally type another character or send another command. Also, a traffic adaptive
mechanism is not always available. Even if there is, it might not be ideal to provide a fixed successful pro-
bability. The detailed model is studied in the Appendix. Briefly, it is assumed there are finite users sharing
the common CSMA network. Each has the same Poisson access rate. But whenever a user has a packet to

send, but not yet finished, there is no other new incoming packet.

Figures (2,3) show the results from the simulation of this model. Figure (2) shows a comparison
among the results from TSS, CSMA by [1], and the simulation, where the successful access probability is
also assumed fixed in simulation. It is noted that CSMA by [1] and the model in simulation have approxi-
mately the same saturation point. However, for the model in simulation, because of smaller total Poisson
access rate when longer queuing, the slope is much smaller than [1]. Because of the bursty nature, both

cases of CSMA are better than TSS before saturation.

Figure (3) gives the simulation results when the access rate for each individual user is fixed. (There-
fore the successful access probability decreases when total traffic increases.) Different curves obtained
from simulation correspond to different access rates for each individual. It seems there is an optimum
access rate, as explained in the Appendix. From the figure, note that CSMA is still more attractive than

TSS if a good access rate is assumed.

The above results suggest that CSMA is more ideal for data traffic than TSS. On the other hand, if
conversation links are used with highly active percentage, circuit switching by TSS is much beuer, as
explained in chapter 2. This motivates the integration of TSS with CSMA. The remaining sections of the

chapter are devoted to this integration.
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Figure 2a. Performance comparison of TSS and CSMA by the simulation.
The model is described in the appendix, where fixed successful access
probability is assumed. The curve by (1] is also drawn for comparison.
The network size is 1 Km. The TSS result is under blocking probability
of 0.001, double star topology, 16 by 16 switches, and 16 Kb/s per slot.
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Figure 3a. Performance comparison of TSS and CSMA by the simulation,
where fixed access rate for each individual user is assumed. The
petwork size is 1 Km. Other assumptions are the same as Figure 2.
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3.3. Medium Access Protocol for Integration of TSS and CSMA

In this section, we discuss how to integrate CSMA/CD and TSS in a single network. Basically, the

network is still in a tree or double star topology suggested in chapter 2. In the original CSMA/CD network,
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it is a bus topology where the packets are broadcasted. By having the capability of broadcasting from cir-
cuit switching in a TSS network, CSMA/CD can be easily added. A simple medium access protocol is sug-
gested for the integration:

(1). Periodical Time Frames:

Each time frame is divided into two subframes: one for TSS switching, the other for CSMA broad-
casting, figure (4). Let us call the first part "Switching Cycle” , and "Broadcasting Cycle” for the

second part. The same structure of time frames is repeated.

(2). Switching Cycle for TSS:

In each switching cycle, we still have many time slots. These time slots are assigned for voice traffic
and certain types of data. Data of medium size (1Kbs to 100Kbs, for example) is in this category.
Large size data whose transmission delay is not very important can also be assigned in this category.
Time slot assignment is the same as suggested in chapter 2.

(3). Broadcasting Cycle for CSMA/CD:

In each broadcasting cycle, the switching matrix in each concentrator is connected in a broadcasting
configuration. This will be discussed in detail in the next subsection. Users desiring to transmit cer-
tain types of data contend in this cycle. Small size data packets (below 1Kbs) and large size packets
(above 100Kbs) requiring short transmission delay are generally in this category. We assign small
Figure 4. Time domain picture of integration of TSS and CSMA, where each
frame consists of two subframes: one for TSS and one for CSMA.
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packets because of its inefficiency in connecting a call by the central control for a very short dura-

tion, and large size packets because of very long transmission delay by TSS.
(4). Cycle Time Adaptation:

The ratio of switching cycle and broadcasting cycle (ratio of T, and T} in figure (4)) can be either
static or dynamically changed. In this way, the network can always be tuned to its optimum perfor-
mance, based on the specific traffic distribution of the network.

(5). Transition Processing between Two Subframes:

If packet transmission is not completed at the end of CSMA broadcasting cycle, the packet will be

repeated in the coming broadcasting cycles.

By integrating these two different services in a single network, some interesting new features are dis-

cussed in the following section.

3.4. Further Considerations

When combining the two protocols, TSS and CSMA, as suggested in the last sections, some new

aspects arise which are different from considering each protocol alone. These include the consideration of

Figure 5a. Network topology for the integration of TSS and CSMA
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hardware implementations, flexibility in adapting the cycle ratio of TSS and CSMA, and also the individual

performance after the integration.

3.4.1. Hardware Architecture

The overall network architecture can be shown in figure (5). Figure (5a) shows a star-like topology,
which is just the same as that of pure time slot switching networks (in chapter 2). For the switching nodes
of type A, where there are no users connected, the specific architecture is shown in figure (5b). As com-
pared to TSS networks, the control network for TSS signaling can now be handled by the CSMA subnet-
work, instead of some dedicated slots as suggested in chapter 2. For the switching nodes of type B, where
there are users connected, the specific architecture is shown in figure (Sc). This shows it is very similar to
the architecture in pure TSS. The only difference is the extra CSMA subnetwork link level processing.

The circuit switches in the node physical level provide the data path for both TSS and CSMA. The

switching matrix in each switching node can not only be operated for circuit switching, but also can be

Figure 5b. Architecture inside Class A node.
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Figure 5c. Architecture inside Class B node.
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configured for broadcasting. Figure (6) shows the switch architecture illustrated by a 3 by 3 matrix. Figure
(6a) shows the configuration of the switching mode. Its operation has been described in chapter 2. During
the broadcasting cycle, each switch is controlled by an energy detection circuit, as shown in figure (6b).
When there is an incoming signal to some channel, say channel 1, the switches S,2 and § 13 are connected

by the signal from energy detector ED . A broadcasting configuration is thus formed.

Generally speaking, multiple switching nodes in a TSS network can provide multiple paths for a
broadcast packet, figure (7a). Because of the delay difference between different paths, “self collision” can
happen if care is not taken. This problem can be easily overcome by linearizing the network; that is, cer-

Figure 6b. Architecture inside the switch where CSMA is under operation.
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tain crosspoints in the circuit switches are always disabled so that packets can be broadcast in only one

direction, figure (7b).

Because of the nature of CSMA/CD, collisions are possible. To recognize the collision and abort the
transmission immediately, collision detection is required. There are different approaches to implementing
this detection function [9-11]. Most of the methods suffer a high cost receiver to detect signals of large

dynamic range or a high speed processor to decode the data.

By using the circuit configuration inside the switch as in figure (6b), a simple collision detection
mechanism can be implemented. Along the diagonal, each switch is always off in the broadcasting cycle.
This prevents the transmitter from receiving its own packet. Whenever the corresponding receiver receives
anything, a collision can be immediately recognized. This arrangement in fact has an optical analog in
[12], but at the expense of fancy optical technology. This simplification of circuits for collision detection is

consistent with the low cost motivation of TSS.

Figure 7a. Illustration of multiple paths for packet broadcasting.

Multiple Paths for Packet Broadcasting
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Figure 7b. Linearization of a network to avoid multiple paths.

Crosspoints for connections between S2 and S3 are
disabled in CSMA cycle to linearize the network

3.4.2. Traffic Priority

By integrating the different service characteristics of CSMA/CD and TSS in a single network, and
including the flexibility of changing the ratio of T, to T}, the specific needs for each network can be
satisfied. The ratio above can be either static or dynamically adapted, depending on the particular network
environment. For example, in an office scenario, the demands for data and voice will most likely follow
the same trend (both high in the peak hours, and both low near the beginning and end of each working
day). A static ratio will be fine for this situation. On the other hand, for a research and development
environment, the traffic requirement distribution may fluctuate widely. It is better if a dynamic division of

the two services can be provided.

Some work on the dynamic traffic service division has been done, for example a Moving Slot Time
Division Multiplexing (MSTDM) is proposed in [13]. Basically, the network follows the CSMA/CD proto-
col. By insisting transmission even with collision for voice traffic, this protocol behaves like TDMA. For
data traffic, the protocol behaves just as CSMA/CD. This protocol has a good property of fixed delay for

voice traffic, and ensures no packet will be lost. However, when voice traffic keeps increasing, the net-



Chapter 3: TSS and CSMA -59-

work capacity will be occupied by all the voice traffic. There will be no room for data traffic. Therefore
this network can be described as a "voice-priority” network. In the following, a simple adaptation scheme
is suggested in changing the ratio of two service cycles. By limiting the range of the ratio, the network can

be operated either as a "voice-priority”, *data-priority”, or a "balanced” network.
Suppose there are total of K time slots in a time frame:

(1)  Assume currently there are K, time slots for the switching cycle, and K time slots for broadcasting

cycle. Obviously, K,+K»=K.
(2) If there are Ny incoming calls which are blocked, increase K; by 1. K therefore is decreased by 1.
(3) K, cannot be increased more when K, reaches its upper bound K; mx-
@) If no calls are blocking during a time interval Tfree, K, is decreased by 1.
(5) K, cannot be decreased more when reaches its lower bound K; mia.

By defining the parameters K max and K; min, W€ can determine the priority for voice or data traffic.

Also, by defining the parameters Ni and T, We Can determine the adaptation speed.

3.4.3. Traffic Performance

Wheq TSS and CSMA/CD are integrated, each time frame is divided into two subframes for each
access protocol, and the service from each protocol is no longer continuous. That is, TSS and CSMA/CD
provides the service via the same communication media alternatively. This situation can be modeled as
cyclic servers or vacation servers [14-17]. There are two classes in the cyclic server models: exhaustive
and non-exhaustive. If the server keeps servicing until the queue is empty, it is called exhaustive. Other-
wise it is called non-exhaustive. In the exhaustive case, there are also some subclasses. In the analysis
developed in [17], the only difference for each subclass is the upper limit of the number which each server
can serve in each cycle. For example, if the number is one for each server, it is called the "ordinary cyclic
model”. In all the above cases, the time interval or the cycle time for each server is stochastic. However, in
the case of this chapter, the cycle time is fixed. (At least for the static adaptation case, and slowly varying

for the dynamic case.) Careful examination of this problem suggests an analytic solution is not easily
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obtained. Instead, some simulation results and discussions are provided for the integrated performance.

Let us first concentrate on the performance of TSS. By assigning a fraction of each time frame for
CSMA/CD, there are fewer time slots available than for single TSS service. If the amount of traffic
demands from TSS is still the same, the blocking probability is of course larger. However, since some data
traffic is now assigned to CSMA/CD, the demands from TSS should be less than for single TSS. If the data
waffic is well divided between TSS and CSMA/CD, based on its characteristics, as compared in section 2
and suggested in section 3, the blocking probability might be even smaller. In any case, the transmission

delay is the same as single TSS server, as long as a circuit link is found and assigned.

For the performance of CSMA/CD, the delay-utilization analysis is hard because the service time
distribution is not a simple independent process. A data packet in transmission and near the end of a
CSMA/CD cycle can be stopped because of insufficient time left. This probability depends on which point
the customer began to be served in the CSMA/CD cycle and how large the data packet is. Although no

Figure 8. Performance comparison between pure CSMA and cyclic CSMA with
period and active percentage. Except the insignificant extra delay before
the saturation, they are almost the same. The resuits are obtained from
the simulation.
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easy model can be constructed for the analysis, some simulations results are shown in figure (8). In the
simulation, fixed probability of successful access is assumed, as in the analysis of [1]. This can be realized

for example by the binary backoff algorithm.

The results suggest the performance of integrated CSMA is almost the same as that of a single
CSMA. The only difference is the extra delay before the network utilization is beyond the saturation point.
By comparing the saturation points, they are almost the same for the integrated CSMA and single CSMA.
By examining the extra delay before the saturation, it is quite close to the mean residual delay as in the
exhaustive model [14]. This suggests the integration model in the chapter can be approximated to be an
exhaustive cyclic server model. In the model, the mean delay is the mean delay for a single server, plus the
mean residual delay. An intuitive argument for this is that the queue length at the end of each CSMA cycle
is very small. This is because the service capability of CSMA is larger than the average one (when CSMA

is continuously served).

From the above discussion, it is suggested that the integration of TSS and CSMA for mixed traffic

environment is justified.
3.5. Conclusions

In this chapter a protocol integrating TSS and CSMA/CD is explained. The original motivation for
the integration is to efficiently use the bandwidth for all data, voice and video traffic, by observing the
significant difference in traffic characteristics. Since TSS is circuit switching and CSMA is packet broad-
casting, it is natural to integrate these two in a single network. The integration is justified not only for per-

formance, but also for implementation of high speed circuits.

From the performance point of view, there is the flexibility not only in assigning the traffic through
either TSS or CSMA based on the traffic type, but also in changing the two service cycles ratio for the
specific networks. This flexibility achieves the initial goal of mixing the two protocols. In addition, the
individual performance for both TSS and CSMA is not quite different from each alone. For TSS, the
transmission delay is the same when a circuit link and time slots are available. By removing some data

traffic to CSMA, the blocking probability might be even smaller than before. For CSMA, there is a little
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extra tolerable delay from residual waiting time when the server is on vacation. The saturation point is

almost the same.

From the implementation point of view, there is no significant extra cost of adding CSMA into the
original TSS network. CSMA is actually put on top of the TSS network following the same network topol-
ogy and using the same network communication links and components. The high speed circuit switch can
also be used for broadcasting for CSMA. The cost in collision detection is almost avoided by using simple
energy detectors. The only extra cost might come from additional processing for packets in CSMA and
energy detectors in the switches. All these could be a small amount compared to the cost for the original

TSS.

Although the integration of TSS and CSMA is very attractive, as observed in figures (1-3), the per-
formance of both TSS and CSMA is very sensitive to the network size. To overcome this limitation to
larger networks such as metropolitan area networks (MAN), a modified scheme of TSS called skew TSS
(STSS) is proposed in chapter 4. In addition, to preserve packet switching in the same network as CSMA in

TSS, an integration of STSS with slot-ring is also investigated in the next chapter.
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Appendix. Simulation Model for Interactive Data Traffic by CSMA/CD

The following is the formulation for the simulation of CSMA, where a finite number of users is
assumed. The purpose of this study is to give more practical results for interactive data traffic in CSMA.

The simulation model, the algorithm, and the results are discussed in the following subsections.

A.1: Simulation Model
The simulation model is summarized as:
I.  We have finite users with equal input Poisson rates of A = tarhi.
II. Modifications of access scheme, see figure (A.1) also:
(1) "Ready user” is defined for the user who has packets and desires access to the network.

(2) If the ready user senses an idle channel, it will start its transmission with a random time delay fiuai
after the previous transmission or the detection of the idle channel. This time delay is uniformly and
randomly generated from a time interval [0, o). In the analysis, we assume all the users have this
same distribution. While waiting, if another user starts transmission first, the ready user regenerates
its waiting time and starts another waiting period.

(3) Because of the non-zero propagation delay 25, it takes #,; 10 detect the end of the transmission of the

current active node. This value is assumed to be the same for every user.

Figure A.1. Timing diagram for the CSMA simulated.
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A transmitting user will instantly abort its transmission when collision is detected. The retransmis-

sion is scheduled as in previous steps.

Service time distribution: It includes a random waiting time, packet transmission time, possible colli-

sion time, and constant propagation delay.

Packet transmission time can be any distribution, but with a minimum packet size of 2 ¢,, to guaran-
tee the detection of possible collisions. In the simulation of this chapter, a constant size of 2 #,; is

assumed.

The number of possible collisions before successful transmission is a geometric distribution, with the

successful access probability as the parameter, which depends on the traffic intensity.

The random waiting time is uniform, as assumed in (II). Each collision time is independent and fol-
lows the second order-statistics of the waiting time distribution. This can be understood as follows.
The user with minimum waiting time wins the right for transmission. If the second minimum waiting
time is greater than the first minimum waiting time by a propagation delay time f,;, we shall have a
successful transmission. Otherwise, a collision will be observed since it takes 1,, to detect the

transmission of other nodes.

A.2: Simulation Algorithm

In this subsection, a time domain picture for the simulation is described. The relationship between

the access rate and the successful access probability at a given traffic intensity is also derived.

0]

@

©)]

Assume there are a total N users are using the network for interactive data communication. There

are only k users with packets to transmit, and the remaining users are currently idle.

A timing picture for CSMA/CD is shown in figure (A.1), where T,..; is the waiting time after the

detection of the end of the previous transmission. It is a random variable in [0, T'o].

T, is the random variable for message duration with a certain distribution. Therefore, by figure
(A.1), we have:
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(4) The condition for collision is: Twair,1+Tpg >Twair2na. The reason is that if Tt ith > Twair 151+ T pg , fOT
i=2.3,..., they will notice the transmission of the user with minimum Ty before their transmissions.
Consequently:

Tcor=Twait 2nd+Tpg+Tpg 3]
We put T}, in each of the above terms because this is the time needed before a new transmission
period.

(5) In the simulation, Twai,1« is randomly generated under the 1st-order statistics under k ready users.

The formula is:

F10)=kf G1)QA-F 01
For the uniform distribution of f (), and normalizing BE%:;-' we have:

F1iB=kQ-BR 3
(6) * Twair2na is also generated by the second order-statistics with the condition Tair 24d>Twair 151 The
formula is:
0 ifyx<n
|
f2o20y1)= faon  else
I-F2011)

where f 2( ) is the 2nd-order statistics under no conditions. By normalizing %’-z—ay.

0 if y<B
hlslple el @
(+k-1)B+1)(A-P)*~

(7 By the same explanation as in (4), successful transmission is determined by the condition:

f2(41B)=

>B+o
T,
where aa—ﬁ-.
(8) During each successful transmission period Trz, or collision period Tcor, there are possibly new

incoming ready users. The incoming rate is (V~k)A, where A is the individual Poisson access rate.
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We assume that whenever a user becomes ready, there is no more new incoming packet, because he

is waiting for the response. The value of k is updated based on this process.

(9) The above model is simulated over a long period. The average transmission delay is calculated by

the large sample mean.

(10) The value T in the waiting time process can be fixed or adapted. If it is fixed, the access rate -71?

for each user is fixed. Sometimes it is desired to make the successful access probability fixed and
independent of traffic intensity by adapting To. The relationship between k, To, and the successful
access probability is derived as follows.

Prob{no collision | Prob{Tm-,,wT,, <T..,-..,-} for any j>2=k (1-0—B)*!
The last equality follows that each other (k—1) ready users has to have waiting time greater than

Twais1n+Tpg. For successful access probability, we have

1
S=Successful Probability = rs (Twait 101)d B=(1-02)* 5)
Therefore, we have:

o=1-S ¥ ©
A.3: Simulation Results

The simulation results are shown in figures (2,3), where network sizes of 1 Km and 10 Km are com-
pared.

For the case where the successful access probability is constant, it is assumed there is some feedback
mechanism in monitoring the traffic to adapt the access rate. By comparing the result of [1], as shown in
figure (2), they have about the same saturation point. But by the property modeled in A.2, (8), the simula-

tion result in this chapter shows a much lower slope, and consequently appears more attractive.

For the case where the access rate is fixed, the performance is also dependent upon it. By examining
figure (3), an optimum access rate exists which provides a high saturation point. Higher access rates have

lower saturation points, because they have a higher collision probability, as shown in figure (5). Lower
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access rates have lower saturation points, because they have longer average waiting times, which will accu-

mulate more incoming ready users and increase the collision probability.

Both of the cases above seem much more attractive than TSS. These results support the integration

of TSS and CSMA.
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CHAPTER 4

Skew Time Slot Switching and Slotted-Ring in a Metropolitan Area Network

4.1. Introduction

In chapters 2 and 3, time slot switching (TSS) and a combination of it with CSMA/CD were pro-
posed to serve all voice, data, and video in a local environment such as LAN by fiber optics and high speed
CMOS crosspoint switches [1,2). With these local area networks (LAN) becoming more prevalent, a
larger network known as metropolitan area network (MAN) [3-5] becomes more and more important to

support their increasing intercommunications.

As the network size gets larger, propagation delay and signal degradation become more significant
problems; as a result, techniques used in LANs cannot be applied directly 1o MANs. From a system point
of view, the major difference between LANs and MANSs is the propagation delay. In general, the larger the
propagation delay, the larger the "asynchronousness” between users. This asynchronousness reveals itself
in different forms depending on medium access protocols. For example, it is the collision detection time in
CSMA/CD {6], the token switchover time in a token-ring [7], and the guard time in TDMA or TSS [1,8].

This effect results in less network utilization or longer transmission delays.

For a MAN that is 50 Km in extent, protocols like CSMA/CD or TSS will be impractical and
inefficient. For TSS, we have shown the average delay will be proportional to the total guard time (Eq. 15,
chapter 2), which is in tum proportional to the propagation delay. For CSMA/CD, the large propagation
delay causes not only a large average queueing delay but also a small achievable utilization due to collision

[12]. In [12], Lam showed that one of the dominant terms in the queueing delay is proportional to

N1,

I~ T 75y

where 1) is the utilization, T}, is the maximal propagation delay in the network, x is the packet duration,

and S is the successful access probability. From the equation, the maximal achievable utilization is
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ﬁm, very small when the packet length is much smaller than the network propagation delay.

A token-ring or slotted-ring has similar properties except that the utilization can approach 100%
{7.11]. This higher utilization is achievable primarily because adjacent nodes which are interconnected by
a physical ring may still be very close even when a larger size network is concerned, if the number of the
nodes in the ring is large. Another reason is that when traffic increases, the token holding time will be
large compared to the token passing time, which is about the propagation delay. This makes the overhead
in token passing relatively insignificant to the information transmission. Consequently, all proposed

approaches to MANSs are in a ring topology [3-5].
Nonetheless, for the token-ring the average queueing delay is still proportional to the total round-trip

delay. If a logical ring with a physical star topology is used, this property will be very undesirable. In

Figure 1. An application of a metropolitan area network (MAN)
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addition, there are two major disadvantages to a ring network. First, it requires a very high reliability at
each node and link to prevent any possible network failure. A double ring approach [3] is proposed, but the
implementation cost is also doubled or more. Second, every link has to support all the traffic generated;
that is, network utilization is within 100%. If this network is also to provide video service using 50 to 140

Mb/s chanrels, not much space will be left for data or voice traffic from a few hundred Mb/s links.

Although the propagation delay is an important factor in larger area networks, one observation does
create better opportunities for MANSs. As pointed out in chapter 1, a MAN in general provides intercom-
munication between smaller networks such as LANs, PBXs, large frame computers, and video studios,
figure 1. As a result, the network topology can be much simpler than that of LANs. For example, to use
TSS for the network in figure 1, a central switching star will be sufficient, figure 2. Every subnetwork,
PBX, studio, etc. will exchange their information at preassigned time slots; these assignments and the slot
timing will be the same as that explained in chapter 2. This topological simplicity will be utilized to extend
the TSS suggested in chapter 2 to larger networks such as MAN.

In the following, two medium access protocols are first proposed: one is called Skew Time Slot
Switching (STSS), a modification of TSS, and the other is modified slotted-ring. The STSS is primarily
circuit switching and very useful for real-time transmission such as voice or video, while the proposed

sloued-ring efficiently handles data packets. Asa result, an integration of these two protocols will provide
the best service.

4.2. Skew Time Slot Switching

As pointed out in chapter 2, TSS has large throughput and high reliability, but the guard time
inefficiency limits the network size to within 10 Km. To overcome this problem and still preserve its
advantages, Skew Time Slot Switching (STSS) is presented.

4.2.1. Basic Concepts

Since the guard time is from: (1) the propagation delay and (2) the global slot timing asynchronous-

ness between switching nodes, these two factors must be reduced to minimize the guard time effect. In
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Figure 2. Time Slot Switching for the intercommunication in Figure 1
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chapter 2, the global timing skew is minimized by initially measuring the propagation delay between the

central controller and the switching node to offset the received global timing.

The effect of the propagation delay on the guard time can also be avoided by using a "skew slot

scheduling approach”. In this scheme: the "propagation delay” in every link is maintained to be an integer

number of slots; under this condition, a packet in the i th slot from one node will arrive at another node dur-

ing the (i +k)th slot, figure 3, where &t is the propagation delay through the link. A skew schedule can

be defined just like in TSS except that the time slot assigned in each node for the same traffic will be

shifted by an integer number of time slots which is equal to the propagation delay.
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Figure 3. Adjust the propagation delay to minimize the guard time
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4.2,2, Practical Implementation

In a practical implementation, the physical propagation delay can be adjusted by the fiber length. For
example, with a propagation delay of 5 psec per kilometer, the imprecision in controlling the delay can be
within 50 nsec if fiber lengths can be adjusted within 10 meters. Electronic delay lines can be further used
to adjust this delay. However, if the network topology is simple, such as the single star in figure 2, every
these delays can be saved by modifying the slot timing. As shown in figure 4, a slot timing with skew A,
for one node is intentionally introduced so that Az,+T,, in figure 4 is the desired "propagation delay” (i.e. it
will be an integer number of time slots). Note that the slot timing for transmission and receiving will be
different: they are ahead and behind the proper one by Az, respectively. Also, remember Af, can be

estimated initially just as the timing skew treated in chapter 2.
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Figure 4. Adjust the slot timing to make the propagation delay
as an integer number of time slots in a single star.
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As an example, consider the network illustrated in figure 2. With the well-adjusted propagation
delay or slot timing mentioned above, say that the propagation delay between the Ethernet and the central
switch iS & 14,1r, and the delay between the token-ring net and the switch is k ofuor. As a result, if a packet
is sent from the Ethernet to the token-ring net during slot {, it will arrive at the central switch during the
(k 1+i)mod (n )th slot, and eventually arrive at the token-ring net during slot (k 1+k z+i)mod (n), where n is

the number of slots in a frame.

With the techniques mentioned, both the timing skew and the propagation delay will not be a consti-
tuent of the guard time; consequently, the guard time in TSS is only limited to the implementation inaccu-
racy. This inaccuracy will be very small and insensitive to the network size. The relationship between this
inaccuracy and the guard time will depend on the network topology. For a single star network such as
shown in figure 2, the guard time will be four times the slot timing inaccuracy, figure 5. With a guard time

of 5 psec, the performance is shown in figure 6.
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Figure 5. Relationship between timing inaccuracy with the guard time
for a single star.
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As mentioned at the beginning of this chapter, a single star topology will generally be sufficient since
the topology in MAN applications will be much simpler than in LAN applications. Therefore, by modify-
ing the slot timing, the STSS will introduce no extra implementation and no degradation in performance. If
the network has a more complicated structure than a central switching star, the STSS method still can be
used, except that delay lines between switching nodes have to be used. As illustrated in figure 7, either the
fiber length between the two switching nodes is adjusted to be an integer number of time slots, or a delay
line is used in one of the switches. In addition, since each packet passes two switches, the guard time will

be six times the timing inaccuracy.
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Figure 6. The performance of STSS with guard time of 5 psec.
Each slot is 16 Kb/s, 16 nodes, and at the blocking probability 0.001.
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Figure 7. A two switches TSS network
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4.3. The Slotted-Ring

For a slotted-ring in a star topology, a logical ring is first formed by connecting the active switch as
shown in figure 8. Because the physical distance between two adjacent nodes is proportional to the net-
work size, the total round-trip delay around this logical ring will be significantly large. For token-ring, per-
formance analyses have shown that the average transmission delay is largely proportional to this delay
[10,11]; therefore, we consider a slotted-ring, which has transmission delay independent of the network
size.

In the IEEE 802.6 [5] standard, a frame of an integer multiple of 125 psec consisting of many time
slots is used, so that voice traffic has a fixed delay. Now, we consider there are m slots uniformly distri-
buted and of same length in a logical ring of n nodes. Each slot can be either empty or full. All these slots
constantly travel along the ring, and empty slots can be loaded with data information when they arrive at
some nodes with data to send. If a full slot arrives at its destination, it can become empty if the destination

Figure 8. A logic ring by a active circuit switch V

A logic ring is formed from A to B to C and to A.
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node has no data to transmit; otherwise, the slot can be immediately loaded by a new packet in the destina-

tion node. This approach allows the network utilization to approach 200%, as demonstrated in the analysis

and simulation results.

Generally speaking, data packet transmission requires acknowledgements [3,4]. For token-passing,
the acknowledgement is automatically achieved by setting a confirmation bit in the packet at the destination
node, and the sender will recognize correct transmission by checking the bit when the packet comes back.
The disadvantage is that total utilization is limited to 100% or less. However, two nodes ofien communi-
cate to each other at the same time; in this case, the acknowledgement can be contained in the reply mes-

sage to avoid extra traffic loads. This is another reason for the proposed slotted-ring.

The analytic derivation for the performance is shown in the Appendix. Some performance is shown

in figures 9,10. Since a full slot may be reloaded when it arrives at the destination, and the average transit

Figure 9. The performance of the slotted-ring described with 10 nodes,
the propagation delay between adjacent nodes is S pusec (about 1 Km).
In Figures 9,10,13-16, each slot length is § psec, and the number of
slots is same as the number of nodes.
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path is half of a ring, utilization can approach 200%. The simulation results are also superimposed on the
same graphs as a comparison. The consistency of the simulation and analysis can be observed from these
figures.

The most important advantage of this slotted-ring protocol is that the queueing time is independent of

the network size. Therefore, a high utilization can be achieved at a reasonable transmission delay even in

the case of a large MAN.

4.4. The Integration of Skew TSS and Slotted-Ring

As analyzed in chapter 3 [9), although TSS is very attractive for real-time transmission, some low
active interactive data and short data packets will be better served by data packet switching. This

motivates the integration of STSS and slotted-ring using the same fiber optics links and active switches in a

single MAN.
Figure 10. The same analysis as above except 50 nodes in the ring.
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Figure 11. The integration of STSS and the slotted-ring.
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The integration is accomplished by dividing a time frame into two subframes: one for STSS and
another for slotted-ring, figure (11). In each subframe, the protocol follows those introduced in the previ-
ous two sections, and the switches in the slotted-ring subframe have a logical ring configuration. As in
TSS, video traffic will be assigned a dedicated link during its conversation (i.e. no time division with other
users). Voice traffic will be assigned to STSS slots because STSS provides a fixed transmission delay.
Some data traffic of fixed but not small length can also be assigned to STSS slot(s). Because multiple
transmissions can be switched simultaneously, communication links are well utilized. Data traffic with
short length or of constant rate is assigned to slotted-ring slots. Short packets are not assigned STSS slots
because the overhead in slot scheduling is comparatively too long. Constant rate data traffic generally has
very low active time; therefore, packet switching will function more efficiently than STSS. These alloca-

tions based on traffic characteristics provide not only attractive services but also high network utilization.

Because the propagation delay may be larger than one slot size, a switchover time is required
between the two subframes. As shown in figure (12), this time is the maximum propagation delay in the
network for STSS, or the delay between two adjacent nodes in the slotted-ring case. The time in these two
cases is the same and linearly proportional to the network size. For example, assuming a propagation delay
of 5 psec/Km, it will be 0.25 msec for a SOKm network. If a frame of 50 msec is considered, the
inefficiency due to this is only 2-0.25/50 = 1%.

The compression delay for STSS after the integration will be the same for the pure STSS because of

circuit switching characteristics. The performance of the slotted-ring after the integration may have longer
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Figure 12. The switchover overhead between STSS and the slotted-ring.
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Figure 13. The performance of the integration of STSS and the slotted-ring.
10 nodes in the network and 1 msec frame.
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Figure 14. The performance of the integration of STSS and the slotted-ring.
50 nodes in the network and 1 msec frame.
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average queueing delay because (1) traffic is not served during STSS subframes, and (2) slots have higher
full probability at the beginning of the slotted-ring subframes. The extra queueing delay due to traffic not

served in these subframes is

T4=-Q-2-a)i Tframe

where « is the percentage of the slotted-ring in each frame. The extra delay due to this higher full proba-
bility cannot be easily analyzed, but it will be insignificant if traffic is low. Therefore, the performance is
analyzed by simulations. The simulation results for different nodes, different o, and different frame times
are shown in figures (13-16). The delay time analyzed in the pure slotted-ring case plus the extra delay due
to traffic not served in STSS is superimposed in the same graphs. The results show they are very close at

low traffic intensity, and the additional delay due to higher full slot probability is not significant at higher
traffic intensity.
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Figure 15. The performance of the integration of STSS and the slotted-ring.
10 nodes in the network and 10 msec frame.
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4.5. Conclusion

The approach to MAN presented in this chapter not only provides a general service for all voice,
data, and video traffic, but also has higher network reliability and flexibility as compared to the FDDI or
802.6 approach. If any node malfunctions, the active switch can just bypass it and a new logical ring still
functions. If any new node is added to the system, the system doesn’t need to make any adjustment except
connecting the new node to the switching node. In addition, by directly connecting a switch between two
users for video communication, the bandwidth of each link doesn’t need to be very high, and lower speed
technologies can be sufficient.



Chapter 4: STSS and Slotted-Ring -85-

Figure 16. The performance of the integration of STSS and the slotted-ring.
50 nodes in the network and 10 msec frame.
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Appendix. Analysis for the Slotted-Ring

In this appendix, the performance of the proposed slotted-ring in section 3 is analyzed. Some net-

work parameters are first defined:

n  The total number of nodes in the network.

m  The total number of slots around the ring of the network. In this analysis, m<n is considered.

A The Poisson input rate of each node. Assume it is the same for every nodes.

t,  The propagation delay (and possibly plus the slot processing time) between two adjacent nodes.
Assume it is same between every pair of adjacent nodes.

t;  The slot length.

N The network utilization, and n=n .

T, The average queueing delay at each node.

T, The average propagation delay of each packet.

To: The average transmission delay of each packet, and it is T¢+7,.
Next, let us define the following probabilities:

q; The probability that i packets are waiting at any node for an available slot to transmit. Therefore, go
is the probability that the queue of a node is empty.

P., The probability that a slot arrives at one node within time period .

Pr The probability that a slot received by any node is full (occupied).

P The probability that a slot received is empty. That is: Pg=1-Pr.

P« The probability for a node to be the destination of a full slot.

P.: The probability for a node to get an accessible slot in 7,. By the above definitions, we have:

Poy=(PFPyes+PE)Par <>

Also, at the equilibrium state, the total input packets should be equal to the total output packets. Hence:
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Payi(1-qo)=M;s . <>
In the following, we are going to derive Pr, Pger, Pavi, Parv, andqo. After that, distribution for g; can be

obtained, and the average queueing time T, follows by Little’s Law.

Derivation of P, and Py,
There is an inequality for n,m, f,, and ¢,:

m‘;sn‘p
In the following, equality of the above equation is assumed to maximize the network utilization. In this

case, each node will receive a slot every ¢, period, so
Pz=1 <3>
Suppose a full slot will travel & nodes from its source to the destination. If this slot passes a node,
what is the probability that this node is the destination? It is just -}:- Consequently, assume the probability

that a slot will travel k£ nodes is Ppass(k), we have:

P L)

Now the question is what is Ppars (k)? It has to be proportional to k since the possibility that a node

will get the slot will increase with the number of nodes it passes. Hence:

P m(kFEf;

By combining the above two equations, we have:

N 1 .2
P,“-TZ: -r——rn (-1 =n <4>

Derivation of Pr ,Po1,andqo

By Egs. 1,3,4, we have:

P,..=1+P,.-(%-1)

There is another relationship for Py Pr,andP:
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Pr=(PrPu+PE)1~qoHPr(1-Pyar) | <5>
The reasons for the above equation are that (1) Py is same for each node by symmetry at given same traffic

density, and (2) the probability that a slot is full when received by node (i+1) is equal to the sum of two
exclusive probabilities: (i) the slot is accessed and full at node i and (ii) it is full before its arrival at node i

and not accessible by node i. The equation can be reduced to:

PpPge=Pai(1-q0)
By Eq. 2, we have:

Pp=-’%‘i=a- <6>
ByEq. 1, Pau is:

Pou=1-M,(5-1)
Combining with Eq. 2, g can be obtained:

1A
= n
EEYT=T

q <>

Derivation of g;

The remaining problem is to determine the queue size distribution. For each time interval 4, a recur-
sive expression of g; is:

""ﬁ«?.%,-.o"”"‘(l""")“,-uznu- 2iPPai+qopi <8>
= Eﬂ_q,‘pk(l—l’ M)+j+Z‘§+1qij an+q oPavi(Di—pi+1)
where p; is the probability that i packets arrive during a period of ¢;. For Poisson process, p;=e "“'(—A-f-‘,—)-‘-.
Taking z—transform: Q (z )=gq,~z‘,
0 (2)=0 )P (2)X1-PauHPeuz"Q ()P (2)-q P HPaiq ol P (2 )27} (P (z)-p0))

where: P (z) is the z~transform of the input process, and for Poisson process, P (z )=e”'("”.

By simple manipulations, we have:
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_ PanP (z)(1-2 -l)
QTP PP G

The average queue length of each queue is Q (1), and can be obtained as follows: Let

0 a0 xTHBEY

where A (z)=1-P (z), and B (z)=Pz(1-z~")P (z). Therefore,

-B
o o 1y

But A (1)=B (1)=0, by applying L'Hopital’s rule twice, and assuming Poisson input process:

A'(D)=-M,
A" (=),
B'(1)=Pau,

and B "(1)=2P .1 (M,—1), incorporating with Eq. 3 we have:
. B"(MA'QY-B(DA"(1
<a>20 W00 Ut
. Py
-—q—o‘l{l—zi(l—w}

(1—T)
1-»,7

Delay vs. Utilization

-89-

<10>

The final step is to derive the delay vs. utilization relationship. By applying the definition of utiliza-

tion n=n A1, and Egs. 7,10,

% = ()

<11>

The term in the bracket is approximately 1 when n is large, so the first term is the most important and dom-

inant at large traffic intensity.

If each packet has a uniform distribution of sources and destinations, the average propagation delay

is T,:—'-"f, and the total transmission delay will be:



Chapter 4: STSS and Slotted-Ring 90-

Tp=

l_&% (1_.5.'}!.).,.%2. ' <12>
Eq. 12 gives the analytical solution of the packet transmission delay vs. the network utilization. Some

interesting points can be noticed:

(1)  If ms=nt,, network utilization can approach a maximum of 200%.

(2) At lower traffic intensity, the transmission delay is dominated by the propagation delay. At higher
traffic intensity, it is dominated by the queueing delay.

(3) For the queueing delay, the numerator is ¢,, which is the slot length, and consequently is independent

of the maximum physical propagation delay of the network.

(4) As a numerical example, for a network of S0Km with Spsec /Km, 1, is 250 pusec. Assuming also
m=n and f,=t,, a small queueing delay of 2.5 msec at 180% utilization can be achieved. On the

other hand, with 16 nodes in the network, the average propagation delay will be 2 msec .
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CHAPTER 5

A Fixed Transition Coding for High Speed Timing Recovery

5.1. Introduction

In chapters 2 to 4, we have described several network topologies and access protocols for users
to share a common retwork. The following three chapters will discuss some practical considerations
in network implementation. As mentioned in the previous chapters, a TSS network needs transmission
links, circuit switches, and a central controller. For high speed transmission, timing recovery is a criti-
cal aspect of the receiver design. This chapter addresses this problem and is oriented in particular
towards low cost realization. The high speed circuit switch has been proposed and designed separately
(10] and will not be described in this thesis. The absense of timing recovery in TSS intermediate
switching nodes has been suggested in chapter 2 and needs further experimental justification. For
example, the timing jiter may accumulate after several nodes in cascade and become sufficient to
degrade the transmission quality. The next chapter will focus on this problem. To implement a whole
TSS network, a central controller and other control functions in the switching nodes are also necessary,
as described in chapter 2. Although no TSS network has been implemented as yet, realization of these
control components will be discussed in chapter 7.

Timing recovery is a necessary function in every digital receiver that provides a synchronous
clock to latch the received bit streams. This recovery is traditionally achieved by either a phase lock
loop (PLL) or a narrow band pass filter (e.g. the SAW filter). For fiber optics applications in the range
from a few hundred Mb/s 1o a few Gb/s, both the PLL and SAW filter have the problem that the vol-
tage control oscillator (VCO) and the phase detector in the PLL or a high quality factor (Q) in the filter
is difficult to implement. By examining the characteristics of the communication networks, the elec-
tronics interfaces, and the fiber optics more carefully, other simple alternatives do exist for timing

recovery.
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Figure 1. A message interleaving system.
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The Large Bandwidth Networks. In practical fiber optic local area networks (LAN) or metro-
politan area networks (MAN), users with low speed traffic share a large bandwidth network. The
bandwidth is so large that no single message will require the whole bandwidth for a long time. The
messages are commonly transmitted by time division (e.g. TDM), spatial division (e.g. circuit
switches), frequence division (e.g. FDM or WDM), or a combination of them (e.g. Time Slot Switch-
ing in [1]). Of these, some variation of time division is most common in communication networks. For
example, packet broadcasting in CSMA/CD networks (Carrier Sense Multiple Access with Collision
Detection), token passing in the bus or ring networks, T-carrier systems in telephone networks, and
TDMA (Time Division Multiple Access) in satellite networks all belong to this category [2-4]. In time
division, there are two subclasses. In message interleaving (Figure 1), each message is transmitted as a
packet for a very short period but at the full link transmission rate. Both the transmitter and receiver
have a memory buffer to store the message. CSMA, token-passing, TDMA, and TSS are examples of
this subclass. For bit/byte interleaving (Figure 2), a fixed number of channels are interleaved by bits or
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bytes synchronously in the transmitter, and demultiplexed at the receiver. T-carrier is one example.
As a result, not only bit timing recovery is required, but there is also a synchronous demultiplexing and
framing function. The conversion process provides: (1) speed matching between the channels and
users, (2) message formating for the high level information processing (in bytes or words), and/or (3)
demultiplexing of the bit streams into different channels (bit interleaving time division). This suggests
the bit timing may not be necessary if only the "word" or "byte" timing is eventually required.

The "Low" Speed Electronics Interface. The electronics interface serves as a vehicle between
the optical channels and users. As compared to the available transmission rate provided by fiber
optics, the speed of mature low-cost commercial electronics is quite low. For example, standard ECL
gates [5] have a switching time in the order of one nsec. After including practical wiring and layout
problems, and adding a safety margin, word rates higher than the order of 100 Mb/s cannot be pro-
cessed. If we use parallel processing of words, the bit rates can be much higher. However, as shown

Figure 2. A Bit/Byte Interleaving System.
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in figures 1 and 2, electronics which recovers the bit timing at the full link rate is inevitable. Given a
bandwidth capability of a few Gb/s by fiber optics [6], the available low-cost electronics technologies
represent a bottleneck. The speed is also limited by the higher level processing needs and the memory
access time, which are presently in the range of 10 nsec o a few hundred nsec. These considerations
suggest that parallel processing will provide higher effective bandwidths for a given electronics tech-

nology.

Fiber Optic Channels Characteristics. Fornately, the characteristics of the fiber optics chan-
nel encourage simple timing recovery techniques. Fiber optics provides a medium which has a high
SNR (particularly in LAN and MAN applications) and low dispersion. For example, a bit error rate of
10-12 at -15 dbm, 100Mb/s, and 10 Km using LED/PIN and multi-mode fibers has been reported [7].
A higher transmission rate at 1.6 Gb/s, 10 Km, and -18 dbm by single mode fiber and LD/APD with bit
error rate of 10-1! has also been achieved [8]. With this high quality medium, a simple coding tech-
nique enhancing the timing information can be used to facilitate timing recovery in the receiver.
Furthermore, since the medium has almost unlimited bandwidth in relation to the electronics speeds,
we can consider introducing inefficiency in bandwidth utilization if there is a payoff in a higher effec-

tive speed in the electronics.

The Approach. In this chapter, we propose a line coding and parallel processing technique to
reduce the electronics speed required to implement the the timing recovery function. The line coding
uses bandwidth inefficiently, since the effective data rate is lower than the actual bit rate. In section 2,
the concept of a fixed transition block code is introduced. By dividing the incoming data by a number
equal to the number of transitions in each block, a regular block timing is obtained without using any
PLL or BPF. Parallel data latching using a delay line recovers all the information bits within a block.
The technical issues, including the block synchronization, coding efficiency and conversion, and the
implementation of the delay line are discussed in detail in section 3. Experiments using standard ECL
gates at 50 Mb/s and 200 Mb/s are discussed in section 4.
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5.2. The Block Timing Recovery

The key ideas in our timing recovery approach are to encode the timing information with daa
information in the choice of the line code, and to shift the high speed operation to a lower speed
region. We accomplish this by using a block coding algorithm which introduces a fixed number of
transitions within a known block of data symbols, and generating a square wave timing clock at the
receiver by simply counting transitions. Other phases of the timing, required for detection of the indi-
vidual bits within a block, can be generated with a delay line, generating a parallel representation of
the information bits as often desired in accordance with system requirements. The technique does not

require a PLL or bandpass filter. We illustrate it below with a simple example.

5.2.1. A Fixed Transition Block Code

The fixed transition block code has the following properties to carry both timing and data infor-
mation: (1) in each encoded block of n bits, the number of the transitions from O to 1 is fixed, say k;
(2) The first transition in each block always occurs between the last bit of the previous block and the

first bit of the block. In other words the first and last bits of each block are 1 and O respectively.

For example, let each block have n=12 bits and a number of transitions k=4. Two sample
encoded blocks are shown in figure 3 for two admissible codewords. Later, we will determine the
number of information bits per block, which is related to the number of admissible codewords that

meet the constraints.

§.2.2. Timing Recovery

The key problem in timing recovery is deriving a data clock in spite of the random nature of
transitions in the data stream. For the fixed transition code this problem is mitigated, as long as we are
willing to derive a block timing waveform, since the number of transitions is fixed regardless of the
data. The block timing can be recovered by simply using a divide-by-k counter that divides the
number of transitions by k. If the phase of the countdown in correct, the output waveform will be a

square wave synchronous with the bit timing, but at a frequency 2n times lower. By exclusive-or’ing
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Figure 3. Illustrations of admissible codewords.
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Figure 4. The block timing recovery.
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the output of the counter and a delayed version, a square wave clock with a frequency a times lower

can be derived. In figure 4, for example, a clock with period n=12 times that of the bit timing is
recovered.

The only processing required in this timing recovery approach operating at the data rate is the
single divider. An ECL clock divider (prescaler) with input frequency at a few GHz is commercially
available [5].
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5.2.3. Parallel Data Latching

Given the recovered clock, the remaining process is to latch the received bits in each block.
This is achieved by generating a set of delayed versions of the recovered block timing. As shown in

figure 5, each delay is approximately one bit period, thereby latching successive (coded) bits of the

Figure S. Parallel delay latch lines
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block. The serial bit stream is automatically transformed into a parallel format, which is desirable as
explained in Figures 1 and 2. In particular, it is consistent with system requirements and reduces the
clock rates for subsequent circuitry. The block synchronization function (framing), which is often
required, is an inherent part of the timing recovery scheme. Since the delays are only used to latch one

block of data, a high degree of accuracy in the actual time delay is fairly relaxed.

A complete view of the system is shown in figure 6. In the transmitter, an encoder generates the
fixed transition code. In the receiver, the bit timing recovery and serial to parallel functions are
replaced by a single divider and a delay/latch line. A decoder is also included to recover the original
data. The code not only simplifies the timing recovery, but also insures that sufficient timing energy is
available at all time regardless of the transmitted data. Of importance in LAN networks is the fact that
the timing synchronization is almost instantaneous, resulting in a low overhead for synchronization of
data packets in asynchronous networks such as CSMA. The presence of line specual components in

Figure 6. A block view for systems employing the new approach.
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the coded data should be of little concern in fiber optics applications where radiation emission isnota

problem.

A few technical points remain to be discussed; for example, how to preset the counter at the
right timing, the effect of a transition error, the coding efficiency, and the implementation of a precise

delay line, All these will be addressed in the next section.
5.3. The Technical Issues

53.1. The Block Synchronization and Transition Errors

If the transmission channel gives a good SNR, the received data is self synchronized after the
divider circuit. No additional circuitry should be required for the block synchronization. However, in

recognition of the possible different characteristics of transceivers used, a simple block synchroniza-

tion scheme can be added.
Figure 7. The code block synchronization
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The key idea is to select a particular block for the preamble sequence so that the receiver can be
self-synchronized at the beginning of a transmission period. The desired block contains two parts: one
is slowly varying; the other is quickly varying. When it passes through a RC line to a buffer in a
lowpass configuration, the output will contain only the slowly varying part and provide the desired
preset information for the counter. As illustrated in figure 7, the output of the buffer clears the counter

and synchronizes the block.

It is possible (though not probable) to have a lost or extra transition in the bit stream during
actual transmission, and as a result to subsequently produce an incorrectly recovered timing. With lit-
tle noise and at the bit error probability of 10-!! to 10-12, the trat;sition error probability in each frame
with a size of 1 Kbits to 100 Kbits will be very small and sufficient for most message interleaving
transmissions. For continuous bit/byte interleaving transmission like T-carrier systems, a possible
solution is to insert a block of preambles periodically to guarantee synchronous blocks. This problem

is no different from the normal framing recovery function.

§.3.2. Coding Efficiency and Complexity

Coding efficiency is the percentage of the available bandwidth actually used. Although fiber
optics provides inexpensive bandwidth, extra bandwidth does come at some cost in terms of sources,
detectors, and preamplifier circuitry, so it is desirable to have an efficiency as high as possible. To cal-
culate the number of possible codewords, we focus on the possible combinations of transitions, rather
than bits themselves, in each block. As shown in figure 8, there are 2k-1 possible transitions (both 0
to 1 and 1 to 0) in n-1 positions, where the first transition at the beginning of the block is excluded
because it’s deterministic. Consequently, the number of possible codewords is:

§=C (n-1,2k-1) ¢y
where C(n ,m)s-’—"-!L"'l}’—")i is the combinatorial function. From this observation, the fixed transition
code can also be described as a simple translation from a fixed weight code. The greatest integer value

smaller than log,S gives the total possible bit size m of input data. The ratio of m to n is the coding

efficiency (or code rate). The efficiency is shown in figure 9 for different values of n. For reasonable



Chapter 5: Timing Recovery -103-

Figure 8. Possible transition locations in a codeword.

A Codeword of 12 bits and four 0 to 1 transitions

1 2 3 4 56 7 8 9 10 11 12

/ / / /

7 transitons (both 0 to 1 and 1 to 0)

4 no transitons

block sizes (say n=8 to n=20) the efficiency ranges from about 60% to 80%. The implementation of
the encoding and decoding can be done by standard read only memory (ROM) running at the block
rate. Larger block sizes result in larger ROMs, but also reduce the speed of the subsequent circuitry.
For block sizes of large n, the ROM size of 2* will be too large to realize. In this case, a combina-
torial circuitry to implement the coding and decoding is still possible, and again there will be a tradeoff
between simple implementation and high bandwidth efficiency. The Appendix gives a detailed

exploration of this combinatorial implementation.

5§3.3. The Precise Delay Line

A precise delay line is required for conversion to block-parallel. While the design of such a dev-
ice is a problem in integrated circuit design, which we have not addressed in detail, figure 10 shows

one approach which shows promise and illustrates the feasibility of meeting the requirements. Two
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Figure 9a. The maximum available input block size as a function of code size.
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Figure 9b. The coding efficiency as a function of code size.
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delay lines with identical buffers are used. The delay of each buffer is controlled by a bias current and
determined by a common control voltage. By a phase detection of the input and output of one delay
line, where the input is from an external source of the same block period (as derived from a crystal

oscillator), the control voltage produces the desired delay for another matched delay line. This idea for
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generating precise delays was similarly proposed and verified in [9].

The delay accuracy is determined by the frequency accuracy of the external clock and the
matching of circuitry in two delay lines. The accuracy in matching of the external clock can be very
high (e.g. within 0.1%) using a crystal, and the degree of circuit matching can also be high in
integrated circuits. Suppose there is a 8% phase inaccuracy at the output of the delay line for the
recovered clock, the percentage inaccuracy will be n8% for the bit clock. Suppose it is required that
the latching timing be within +/~€% of the central data pulse for accurate latching (with no significant
degrading in error rate). Then we have

ndse V)]
As a numerical example, with delay phase accuracy of 1% and 25% tolerance in latching, the block

size can be as high as n=25.

Figure 10. A precise delay line implementation.
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5.4. Experimental Examples

For purposes of demonstration, a block code of size n=12 and k=4 was chosen. This gives m=8

data bits per block and a 67% efficiency.

The experimental circuitry is shown in figure 6. Commercial ECL integrated circuits were used,
with the exception of a TTL ROM for the fixed transition decoder. For the encoding and decoding, a
ROM of 256 by 10 bits is sufficient (2.5K bits) for the encoder, and the decoder is a 1024 by 8 ROM.
The block synchronization design follows the approach suggested in the previous section, and the
delay line was implemented by a series RC delay buffer, where the delays were set manually. The
optic transceivers used were the AT&T ODL-50 and ODL-200, connected with multimode fibers.

Data rates of 50 Mb/s and 200 Mb/s were tested. Figure 11 shows the transmit and receive data
block. Only the preamble sequence was transmitted, and the recovered block timing was self-
synchronized. The delayed block timing of 205 nsec which latched the 11th bit is also shown. Figure

12 shows two data blocks transmitted alternatively, and the block timing was still maintained correctly.

§.5. Conclusion

The fixed transition coding method provides simple timing recovery by having the transmitter
combine the data and timing information. We believe that the timing recovery method presented in

this chapter provides an attractive solution to the timing recovery problem in future optic networks.
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Figure 11a. 50 Mb/s. (a) Transmitting data (the preamble: 111010101000);
(b) Received data, via AT&T ODL-50; (c) Recovered Timing (240 nsec/block).

(a).

(b).

().

Figure 11b. (a) Received data; (b) Recovered Timing; (c). Delayed
clock to latch the 11th bit.

(a).

(b).

(c).

Figure 11c. 200 Mb/s. (a) Transmitting data (the preamble); (b) Received data,
via AT&T ODL-200; (c) Recovered Timing (60 nsec/block); (d) Delayed Clock.
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Figure 12a. 50 Mb/s. (a) Transmitting data of two different blocks;
(b) Received data; (c) Recovered Timing (240 nsec/block).

(a).

(b).

(c).

Figure 12b. 50 Mb/s. (a) Received data; (b) Recovered Timing; (c). Delayed
clock to latch the 11th bit.
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Figure 12¢c. 200 Mb/s. (a) Transmitting data; (b) Received data; (c) Recovered
clock (60 nsec/block); (d). Delayed clock.
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Appendix. Algorithms for Encoding and Decoding

A codec design for the mapping between a fixed transition codeword and a binary data word is
considered in this appendix. First, the equivalence between the fixed weighted and transition codes is
explained, and the circuit implementation is simple and straightforward. As shown in figure A.1, fixed
transition codes and fixed weighted codes can be converted simply with just exclusive-or gates. In the
following, without loss of generality, a coding algorithm and design of the fixed weighted code of
(11,4) is illustrated, where each block has 11 bits, with 4 bits of 1’s. The total possible number of

codewords is 330, allowing binary source data words of 8 bits.

The Mapping. First, the codeword is listed from the smallest binary value (00000001111) to
the largest (11110000000). The mapping is defined by assigning each codeword an 8 bit binary
number whose value is equal to the sequence number of the codeword in the list. In other words,
00000001111 is mapped to 00000000 (0), 00000010111 to 00000001 (1), and so on (Table 1).

Figure A.1. Conversion between Fixed Transition Code and Fixed Weighted Code.

1 —>

—_—

[D>— _Hor
e S
Transition__| Weighted Transition
Code Code Code

Lo— Do
. fy

3 .

o -

n bits n-1 bits n bits




Chapter 5: Timing Recovery -110-

Table 1, The mapping between data and the fixed weighted code (11,4);

|decimal data | binarydata codeword |
0 0000000 | 00000001111 |
1 006000001 | 00000010111
2 00000010 | 00000011011
3 00000011 | 00000011101
4 00000100 | 00000011110
5 00000101 | 00000100111
254 11111110 | 10010011000
255 11111111 | 10010100001

The Algorithm. To get an arithmetic algorithm to implement the mapping, some properties are

observed:

(1) For each "1" in the codeword, depending on its positions in the whole block and the sequence
relationship with the three other "1"s, it has a corresponding "base value”. In other words, if a
*1" of a codeword is in a position i counting from left and has j—1 "1"s on its left hand side, its
base value is defined b;;. For the (11,4) fixed weighted code, the corresponding base values for
each "1" in the codeword is shown in table 2.

(2) The summation of the four base values in binary is the mapped data.

Table 2, Base value b;; for the fixed weighted code (11,4).

1

1 2 3 4 5 6 1 10 11
210 126 70 35 15 5 1 0 - - -
. 84 56 35 20 10 4
. - 28 21 15 10 6
- - - 11 6 5 4

]
°

ESENIL L
WW=S
N=O]

0 -
1 0

i: the position of each bit in the codeword from the left hand side,
j: the position for "1" in the codeword among all "1"s, from left.
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As an example, a codeword (00101100100) is mapped to 70+20+15+5=110= (01101110)2,
where by is 70, bsz is 20, and so on. On the other hand, if a binary number is given, for example
245=(11110101),, it can be expressed as a sum of 210+35+0+0, the codeword it maps is
(10010000011). Notice that the mapping is unique.

The Implementation. It consists of two parts: encoding and decoding. The encoder needs to
decompose the binary input into a sum of four base values, and outputs 1" at the corresponding bits
and "0" elsewhere. The logic diagram is shown in figure A.2. In the first decomposition stage, the
input is the 8 bit data. If the data is greater than b, it is subtracted by b1, and the output bit is set to

1. Otherwise there is no subtraction, the data is passed to the next stage, and the output bit, is 0. This

Figure A.2. Encoder, where data is decomposed into a summation of base values.
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same process is carried through in the following stages, and the adder, whose output is used to address
the base value among four rows for each bit in table 2, is incremented by 1 if the stage has output 1. It
is noted that each base value memory has only four words for code (11,4). As shown in the figure, a
pipeline structure can also be formed by inserting latches between each stage so the high speed limit
can be avoided.

Figure A.3. Decoder, where the correct base values corresponds to each "1" in
the input codeword is accumulated and the final summation is the desired data.
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The decoder does the inverse operation by fetching correct base values and summing them,
figure A.3. The first adder in each stage is used to address the correct base values among four rows in
table 2 for each bit. The second adder accumulates the correct base value in each stage if the input bit
is 1; otherwise, the adder does nothing. As noted, latches can also be added for the same reason

above. For a whole system picture, the encoding and decoding is shown in figure A.4.
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CHAPTER 6

The Cascading Effect of Circuit Switches

6.1. Introduction

Circuit switches were suggested in chapter 2 to provide a higher network throughput for a given
technology. To minimize the low speed constraints from electronics in optical networks, no timing
recovery in the switch is one of the primary features proposed in TSS. That is, the signal passing inter-
mediate switching nodes is converted from optical pulses to electrical pulses, amplified, switched, and

transformed to optical pulses again. In the process, no retiming is used.

As pointed out in chapter 5, high speed timing recovery beyond 100 Mb/s in general is not easy
to accomplish. Therefore, avoiding retiming process in the intermediate switches provides a higher
speed capal;ility and lower cost implementation. However, the associated disadvantage is a larger tim-
ing jitter which may accumulate through many switch stages, especially if the circuit switch has larger
crosstalk between adjacent channels. As a result, this chapter provides a preliminary study and design
for this problem. At the time of this thesis is written, the high speed circuit switch chip [8] is still not
available; therefore, a logic circuit is used instead to simulate the switching chip. Further work is dis-

cussed at the end of this chapter.

6.2. Timing Jitter Model

For digital transmission, a timing signal is recovered at the receiver to regenerate data bit
streams. Because noise and dispersion are inherent in the channel and timing recovery is imperfect in
practical realizations (e.g., mistune in the bandpass resonator), timing jitter is always associated with

the recovered timing signal. This timing jitter degrades the receiver performance.

In this chapter, the experiment part was primarily carried out by Janet M. Cooper, [7].

Chapter 6: Switch Cascading -115-
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Generally speaking, the magnitude of the timing jitter increases when transmission distance
increases. To overcome this problem, repeaters with retiming are used between the source and destina-
tion. In each repeater, there is a local timing derived from the input data stream. Derived by either a
phase lock loop (PLL) or a narrow band filter, this timing is insensitive to the incoming jitter associ-

ated with the input data. The jitter after retiming can thereby be greatly reduced.

In telephone systems, a long distance transmission line may consist of many repeaters for the
above purpose. The jitter effect after cascading these repeaters becomes very significant at the final
receiver. Consequently, much work has been done on analytic models and experimental tests [1-6]. In
general, the jitter can be classified into random and systematic jitter. The random jitter comes from
random noise in the channel [1], while the systematic jitter comes from the data pattern dependence in
the timing recovery [6). Because of this dependence, the systematic timing jitter will accumulate

through the repeater chain and is a more serious problem.

In TSS, timing is not recovered in the switches until in the final receiver, and the timing jitter .
introduced in each stage is primarily from asynchronous channels and the switching circuit itself (e.g.
thermal noise). Therefore, the random timing jitter is more significant than the systematic jitter. If
each stage introduces a jitter with independent and identical statistics (IID), and the jitter in each stage
is At, the final jitter accumulated after n stages will be:

At2=nAs? (¢))
So the magnitude of the jitter will be proportional to the square root of the number of stages in cas-
cade. In LAN applications, both the jitter size At in each stage and the number of stages are small;
therefore, timing recovery is not necessary. For high speed communication, this is very attractive

because of low implementation cost and little degraded performance.

6.3. Experiment Setup

The purpose of the experiment is to further justify the feasibility of no timing recovery through
cascaded circuit switches. A logical view for the testing system is shown in figure 1. As noted, it con-

sists mainly of optical transceiver links. In practice, available optical fibers and transceivers on hand
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Figure 1. A logical view for the jitter testing system.
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are very limited. Consequently, a feedback loop structure, where only one optical link is needed, is
used to replace the structure shown in figure 1. The characteristics of the optic links used and the feed-

back loop design are described in the remaining section.

63.1. Optical Link Components

In the experiment, the optical components, which consist of optical fibers, fiber connectors, opti-

cal transceivers, and fiber connection tools are all from AT&T Bell Labs. The fibers used are all
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Figure 2. Illustrations of biconical and SMA connectors.
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62.5/125 pm (core/cladding) multimode. Their distance ranges from 400 to 700 meters (by experi-
mental testing). Multimode fibers offer large mechanical tolerance in fiber splicing and will be

sufficient for this preliminary testing.

The two most popular connector types are shown in figure 2. These connectors are low loss and
available in multiple-mode and single-mode versions [9]. The biconical connector, invented and
standardized by AT&T, is larger than SMA due to its internal spring and the biconical design. The
connector used in the experiment, however, is called the ST™ Series Lightguide Connectors, a combi-

nation of the above two, figure 3. Depending on preparation, these connectors can have a loss as low

as 0.2db [7].
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Figure 3. Photographs of the ST™ connector used in the experiment.

The optical transceiver pairs used are ODL-50 and ODL-200 Lightwave Series. ODL-50 is
designed for data rates from 1 to 50 Mb/s (NRZ) at distances up to 3 Km. The transmitter has a LED
operated at 0.85 wm wavelength, and the receiver has a PIN photodiode for detection. ODL-200 is
designed for data rates from 40 to 220 Mb/s (NRZ) at distances also up to 3 Km. Its LED is operated at
1.3 wn and it also uses PIN diode for detection. Both ODL-50 and ODL-200 are compatible with
62.5/125 pum fiber and are available in standard 16-pin DIP packages.

The fibers were originally obtained from AT&T separately from the connectors. Tools are
needed 1o join them. These wiring tools are included in the AT&T 1032A Tool Kit for multimode

fibers and ST™ connectors wiring. Detailed connection procedures can be seen in {7,10].

6.3.2. Feedback Loop Setup

A practical system for jitter testing is shown in figure 4. The primary motivation to have such a

structure is to use only one optical link to study the switch cascading effect. The basic idea is to feed
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Figure 4. A practical testing system in feedback loop for jitter test. .
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the received pulse back to the transmitter, so to cascade the circuit switches is equivalent to passing the
pulse as many times as the number of switches in cascade. If the optical channel has large bandwidth
so that the intersymbol interference is insignificant, this approach provides very economic and simple

implementation.

If no special care is taken, the pulse may recirculate infinitely through the same link. To control
the number of recirculations, which is also the number of switches cascaded, a gating signal is used to

kill the feedback pulses after recirculating a certain number of times, figure 5.

In a practical implementation, the source signal is a periodic pulse train with a small duty cycle,
and the gating signal derived from it is a wider inverted pulse with almost the same phase, figure 6. As
a result, to kill the nth pulse, a relation between the propagation delay T, and the pulse period 7,
should be san'sﬁed:

n(Tyg mod T,) =T, @

Since a deterministic pulse source is used, only a “half eye" diagram can be observed for the
jitter accumulation effect. As shown in figure 4, a combinatorial logic circuit is inserted in the feed-
back loop to simulate the circuit switch. Asynchronous signals can be excited to investigate the

"crosstalk” effect to the timing jitter. When the real high speed circuit switch becomes available, a
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more realistic jitter study can be carried out.

6.4. Test Results

The results for jitter accumulation based on the description above are summarized in this sec-
tion. Although they are very preliminary and qualitative, they suggest that not including retiming in
intermediate switching nodes is very promising. Since the ODL-50 and ODL-200 have different fre-

quency ranges, they were tested separately.

Figure 5. Feedback timing for the system in figure 4.
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Figure 6. Illustration of timing relationship in Eq. (1).
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6.4.1. ODL-50

For ODL-50, input pulse widths from 20 nsec (50 Mb/s NRZ) to 1 psec (1 Mb/s NRZ) are
tested. Figure 7 shows a fiber of propagation delay of 2.7 psec is used. Figure 8 shows the transmitted
pulse train plus the recirculated pulses for up to 1, 2, 5, 35, 55 passes through the loop. All the pulses
are of width 150 nsec. All the results in figure 8 have no asynchronous noise excited.

As shown in the figure, the timing jitter effect is not significant even for a large number of recir-
culations. The results for narrower width (20 nsec) and with asynchronous noise excited are similar

and show very little degradation. The photo results are not shown here because they are indistinguish-

able from camera pictures.

Different fiber lengths (6.06 psec with 1 extra connector between fibers and 8.86 psec with 2
extra connectors) for the same testing are also investigated. Basically they show the same results as

mentioned above.

6.4.2. ODL-200

ODL-200 operates at a higher frequency range and is ECL 100K series compatible; therefore,
separate testing is done for higher frequency investigation. First results in [7] showed unsuccessful
transmission except for 50% duty cycle pulse trains. This makes the original feedback loop design in
figure 4 impossible. With an additional testing circuit board supplied by AT&T Bell Labs, successful
transmissions with different duty cycle percentages are observed, as shown in figures 9,10.

To test the timing jitter for narrower pulse widths (i.e., higher transmission rate up to 200 Mb/s
NRZ), the same circuit design in figure 4 can be used. This is feasible because of successful short
pulse transmission verified in figures 9,10. Since the high speed circuit switch is not available and it
has its own timing jitter and crosstalk characteristics, the investigation of the cascading effect for high

rate at 200 Mb/s has been delayed until the above situation is resolved.
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Figure 8. Input and recirculated pulses through ODL-50 and 62.5/125 fibers.
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Figure 8. continued.

(3). T,=6T,,

(4). T,=36T),,
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Figure 8. continued.

(5). T,=56T,

Figure 9. The tested clock transmission via ODL-200.
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Figure 10. Successful pulse transmission with different duty cycles.
(a). 15 nsec short width pulse.
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6.5. Future Extension

This chapter provides a preliminary examination of the effect of cascading circuit switches, and
a feedback loop testing strategy is also suggested. Basic results for data rates within 50 Mb/s show the
timing jitter effect is not important if switches are cascaded without timing recovery.

In the future, if the high speed circuit switch becomes available, this jitter test can be repeated.
In addition, if the number of available optical transceivers is large enough, testing using the method in
figure 1 can also be constructed. In this case, a pseudo random signal can be sent to the system; the

timing jitter, eye diagram, and bit error rate can all be measured.
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CHAPTER 7

Future Work

7.1. Introduction

In previous chapters, both system and implementation approaches to low cost and high perfor-
mance fiber optic networks have been discussed. To integrate all these approaches, to appreciate all
implementation problems, and to justify the proposed high performance and low cost, the realization of

prototype networks is very helpful and important.

In this chapter, a very basic TSS network serving 64 Kb/s voice traffic, described in chapter 2, is
designed and described. The timing recovery approach mentioned in chapter 5 will also be adopted.
Even the network function is very simple, most of the implementation details can be appreciated
through the design procedures. This prototype network design presented in this chapter provides a
reference for future implementation, and many modifications discussed in chapters 3,4 can be easily

extended from this basic design.

Figure 1. A Pure 64 Kb/s Time Slot Switching Prototype Network.
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Figure 2. Internal structure of the prototype network in Figure 1. ‘
(a). The right hand side of Figure 1.
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7.2. A Prototype TSS Network

Based on the descriptions of TSS in chapter 2, a prototype network topology for pure 64 Kb/s
digital voice traffic is shown in figure 1. Two switching nodes are connected by optic fibers, while all
telephones are connected to the switches through the TCM (Time Compression Multiplexer). Each
TCM occupies one crosspoint pair of the circuit switch, while many telephone users can share one
TCM because the fiber optic bandwidth is many times the 64 Kb/s voice rate. The central controller,
which provides the frame timing and makes decisions on circuit connections, resides on one of the

switching nodes.

Figure 2a shows the internal structure of the right hand side of figure 1: the TCM, the switching
node, and the central controller. Figure 2b shows the structure of the left hand side. The reader can
compare figure 1c in chapter 2 10 see the difference, where the control traffic is merged into the same
TSS network as described in section 2.3.3. The internal structures of the TCM, packet en/de-
capsulation, channel en/de-coder, user interface, system timing, and central controller in figure 2 will

be described below.

7.2.1. The User Interface

The function of the user interface is to serve as a translator between the speech and the digitized

bit streams, figure 3. Therefore, it consists primarily of a 64 Kb/s PCM digitization circuit.

64 Kb/s PCM digitization of voice is standard and straightforward: the hybrid for interfacing the
telephones, the filters for antialiasing and smoothing, and the PCM codec for the waveform quantiza-
tion. The digitized bit streams from the PCM codec generally is in serial bits, which is converted to an

acceplable parallel format to be stored in the TCM memory buffer.

7.2.2. The TCM

The term, TCM (Time Compression Multiplexer), implies two functions: (1) compressing con-
tinuous PCM data into "data packets” and decompressing the data packets into continuous PCM data

(sce chapter 2), and (2) multiplexing many voice channels into one high speed optic link through the
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Figure 2, Continued. (b). The left hand side of Figure 1.
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Figure 3. The User Interface.
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As shown in figure 4, there are two memory banks for the compressor: one for buffering the
PCM data, and one for fetching the data at the link speed in certain time slots. The reason for having
two memories is that the reading and writing of one memory can not happen at the same time. After
each frame, the roles of these two memories will exchange; therefore, additional multiplexing is
needed. The counters serve as the addresses for these memories. Since they increment their addresses
at different rates (one for buffering data from the user interface, one for fetching data for high speed
transmission to the channel), an additional 2 by 2 circuit switch is used to switch these two clocks.
The control signal, which controls the switching of the switches, the multiplexers, and the memories,

toggles every time frame and is not shown in the figure.

Figure 5. The TCM, the receiving part.
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Each voice channel operates at a comparatively lower rate than the high speed link (e.g., 200
Mby/s). To fully utilize the high speed link, many voice channels are multiplexed together. To deter-
mine which channel is assigned to each time slot, a slot memory is associated with the multiplexer.
The multiplexing information is fed from the central controller. The counter of the slot memory,
which increments by 1 after every time slot, serves as the address of the content in slot memory.
When new circuit connection information is fed from the central or local controller, the address may

also be directly supplied from the controller.

The decompression and the demultiplexer in the TCM, figure 5, do the inverse operation.

7.2.3. The Packet Encapsulation and Decapsulation

Figure 6. The Packet Encapsulation for Speech.
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A data packet itself can not be directly sent to its destination. For the packet switching (e.g.
X.21), a preamble sequence, a packet header, the source and destination addresses, acknowledgement
bits, the packet length, the sequence check, and other important information for the packet processing
are all included with the data in a packet. In our prototype TSS network for voice, due to the nature of
circuit switching and speech, and assuming each packet length is fixed, a packet would contain only a
slot preamble, a packet header, and the data. The preamble is used for the initial timing recovery, and

the packet frame is used to detect the beginning of a packet.

Figure 6 shows the packet encapsulation block, where the preamble, the packet header, and the
data are multiplexed to the channel encoder by a proper timing control. Figure 7, the packet decapsu-
lation, does the inverse operation. When a frame header is detected, it recognizes the beginning of the

data sequence, and it notifies the TCM to store the incoming bit streams.

Figure 7. The Packet Decapsulation for Speech.
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7.2.4. The Channel Encoder and Decoder

The channel encoder transforms packets into a format which will enhance the processing in the
receiver. As discussed in chapter 5, the fixed transition code will be used for the purpose of timing
recovery in the receiver. The implementation is also discussed in the chapter 5 appendix. After

encoding, the data is converted from parallel to serial and sent on the physical channel, figure 8

The channel decoder recovers the bit streams by the timing recovery approach in chapter 5, and

at this moment the data is in parallel format. A decoder discussed in chapter 5 can be used, figure 9.

7.2.5. The System Timing

In a digital system, correct timing is essential to the proper operation of the whole system. The
system timing has two parts: the global timing and local timing. The global timing is the frame and
slot timing for every switching node so they can switch on and off synchronously. The central con-

troller has a master clock for frame and slot timings, while other switching nodes regenerate these

Figure 8. The Channel Encoder.
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Figure 9. The Channel Decoder.
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timings based on the method mentioned in chapter 2. That is, a frame preamble is transmitted by the
central controller at the very beginning of each frame. A switching node will recover the frame timing

by detecting this preamble and the slot timing by a phase lock loop, figure 2b.

The local timing is used for the internal control of the above mentioned functions. In general,
the timing has two separate sets: transmission and receiving. In addition, this timing design is compli-
cated and depends on the physical constraints of the circuit chips used. Consequently, no detailed

design is considercd in this thesis.

7.2.6. The Central Controller and Control Traffic

The functions of the central controller are to: (1) generate the global system timing, (2) decide
the switch and TCM connections, and (3) maintain the network. Figure 10 shows the internal structure
of the central controller, where a frame preamble is sent directly to the network at the first slot of every
frame to provide the global timing, and the microprocessor determines the traffic switching and moni-

tors the network. The channel codec and the packet capsulation have been described above.
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Figure 10, The central controller.
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In the last section, a prototype TSS network for pure voice traffic is presented. Networks of
more service and larger sizes can easily be extended from this prototype. The principles behind these

extensions are based on the discussions in chapters 3 and 4.

7.3.1. A LAN for General Service: Voice, Data, and Video

To provide a general traffic service, we can consider a very simple star network as shown in
figure 11. More complicated topologies are not difficult to extend. As noted, there are two links
between the switching nodes with video terminals and the central hub. For video service, a dedicated
circuit is provided; otherwise, the double links provide higher capacity for data and voice traffic and

higher reliability for the system.

Figure 12 shows the internal structure of this simple network, where each block will be the same
as mentioned as in the last section except for the user interfaces for the data and video, which depends
on the specific terminals used. If CSMA is used together with TSS (see chapter 3), the circuit switches

will have two different configurations, as shown in figure 6, chapter 3.

The data packet concentrator merges data packets from different users or directs packets to their
final destinations. If this data traffic is served by TSS slot memories and multiplexers will be used, just
like the TCM in figures 4,5. If integrated CSMA and TSS is used, the data packet concentrator will
merge outgoing packets from data terminals into a queue based on some rules (e.g., FIFO), and direct
received packets based on their final destination addresses. In addition, the carrier sense signal (cp.

figure 6b, chapter 3) from the switch is checked before the concentrator sends the packets.

73.2. AMAN with Skew TSS and Slot-Ring Service

Based on the studies in chapter 4, a metropolitan arca network with larger area (e.g. 50 Km) can
be implemented using the skew TSS and slot-ring, which are not limited by the larger propagation
delay. The prototype network considered will be the same as shown in figure 11, where each optical

link is however assumed to have large propagation delays.
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Figure 12. An internal structure of the prototype general service network.
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Figure 13. The internal structure of the STSS and slot-ring for MAN.
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If the STSS and slot-ring approaches in chapter 4 are used, the internal structure is shown in

figure 13. If the central controller is located at the central hub, the frame and slot timing will be

adjusted to provide a liming relationship shown in figures 3,4, chapter 4. In this way, a skew time slot

schedule can be assigned and the guard time can almost be eliminated.
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During the slot-ring operation, a high speed processing circuit is used for empty/full/address
checking at the block rate. If a node has packets to send and the received slot is empty, the packet can
be inserted and transmitted through the network.

7.4. Conclusion

In this chapter, as the final chapter of this thesis, we explore many network implementations to
test and realize the approaches described in previous chapters. The intention of this chapter is to fill an
inherent gap between theories and implementations. For the detailed circuit layout and control timing,

it would be straightforward from the data sheets and the descriptions in this chapter.
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