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ABSTRACT

This paper is a survey of the growing body of theory concerned with parallel algorithms and the complexity of parallel computation. The principal model of computation that we consider is the parallel random-access machine (PRAM), in which it is assumed that each processor has random access in unit time to any cell of a global memory. This model permits the logical structure of parallel computation to be studied in a context divorced from issues of interprocessor communication.

Section 2 surveys efficient parallel algorithms for bookkeeping operations such as compacting an array by squeezing out its "dead" elements, for evaluating algebraic expressions, for searching a graph and decomposing it into various kinds of components, and for sorting, merging and selection. These algorithms are typically completely different from the best sequential algorithms for the same problems, and their discovery has required the creation of a new set of paradigms for the construction of parallel algorithms.

Section 3 studies the relationships among several variants of the PRAM model which differ in their implementation of concurrent reading and/or concurrent writing, presents lower bounds on the time to solve certain elementary problems on various kinds of PRAMs, and compares the PRAM with other models such as bounded-fan-in and unbounded-fan-in circuits, alternating Turing machines and vector machines.

Section 4 discusses NC, a hierarchy of problems solvable by deterministic algorithms that operate in polylog time using a polynomial-bounded number of processors. Among the problems shown to lie at low levels within this hierarchy are the basic arithmetic operations, transitive closure and Boolean matrix multiplication, the computation of the determinant, the rank and the inverse of a matrix, and the evaluation of certain classes of straight-line programs. Section 4 also introduces the randomized version of NC, and gives fast randomized parallel algorithms for problems such as finding a maximum matching or a maximal independent set of vertices in a graph. Section 4 concludes by exhibiting several problems that are complete in the sequential complexity class P with respect to logspace reducibility, and hence unlikely to lie in NC.
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1. Introduction

Parallel computation is rapidly becoming a dominant theme in all areas of computer science and its applications. It is likely that, within a decade, virtually all developments in computer architecture, systems programming, computer applications and the design of algorithms will be taking place within the context of parallel computation.

In preparation for this revolution, theoretical computer scientists have begun to develop a body of theory centered around parallel algorithms and parallel architectures. Since there is no consensus yet on the appropriate logical organization of a massively parallel computer, and since the speed of parallel algorithms is constrained as much by limits on interprocessor communication as it is by purely computational issues, it is not surprising that a variety of abstract models of parallel computation have been pursued.

Closest to the hardware level are the VLSI models, which focus on the technological limits of today's chips, in which gates and wires are packed into a small number of planar layers. At the next level of abstraction are those models in which a parallel computer is viewed as a set of processors interconnected in a fixed pattern, with each processor having a small number of neighbors.

At one further remove from physical reality is the parallel random-access machine (PRAM), in which it is assumed that, in addition to the private memories of the processors, there is a shared memory, and that any processor can access any cell of that memory in unit time. The PRAM cannot be considered a physically realizable model, since, as the number of processors and the size of the global memory scales up, it quickly becomes impossible to provide a constant-length data path from any processor to any memory cell. Nevertheless, the PRAM has proved to be an extremely useful vehicle for studying the logical structure of parallel computation in a context divorced from issues of parallel communication, and it is the focus of attention in the present survey.

Many studies of algorithms and complexity in the PRAM model focus on the trade-off between the time for a parallel computation and the number of processors required. In a practical situation the number of processors available is fixed, but our theoretical studies are enriched if we let the number of processors grow as a function of the size of the problem instance being solved. Of particular interest are so-called efficient algorithms, which run in polylog time (i.e., the parallel computation time is bounded by a fixed power of the logarithm of the size of the input), and in which the processor-time product exceeds the number of steps in an optimal sequential algorithm by at most a polylog factor. Section 2 surveys efficient PRAM algorithms for bookkeeping operations such as compacting an array by squeezing out its "dead" elements, for evaluating algebraic expressions, for searching a graph and decomposing it into various kinds of components, and for sorting, merging and selection. These efficient parallel algorithms are typically completely different from the best sequential algorithms for the same problems, and their discovery has required the creation of a new set of paradigms for the construction of parallel algorithms.

In the PRAM model there is the possibility of read- and write-conflicts, in which two or more processors try to read from or write into the same memory cell concurrently. Distinctions in the way these conflicts are handled lead to several different variants of the model. The weakest of these is the exclusive-read exclusive-write (EREW) PRAM, in which concurrent reading or writing are forbidden; of intermediate strength is the concurrent-read exclusive write (CREW)
PRAM, which allows concurrent reading but not concurrent writing; and strongest of all is the concurrent-read concurrent-write (CRCW) PRAM, which permits both kinds of concurrency. Several varieties of CRCW PRAMs have been defined; they differ in their method of resolving write conflicts. In Section 3 it is shown that, although these variants do not differ very greatly in computation speed, the CREW PRAM is strictly more powerful than the EREW PRAM and strictly less powerful than the CRCW PRAM. It is also shown that certain simple tasks, such as multiplying two \( n \)-bit numbers, inherently require time \( \Omega (\log n / \log \log n) \) even on the strongest PRAM model provided the number of processors is polynomial-bounded.

Section 3 goes on to study the relationship between the PRAM and other abstract models of parallel computation, such as boolean circuits, alternating Turing machines and vector machines. It turns out that all these models are equivalent in their ability to solve problems in polylog time using a polynomial-bounded number of computing elements (processors or gates). This motivates the definition of NC as the class of problems that can be solved within these resource bounds by deterministic algorithms. Two important refinements of this result are presented, each showing that certain parallel computation models are equivalent in their ability to solve problems in time \( O(\log^k n) \), where \( k \) is a fixed positive integer, using a polynomial-bounded amount of hardware. For PRAMs the amount of hardware is measured by the number of processors, for uniform circuits, by the number of wires and, for alternating Turing machines, by the number of possible configurations, which is exponential in the space. The first refinement, by Ruzzo, states that alternating Turing machines are equivalent to bounded-fan-in circuits; the second, by Stockmeyer and Vishkin, states that CRCW PRAMs are equivalent to unbounded-fan-in circuits.

Section 4 gives a survey of important problems that lie in the class NC. Among these are the basic arithmetic operations, transitive closure and boolean matrix multiplication, the computation of the determinant, the rank or the inverse of a matrix, and the evaluation of certain classes of straight-line programs. Section 4 also presents randomized algorithms that operate in polylog time using a polynomial-bounded number of processors, for problems such as finding a maximum matching or a maximal independent set of vertices in a graph.

The study of parallel complexity within the PRAM model has led to some important negative results. Using a theory of reducibility analogous to the theory of \( NP \)-completeness, it has been possible to identify certain problems as \( P - \text{complete} \); such problems are solvable sequentially in polynomial time, but do not lie in the class NC unless every problem solvable in sequential polynomial time lies in NC. This is evidence that the \( P \)-complete problems are inherently resistant to ultra-fast parallel solution. Our survey concludes, in Section 4, by exploring this concept and deriving a number of examples of \( P \)-complete problems, including the maximum-flow problem and the problem of evaluating the output of a monotone boolean circuit when all the inputs are fixed at constant values.
2. Efficient PRAM Algorithms

2.1 The PRAM Model

The primary model of parallel computation that we will be working with is the PRAM (Parallel Random Access Machine) [FoWy, Go1, SaSt]. This is an idealized model, and can be viewed as the parallel analogue of the sequential RAM [CoRe]. A PRAM consists of several independent sequential processors, each with its own private memory, communicating with one another through a global memory. In one unit of time, each processor can read one global or local memory location, execute a single RAM operation, and write into one global or local memory location.

PRAMs can be classified according to restrictions on global memory access. An EREW PRAM is a PRAM for which simultaneous access to any memory location by different processors is forbidden for both reading and writing. In a CREW PRAM simultaneous reads are allowed but no simultaneous writes. A CRCW PRAM allows simultaneous reads and writes. In this case we have to specify how to resolve write conflicts. Some commonly used methods of resolving write conflicts are: a) All processors writing into the same location write the same value (the COMMON model); b) Any one processor participating in a common write may succeed, and the algorithm should work correctly regardless of which one succeeds (the ARBITRARY model); c) There is a linear ordering on the processors, and the minimum numbered processor writes its value in a concurrent write (PRIORITY model).

Even though there is a variety of PRAM models, they do not differ very widely in their computational power. We show in section 3 that any algorithm for a CRCW PRAM in the PRIORITY model can be simulated by an EREW PRAM with the same number of processors and with the parallel time increased by only a factor of $O(\log P)$, where $P$ is the number of processors; further, any algorithm for a PRIORITY PRAM can be simulated by a COMMON PRAM with no loss in parallel time provided sufficiently many processors are available.

Let $S$ be a problem which, on an input of size $n$, can be solved on a PRAM by a parallel algorithm in parallel time $t(n)$ with $p(n)$ processors. The quantity $w(n) = t(n) \cdot p(n)$ represents the work done by the parallel algorithm. Any PRAM algorithm that performs work $w(n)$ can be converted into a sequential algorithm running in time $w(n)$ by having a single processor simulate each parallel step of the PRAM in $p(n)$ time units. More generally, a PRAM algorithm that runs in parallel time $t(n)$ with $p(n)$ processors also represents a PRAM algorithm performing work $O(w(n))$ for any processor count $P < p(n)$; this is because we can make each processor do the computation of several processors serially by proportionately increasing the parallel time to $T = t(n) \cdot \lceil p(n)/P \rceil$.

Define $polylog(n) = \bigcup_{k \geq 0} O(\log^k n)$. Let $S$ be a problem whose best sequential algorithm runs in time $T(n)$; note that many problems have the property that any algorithm that solves them would need to look at all of the input in the worst case, and hence $T(n) = \Omega(n)$ in such cases. A PRAM algorithm $A$ for $S$, running in parallel time $t(n)$ with $p(n)$ processors is optimal if

a) $t(n) = polylog(n)$; and
b) the work \( w(n) = p(n) \cdot t(n) \) is \( O(T(n)) \).

Since \( A \) represents a sequential algorithm with running time \( w(n) \), it serializes into a sequential algorithm with time complexity \( O(T(n)) \). At the same time, since \( t(n) \) is required to be polylog \( (n) \), the algorithm attains a super-polynomial speed-up relative to the best sequential algorithm. Hence an optimal parallel algorithm achieves a high degree of parallelism in an optimal way. Analogously, we can define an efficient parallel algorithm for problem \( S \) as one for which the work \( w(n) = T(n) \cdot \text{polylog}(n) \) with the parallel time \( t(n) = \text{polylog}(n) \); i.e., an efficient parallel algorithm is one that achieves a high degree of parallelism and comes within a polylog factor of optimal speedup. A major goal in the design of parallel algorithms is to find optimal and efficient algorithms with \( t(n) \) as small as possible. Clearly it is easier to design optimal algorithms on a CRCW PRAM than on a CREW or EREW PRAM. However, the simulations between the various PRAM models make the notion of an efficient algorithm invariant with respect to the particular PRAM model used. Thus this latter notion is more robust.

Consider a computation that can be done in \( t \) parallel steps with \( x_i \) primitive operations at step \( i \). If we implement this computation directly on a PRAM to run in \( t \) parallel steps, the number of processors required would be \( m = \max \{ x_i \} \). If we have \( m < p \) processors, we can still simulate this computation effectively by observing that the \( i \)th step can be simulated in time \( \left\lfloor \frac{x_i}{p} \right\rfloor + \left( \frac{x_i}{p} \right) + 1 \), and hence the total parallel time to simulate the computation with \( p \) processors is no more than \( \left\lfloor \frac{x}{p} \right\rfloor + t \). This observation, known as Brent's scheduling principle [Br], is often used in the design of efficient parallel algorithms. It should be noted that this simulation assumes that processor allocation is not a problem, i.e., that it is possible for each of the \( p \) processors to determine, online, the steps it needs to simulate. We will see below that this is sometimes a nontrivial task.

For PRAM algorithms we would like to have simple algorithms that are easy to specify and code. Most of the algorithms we describe will have this feature.

There are a few key methods that have emerged as fundamental subroutines in the design of efficient and optimal parallel algorithms. In the following subsections, we review these basic techniques and algorithms.

2.2 Basic PRAM Techniques

2.2.1 Prefix Sums

The first problem we consider is prefix sums. Let \( \ast \) be an associative operation over a domain \( D \). Given an array \([x_1, \ldots, x_n]\) of \( n \) elements from \( D \), the prefix problem is to compute the \( n \) prefix sums \( S_i = x_1 \ast x_2 \ast \ldots \ast x_i = \sum_{j=1}^{i} x_j, i = 1, \ldots, n \). This problem has several applications. For example, consider the problem of compacting a sparse array: given an array of \( n \) elements, many of which are zero, we wish to generate a new array containing the nonzero elements in their original order. We can compute the position of each nonzero element in the new array by assigning value 1 to the nonzero elements, and computing prefix sums with \( \ast \) operating as regular addition. Another application is given in section 4.2. Further, recognition of any regular language whose input size is restricted to \( n \) can be viewed as a prefix problem.

There is a simple sequential algorithm to solve the prefix sums problem using \( n - 1 \) operations, by computing \( S_i \) incrementally from \( S_{i-1} \), for \( i = 2, \ldots, n \). Unfortunately this algorithm has no parallelism in it since one of the two operands for
the \( i \)-th * operation is the result of the \( i-1 \)-st operation.

We now describe a simple parallel algorithm to compute prefix sums in parallel [LaFi1]. For simplicity we assume that \( n \) is a power of 2.

**PARALLEL PREFIX ALGORITHM**

**INPUT:** An array \([x_1, \cdots, x_n]\) of elements from domain \( D \). Element \( x_i \) is in memory location \( M_i \).

1) For \( i = 1, \cdots, n/2 \) compute \( x_i := x_{2i-1} * x_{2i} \) and place it in location \( M_i \).

2) Recursively compute prefix sums \( S_i, i = 1, \cdots, n/2 \), for the new array of length \( n/2 \).

3) For \( i = 1, \cdots, n \) set \( S_i := S_{i/2} \) if \( i \) is even else set \( S_i := S_{(i-1)/2} * x_i \).

This algorithm runs on an EREW PRAM since there are no conflicts in the memory accesses. The parallel time \( t(n) \) satisfies the recurrence \( t(n) = t(n/2) + 2 \) with \( t(1) = 0 \), and the work satisfies the recurrence \( w(n) = w(n/2) + n - 1 \) with \( w(1) = 0 \). Thus \( t(n) = O(\log n) \) and \( w(n) = O(n) \). By invoking Brent's scheduling principle we see that this is an optimal EREW PRAM algorithm for \( p(n) = O(n/\log n) \). Processor allocation is straightforward in this case and we illustrate it by a standard technique used to implement Brent's principle: Let the number of processors available be \( p \leq n/\log n \), and let \( q = n/p \). We first assign the \( i \)-th processor to memory locations \((i-1)q + 1, (i-1)q + 2, \cdots, iq, i = 1, \cdots, p\). The \( i \)-th processor stores these values in an array in its local memory and adds up these \( n/p \) values (sequentially) in \( O(n/p) \) time and places the result in \( M_i \). Now the array has only \( p \) elements in it, and the parallel prefix algorithm is used to compute these prefix sums in \( O(\log n) \) time using \( p \) processors. Finally, in additional \( O(n/p) \) time, the \( i \)-th processor computes the prefix sums for its local array with \( S_{i-1} \) as the first element of the array. This algorithm runs in \( O(n/p) \) time with \( p \) processors on an EREW PRAM for \( p \leq n/\log n \).

On a CRCW PRAM, the above algorithm can be modified to run optimally in \( O(\log n/\log \log n) \) time [CoVi2].

Since the prefix problem is an important one, much attention has been given to fine-tuning the constants in the time and processor bounds (see, e.g., [LaFi, Fi]).

### 2.2.2 List Ranking

A problem closely related to the prefix problem is the list ranking problem: Given a linked list on \( n \) elements, compute the suffix sums of the last \( i \) elements of the list, \( i = 1, \cdots, n \). This is a variant of prefix sums, in which the ordered sequence of elements is given in the form of a linked list rather than an array, and the sums are computed from the end, rather than from the beginning. The term 'list ranking' is usually applied to the special case of this problem in which all elements have value 1, and * stands for addition (and hence the result of the list ranking computation is to obtain, for each element, the number of elements ahead of it in the list, i.e., its rank in the list); however the technique we shall present easily adapts to our generalization.

We assume that the linked list is represented by a contents array \( c[1..n] \) and a successor array \( s[1..n] \): here, \( c(i) \) gives the value of the element at location \( i \), and
s(i) gives the location, j, of the successor to c(i) on the list. For convenience we assume that the last element on the list, c(i), has value zero, and s(i) = i. The following simple algorithm solves the list ranking problem on an EREW PRAM in $O(\log n)$ time with $n$ processors (see, e.g., [Wy]).

**BASIC LIST RANKING ALGORITHM**

For $[\log n]$ iterations repeat

In parallel, for $i = 1, \ldots, n$ do

\[
\begin{align*}
c(i) &= c(i) \ast c(s(i)) \\
s(i) &= s(s(i)).
\end{align*}
\]

The operation used in this algorithm of replacing each pointer $s(i)$ by the pointer's pointer $s(s(i))$ is called **pointer jumping**, and is a fundamental technique in parallel algorithm design. Let the **rank**, $r(i)$, of element $c(i)$ be the distance of $c(i)$ from the end of the input linked list. The correctness of this algorithm follows from the observation that at the start of each step, $c(i)$ equals the sum of elements in the input list with ranks $r(i), r(i) - 1, \ldots, r(s(i)) + 1$, for the current $s(i)$; and after $[\log n]$ iterations, $s(i) = i_i$ for all $i$. By assigning a processor to each location $i$, we obtain an $n$-processor $O(\log n)$ time parallel algorithm. Observe, however, that the work done by this algorithm is $\Theta(n\log n)$ and hence this algorithm as it stands does not lead to an optimal parallel algorithm (since there is a simple linear-time sequential algorithm for the list ranking problem).

The list ranking problem is similar to the prefix sums problem, which has a simple optimal parallel algorithm. The optimal parallel prefix algorithm reduces the problem of computing prefix sums on $n$ elements to one of computing prefix sums on the $n/2$ elements at even positions on the array. This reduction is done in constant time and is data independent in the sense that the locations of the $n/2$ elements in the reduced list are predetermined. If we try to implement a list ranking algorithm with this property, we run into the problem that a given element has no way of knowing whether it is at an odd or even position on the list. Except for the beginning and end elements, there appears to be no obvious way of distinguishing between the local environments of two elements on the list.

In order to overcome this problem, we note that we need not necessarily locate the elements at even positions. It suffices to construct a set $S$ of no more than $c \cdot n$ elements in the list, with $c < 1$, such that the distance between any two consecutive elements in the list is small. The list ranking problem can then be solved as follows:

(i) **List Contraction** Create a contracted list composed of the elements of $S$, in which each element of $S$ has as its successor the first element of $S$ that follows it in the original list, and a value equal to its own value in the original list, plus the sum of the values of those elements that lie between it and this successor;

(ii) Recursively, solve the list ranking problem for the contracted list. The suffix sum for each element in the contracted list is the same as its suffix sum in the original list;

(iii) Extend this solution to all elements of the original list. The time to do this is proportional to the maximum distance between two elements of $S$ in the original list, and the work is proportional to the length of the original list.
We shall present an optimal \( O(\log n) \)-time randomized list ranking algorithm that takes this approach, but with the following exception: once a contracted list of length less than \( n/\log n \) is obtained, list contraction is no longer used; instead, the list ranking problem for this contracted list is solved directly using the Basic List Ranking Algorithm. This requires time \( O(\log n) \) using \( n/\log n \) processors.

It is necessary to specify how the List Contraction step is carried out. This entails giving a method for choosing the set \( S \), and a method for the compaction process needed to place the elements of \( S \) in consecutive locations, in preparation for the recursive solution of the list ranking problem on the compacted list.

We can construct \( S \) by the following simple randomized algorithm (see e.g., [Vi2, MiRe]) called the random mate algorithm. Each element chooses a gender, female or male, with equal probability. An element \( e \) is not in set \( S \) if and only if \( e \) is male and its predecessor in the list is female. It is easy to see that with probability \( 1-o(1) \), the size of \( S \) is not more than \( 15n/16 \), and each element in \( S \) can find its successor in \( S \) in constant time, since its successor is at a distance at most 2 from it in the list. With random mating each list contraction tends to shrink the length of the list by a constant factor, and thus the number of contractions needed to pass from the original list of length \( n \) to a list of length less than \( n/\log n \) is \( O(\log \log n) \).

The process of compacting \( S \) into consecutive locations could be done by the \( O(\log n) \)-time optimal method for prefix sums that we saw earlier, but this method would lead to a list ranking algorithm running in time \( O(\log n \log \log n) \), since \( \log \log n \) list contractions need to be performed. Instead, we can use either an optimal \( O(\log \log n) \) time randomized algorithm on an ARBITRARY CRCW PRAM that approximately compacts an array [MiRe], or the optimal \( O(\log n/\log \log n) \) time deterministic prefix sum algorithm of [CoVi2], which runs on an ARBITRARY PRAM. Either of these leads to a method that, with high probability, solves the list ranking problem in time \( O(\log n) \) and work \( O(n) \). Thus, using Brent's scheduling principle, one obtains an optimal \( O(\log n) \)-time randomized list ranking algorithm using \( n/\log n \) processors.

In order to obtain an optimal \( O(\log n) \)-time deterministic list ranking algorithm it is necessary to replace the random mating procedure by a deterministic method of isolating a contracted set of elements \( S \). A symmetry breaking technique known as deterministic coin tossing can be used for this purpose [CoVi1]. The technique is based on the concept of an \( r \)-ruling set [CoVi1]. Given an \( n \)-element list, a subset \( S \) of these elements is an \( r \)-ruling set if no pair in \( S \) is adjacent on the list, and every element \( e \) not in \( S \) is at a distance no more than \( c\cdot r \) on the list from an element in \( S \), where \( c \) is a suitable constant.

Define \( \log^{(k)} n \) to be the log function iterated \( k \) times, and let \( r = \log^{(k)} n \). The following algorithm finds an \( r \)-ruling set in an \( n \)-element linked list in \( O(k) \) time using \( n \) processors ([CoVi1], see also [GoPlSh]). We assume that the linked list is doubly linked with successor pointer \( s(i) \) and predecessor pointer \( p(i) \).

**Ruling Set Algorithm**

*Input* \( n \)-element linked list with successor pointers \( s(i) \) and predecessor pointers \( p(i) \); integer \( k \) to set \( r = \log^{(k)} n \).

1. For \( i = 1, \cdots, n \) initialize \( c(i):= i \).
2. For \( k \) iterations do
In parallel for each $i$ do

Determine the rightmost bit position $q$ such that the $j$th bit of $c(i)$ differs from the $q$th bit of $c(s(i))$. Let $b$ be the $q$th bit of $c(i)$; $c(i) := b$ concatenated with the binary representation of $q$.

3. In parallel for each $i$ do

If $c(p(i)) \leq c(i)$ and $c(s(i)) \leq c(i)$ then assign $i$ to the ruling set.

It is straightforward to verify that in this algorithm $c(i) \neq c(s(i))$ at every iteration. Further the number of bits in each $c(i)$ at the end of the $j$th iteration is $B_j = O(\log^j n)$. Finally, the distance between two local maxima at the $j$th iteration is no more than $2B_j$, and hence at the end of the algorithm, any element on the list is within distance $O(\log^k n)$ of an element in the ruling set.

Two special cases of the ruling set algorithm deserve special attention. When $k = C$, a constant, the algorithm obtains an $O(\log^k n)$ ruling set in constant time using $n$ processors. Define $\log^* n$ as the minimum value of $k$ such that $\log^k n = 3$; $\log^* n$ is a very slowly growing function of $n$. Using the ruling set algorithm we can obtain an $O(1)$ ruling set in $O(\log^* n)$ time with $n$ processors. Since no two elements in a ruling set are adjacent, the size of any $r$-ruling set is at most one more than half the number of elements in the list. In additional $O(r)$ time, each element in the ruling set can locate its successor in the ruling set by following the successor pointers in the linked list, thus forming a contracted list.

The ruling set algorithm with appropriately chosen values of $k$ has been used in rather elaborate procedures to obtain optimal $O(\log n)$ deterministic EREW PRAM algorithms for list ranking [CoVi2, AnMi].

### 2.2.3 Tree Contraction

There are several applications that require computation on a rooted tree. One such problem is the expression evaluation problem: Given a parenthesized arithmetic expression (using + and \cdot operations) with values assigned to the variables, evaluate $E$ and all subexpressions of $E$. Note that the prefix problem is the expression evaluation problem on the parenthesized expression $(\cdots (x_1 + x_2) + x_3 \cdots ) + x_n$).

Associated with a parenthesized expression is a binary tree with $n$ leaves that specifies the parenthesization. As in the prefix problem there is a simple linear-time sequential algorithm for the expression evaluation problem: evaluate the values on the internal nodes of the expression tree from the leaves upward to the root. The value at the root gives the value of the expression, and the value at each internal node is the value of the subexpression rooted at that node. However, if the tree is highly imbalanced, i.e., its height is large in relation to its size, then this method performs poorly in parallel.

Tree contraction is a method of evaluating expression trees efficiently in parallel. The method transforms the input tree in stages using local operations in such a way that an $n$-node tree is contracted into a single node in $O(\log n)$ stages, each of which takes constant time on a PRAM. An efficient method for tree contraction was first introduced in [MiRe]. There are several optimal tree contraction algorithms that run in $O(\log n)$ time on an EREW PRAM [GiRy, CoVi3, AbDaKiPr, KoDe, GaMiTe]. We describe the method reported independently in [AbDaKiPr] and [KoDe].
The tree contraction algorithm works on a rooted, ordered binary tree, i.e., a rooted ordered tree in which every vertex is either a leaf, having no children, or an internal node, having exactly two children, and each arc points from a child to its parent. Let \( l \) be a leaf in an \( n \)-leaf binary tree \( T \). The SHUNT operation applied to \( l \) results in a contracted tree \( T' \) in which \( l \) and \( p(l) \), the parent of \( l \) in \( T \) are deleted, and the other child \( l' \) of \( p(l) \) has the parent of \( p(l) \) as its parent, while leaving the relative ordering of the remaining leaves unchanged (see figure 2.1).

![Figure 2.1. The SHUNT operation](image)

We now describe the tree contraction algorithm.

**TREE CONTRACTION ALGORITHM**

**INPUT**: A rooted, ordered, binary \( n \)-leaf tree \( T \).

1) **Preprocess**: Label the leaves in order from left to right as \( 1, \ldots, n \).

2) For \( \lfloor \log n \rfloor \) iterations do
   a) Apply SHUNT in parallel to all odd numbered leaves that are the left child of their parent.
   b) Apply SHUNT in parallel to all odd numbered leaves that are the right child of their parent.
   c) Shift out the rightmost bit in the labels of all remaining leaves.

It is straightforward to see that the operations in this algorithm can be implemented on an EREW PRAM. After each iteration, half of the leaves are deleted from the current tree, and no new leaves are created. Hence after \( \lfloor \log n \rfloor \) iterations, the tree is contracted to a single node.

Step 1 can be implemented optimally in \( O(\log n) \) time on an EREW PRAM using the *Euler tour technique* [TaVil], which we describe in section 2.3. Then in constant time, the leaves can be placed in an array \( A \) in the order in which they will be processed. The total work done in step 2 is \( O(\sum_{i=1}^{\lfloor \log n \rfloor} n/2^i) = O(n) \), and processor allocation is no problem since we have the array \( A \). Thus, this gives an optimal \( O(\log n) \) tree contraction algorithm on an EREW PRAM.
By associating appropriate computation with the SHUNT operation, we can evaluate an arithmetic expression while performing tree contraction on its associated tree. We associate with each arc \((u,v)\) an ordered pair of values \((a,b)\) with the interpretation that, if the value of \(u\) is \(x\), then the operand supplied to \(v\) along arc \((u,v)\) is \(a \cdot x + b\). Initially, every arc has the ordered pair \((1,0)\). Thus initially the value of each node in the tree is exactly the value of its subexpression.

Now consider a SHUNT operation on a leaf \(l\) with parent \(p\), sibling \(s\) and grandparent \(q\). Let the value of leaf \(l\) be \(v\), and let arc \((l,p)\) have value \((a_1,b_1)\), arc \((s,p)\) have value \((a_2,b_2)\), and arc \((p,q)\) have value \((a_3,b_3)\). In the contracted tree, all three of these arcs are deleted and replaced by the arc \((s,q)\). Let \(a\) and \(b\) be constants such that \(a \cdot y + b = a_3((a_1 \cdot v + b_1) \ast (a_2 \cdot y + b_2)) + b_3\), where \(\ast\) represents the operation at \(p\). Then it is easy to see that assigning the value \((a,b)\) to the newly introduced arc \((s,q)\) leaves the values of the vertices remaining in the new tree unaltered. Thus we obtain an optimal \(O(\log n)\)-time EREW PRAM algorithm for expression evaluation. All subexpressions in the expression tree can be evaluated within the same bounds by having an expansion phase at the end, similar to that in the parallel prefix algorithm. This technique works for the evaluation of expressions over a semiring, ring or field (in the case of a field, the value on each edge is an ordered set of four values, to represent the ratio of two linear forms). If the input is in the form of a parenthesized expression the tree form can be extracted from it optimally in \(O(\log n)\) time using an algorithm in [BaVi].

In addition to expression evaluation, tree contraction has been applied to a wide variety of problems. The technique easily generalizes to arbitrary (non-binary) trees, and has been used to derive parallel algorithms for various graph-theoretic properties on trees such as maximum matching, minimum vertex cover, maximum independent set, etc. [He]. Other applications of tree contraction and its variants can be found in [GiKaMiSo, MiRe, NaNaSc, Ram]. A generalization of the SHUNT operation is used in the more general problem of straight-line program evaluation, or evaluation of a DAG (see section 4); in fact, the SHUNT operation was first introduced in this more general setting [MiRaKa].

2.2.4 Conclusion

We have described optimal parallel algorithms for three basis problems: prefix sums and expression evaluation.

In section 3 we show that it requires \(\Omega(\log n)\) time to compute the OR of \(n\) bits on a CREW PRAM, regardless of the number of processors available. Since the three problems we considered in this section are at least as difficult as the OR function, the lower bound applies for these problems as well. Thus the results we have given are optimal with maximum possible speed-up.

We also show in section 3 that a lower bound of \(\Omega(\log n / \log \log n)\) time holds for computing the parity of \(n\) bits on a PRIORITY CRCW PRAM with a polynomial number of processors. Since we could solve the parity problem if we could solve an arbitrary prefix sums, list ranking or tree contraction problem, this lower bound applies to these problems as well. While an optimal \(O(\log n / \log \log n)\) time CRCW PRAM algorithm is known for the prefix sums problem, it is not known if the list ranking and tree contraction problems have sub-logarithmic time algorithms on a CRCW PRAM with a polynomial number of processors.

2.3 Efficient Graph Algorithms

Graphs play an important role in modeling real-world problems and sequential algorithms for graph problems have been studied extensively. Almost without
exception, all of the optimal (i.e., linear-time) sequential algorithms for these problems use one of two methods to search a graph: depth-first search or breadth-first search. At present, neither of these techniques have efficient parallel algorithms. The best polylog time PRAM algorithm known for breadth-first search of an \( n \)-node graph uses \( M(n) \) processors, where \( M(n) \) is the number of processors required to multiply two \( n \times n \) matrices in \( O(\log n) \) time. For depth-first search there is currently no deterministic polylog time parallel algorithm known that uses a polynomial number of processors. For more on parallel breadth-first search and depth-first search, see section 4.

The early work on parallel graph algorithms [ChLaCh, Ec1, ReCo, SaJa, TaVi, TsCh] used various methods to circumvent the lack of an efficient parallel method of searching a graph. More recently, a new efficient graph searching technique called ear decomposition [Wn,Lo,MaScVi,MiRa1] has been developed for undirected graphs. Using this technique, efficient parallel algorithms for several graph problems including strong orientation, biconnectivity, triconnectivity, four-connectedness, and \( s-t \) numbering have been developed. Several of these algorithms also have optimal sequential implementations, thus giving us new algorithms for the sequential case. This is an example of a new emerging discipline enriching an existing one. We briefly survey the results in the following, where we assume that the input graph \( G \) has \( n \) vertices and \( m \) edges.

### 2.3.1 Connected Components

The problem of computing connected components is often considered as the basic graph problem. While it is not known how to apply depth-first search or breadth-first search to obtain an efficient parallel connected-components algorithm, the following approach [HiChSa] does give an efficient parallel algorithm for the problem. The algorithm works in \( O(\log n) \) stages, and at each stage \( i \), the vertices of \( G \) are organized in a forest of directed trees, with a directed arc from each vertex to its parent in the tree. All vertices in any given tree in the forest are known to be in the same connected component of \( G \). In the first stage of the algorithm, each vertex is in a tree by itself, and at the end of the last stage, all vertices in a connected component are in a tree of height 1. In going from stage \( i \) to stage \( i+1 \), some of the trees containing adjacent vertices in \( G \) are linked by a hooking process and then the heights of the resulting new trees are compressed by pointer jumping, i.e., each vertex that is not a root or a child of a root in the new tree, chooses the parent of its parent to be its new parent. The hooking process has to be implemented properly in order to maintain the tree structure and to guarantee termination of the algorithm in \( O(\log n) \) stages. Various implementations of the above basic idea for the CREW PRAM [HiChSa], EREW PRAM [NaMa] and CRCW PRAM [AwSh, ShVi2] are available. The implementation bound is \( O(\log n) \) time using \( O(m+n) \) processors on an ARBITRARY CRCW PRAM (recall that by the simulations between the PRAMs, this implies an \( O(\log^2 n) \) time algorithm using \( O(m+n) \) processors on an EREW PRAM). This algorithm easily extends to obtain a spanning tree for \( G \) with the same time and processor bounds.

By applying more elaborate techniques based on those for optimal list ranking to the basic algorithm we have outlined, the connected components of a graph can be determined on an ARBITRARY CRCW PRAM in \( O(\log n) \) time with \( O((m+n)\alpha(m,n)/\log n) \) processors [CoVi2], where \( \alpha(m,n) \) is the inverse Ackermann function, which is an extremely slowly growing function of \( m \) and \( n \). There is also a randomized optimal \( O(\log n) \) algorithm for finding connected components on an ARBITRARY CRCW PRAM [Gaz].
2.3.2 Euler Tour Technique

The starting point for most other graph algorithms is the construction of a rooted spanning tree $T$, and the computation of simple tree functions such as pre- and post-order numbering of vertices in the tree, the level and height of each vertex in the tree, and the number of descendants of each vertex in the tree. For this, we can use the Euler tour technique on trees [TaVi], which we describe below. This method works by reducing the computation of these tree functions to list ranking.

Given an unrooted tree, $T$, we can convert it into an Eulerian directed graph $D$ by replacing each edge $(u,v)$ by two directed arcs, one from $u$ to $v$ and the other from $v$ to $u$. Let $E = \langle e_1, e_2, \ldots \rangle$ be an Euler tour of $D$, with $e_1$ being the directed arc from $u$ to $v$. Then it is easy to see that $E$ represents a depth-first search traversal of $T$ with $u$ as the root. Each undirected edge $(x,y)$ appears once on the list as the directed arc $(x,y)$, and once as the directed arc $(y,x)$. If $(x,y)$ appears before $(y,x)$ in $E$, then $x$ is the parent of $y$ in $T$ rooted at $u$, since in this case, $(x,y)$ represents the forward traversal of the edge in the depth-first search and $(y,x)$ represents the backtracking along the edge in the depth-first search. Conversely, if $(y,x)$ appears before $(x,y)$ in $E$, then $y$ is the parent of $x$ in $T$ rooted at $u$. Thus parent-child relationships in $T$ rooted at $u$ can be determined once we have ranked the elements in list $E$.

Given a tree $T$, finding an Euler tour $E$ for its directed Eulerian version is very simple. We assume that the tree is specified by an adjacency list for each vertex, which can be interpreted as a list of outgoing arcs from that vertex. This automatically gives us two arcs directed in opposite directions for each edge. We assume that there is a pointer from each edge to its reversal. With this representation we can obtain an Euler tour $E$ in constant time with $n$ processors by specifying for each edge $e$, its next edge on $E$ as the edge next to $\bar{e}$, the reversal of $e$, in the adjacency list containing $\bar{e}$ (if $\bar{e}$ is the last edge on its adjacency list, its next edge is the first edge on this list). To obtain a depth-first search from a given root $u$, we simply pick any arc $(u,v)$ as the starting arc of the tour. Now we can use list ranking to determine the position of each arc in $E$, and hence the parent-child relation. Other tree functions such as preorder number, level, and number of descendants of each vertex can be determined by list ranking using appropriate initial weights. For instance, to compute preorder numbers, we can assign a weight of 1 to forward arcs and a weight of 0 to back arcs. Then, for each forward arc $(u,v)$, the preorder number of $v$ is $n - 1 - \text{the weighted rank of } (u,v) \text{ in the list}$. The optimal list ranking algorithm implies optimal $O(\log n)$ EREW PRAM algorithms for these problems.

We can also use the Euler tour technique on trees to implement the preprocessing step in the tree contraction algorithm of the previous section optimally. For this we merely need to give a weight of 1 to leaves and a weight of 0 to internal nodes, and then compute the weighted rank of each leaf in the Euler tour.

The Euler tour technique on trees generalizes to finding Euler tours in general Eulerian graphs with the same complexity bounds as the connected-components algorithm [AtVi, Aw1sSh]. For this, we construct the tour $E$ as above by specifying for each edge, the edge that follows it in $E$. For a general Eulerian graph, this results in a collection of edge disjoint (possibly non-simple) cycles. Two cycles having a common vertex $u$ can be ‘stitched together’ by swapping the successor edges of the two incoming arcs to $u$ in the Euler tour $E$. The algorithm obtains an Euler tour for the graph by stitching all the cycles together into a single connected structure through an appropriate choice of such swaps.
2.3.3 Ear Decomposition

An ear decomposition \( D = [P_0, ..., P_{r-1}] \) of an undirected graph \( G = (V,E) \) is a partition of \( E \) into an ordered collection of edge-disjoint simple paths \( P_0, ..., P_{r-1} \) called ears, such that \( P_0 \) is a simple cycle, and for \( i > 0, P_i \) is a simple path (possibly a simple cycle) with each endpoint belonging to a smaller number ear, and with no internal vertices belonging to smaller numbered ears (see figure 2.2). An ear with no internal vertex is called a trivial ear.

An open ear decomposition is an ear decomposition in which none of the \( P_i, i > 0 \), is a simple cycle.

![An ear decomposition](image)

**Figure 2.2. An ear decomposition**

It is known that a graph has an ear decomposition if and only if it is 2-edge connected and a graph has an open ear decomposition if and only if it is biconnected, i.e., 2-vertex connected [Wh].

Let \( T \) be a spanning tree of an undirected, 2-edge connected graph \( G = (V,E) \), and let \( N \) be the set of non-tree edges in \( G \), i.e., the edges in \( G - T \). Then each edge \( e \) in \( N \) completes exactly one cycle in \( T \cup \{ e \} \), called a fundamental cycle of \( G \) with respect to \( T \). It is easy to see that the number of ears in any ear decomposition or open ear decomposition of an \( n \)-vertex, \( m \)-edge graph is \( m - n + 1 \), which is also the number of fundamental cycles in the graph. In the ear decomposition algorithm presented below [MaScVi, MiRa1], each ear is generated as part of a fundamental cycle of \( G \) with respect to \( T \), and contains the non-tree edge in that fundamental cycle.

**EAR DECOMPOSITION ALGORITHM**

**INPUT:** Undirected, 2-edge connected graph \( G = (V,E) \).

1. **Preprocess \( G \):**
   a) Find a spanning tree \( T \) for \( G \).
b) Root $T$ and number the vertices in preorder.

c) Label each non-tree edge by the least common ancestor (lca) of its endpoints in $T$.

2. Assign ear numbers to non-tree edges: Number non-tree edges from 0 to $r - 1$ in nondecreasing order of their lca labels.

3. Assign ear numbers to tree edges: Number each tree edge with the number of the minimum numbered non-tree edge whose fundamental cycle it belongs to.

The correctness of this algorithm follows from a straightforward induction on ear number. It is easy to see that the edges with ear number 0 form a simple cycle passing through the root of $T$, and if we assume inductively that edges with ear numbers 0 to $i$ satisfy the definition of an ear decomposition, it is not difficult to show that the edges with ear number $i + 1$ have the desired properties as well.

All of the steps in the algorithm can be implemented using the Euler tour algorithm, together with efficient parallel algorithms for finding a spanning tree, sorting, prefix sums, and finding lca's. The algorithm runs in $O(\log n)$ time while performing $O(m + n \log n)$ work. If consecutive ear numbers are not required, but only distinct labels from a totally ordered set, then the parallel sorting algorithm is not required and the algorithm can be implemented to run in $O(\log n)$ time while performing the same amount of work as the connected-components algorithm, i.e., $O((m + n)\alpha(m,n))$ work, by using an optimal $O(\log n)$ parallel algorithm to find lca's [SeVi]. The ear decomposition algorithm, in general, does not give an open ear decomposition, but can be modified to do so [MaScVi, MiRa1] with the same parallel complexity by refining the numbering in step 2 so that non-tree edges with the same lca labels are further ordered in such a way that the resulting ear numbers give an open ear decomposition.

2.3.4 Applications of Ear Decomposition

The efficient parallel ear decomposition algorithm implies efficient parallel algorithms for 2-edge connectivity and biconnectivity. Other efficient parallel algorithms for biconnectivity are known [ChLaCh, TaVi].

We describe two other applications of ear decomposition. A strong orientation of an undirected graph $G = (V,E)$ is an assignment of a direction to each edge of $G$ such that the resulting directed graph is strongly connected. A graph has a strong orientation if and only if it is 2-edge connected. To strongly orient a 2-edge connected graph, we find an ear decomposition for it, and then orient the edges in each ear from one (arbitrary) endpoint of the ear to the other. This results in a strongly connected directed graph since it gives a directed ear decomposition for the resulting directed graph, and a directed graph has a directed ear decomposition if and only if it is strongly connected [Lo]. Parallel algorithms for strong orientation are reported in [At, Vi3].

We now briefly describe how to use open ear decomposition to obtain an efficient parallel algorithm to test triconnectivity, and to find the triconnected components of a biconnected graph [MiRa2]. Let $D = \{P_0, \ldots, P_{r-1}\}$ be an open ear decomposition of a biconnected graph $G = (V,E)$. If $G$ is not triconnected, then it contains a pair of vertices, $x, y$, whose removal separates the graph into two or more pieces. For such a pair of vertices $x, y$, it is easy to see that there must be some ear $P_i$ in $D$ that contains both of them, such that the portion of $P_i$ between $x$ and $y$ is separated from the rest of $P_i$ when $x$ and $y$ are removed from $G$. The triconnectivity algorithm tests if such a separating pair of vertices exists by looking
for them in each ear in parallel. It does so by constructing, for each nontrivial ear, its ear graph, which is a graph derived from the input graph, that contains the necessary information about separating pairs of vertices, if any, on the ear. The algorithm then further processes the ear graph to obtain its coalesced graph, using which, all separating pairs on the ear can be determined quickly. Efficient parallel algorithms for finding the ear graphs of all nontrivial ears and the coalesced graph of each ear graph are given in [MiRa2, RaVi], leading to a parallel graph triconnectivity algorithm that runs in $O(\log n)$ time with $O(m \cdot \log^3 n)$ work on an ARBITRARY CRCW PRAM. These ideas generalizes to efficient parallel algorithms for finding all separating pairs of vertices in a biconnected graph and for finding the triconnected (or Tutte) components of a biconnected graph. These ideas also generalize to testing for graph four-connectivity [KanRa], giving a parallel algorithm that runs in $O(\log^2 n)$ time with $O(n^2)$ processors on an ARBITRARY CRCW PRAM. This approach also gives an $O(n^3)$ sequential algorithm for the problem, which is an improvement over previously known sequential algorithms for the problem.

Open ear decomposition has been used to obtain a parallel algorithm for finding an $s-t$ numbering in a biconnected graph [MaScVi] with the same complexity as the connected-components algorithm. This efficient parallel $s-t$ numbering algorithm has been used in conjunction with an efficient parallel implementation of PQ trees, to obtain a parallel planarity algorithm [KiRe] that runs in $O(\log^2 n)$ time using $O(m+n)$ processors on a CREW PRAM.

At present there is no efficient graph search technique known for directed graphs. Thus for most problems on directed graphs, including the basic one of testing if one vertex is reachable from another in a directed graph, the best polylog time parallel algorithm currently known needs on the order of $M(n)$ processors.

2.3.5 Conclusion

In this section we have presented efficient parallel algorithms for several problems on undirected graphs.

Using the fact that graph problems are typically at least as hard as computing the OR of $n$ bits or the parity of $n$ bits, it follows from the lower bounds of section 3 that graph problems need $\Omega(\log n)$ parallel time on a CREW or EREW PRAM with no restriction on the number of processors, and $\Omega(\log n/\log \log n)$ parallel time on a CRCW PRAM with a polynomial number of processors. In practice, graph problems seem to need at least $\log^2 n$ time on a CREW and EREW PRAM and $\log n$ time on a CRCW PRAM. We have stated many of the results in this section only for CRCW PRAMs, when it is the case that, by the simulations between the various types of PRAMs, this gives the best bounds known for CREW and EREW PRAMs as well.

Efficient parallel algorithms have been developed for other combinatorial problems including string matching [Gal, KarRa, LaVi, Vi4], and computational geometry [AgChGuODYa, AtCoGo, Cho].

2.4 Sorting, Merging and Selection

In this section we discuss parallel algorithms for which the input is an array of $n$ elements from a linearly ordered set. In the sorting problem, the task is to rearrange the elements into nondecreasing order. In the merging problem, the input array is partitioned into two subarrays, each of which is known to be in nondecreasing order, and the task is to rearrange the entire array into nondecreasing order. In the selection problem an integer $k$ between 1 and $n$ is given, and the
task is to find the $k^{th}$-smallest element of the array. Except for a brief remark in Section 2.4.3, we restrict attention to comparison algorithms, in which the only means of gathering information about the elements is through pairwise comparisons (i.e., tests of the form "Is $x$ less than $y$?", where $x$ and $y$ are elements of the array). We also assume for convenience that the $n$ elements are distinct.

Valiant [Va1] proposed a model of parallel comparison algorithms in which, at each step, $p$ comparisons are performed, where $p$ is a parameter that we shall call the degree of parallelism. It is not required that the $p$ pairs of elements compared at a given step be disjoint. The choice of the $p$ comparisons to be performed at a given step can depend in an arbitrary manner on $n$, the number of elements, and on the outcomes of previous comparisons. The algorithm terminates when it has acquired enough information about the input to specify the answer (the identity of the $k^{th}$ smallest element in the case of selection, and the permutation required to put the elements in increasing order, in the case of sorting or merging). The execution time of an algorithm is the number of steps performed. This model is called the parallel comparison model.

A second model, the comparator network, is a restriction of the parallel comparison model. The basic operation in a comparator network is the $i-j$ comparison-exchange operation, where $i$ and $j$ are distinct integers between 1 and $n$. Such an operation has the following interpretation: compare the contents of location $i$ with the contents of location $j$; store the smaller of the two values in location $i$ and the larger of the two in location $j$. If a comparator network has degree of parallelism $p$, then each of its steps is specified by at most $p$ disjoint $i-j$ pairs, and consists of the simultaneous execution of the comparison-exchange operations corresponding to these pairs. The network is oblivious, in the sense that the set of pairs of locations compared in any given step does not depend on the outcomes of the comparisons performed at earlier steps. A comparator network can be represented by a diagram reminiscent of a sheet of music paper, in which each memory cell is represented by a horizontal line and each $i-j$ comparison-exchange operation is represented by a vertical line segment between horizontal lines $i$ and $j$, with an arrow directed toward $i$, the line that will receive the smaller of the two values being compared. The order in which the comparison-exchange operations affecting a given cell are executed is given by the left-to-right order of the corresponding vertical line segments. From this description it should be clear that, in contrast to the more general parallel comparison model, comparator networks can easily be realized in hardware.

A comparator network is called a sorting network if it is guaranteed to rearrange the contents of locations 1 to $n$ into nondecreasing order. Figure 2.3 depicts an 8-element comparator network with degree of parallelism 4 and execution time 6. Our discussion of bitonic sort in Section 2.4.2 will establish that this network is a sorting network.
Figure 2.3. A Sorting Network

A third model is the comparison PRAM. This is a PRAM for which the input is an array of \( n \) elements from a linearly ordered set. In addition to its usual instruction set, the comparison PRAM is provided with instructions for comparing the elements of the input array and for moving them around in memory. Elements of the input array have no interpretation as bit strings or integers, and thus cannot be used as addresses or as arguments for the arithmetic or shift instructions of the PRAM. The comparison PRAM is a more realistic model than the parallel comparison model, because the time required to move data around, as well as the time required to decide which comparisons are to be performed and which processors will perform them, are counted in the cost of computation along with the cost of the comparisons themselves.

Since the parallel comparison model is more permissive than the comparator network or comparison PRAM, lower bounds on the complexity of comparison problems within that model are valid for the other models as well.

2.4.1 The Complexity of Finding the Maximum and Merging

In this section we derive tight upper and lower bounds on the complexity of two problems: finding the largest element in an array and merging two sorted arrays. Our lower bounds are for the parallel comparison model, and our upper bounds are for the comparison PRAM. Much of our discussion is based on [Va1].

We begin by presenting an algorithm for finding the maximum of \( n \) elements on a COMMON CRCW comparison PRAM with \( p \) processors. At a general step within the algorithm, the search for the maximum will have been narrowed down to a set \( S \) of elements from the input array. Initially \( S \) consists of all \( n \) elements, and the computation terminates when \( S \) becomes a singleton set.

Let \( x \) be the smallest integer such that, when \( S \) is partitioned into \( x \) blocks of size \( \lfloor \frac{|S|}{x} \rfloor \) or \( \lceil \frac{|S|}{x} \rceil \), \( p \) comparisons suffice for the direct comparison of each pair of elements that lie in a common block. Then, in one step, the algorithm determines the maximum element in each block of such a partition, and thus eliminates all but \( x \) elements of \( S \).
It can be shown that, when \( \frac{n}{2} \leq p \leq \left\lfloor \frac{n}{2} \right\rfloor \), the number of iterations required to reduce the cardinality of \( S \) from \( n \) to 1 is \( \log\log n - \log\log(2p/n) + O(1) \). Also, the computations required at each step for each of the \( p \) processors to determine which pair of elements to compare, and for the set of block maxima to be assembled into an array, can be carried out in constant time. This establishes that the complexity of finding the maximum on a \( p \)-processor COMMON CRCW comparison PRAM is \( O(\log\log n - \log\log(2p/n)) \).

To prove a lower bound in the parallel comparison model we use a graph-theoretic argument. At the beginning of any step of any comparison-based algorithm, there will remain a set \( S \) of candidates for the maximum; an element will lie in \( S \) if it has never been compared with a larger element. At a general step, the comparisons performed between candidate elements can be represented by the edges of a graph \( G \) whose vertices are the candidate elements. An adversary can choose any set \( S' \) which is independent in \( G \) (i.e., no two elements of \( S' \) are compared with each other in the step), and can consistently specify the outcomes of comparisons so that all the elements of \( S' \) remain candidates. A theorem of Turan in extremal graph theory shows that, in any graph \( G \) having \( v \) vertices and \( e \) edges, there is an independent set of size at least \( \frac{v^2}{2(v + 2e)} \). Thus, the adversary can ensure that the candidate set \( S' \) is of size at least \( \frac{|S|^2}{|S| + 2p} \). It follows that, against such an adversary strategy, any algorithm requires \( \log\log n - \log\log \left( \frac{2p}{n} \right) + O(1) \) steps, when \( \frac{n}{2} \leq p \leq \left\lfloor \frac{n}{2} \right\rfloor \). Hence, for this range of values of \( p \), the algorithm described above is optimal in the parallel comparison model and optimal within a constant factor on a COMMON CRCW comparison PRAM. Interestingly, on a CREW comparison PRAM, finding the maximum requires time \( \Omega(\log n) \), even when no limit is placed on the number of processors, and there is a simple optimal \( O(\log n) \)-time EREW PRAM algorithms for the problem.

For the problem of selecting the median of \( n \) elements with degree of parallelism \( n \), a lower bound of \( \Omega(\log\log n) \) is implied by the lower bound for the maximum problem. A matching upper bound for the comparison model has been given by [AjkKStSz] building on earlier work by [CoYa]. It follows from [BeHa] that finding the median on a CRCW comparison PRAM using a polynomial-bounded number of processors requires time \( \Omega\left( \frac{\log n}{\log\log n} \right) \).

We turn now to the problem of merging increasing sequences of length \( n \) and \( m \), where \( n \leq m \). We begin by giving an algorithm within the parallel comparison model that has degree of parallelism \( n + m \) and execution time \( O(\log\log n) \). Let the two sequences be \( A \) and \( B \), where \( A = (a_1, a_2, \ldots, a_n) \) and \( B = (b_1, b_2, \ldots, b_m) \). The algorithm is as follows.

1. Divide \( A \) into \( \sqrt{n} \) blocks of length \( \sqrt{n} \), and \( B \) into \( \sqrt{m} \) blocks of length \( \sqrt{m} \) (here we ignore the simple modifications needed when the length of \( A \) or the length of \( B \) is not a perfect square).

2. Let \( \alpha_i \) be the first element of the \( i^{th} \) block of \( A \), and \( \beta_j \) the first element of the \( j^{th} \) block of \( B \). In parallel, compare each \( \alpha_i \) with each \( \beta_j \) (the number of processors required is \( \sqrt{n} \sqrt{m} \), which is at most \( \frac{m + n}{2} \)).

3. In parallel for each \( \alpha_i \) do
   
   Let \( j(i) \) be the unique index such that \( \beta_{j(i)} < \alpha_i < \beta_{j(i)+1} \) (here we use the convention that \( \beta_0 = -\infty \) and \( \beta_{\sqrt{m}+1} = +\infty \)
4. Compare $\alpha_i$ with each element of the block starting with $\beta_{j(i)}$

At this point, the algorithm has determined where each $\alpha_i$ fits into $B$, and thus the problem has been reduced to a set of disjoint merging problems, each of which involves merging a block of length $\sqrt{n}$ from $A$ with some consecutive subsequence of $B$. Recursively, solve each of these subproblems, using a degree of parallelism equal to the number of elements.

Let $T(n)$ be the time required by this algorithm to merge a sequence of length $n$ with a sequence of length $m$, where $n \leq m$, using $n + m$ processors. Since the parallel computation model charges only for the comparison steps, and not for the bookkeeping involved in keeping track of the results of comparisons and determining which comparisons to perform next, we have: $T(1) = 1$ and $T(n) \leq 2 + T(\sqrt{n})$. This gives $T(n) = O(\log \log n)$.

This algorithm can be implemented to run in time $O(\log \log n)$ time with $n + m$ processors on a CREW PRAM, although the processor allocation problems are not entirely trivial [BoHo].

Following [BoHo] we now prove that, in the parallel comparison model, the time required to merge two sequences of length $n$ using $2n$ processors is $\Omega(\log \log n)$. In order to prove the lower bound we consider the following generalization of the problem: given ordered sequences $A_1, B_1, A_2, B_2, ..., A_s, B_s$, each of length $k$, and the information that, for $i = 1, 2, ..., s - 1$, each element of $A_i \cup B_i$ is less than each element of $A_{i+1} \cup B_{i+1}$, merge each of the pairs $A_i, B_i$ using $cks$ processors. We refer to this problem as the $c(k,s)$ problem.

Let the worst-case time to solve this problem in the parallel comparison model be $t(c(k,s))$, and let $T(c,s) = \min_t t(c(k,s))$ where $k$ ranges over the positive integers. We shall use an adversary argument to prove that $T(c,s) \geq 1 + T(16c/7, s')$ where $s' = \sqrt{s}/8c$. Consider the first step in solving a $c(k,s)$ problem. We have $k \times s$ merging problems and $cks$ processors. For $i = 1, 2, ..., k$, partition $A_i$ into $2 \sqrt{2cs}$ blocks $A_i^1, A_i^2, ..., A_i^{2cs}$, each of size $s'$, form a $2\sqrt{2cs} \times 2\sqrt{2cs}$ matrix, and mark the $[a,b]$ cell of this matrix if some element of $A_i^a$ is compared with some element of $B_i^b$ at the first step. Each of these $k$ matrices has $8cs$ cells, so that the total number of cells in all matrices is $8cks$. At most $ks$ of these cells are marked. Also, each matrix has $4\sqrt{2cs} - 1$ diagonals parallel to the main diagonal. By a simple averaging argument, it is possible to choose a diagonal in each of these matrices, such that the number of unmarked cells in the chosen diagonals is at least $7k/8 \sqrt{2cs}$. An adversary can specify the outcomes of these comparisons so that each unmarked cell on the selected diagonals corresponds to an independent $s' \times s'$ merging problem at the next step. It follows that the adversary can leave the algorithm with $k'$ independent merging problems to solve, each of which is $s' \times s'$, where $k' = 7k/8 \sqrt{2cs}$. The number of processors is $cks$, which is equal to $16/7 c k' s'$. This leads to the inequality $T(c(k,s)) \geq 1 + T(16c/7, s')$. It follows that $T(c,s) \geq d \log \log cs$, where $d$ is a certain positive constant. In particular, the complexity of merging two ordered sequences of length $n$ with $2n$ processors is at least $T(2,n)$, which is $\Omega(\log \log n)$. This establishes that the algorithm we have given is optimal up to a constant factor, both for the parallel comparison model and the CREW comparison PRAM.

2.4.2 Sorting Networks

One of the classic parallel sorting methods is Batcher's bitonic sorting network [Bat]. This network is based on the properties of certain sequences. Let $A = (a_1, a_2, ..., a_n)$ be a sequence of distinct elements of a linearly ordered set. For $i = 2, 3, ..., n - 1$, call element $a_i$ a local minimum if both $a_{i-1}$ and $a_{i+1}$ are
greater than $a_i$, and a local maximum if both $a_{i-1}$ and $a_{i+1}$ are less than $a_i$. The sequence $A$ is called unimodal if it has at most one element that is a local minimum or local maximum, and bitonic if it is a cyclic shift of a unimodal sequence.

Lemma. Let $A = (a_1, a_2, ..., a_{2N})$ be a bitonic sequence of even length. Define the sequences $L(A)$ and $R(A)$ as follows:

$$L(A) = (\min(a_1, a_{N+1}), \min(a_2, a_{N+2}), ..., \min(a_N, a_{2N}))$$

and

$$R(A) = (\max(a_1, a_{N+1}), \max(a_2, a_{N+2}), ..., \max(a_N, a_{2N})).$$

Then the sequences $L(A)$ and $R(A)$ are bitonic, and each element of $L(A)$ is less than each element of $R(A)$.

The lemma suggests a parallel method of sorting a bitonic sequence $A$ whose length $n$ is a power of two: if $A$ is of length 1 then halt; else compare corresponding elements of the left and right half of $A$ and form the arrays $L(A)$ and $R(A)$; in parallel, sort $L(A)$ and $R(A)$.

This algorithm can be expressed by a comparator network with degree of parallelism $n/2$ and execution time $\log n$.

Batcher's bitonic sorting network is built upon this algorithm for sorting a bitonic sequence. Starting with an unsorted $n$-element array, which can be regarded as a list of $n/2$ bitonic sequences of length 2, the algorithm constructs a list of $n/4$ bitonic sequences of length 4, then a list of $n/8$ bitonic sequences of length 8, and so forth until the array has been transformed into a single bitonic sequence of length $n$, which may then be sorted. The algorithm exploits the fact that the concatenation of an increasing sequence with a decreasing sequence is a bitonic sequence. Thus, to convert a list of $n/2^i$ bitonic sequences of length $2^i$ into a list of $n/2^{i+1}$ bitonic sequences of length $2^{i+1}$, it suffices to sort the sequences of length $2^i$ alternately into increasing and decreasing order, using the algorithm for sorting a bitonic sequence. Figure 2.3 shows a bitonic sorting network for 8 elements.

We now analyze the execution time of the bitonic sorting algorithm. Let $B(n)$ be the time required to sort a bitonic sequence using degree of parallelism $n/2$, and let $S(n)$ be the time required to sort an array of length $n$, again using degree of parallelism $n/2$. Then $B(2^k) = k$, and

$$S(2^k) = \sum_{i=1}^{k} B(i) = \left(\frac{k + 1}{2}\right)$$

Thus bitonic sort requires time $O(\log^2 n)$ to sort $n$ elements using degree of parallelism $n/2$. Bitonic sort is also easily implemented on an EREW comparison PRAM. Again, it runs in time $O(\log^2 n)$ using $n/2$ processors. As an aside, we mention that bitonic sort can also be implemented very neatly to run within these time and processor bounds on certain fixed-degree networks, such as the butterfly and shuffle-exchange network (cf. Chapter 21).
Batcher's bitonic sorting network requires $\Theta(n \log^2 n)$ comparators. Since there exist sequential sorting algorithms that require only $O(n \log n)$ comparisons in the worst case, it was natural to ask whether one could improve on Batcher's construction by exhibiting sorting networks requiring only $O(n \log n)$ comparators. In 1983 this question was answered affirmatively by Ajtai, Komlos and Szemeredi ([AjtKoSz1], [AjtKoSz2]). The family of sorting networks given by these three authors also has theoretical advantages for parallel computation, since they execute in time $O(\log n)$ using degree of parallelism $n/2$. However, despite the substantial improvements obtained by later researchers [Pat], the constant implied by the "big O" is so large that bitonic sort is preferable for all practical values of $n$. Since the Ajtai-Komlos-Szemeredi networks are presented in detail in Chapter 22, we shall not attempt to describe them here.

### 2.4.3 Sorting on a PRAM

Since the sequential complexity of sorting by comparisons is $\Theta(n \log n)$ it is of interest to find methods for sorting on a comparison PRAM that run in polylog time and have a processor-time product that is $O(n \log n)$. Randomized methods that use $O(n)$ processors and run in $O(\log n)$ time with high probability are given in [Re] and [ReVa]. The first deterministic method to achieve such performance was an EREW comparison PRAM algorithm based on the Ajtai-Komlos-Szemeredi sorting network. It achieves an execution time of $O(\log n)$ using $O(n)$ processors; however, the constant factor in the time bound is so large as to render the method impractical. Using a new version of bitonic merging, Bilardi and Nicolau [BiNi] give a sorting algorithm for the EREW comparison PRAM that achieves a processor-time product of $O(n \log n)$ using $O(n / \log n)$ processors. Moreover, the constant factor in the time bound is small, so that the method is attractive for practical use. Cole [Co] has given a practical deterministic method of sorting on an EREW comparison PRAM in time $O(\log n)$ using $O(n)$ processors. His algorithm can be viewed as a pipelined version of merge sorting. Finally, we point out that, when the elements to be sorted are integers in a limited range, better bounds are achievable by using bucket sorting methods rather than comparison algorithms. Reif [Re5] gives a randomized method for sorting $n$ integers whose size is bounded by a polynomial in $n$. The method uses $O(n / \log n)$ processors and, with high probability, terminates in time $O(\log n)$.

The rest of this section is devoted to a presentation of Cole's sorting algorithm. For simplicity, we confine ourselves to describing a version of the algorithm that runs on a CREW comparison PRAM. We assume for convenience that the number of elements to be sorted is a power of 2. Let the $2^k$ elements to be sorted be placed in correspondence with the leaves of a rooted uniform binary tree $T$ of height $n$; hereafter, we make no distinction between a leaf and the corresponding element. Each internal node $v$ within $T$ is the root of a subtree; let $T_v$ be the set of leaves of that subtree. Then the task of node $v$ is to arrange the elements of $T_v$ into a sorted list.

An obvious method of creating the required lists would be to move up the tree level-by-level from the leaves to the root, using the merging algorithm of Section 2.4.1 to create the list for each node by merging the lists for its two children. Using the fact that the time to merge two lists of length $t$ using $2t$ processors is $O(\log t)$, a simple analysis shows that this obvious method runs in time $O(\log n \log \log n)$ using $O(n)$ processors. Cole improves on this approach by having the algorithm work on many levels of the tree at once, creating successively more refined approximations to the lists that the nodes must eventually produce. The method of approximation is chosen so that each approximation to the final list for a node can be obtained from the preceding approximation in constant time.
Associated with any time step \( s \) and internal node \( v \) is a list \( LIST_v(s) \); this list is an increasing sequence of elements drawn from \( T_v \). We say \( v \) is \textit{finished} at time \( s \) if \( LIST_v(s) \) contains all the elements of \( T_v \). Node \( v \) is a \textit{frontier node} when \( v \) is finished but its parent is not. Initially, the leaves of \( T \) are its frontier nodes. At any time \( s \), all the frontier nodes are at the same distance from the root of \( T \).

At every step, each frontier or unfinished node passes a subsequence of its list up to its parent. For node \( v \) at step \( s \) we call this subsequence \( UP_v(s) \). Node \( v \) forms \( LIST_v(s) \) by merging \( UP_x(s) \) with \( UP_y(s) \), where \( x \) and \( y \) are the children of \( v \). If \( x \) is unfinished at step \( s-1 \) then \( UP_x(s) \) consists of every fourth element of \( LIST_x(s-1) \); i.e., elements \( 1, 5, 9, 13, \ldots \). If \( x \) becomes finished at step \( s \) then \( UP_x(s+1) \) consists of every fourth element of \( LIST_x(s) \), \( UP_x(s+2) \) consists of every second element of \( LIST_x(s) \) and \( UP_x(s+3) \) is equal to \( LIST_x(s) \). It follows that a node becomes finished three steps after its children do. The sorting process is completed after \( 3k \) steps, when the root becomes finished.

It remains to show that each step can be completed in constant time on a CREW PRAM using \( O(n) \) processors. At each step the sum of the lengths of all the lists associated with unfinished or frontier nodes is \( O(n) \). Thus it suffices to give a method of merging the lists \( UP_x(s) \) and \( UP_y(s) \) in constant time, using one processor per list element. The key idea is to use information from previous steps. Given two ordered lists \( A \) and \( B \), define a \textit{cross-link array} from \( A \) into \( B \) to be an array of pointers from \( A \) into \( B \), such that each element in \( A \) points to the least element in \( B \) that is greater than \( a \) (or, if no such element exists, to a sentinel placed at the end of the list \( B \)). If the ordered lists \( A \) and \( B \) are disjoint then, given cross-links from \( A \) into \( B \) and from \( B \) into \( A \), each element can quickly calculate its rank order in the list that results from merging \( A \) and \( B \), and thus \( A \) and \( B \) can be merged in constant time. Cole's algorithm maintains certain cross-link arrays in order to speed up the merging process. If nodes \( x \) and \( y \) are siblings in \( T \) then, upon the completion of step \( s-1 \), the algorithm maintains cross-links from \( UP_x(s-1) \) into \( UP_y(s-1) \) and \( LIST_x(s-1) \), and, symmetrically, from \( UP_y(s-1) \) into \( UP_x(s-1) \) and \( LIST_y(s-1) \). Given the cross-links from \( UP_x(s-1) \) into \( LIST_x(s-1) \) it is easy, in constant time, to create cross-links from \( UP_x(s-1) \) into \( UP_y(s) \). Similarly, cross-links can be constructed in constant time from \( UP_y(s-1) \) into \( UP_y(s) \). Moreover, it can be shown that at most four elements of \( UP_x(s-1) \) point to any element of \( UP_x(s) \). Given all this cross-link information, it is possible in constant time on a CREW comparison PRAM to create cross-links between \( UP_x(s) \) and \( UP_y(s) \), to merge those two sequences, and to create the cross-links required for the next step. It follows that each step can be executed in constant time using \( O(n) \) processors on a CREW comparison PRAM, and thus Cole's algorithm sorts in time \( O(\log n) \) using \( O(n) \) processors on a CREW comparison PRAM.
3. Models of Parallel Computation

3.1 Relations Between PRAM Models

Our primary model for parallel computation is the PRAM family [FoWy, Go1, SaSt], which we defined in section 2.1. There, PRAMs were classified according to restriction on global memory access as EREW, CREW, or CRCW, and CRCW PRAMs were further classified as COMMON, ARBITRARY or PRIORITY. It should be noted that this listing represents the PRAM family in increasing order of their power. Thus, any algorithm that works on an EREW PRAM works on a CREW PRAM, and in turn, any algorithm on a CREW PRAM works on a COMMON CRCW PRAM, and so on. The most powerful model in this spectrum is the PRIORITY CRCW PRAM.

We now relate the power of a PRIORITY CRCW PRAM to that of an EREW PRAM by showing that any algorithm that works on the former model can be simulated by an EREW PRAM with the same number of processors and with the parallel time increased by only a factor of $O(\log P)$, where $P$ is the number of processors [Ec2, Vi1]. This is done as follows: Let $P_1,...,P_r$ be the processors and $M_1,...,M_r$ be the memory locations used by the PRIORITY algorithm. The simulating EREW PRAM uses $r$ auxiliary memory locations $N_1,...,N_r$ for simulating a write or read step. If processor $P_i$ needs to access location $M_j$ in the PRIORITY algorithm, then it writes the ordered pair $(j,i)$ in location $N_j$. The array $N_j$, $j=1,...,r$ is then sorted in lexicographically increasing order in $O(\log r)$ time using the $r$ processors [Co]. Then, by reading adjacent entries in this sorted array, the highest priority processor accessing any given location can be determined in constant time. For a write instruction, these processors then execute the write as specified in the PRIORITY algorithm. For a read instruction, these processors read the specified locations, and then in additional $O(\log n)$ time, duplicate the value read so that there are enough copies of each value for all the processors that need to read it.

We also have the result that any algorithm for a PRIORITY PRAM can be simulated by a COMMON PRAM with no loss in parallel time provided sufficiently many processors are available [Ku]: Let $P_1,...,P_r$ be the processors used by the PRIORITY algorithm. The simulating COMMON algorithm uses auxiliary processors $P_{i,j}$ and memory locations $M_j$, $1 \leq i,j \leq r$. The locations $M_j$ are initialized to zero. Processor $P_{i,j}, i \leq j$ determines the memory addresses $m_i$ and $m_j$ that processors $P_i$ and $P_j$ were to access in the PRIORITY algorithm and writes a 1 in location $M_j$ if $m_i = m_j$. Now $P_j$ can ascertain if it is the lowest numbered processor that needs to write into $m_j$ by testing if $M_j$ is still zero. If so, it writes into $m_j$ the value it was supposed to write by the PRIORITY algorithm.

3.2 Lower Bounds for PRAMs

There is a substantial body of literature which explores lower bounds on the time required by EREW, CREW or CRCW PRAMs to perform simple computational tasks. For the purpose of proving such lower bounds it is customary to adopt a model called the ideal PRAM, in which no limits are placed on the computational power of individual processors or on the capacity of a cell in the shared memory. Each processor in a PRAM can compute an arbitrary function of the values in its private memory at each step, and thus the ideal PRAM is much more powerful than the ordinary PRAM, whose processors are restricted to executing conventional RAM instructions. Lower bounds proved within such a powerful
model of computation have great generality because they do not depend on particular assumptions about the instruction set or internal structure of the individual processors. Such lower bounds capture the intrinsic limitations of global memory as a means of communication between processors, and demonstrate clear distinctions in power among the various concurrent-read and concurrent-write arbitration mechanisms.

An ideal PRAM consists of processors which communicate through a global memory divided into cells of unbounded storage capacity. Each processor has a private memory of unbounded size and the ability to compute in unit time any function of the contents of its private memory. The input data is assumed to be stored in locations $M_1, M_2, \ldots, M_n$ of the global memory, and the computation is required to terminate with its output in location $M_1$. The computation proceeds in steps, with each step consisting of a read phase, a compute phase and a write phase. In the read phase, each processor reads into its private memory the contents of one cell in the global memory. In the compute phase, each processor computes some function of the contents of its private memory. In the write phase, each processor stores a value in some cell of global memory; since the cell is of unlimited capacity, there is no loss of generality in assuming that each processor stores the entire contents of its private memory. An ideal PRAM is designated as EREW, CREW or CRCW according to whether concurrent reading and/or concurrent writing are permitted, and concurrent-write ideal PRAMs are further classified as COMMON, ARBITRARY, PRIORITY, etc. according to the method of write-conflict resolution. Even the weakest of these models, the EREW ideal PRAM, is so powerful that any function of $n$ variables can be computed in time $O(\log n)$ using $n$ processors, simply by assembling all the input data together in the private memory of one processor, which can then use its unlimited computation power to determine the output and store it in the global memory.

In the paper [CoDwRe] it is shown that the "OR" function requires time $\Omega(\log n)$ on an ideal CREW PRAM, no matter how many processors or memory cells are used. Here each input cell contains a bit. The output is 0 if all the input bits are zero, and 1 otherwise. Since this function can be computed in constant time by a COMMON CRCW PRAM with $n$ processors and a very limited instruction set, this result clearly demonstrates that the concurrent-write mechanism is strictly more powerful than exclusive-write. This lower bound may appear obvious, since, at first sight, there seems to be no method of solving the problem on a CREW PRAM better than halving the number of inputs at each step by "OR"ing them together in pairs. But an alternate method can be given which runs in time $\log_{2.618} n + O(1)$ on a CREW PRAM, and thus beats the obvious halving method.

The lower bound proof requires the following definitions. Let us say that input bit $i$ affects processor $P$ at time $t$ if the contents of the processor's private memory at time $t$ differ according to whether input $i$ is 1 or 0, when the other input bits are fixed at 0. Similarly, we can speak of an input bit affecting global memory cell $M$ at time $t$. By induction on $t$, one can prove that the number of input bits affecting any processor or memory cell at time $t$ is at most $c^t$, where $c$ is a suitable constant. Since every input bit must affect the output cell at the end of the computation, it then follows that the computation time is at least $\log n$.

Extending the work of Cook, Dwork and Reischuk, N. Nisan [Ni] has recently given the following very precise characterization of the time required by an ideal CREW PRAM to compute a finite function $f$ with domain $B^n$, where $B = \{0,1\}$. For any $w \in B^n$ and any subset $S$ of the index set $\{1,2,\ldots,n\}$, let us say that $f$ is sensitive
to \( S \) at \( w \) if the value of \( f \) changes when \( w \) is changed by flipping those input bits with indices in \( S \). We say that \( f \) is \( k \)-block sensitive at \( w \) if \( f \) is sensitive at \( w \) to each of \( k \) disjoint index sets. The block-sensitivity \( bs(f) \) is defined as the largest \( k \) such that, for some \( w \), \( f \) is \( k \)-block-sensitive at \( w \). Then the time required to compute \( f \) on an ideal CREW PRAM is bounded both above and below by bounds of the form \( c \log(bs(f)) + d \), where \( c \) and \( d \) are constants.

The paper [Sn] studies the complexity of solving the following table-look-up problem using \( p \) processors: given an array of distinct integers \( \langle x_1, x_2, \ldots, x_n, y \rangle \) where \( x_1 < x_2 < \ldots < x_n \), find the index \( i \) such that \( x_i < y < x_{i+1} \) (by definition, \( x_0 = -\infty \) and \( x_{n+1} = \infty \)). The problem can be solved on a CREW PRAM with a conventional instruction set in time \( O(\log^{p+1} n) \) using a variant of binary search, and a simple adversary argument shows that \( \log^{p+1} n \) is also a lower bound for the problem on an ideal CREW PRAM. Snir proves that the problem requires time \( \Omega(\log n - \log p) \) on an ideal EREW PRAM, thereby showing that the concurrent-read PRAM is strictly more powerful than the exclusive-read PRAM.

One component of Snir's proof is a Ramsey-theoretic argument showing that, when the \( x_i \) are allowed to be arbitrarily large integers, one can restrict attention to algorithms in which the only information gathered about the \( x_i \) is obtained through comparing the \( x_i \) directly with \( y \); i.e., for each algorithm that violates this restriction, there is another algorithm that respects the restriction and has equally good worst-case behavior. In view of this restriction one can rephrase the problem as the following zero-counting problem: given an array of \( m \) zeros followed by \( n - m \) ones, determine \( m \). Here a zero in position \( i \) means that \( x_i < y \), and a one in position \( i \) means that \( x_i > y \). At the end of the computation, cell \( M_m \) is to contain a 1 if the answer is \( m \), and 0 otherwise.

We sketch Snir's proof of a lower bound on the time required to solve the zero-counting problem on an ideal EREW PRAM with \( p \) processors. For any processor \( P \) and time \( t \), say that input coordinate \( m \) affects \( P \) at time \( t \) if the contents of the private memory of \( P \) at time \( t \) is different from \( 0^m 1^{n-m} \) than it is on input \( 0^m 1^{n-m} \). Let \( P(t) \) be the set of input coordinates that affect \( P \) at time \( t \). Similarly, let \( M(t) \) be the set of input coordinates that affect global memory cell \( M \) at time \( t \). As a measure of the progress of the computation, define

\[
c(t) = \sum_P |P(t)| + \sum_M \max(0, |M(t)| - 1),
\]

where the first summation is over all processors, and the second is over all global memory cells. Then \( c(0) = 0 \), and if the computation halts at time \( T \) then \( c(T) \geq n + 1 \). Snir proves the inequality \( c(t+1) \leq 4c(t) + p \), and the lower bound \( T = \Omega(\log n - \log p) \) follows.

The paper [BeHa], improving an earlier result in [Bea], proves that, on an ideal PRIORITY CRCW PRAM, the number of processors required to compute the parity of \( n \) bits in time \( T \) is at least \( 2^{\left| \log^{1/96} n \right| - 2 \}} \). It follows that the time required to compute the parity of \( n \) bits on an ideal CRCW PRAM using a polynomial-bounded number of processors is \( \Omega(\log n / \log \log n) \).

Many further lower bounds for ideal PRAMs can be cited. The papers [FiMeRaWi, FiRaWi, GrRa, LiYe, MeWi, ViWi] study the effects of the size of global memory and the choice of a write-conflict mechanism on the time required to solve problems on an ideal CRCW PRAM. These results show that, in various settings, the ARBITRARY model is strictly more powerful than the COMMON model, but strictly less powerful than the PRIORITY model.
3.3 Circuits

So far we have mainly considered the PRAM model. There are several other models of parallel computation, and of these, the circuit model has emerged as an important medium for defining parallel complexity classes. By a circuit we mean a bounded fan-in combinational boolean circuit. More formally, a circuit is a labeled acyclic directed graph (DAG). Nodes are labeled as input, constant, AND, OR, NOT, or output nodes. Input and constant nodes have zero fan-in, AND and OR nodes have fan-in of 2, NOT and output nodes have fan-in of 1. Output nodes have fan-out zero.

Let \( B = \{0, 1\} \). A circuit with \( n \) input nodes and \( m \) output nodes computes a boolean function \( f : B^n \rightarrow B^m \), where we assume the input nodes to be ordered as \( <x_1, \ldots, x_n> \) and similarly the output nodes as \( <y_1, \ldots, y_m> \). The size of a circuit is the number of edges in the circuit. The depth of the circuit is the length of the longest path from some input node to some output node. We note that the size of a circuit is a measure of its hardware content and its depth measures the time required to compute the output, assuming unit delay at each gate.

A rather general formulation of a problem is as a transducer of strings over \( B \): i.e., as a function from \( B^* \) to \( B^* \). By using a suitable encoding scheme, we can assume, without loss of generality, that the size \( n \) of the input string determines the size, \( l(n) \), of the output string. Let \( C = \{C_i\}, i=1,2,\ldots \) be a family of circuits for which \( C_i \) has \( i \) input bits and \( l(i) \) output bits. Then the family of circuits \( C \) solves a problem \( P \) if the function computed by \( C_i \) as above defines precisely the string transduction required by \( P \) for inputs of length \( i \).

Given a family of circuits \( C = \{C_i\}, i \geq 1 \), we say that \( C \) is in \( \text{CKT}(C(n), D(n)) \) if the size of \( C_n \) is \( O(C(n)) \) and its depth is \( O(D(n)) \), for each \( n \).

When using a family of circuits as a model of computation, it is necessary to introduce some notion of uniformity if we wish to correlate the size and depth of a family \( C \) that solves a problem \( P \) with the parallel time and hardware complexity of \( P \). If not we could construct a family of circuits in \( \text{CKT}(O(1), O(1)) \) to solve an undecidable problem (for which all inputs of a given length have the same one-bit output; it is well-known that nonrecursive sets with this property exist). A notion of uniformity that is commonly accepted for parallel computation is logspace uniformity [Ru2, Co3]: A family of circuits \( C \) is logspace uniform if the description of the \( n \)th circuit \( C_n \) can be generated by a Turing machine using \( O(\log n) \) workspace. By the description of a circuit, we mean a listing of its nodes, together with their type, followed by a listing of the inputs to each node. A problem \( P \) is in \( \text{CKT}(C(n), D(n)) \) if there is a logspace uniform family of circuits \( C \) in \( \text{CKT}(C(n), D(n)) \) that solves \( P \).

The class \( \text{NC}^k, k > 1 \) is the class of all functions that are computable by a logspace uniform family of circuits in \( \text{CKT}(\text{poly}(n), O(\log^k n)) \), where \( \text{poly}(n) = \bigcup_{k=1} O((\log n)^k) \). For \( k = 1 \), for technical reasons we define \( \text{NC}^1 \) to be \( \text{ATIME}(\log n) \) (which we define later in this section). The class \( \text{NC} = \bigcup_{k=1}^{\infty} \text{NC}^k \) is generally accepted to characterize the class of problems that can be solved with a high degree of parallelism using a feasible amount of hardware [Co2, Pi]. We will see that this is a robust class whose hardware and time bounds remain invariant under the commonly used models of parallel computation. As mentioned in section 2, we refer to the quantity \( \bigcup_{k=1}^{\infty} O(\log^k n) \) as \( \text{polylog}(n) \). Thus \( \text{NC} = \text{CKT}(\text{poly}(n), \text{polylog}(n)) \).
If we remove the fan-in restriction on AND and OR gates in the circuit model, we obtain the *unbounded fan-in circuit* model, where, as before, the size of the circuit is the number of edges in the circuit, and the depth is the length of a longest path from an input node to an output node in the unbounded fan-in circuit [ChStVi, Co83, StVi]. A family of unbounded fan-in circuits is in UCKT(C(n),D(n)) if the \( n^k \) circuit has \( O(C(n)) \) edges and its depth is \( O(D(n)) \). A family of unbounded fan-in circuits is logspace uniform if the description of the \( i \)th circuit can be generated in logspace. The class \( \text{AC}^k, k \geq 1 \), is the class of all functions computable by a logspace uniform family of unbounded fan-in circuits in UCKT(poly(n),\log^k(n)). The class \( \text{AC} = \bigcup_{k \geq 1} \text{AC}^k \).

Since any gate in an unbounded fan-in circuit of size \( p(n) \) can have fan-in at most \( p(n) \), each such gate can be converted into a tree of gates of the same type with fan-in two, such that the output gate computes the same function as the original gate. By applying this transformation to each gate in an unbounded fan-in circuit in UCKT(p(n),d(n)) we obtain a bounded fan-in circuit in CKT(O(p(n)),O(d(n)\cdot\log p(n))). It is straightforward to see that this transformation is in logspace. Thus \( \text{AC}^k \subseteq \text{NC}^{k+1}, \) for \( k \geq 1 \). Clearly \( \text{NC}^0 \subseteq \text{AC}^k \). Thus we conclude that \( \text{AC} = \text{NC} \). We also note that we can always compress \( O(\log \log n) \) levels of a bounded fan-in circuit into two levels of a polynomial size, unbounded fan-in circuit [ChStVi], and hence

\[
\text{CKT(poly(n),log}^k n) \subseteq \text{UCKT(poly(n),log}^k n/\log\log n)
\]

### 3.4. Relations Between Circuits and PRAMS

If we assume a bounded amount of local computation per processor per unit time, we can establish a strong correspondence between the computational power of unbounded fan-in circuits and that of CRCW PRAMS [StVi]. More specifically, assume the PRIORITY write model, and that the instruction set of the individual RAMs consists of binary addition and subtraction of poly size numbers, binary boolean operations, left and right shifts, and conditional branching on zero, and that indirect memory access is allowed. The input to a problem of size \( n \) is specified by \( n \) \( n \)-bit numbers. Let CRCW(P(n),T(n)) be the class of problems solvable on such a PRAM in \( O(T(n)) \) time with \( O(P(n)) \) processors.

Given any unbounded fan-in circuit in UCKT(S(n),D(n)) we can simulate it on a CRCW PRAM in time \( O(D(n)) \) with \( S(n) \) processors and \( n+M(n) \) memory locations, where \( M(n) \) is the number of gates in the circuit. Each processor is assigned to an edge in the circuit and each memory location to a gate. Initially the inputs are in memory locations 1 through \( n \), and memory location \( n+i \) is assigned to gate \( i \) in the circuit, \( i = 1, ..., M(n) \); these latter locations are initialized to 0 for OR gates and to 1 for AND gates. At each instant of time, each processor determines the current value on its edge \( e = (u,v) \) (by reading memory location \( n+u \)) and if \( u \) is an OR gate, writes its value in the memory location \( n+v \) if its value is 1; if \( v \) is an AND gate, writes its value in location \( n+v \) if its value is 0. Clearly in time \( T(n) \) each memory location \( n+i, i = 1, ..., M(n) \) has the value of the gate it represents. Thus \( \text{UCKT(S(n),D(n))} \subseteq \text{CRCW(S(n),D(n))} \).

For the reverse part, we note that each of the binary operations in the instruction set of the PRAM can be implemented by depth 2, polynomial size, unbounded fan-in circuits, as shown in section 4. It is also fairly easy to implement the conditional branching by such circuits, by suitably updating the program counter. The nontrivial part of the simulation of a CRCW PRAM by an unbounded fan-in circuit lies in simulating the memory accesses. Since a combinational circuit has no memory, the simulation retains all values that are written into a given
memory location during the computation, and has a bit associated with each such value that indicates whether the value is current or not. With this system, it is not difficult to construct a constant-depth unbounded fan-in circuit to implement reads and writes into memory. Thus a single step of the PRIORITY CRCW PRAM can be simulated by an unbounded fan-in circuit of polynomial size and constant depth, and it follows that $\text{CRCW}(P(n), T(n)) \subseteq \text{UCKT}(\text{poly}(P(n)), T(n))$.

Let us call a PRAM algorithm logspace uniform if there is a logspace Turing machine that, on input $n$, generates the program executed by each processor on inputs of size $n$. (We note that all of the PRAM algorithms we describe have programs that are parametrized by $n$, and such algorithms are clearly logspace uniform.) Define $\text{CRCW}^k$ as the class of problems solvable by logspace uniform CRCW PRAM algorithms in time $O(\log^k n)$ using a polynomial-bounded number of processors; let $\text{CREW}^k$ and $\text{EREW}^k$ be the analogous classes for CREW PRAMs and EREW PRAMs. We will show later in this section that NL (nondeterministic logspace) is in $\text{CRCW}^1$, and that L (deterministic logspace) is in $\text{EREW}^1$. Thus, by the results of Stockmeyer and Vishkin we have just described, we have $\text{CRCW}^k = \text{AC}^k$, for $k \geq 1$, and $\bigcup_{k \geq 0} \text{CRCW}(\text{poly}(n), \log^k n) = \text{NC}$. Since we also noted earlier that simulations between the various types of PRAM result in only an $O(\log P(n))$ increase in time and a squaring of the processor count, we have $\text{PRAM}(\text{poly}(n), \text{polylog}(n)) = \text{NC}$, where the PRAM processor and time bounds can refer to any of the PRAM models.

It is shown in [HoKIPi] that any bounded fan-in circuit of size $S(n)$ and depth $D(n)$ can be converted into an equivalent circuit of size $O(S(n))$ and depth $O(D(n))$ having both bounded fan-in and bounded fan-out. Using this result, it is easy to see that $\text{NC}^k \subseteq \text{EREW}^k$. Thus we have the following chain of inclusions:

$$\text{NC}^k \subseteq \text{EREW}^k \subseteq \text{CREW}^k \subseteq \text{CRCW}^k = \text{AC}^k \subseteq \text{NC}^{k+1}.$$  

As noted earlier, we also have $\text{NC}^k \subseteq \text{UCKT}(\text{poly}(n), \log^k n / \log \log n)$.

Earlier in this section, we referred to the lower bound of $\Omega(\log n / \log \log n)$ for computing parity on an ideal PRIORITY CRCW PRAM with a polynomial number of processors [BeHa]. This immediately gives the same lower bound for computing parity with an unbounded fan-in circuit of polynomial size. Historically this lower bound was first developed for the case of unbounded fan-in circuits in a sequence of papers [FuSaSi, Aj, Ya, Ha1, Ha2, Smo], thus implying the lower bound for CRCW PRAMs with restricted instruction set. The extension of the result to ideal PRAMs requires a substantial refinement of the probabilistic restriction techniques used to obtain the lower bounds for circuits. For bounded fan-in circuits, a lower bound of $\Omega(\log n)$ for the depth required to compute any function whose value depends on all $n$ input bits is easily established by a simple fan-in argument.

### 3.5 Alternating Turing Machines

Another important model of parallel computation is the alternating Turing machine (ATM) [ChKoS, Ru2]. An ATM is a generalization of a nondeterministic Turing machine whose states can be either existential or universal. Some of the states are accepting states. As with regular Turing machines, we can represent the configuration $\alpha$ of an ATM at a given stage in the computation by the current state, together with the current contents of work tapes and the current positions of the read and work tape heads. A configuration is accepting if it contains an accepting state. The space required to encode a configuration is proportional to the space used by the computation on the work tapes. Configuration $\beta$ succeeds configuration $\alpha$ if $\alpha$ can change to $\beta$ in one move of the ATM. For convenience we assume that
an accepting configuration has transitions only to itself, and that each nonaccepting configuration can have at most two different configurations that succeed it.

We define the concept of an accepting computation from a given initial configuration \( \alpha \). If \( \alpha \) is an accepting configuration, then \( \alpha \) itself comprises an accepting computation. Otherwise, if \( \alpha \) is existential, then there is an accepting computation from \( \alpha \) if and only if there is an accepting computation from some configuration \( \beta \) that succeeds \( \alpha \); and if \( \alpha \) is universal, then there is an accepting computation for \( \alpha \) if and only if there is an accepting computation from every configuration \( \beta \) that succeeds \( \alpha \). Thus we can represent an accepting computation of an ATM on input \( x \) as a rooted tree whose root is the initial configuration, whose leaves are accepting configurations, and whose internal nodes are configurations such that, if \( c \) is a node in the tree representing a configuration with an existential state, then \( c \) has one child in the tree which is a configuration that succeeds it, and if \( c \) represents a configuration with a universal state, then the children of \( c \) are all configurations that succeed it. An ATM accepts input \( x \) if it has an accepting computation on input \( x \). A node \( \alpha \) at depth \( t \) in the computation tree represents the event that the ATM can reach configuration \( \alpha \) after \( t \) steps of the computation, and will be denoted by the ordered pair \(( \alpha, t \)\). The computation DAG of an accepting computation of an ATM on input \( x \) is the DAG derived from the computation tree by identifying together, all nodes in the tree that represent the same ordered pair.

Alternating Turing machines are generally defined as acceptors of sets. We can view them as transducers of strings by considering the input as an ordered pair \(<w, i>\) and the output bit as specifying the \( i \)th bit of the output string when the input string is \( w \) [Co2].

An ATM \( M \) operates in time \( T(n) \) if, for every accepted input of length \( n \), \( M \) has an accepting computation of depth \( O(T(n)) \). Similarly, an ATM operates in space \( S(n) \) if, for every accepted input of length \( n \), \( M \) has an accepting computation in which the configurations require at most \( O(S(n)) \) space. We define \( \text{ATM}(S(n), T(n)) \) to be the class of languages that are accepted by ATM's operating simultaneously in time \( O(T(n)) \) and space \( O(S(n)) \).

In order to allow sublinear computation times, we use a random access model to read the input tape: when in a specified read state, we allow the ATM to write a number in binary which is then interpreted as the address of a location on the input tape, whose symbol is then read onto the work tape in unit time. Thus \( \log n \) time suffices to read any input symbol.

By viewing existential states as OR gates and universal states as AND gates, we can relate computation on an ATM with circuits [Ru2]. This can be seen as follows. Consider a language accepted by an ATM \( M \) in \( \text{ATM}(S(n), T(n)) \), with \( S(n)=\Omega(\log n) \). The full computation DAG \( D \) of \( M \) for inputs of length \( n \) is obtained by having a vertex for each pair \((\alpha, t)\), where \( \alpha \) is a configuration of the ATM in space \( O(S(n)) \), and \( 0 \leq t \leq T(n) \), and there is an arc from vertex \((\alpha, t)\) to vertex \((\beta, t+1)\) if \( \alpha \) succeeds \( \beta \). We can construct a circuit from \( D \) by replacing each existential node in \( D \) by an OR gate, each universal node by an AND gate, each accepting leaf by a constant input 1, each nonaccepting leaf by a constant input 0, and each read node by the corresponding input. Then in additional log depth we can select the output of the gate corresponding to vertex \((\alpha, 0)\), where \( \alpha \) is the initial configuration corresponding to the input. It is not difficult to see that the output of this circuit is 1 if and only if the input is accepted by the ATM in the prescribed time and space bounds. Further the depth of this circuit is exactly \( T(n) \) and its size is \( O(c^{S(n)}) \), for a suitable constant \( c \). Thus, \( \text{ATM}(S(n), T(n)) \subseteq \text{CKT}(c^{S(n)}, T(n)) \). Also, since the resulting family of circuits is easily shown to be
logspace uniform, we have $\text{ATM}(\log n, \log^k n) \subseteq \text{NC}^k$ for $k \geq 2$, and $\text{ATM}(\log n, \text{polylog}(n)) \subseteq \text{NC}$.

For the reverse, consider any logspace uniform circuit family in $\text{CKT}(S(n), T(n))$. Such a circuit can be converted in logspace into an equivalent circuit of size $O(S(n))$ and depth $O(T(n))$ for which negations occur only at the inputs. These negations can now be removed by supplying the complement value as input. So we can assume that our input circuit $C_n$ on $n$ inputs has no negations.

Let $p$ be a sequence of L's and R's, where L stands for left input and R stands for right input. Given two gates $g$ and $h$ in the circuit $C_n$, we say that $h = g(p)$ if $h$ is the gate reached starting from $g$ and following the sequence $p$. The ATM simulating $C_n$ uses a procedure $cv(n, g, p)$, which evaluates the output of $g(p)$ by guessing $g(p)$, recursively evaluating $cv(n, g, p_L)$ and $cv(n, g, p_R)$, and combining the results appropriately, depending on the gate type of $g(p)$, to obtain $cv(n, g, p)$. When the length of $p$ grows longer than $\log n$, $g$ is replaced by $g(p)$ and $p$ is truncated to $\varepsilon$; this allows the simulation to work in logspace and hence in $\text{ATIME}(\log^2 n)$ [ChKoSt]. The initial call to the procedure is $cv(n, \text{outputgate}, \varepsilon)$. Since the procedure performs $O(1)$ work per gate and is logspace uniform, this represents a computation in $\text{ATM}(\log S(n), T(n))$ for $T(n) \geq \log^2 n$. This construction establishes that $\text{CKT}(S(n), T(n)) \subseteq \text{ATM}(\log S(n), T(n))$ for $k = 2$. For $k = 1$ a stronger notion of uniformity, $U_{\varepsilon}$- is required for the above inclusion to hold [Ru2]; alternatively, following [Bu, BuCoGuRa] we can define $\text{NC}^1$ to be $\text{ATM}(\log n, \log n)$ (which is the same as $\text{ATIME}(\log n)$ or alternating log time). Let $\text{ATM}^k = \text{ATM}(\log n, \log^k n)$. The two results outlined above relating ATM computations with uniform families of circuits establish that $\text{ATM}^k = \text{NC}^k$ and $\text{ATM}(\log n, \text{polylog}(n)) = \text{NC}$.

Computation on ATMs can also be related to unbounded fan-in circuits. A computation on an ATM is said to be in $\text{ALT}(S(n), f(n))$, if the configurations require $O(S(n))$ space, and if any path in an accepting computation DAG has at most $f(n)$ alternations between existential and universal states. The result $\text{UCKT}(c^{\log S(n)}, D(n)) = \text{ALT}(S(n), D(n))$ is readily established by observing that the unbounded fan-in circuit can be converted into a bounded fan-in circuit with the same number of alternations between AND and OR gates, which can then be simulated in a manner similar to the bounded fan-in case; and conversely the full computation DAG of such a resource-bounded ATM has $O(c^{S(n)})$ nodes, $c$ a constant. Thus, defining $\text{ALT}^k$ to be $\text{ALT}(\log n, \log^k n)$, we have $\text{ALT}^k = \text{AC}^k$ for $k \geq 1$, and $\text{ALT}(\log n, \text{polylog}(n)) = \text{NC}$.

### 3.6 Vector Machines

The last model of parallel computation that we consider is the vector machine [PrSt], which consists of a collection of bit processors together with a collection of registers that can hold bit vectors. All processors contain the same program whose instruction set consists of binary boolean operations on the registers, complementing the contents of a register, conditional jump on zero, the right or left shift of the contents of a register by a shift parameter specified in a register and a mask instruction that inhibits some processors from executing the next instruction. Some of the registers are identified as input or output registers. The inputs to the computation are supplied in the input registers. At a given instant of time, the $i$th processor reads the $i$th bit of the operands (if any) specified in the current instruction, executes the prescribed instruction and writes the result in the $i$th position of the output vector. In the case of a shift operation, the processor writes in the appropriately shifted bit position; this is the means by which interprocessor communication takes place. When the computation terminates, the results of the computation are available in the output registers. A vector machine algorithm is logspace uniform
is there is a deterministic Turing machine operating in space \( \log n \) that on input \( n \), generates the program for inputs of length \( n \). As in the case of PRAMs, in practice, we would expect vector machine code for a problem to be fixed, with \( n \) as a parameter.

Let \( \text{VM}(S(n), T(n)) \) be the class of problems that can be solved on a vector machine with \( O(S(n)) \) processors (and hence with vectors of length \( O(S(n)) \) in \( O(T(n)) \) time, and let \( \text{VM}^k \) be the class of problems that have logspace uniform vector machine algorithms in \( \text{VM}(\text{poly}(n), \log^k n) \). It is readily seen that \( \text{VM}(S(n), T(n)) \subseteq \text{UCKT}(\text{poly}(S(n)), T(n)) \) since the instruction set of vector machines can be simulated in constant depth and polynomial size by unbounded fan-in circuits. It can also be shown that \( \text{CKT}(S(n), T(n)) \subseteq \text{VM}(\text{poly}(S(n)), T(n)) \) [Gi]. Thus we have \( \text{NC}^k \subseteq \text{VM}^k \subseteq \text{AC}^k \), and \( \text{VM}(\text{poly}(n), \text{polylog}(n)) = \text{NC} \).

Several other parallel models and complexity results can be found in [Bar, Co2, Co3, DyCo, Pi, Ru1, VeTo].

### 3.7 Randomized Complexity Classes

In discussing randomized algorithms, we limit ourselves to problems defined in terms of a binary input-output relation \( S(x, y) \). On input \( x \), the task is to find a \( y \) satisfying \( S(x, y) \), if such a \( y \) exists. A randomized algorithm will output one of the following three answers: a) a suitable value for \( y \); b) report that no suitable \( y \) exists; c) report 'failure', i.e., inability to determine if a suitable \( y \) exists or not.

We distinguish between zero-error algorithms (also known as Las Vegas algorithms) and algorithms with one-sided error (also known as Monte Carlo algorithms). If, on input \( x \), \( S(x, y) \) holds for some \( y \), then the two types of algorithms act alike: each type produces a suitable \( y \) with probability greater than 1/2, and otherwise reports failure. On an input \( x \) such that there is no \( y \) satisfying \( S(x, y) \), the two types of algorithms behave differently. A zero-error algorithm reports "No suitable \( y \) exists" with probability greater than 1/2, and otherwise reports failure, but a one-sided-error algorithm always reports failure.

Each of the complexity classes defined above has its zero-error and one-sided-error randomized counterparts, indicated by the prefixes \( Z \) and \( R \), respectively. These are the classes of problems that have randomized algorithms with the corresponding hardware and time bounds. For randomized algorithms on PRAMs each processor is assumed to have the capability to generate \( \log n \)-bit numbers; for randomized computation on circuits, an \( n \)-input circuit is allowed \( \text{poly}(n) \) additional random input bits. Thus, for example, a problem is in \( Z\text{CREW}^k \) if it is solvable by a zero-error randomized algorithm that runs in time \( O(\log^k n) \) using \( \text{poly}(n) \) processors on a CREW PRAM in which each processor can generate random \( \log n \)-bit numbers, and a problem is in \( R\text{NC}^k \) if it is solvable with one-sided error by a logspace-uniform family of bounded fan-in circuits which receive, in addition to the problem input, \( \text{poly}(n) \) random input bits.

### 3.8 Arithmetic Models

For computation involving elements from an arbitrary domain \( D \), it is convenient to assume that certain specified binary operations on the elements take unit time. This leads to the definition of arithmetic PRAMs and arithmetic networks [Gat1]. An arithmetic PRAM is a regular PRAM which in addition can execute certain binary operations on elements over \( D \) in unit time. An arithmetic network is analogous to a Boolean circuit except that the types of nodes is augmented to include gates that compute the specified arithmetic operations on elements over \( D \) in unit time. The conversion from arithmetic to Boolean values is
performed by gates that test for zero, detect the sign, etc. In the reverse direction, Boolean selection circuits are used to select an output from among several arithmetic inputs. A special case of an arithmetic network is an arithmetic circuit, which has no Boolean gates. For unbounded fan-in arithmetic networks we allow the Boolean gates to have unbounded fan-in while the arithmetic gates continue to have fan-in two. The complexity classes arithmetic NC^k and arithmetic AC^k are analogues of NC^k and AC^k for arithmetic networks and unbounded fan-in arithmetic networks respectively. Similarly we have the analogous PRAM classes arithmetic EREW^k, arithmetic CREW^k, and arithmetic CRCW^k.

When dealing with arithmetic computation involving addition, subtraction and multiplication of numbers represented in binary, there is an obvious conversion from arithmetic circuits to Boolean ones, that maintains size to within a polynomial, and increases depth by a factor of log^s, where s is a bound on the size of the arithmetic operands (and thus the number of bits needed to represent any operand is no more than [log s]). The bounds on size and depth follow from well-known polynomial depth circuits for addition, subtraction and multiplication of two n-bit numbers (see section 4.2).

3.9 Parallel Computation Thesis

Finally, an important connection between sequential and parallel computation is highlighted in the parallel computation thesis [Bo, ChKoSt, FoWy, Go1, PrSt], which states that parallel time is equivalent to sequential space (to within a polynomial). This relationship has been established in many ways. Parallel time on a vector machine is related polynomially to sequential space [PrSt]. An ATM can be viewed as a parallel machine, and the result follows since alternating time is polynomially related to sequential space [ChKoSt]. Computation on a PRAM can be simulated by a Turing machine with space polynomially bounded in the parallel time, and conversely, provided the number of processors is no more than an exponential in the parallel time [FoWy, Go1]. Finally any computation in nondeterministic space S(n) can be simulated by a circuit of depth S(n)^2 and any circuit of depth D(n) can be simulated in deterministic space D(n) [Bo]. We conclude this section by illustrating the parallel computation thesis for some of the models we have considered.

We first relate nondeterministic space to parallel time. Consider the computation of any nondeterministic S(n) space-bounded Turing machine M. Given an input x to M, we can formulate the acceptance problem as a reachability problem on a directed graph G, whose vertices are the configurations of M, and for which there is an arc from vertex u to vertex v if and only if the configuration represented by v can be reached in a single step from the configuration represented by u. There is also a dummy vertex z with an arc into it from every vertex corresponding to an accepting configuration. If s is the vertex corresponding to the initial configuration of M on input x, then M accepts x if and only if z is reachable from s in G. The size of G is O(c^{S(n)}), for some constant c, since the number of different configurations of an S(n) space bounded Turing machine is no more than an exponential in S(n). The reachability problem can be solved by finding the transitive closure of the adjacency matrix of G. This is in CKT(c^{S(n)},S^2(n)) and in UCKT(c^{S(n)},S(n)), and also in CRCW(c^{S(n)},S(n)) and EREW(c^{S(n)},S^2(n)), as shown in section 4. Thus, in these parallel models, nondeterministic space-bounded computation can be parallelized to run in time at most the square of the space bound, and using hardware at most exponential in the space bound.

A similar technique shows that deterministic space S(n) is in EREW(c^{S(n)},S(n)). In this case the computation of the space bounded Turing
machine can be modeled as a directed tree, and an input is accepted if and only if the final configuration is reachable from the initial one. Since reachability in a directed tree is a special case of expression evaluation, the tree contraction algorithm of section 2.2 gives the required result.

For the reverse, consider a circuit in CKT(S(n), D(n)). Given a description of this circuit together with an input to it, a deterministic Turing machine can compute its output in $O(D(n))$ space by starting at the output and working its way back to the input, while using a stack to keep track of the path taken (using L for left input and R for right input), first testing left inputs and then the right ones. Since the depth of the circuit is $D(n)$, the stack has at most $D(n)$ entries, each of which is a constant. Hence the value computed by the circuit can be evaluated in $O(D(n))$ space. By using the results we described earlier in this section relating parallel time on various models to depth on a corresponding uniform family of bounded fan-in circuits, it is easy to verify that a parallel algorithm on all of the models we have considered implies a deterministic sequential algorithm that uses space at most the square of the parallel time.
4. NC-Algorithms and P-Complete Problems

4.1 Introduction

In this section we show that several problems are in the class NC. We restrict ourselves to problems that are of central importance because they can be used as subroutines in the solution of a wide range of other problems. Among these are the basic arithmetic operations, Boolean matrix multiplication and transitive closure, the computation of the inverse and the rank of a matrix, the evaluation of straight-line programs, and the computation of a maximal independent set and a maximum matching in a graph. We also introduce the concept of P-completeness, state the evidence that the P-complete problems are unlikely to lie in NC, and give several examples of P-complete problems.

The algorithms we give are not necessarily efficient, in the sense of Section 2, since their processor-time product may be asymptotically much larger than the execution time of the best sequential algorithm for the same problem. In this sense, our level of aspiration is lower than in Section 2, where we concerned ourselves with efficient and optimal algorithms.

4.2 NC-Circuits for Arithmetic Operations

This section is concerned with boolean circuits for addition, subtraction, multiplication and division of integers. We shall show that addition and subtraction are in AC^0, that multiplication is in NC^1 but not AC^0, and that division is realizable by a family of bounded fan-in circuits that is of logarithmic depth and polynomial size, but does not appear to be logspace uniform. Further information on circuits for arithmetic operations can be found in [Alt, Sa].

4.2.1 Addition and Subtraction

The addition problem takes as input two n-bit binary numbers and produces as output their (n + 1)-bit sum. We represent numbers as tuples in binary notation. Let the input numbers be (x_{n-1}, x_{n-2}, ..., x_0) and (y_{n-1}, y_{n-2}, ..., y_0), and let the output be (z_{n-1}, z_{n-2}, ..., z_0). Let c_j denote the carry out of the j^{th} digit position. Let g_j = x_j \land y_j and p_j = x_j \lor y_j; g_j is called the j^{th} carry generate bit and p_j is called the j^{th} carry propagate bit. Then, letting Δ represent symmetric difference and letting c_{-1} = 0, we have the recurrences c_j = g_j \lor p_j c_{j-1} and z_j = x_j \Delta y_j \Delta c_{j-1}, for j = 0, 1, ..., n. It follows that c_j = \bigvee_{i \leq j} g_i \land p_{i+1} \land \ldots \land p_j. These formulas yield a polynomial-size constant-depth circuit for addition:

Stage 1  Compute all carry generate bits g_j and carry propagate bits p_j;
Stage 2  Compute all products of the form g_i \land p_{i+1} \land \ldots \land p_j;
Stage 3  Compute each c_j as a union of products computed in stage 2;
Stage 4  Compute each output bit z_j from x_j, y_j and c_{j-1}.

This establishes the addition is in AC^0, and hence, also in NC^1.

A more economical NC^1-circuit for addition can be obtained using the parallel prefix algorithm of Section 2.2. That algorithm takes as input an array (a_1, a_2, ..., a_n) and produces the array (a_1, a_1 * a_2, ..., a_1 * a_2 * ... * a_n), where * is an associative binary operation. Since the memory accesses are data independent in the PRAM algorithm for prefix sums in Section 2.2, that algorithm can also be
represented as a circuit of depth \(O(\log n)\) and size \(O(n)\), with gates that compute \(\ast\). To apply this construction to addition, let \(T_j\) be the transformation that computes carry bit \(c_j\) from carry bit \(c_{j-1}\). This affine boolean transformation is specified by the equation \(c_j = g_j \lor p_j, c_{j-1}\). Then \(c_j\) is obtained by evaluating the transformation \(T_j \ast T_{j-1} \ast \ldots \ast T_0\) at the point 0; here the associative operation \(\ast\) is the composition of affine boolean transformations. Using a parallel prefix circuit to compute the necessary compositions, one obtains a bounded fan-in Boolean circuit of size \(O(n)\) and depth \(O(\log n)\) which computes the carry bits \(c_j\), and then the output bits \(z_j\). A variant of this construction gives bounded-fan-in circuits of linear size and logarithmic depth for subtraction in either the 1's complement or 2's complement representation.

In [ChFoLi] it is shown that, if the semigroup defined by \(\ast\) does not contain a nontrivial group as a subset then, for any strictly increasing primitive recursive function \(f\), the parallel prefix problem can be solved by an unbounded fan-in circuit family of constant depth and size \(O(n f^{-1}(n))\). Each gate in such a circuit computes the semigroup product of its inputs. It follows from this result that addition is in \(UCKT(n f^{-1}(n), \text{const})\) for any strictly increasing primitive recursive function \(f\).

4.2.2 Multiplication

The multiplication problem takes as input two \(n\)-bit binary numbers and produces as output their \(2n\)-bit product. Let the inputs be \((x_{n-1}, x_{n-2}, \ldots, x_0)\) and \((y_{n-1}, y_{n-2}, \ldots, y_0)\), and let the output be \((z_{2n-1}, z_{2n-2}, \ldots, z_0)\). The standard shift-and-add algorithm for multiplication can be implemented in the time required to add \(n\) binary numbers, each of length \(2n\). This latter problem can be solved by a bounded-fan-in circuit of depth \(O(\log n)\) and polynomial size using the following three-for-two trick which reduces the problem of adding three \(n\)-bit numbers to the problem of adding two \((n+1)\)-bit numbers [Of,Wa]. Let \(a = (a_{n-1}, a_{n-2}, \ldots, a_0), b = (b_{n-1}, b_{n-2}, \ldots, b_0)\) and \(c = (c_{n-1}, c_{n-2}, \ldots, c_0)\) be the three \(n\)-bit numbers to be added. If we add the three bits \(a_i, b_i\) and \(c_i\) in the \(i^{th}\) position, for \(i = 0, 1, \ldots, n-1\), we will obtain in each case a two-bit number whose upper and lower bits are denoted \(u_i\) and \(v_i\). The \(u_i\) and \(v_i\) can be generated by a linear-size constant-depth circuit that, for each \(i\), adds the three 1-bit numbers \(a_i, b_i\) and \(c_i\). Then \(a + b + c = u + v\), where \(u = (u_{n-1}, u_{n-2}, \ldots, u_0, 0)\) and \(v = (v_{n-1}, v_{n-2}, \ldots, v_0)\). The addition of \(n\) numbers, each of length \(2n\), can be achieved by \(O(\log n)\) iterations in which the three-for-two trick is applied to reduce the number of numbers by a factor of 2/3, followed by a final stage of adding two \(O(n)\)-bit numbers. This establishes that multiplication is in \(NC^1\).

The best bounded-fan-in circuit known for multiplication achieves \(O(\log n)\) depth with \(O(n \log n \log \log n)\) size [ScSt]. The construction is logspace-uniform; it is based on circuits for computing the Discrete Fourier Transform over certain finite rings.

The paper [FuSaSi] was the first to establish that multiplication is not in \(AC^0\). This was done by showing that the \(n\)-input parity function, which is equal to 1 if and only if an odd number of its inputs are 1, does not lie in \(AC^0\), and then showing that, if multiplication were in \(AC^0\), then parity would also lie in \(AC^0\). These results are presented in Chapter 18. As mentioned in Section 3, parity, and hence multiplication, requires unbounded-fan-in circuits of depth \(\Omega(\log n / \log \log n)\) if the size is to be polynomial. The circuit of [ScSt] can be converted into an \(O(\log n / \log \log n)\)-depth unbounded-fan-in circuit for multiplication of size \(O(n^{1+\epsilon})\) for any \(\epsilon > 0\), using a standard technique of compressing \(O(\log \log n)\) levels of a bounded-fan-in circuit [ChStVi].
4.2.3 Division

The input to the division problem is a pair of $n$-bit binary strings representing integers $x$ and $y$, with $y \neq 0$. The output is the binary representation of the integer part of $\frac{x}{y}$. We present a simplified version of a construction due to Beame, Cook and Hoover [BeCoHo], which yields a family of bounded-fan-in division circuits of polynomial size and logarithmic depth. The construction appears not to be logspace uniform, and thus does not establish that division lies in $\text{NC}^1$.

To describe the construction we require the concept of $\text{NC}^1$-reducibility. Let $A$ and $B$ be functions from $\{0,1\}^n$ into $\{0,1\}^m$, each having the property that the length of the output is determined by the length of the input. For each positive integer $n$ we may derive from $B$ a function $B_n$ from $\{0,1\}^n$ into $\{0,1\}^m$, where $m$ is the length of the string $B(x)$ whenever the string $x$ is of length $n$. Similarly, we may derive from $A$ a family of functions $A_n$. The function $A$ is said to be $\text{NC}^1$-reducible to $B$ (denoted $A \leq_{\text{NC}^1} B$) if the family of functions $\{A_n\}$ can be realized by a logspace-uniform family of circuits of polynomial size and logarithmic depth, composed of inverters, 2-input AND-gates and OR-gates, together with "oracle gates" realizing functions in the family $\{B_n\}$, subject to the restriction that no two oracle gates lie on the same input-output path. It follows from this definition that, if $A \leq_{\text{NC}^1} B$ and $B$ is realizable by a bounded-fan-in circuit family of polynomial size and logarithmic depth, then $A$ is also realizable by such a circuit family; moreover, if the circuit family for $B$ is logspace uniform, then the circuit family for $A$ will also be logspace uniform.

We shall show that Division $\leq_{\text{NC}^1} \text{Reciprocal} \leq_{\text{NC}^1} \text{Powering} \leq_{\text{NC}^1} \text{Iterated Product}$, where the Reciprocal, Powering and Iterated Product problems are defined as follows:

**Reciprocal**

**Input** A nonzero $n$-bit integer $y$

**Output** An $n^2$-bit binary fraction $y^{-1}$ such that $y^{-1} - 2^{-n} \leq y^{-1} \leq y^{-1}$

**Powering**

**Input** An $n$-bit integer $x$ and an integer $i$, where $1 \leq i \leq n$

**Output** $x^i$, expressed as an $n^2$-bit integer.

**Iterated Product**

**Input** $n$-bit binary integers $w_1, w_2, ..., w_n$

**Output** The $n^2$-bit product $w_1 w_2 ... w_n$

The reductions are as follows:

**Division $\leq_{\text{NC}^1} \text{Reciprocal}$**

1. Using an oracle gate for Reciprocal, compute $y^{-1}$.
2. Using an $\text{NC}^1$-circuit, compute the product $xy^{-1}$.
3. If $(xy^{-1})y \leq x$
   then $\lfloor x y^{-1} \rfloor = xy^{-1}$
else \( xy^{-1} = xy^{-1} - 1 \).

**Reciprocal \(<_{\text{NC}^1}\) Powering**

1. Let \( y = 2^t w \), where \( 1/2 \leq w < 1 \), and let \( t \) be such that \( w = 1 - t \).
2. In parallel, using oracle gates for powering, compute \( t^2, t^3, \ldots, t^n \).
3. Using an \( \text{NC}^1 \)-circuit for iterated addition, compute \( 1 + t + t^2 + \ldots + t^n \).
4. \( y^{-1} = 2^{-j}(1 + t + t^2 + \ldots + t^n) \)

**Powering \(<_{\text{NC}^1}\) Iterated Product**

This is immediate, since powering is a special case of iterated product.

Given these reductions, the task remaining is to give a polynomial-size logarithmic-depth bounded-fan-in circuit for iterated product. The method used by Beame, Cook and Hoover for constructing this circuit depends on the following ancient theorem:

**Chinese Remainder Theorem.** Let \( c_1, c_2, \ldots, c_m \) be pairwise relatively prime and let \( c = \prod_{i=1}^{m} c_i \). Then

1. There exist integers \( v_1, v_2, \ldots, v_m \) such that, for \( i, \ldots, m \) and \( j = 1, 2, \ldots, m \),

\[
v_i \mod c_j = \begin{cases} 1 & \text{if } i = j \\ 0 & \text{if } i \neq j, \end{cases}
\]

2. For any integer \( u \), \( u \mod c = \sum_{i=1}^{m} u_i \mod c_i \), where \( u_i = u \mod c_i \).

The circuit for computing the product \( w_1 w_2 \ldots w_n \), where the \( w_i \) are \( n \)-bit integers, is as follows:

1. Let \( c_1, c_2, \ldots, c_m \) be distinct primes less than \( n^2 \) whose product is greater than \( 2^{n^2} \) (for all \( n > 5 \) such a set of primes exists). Let \( c = \prod_{j=1}^{m} c_j \).
2. For \( i = 1, 2, \ldots, n \) and \( j = 1, 2, \ldots, m \) compute \( w_i \mod c_j \).
3. For \( j = 1, 2, \ldots, n \) compute \( w_1 w_2 \ldots w_n \mod c_j \).
4. Using the Chinese Remainder Theorem, compute \( w_1 w_2 \ldots w_n \mod c \).

Each of the steps is carried out by a polynomial-size, logarithmic-depth circuit which has access to certain number-theoretic constants. We illustrate by describing step iii), in which the essential task is to multiply together \( n \) elements \( x_i \), each of which is a residue modulo a prime \( p \) which is less than \( n^2 \) (here \( p \) corresponds to \( c_j \) and \( x_i \), to \( w_i \mod c_j \)). Let \( \mathbb{Z}_p^* \) be the field of nonzero residues modulo \( p \). Then \( \mathbb{Z}_p^* \) has a **generator**: i.e., an element \( g \) such that every element of \( \mathbb{Z}_p^* \) is a power of \( g \). If \( x = g^y \) then \( y \) is called the (discrete) logarithm of \( x \), and \( x \) is the antilogarithm of \( y \). With the help of precomputed circuits of depth \( O(\log n) \) for computing logarithms and antilogarithms, we can replace iterated product \( \mod p \) by iterated
summation \( mod \ p - 1 \). The circuit for computing \( x_1x_2...x_n \ mod \ p \) has the following parts:

(i) For \( i = 1, 2, ..., n \) compute \( y_i \), the logarithm of \( x_i \);

(ii) Using an \( NC^1 \)-circuit for iterated addition, compute

\[
\gamma = y_1 + y_2 + ... + y_n \ mod \ (p - 1)
\]

(iii) Compute \( x \), the antilogarithm of \( \gamma \). Then \( x = x_1 \ x_2 ... \ x_n \ mod \ p \)

This completes our description of a polynomial-size, logarithmic-depth bounded-fan-in circuit for division. Because of the precomputed constants the circuit appears not to be logspace-uniform, and it remains an open question whether Division is in \( NC^1 \). Reif [Re6] has shown that division is "almost" in \( NC^1 \) by giving a logspace uniform family of division circuits of polynomial size and depth \( O(\log n \log \log n) \). Shankar and Ramachandran [ShRa] refined the constructions of [BeCoHo] and [Re6] by showing that in each case the size can be reduced to \( O(n^{1+\delta}) \), where \( \delta \) is an arbitrarily small positive constant.

4.3 Circuits for Expression Evaluation

In section 2.2.3 we described a tree contraction algorithm and used it to derive a simple, optimal \( O(\log n) \)-time EREW PRAM algorithm for the expression evaluation problem. Since the expression evaluation problem is an important one, considerable work has been done on solving the problem efficiently for a different model of parallel computation, the arithmetic network.

The problem has both a static version and a dynamic version. In the static version we are given an \( n \)-variable expression over an algebraic structure, and our task is to construct an arithmetic circuit of small size and depth for that particular expression. The inputs to the circuit will be the values of the \( n \) variables in the expression, and the output will be the value of the expression. In the more general dynamic version we wish to construct an arithmetic network that takes as inputs an \( n \)-variable arithmetic expression, presented as a well-formed string of operators, operands and left and right parentheses, together with the values of the variables, and produces the value of the expression.

Historically, the early circuits for static expression evaluation are based on methods of decomposing a binary tree into two subtrees of approximately equal size by deleting a single edge. Let \( T \) be a tree representing an expression on \( n \) variables over a ring. Then \( T \) has \( m = 2^n - 1 \) vertices. It is easy to see that \( T \) has an edge \( e \) whose removal breaks it into two subtrees, \( T_1 \) and \( T_2 \), each of which has no more than \( 2n/3 \) vertices. Let \( e \) be directed from node \( u \) to its parent \( v \). Then the subtree rooted at \( u \) is one of the two operands for the operator at \( v \). Let \( T_1 \) be the subtree containing \( v \) and \( T_2 \), the subtree containing \( u \). Then we can write the value of the expression computed by \( T_1 \) as \( Ax + B \), where \( x \) is the value of \( u \), which is also the value of the expression computed by \( T_2 \). The method of Brent [Br] recursively computes the coefficients \( A \) and \( B \) for \( T_1 \) and the value \( x \) for \( T_2 \), and, using a constant-size circuit, combines the outputs of the two subtrees to obtain \( Ax + B \), the value of the expression. This leads to a log-depth linear-size arithmetic circuit for the static expression evaluation problem. The tree contraction algorithm of section 2.2.3 gives another optimal \( O(\log n) \)-depth circuit for the same problem.

Brent's method leads to an \( NC^2 \) arithmetic network for the dynamic expression evaluation problem since, at each recursive stage, the separating edge for each subtree at that level of recursion can be found in log-depth by a fairly easy construction. Similarly, since EREW\(^1 \subset NC^2 \), the tree contraction algorithm gives
another NC$^2$ arithmetic network for the dynamic expression evaluation problem.

In [Bu,BuCoGuRa], an NC$^1$ arithmetic network is given for the problem. As in [Br], the method is based on recursively computing the value of the expression by decomposing the tree into subtrees; a factor of log\(n\) in depth is saved by computing all the decompositions simultaneously, instead of doing it separately at each of the log\(n\) recursive stages. The algorithm first transforms the expression into a postfix expression with the property that, for each operator, the length of the second operand is no greater than that of the first. This expression \(E\) is then recursively segmented into three equal-sized, overlapping strings of half its length, consisting of the first half of \(E\), the middle half of \(E\) and the last half of \(E\). Each of these strings represents a collection of subtrees of \(E\), and the algorithm chooses the roots of the first two subtrees in each string to be the positions at which the expression is to be decomposed. It can be shown that this method of decomposition leads to a log-depth recursive algorithm for evaluating \(E\). The method has the advantage that the positions where decomposition takes place at all levels of recursion can be determined in log-depth by suitably parsing the string representing the expression \(E\), and this leads to an NC$^1$ arithmetic network for the dynamic expression evaluation problem.

The NC$^1$ circuits for static and dynamic expression evaluation work for expressions over a field, ring or semiring. In particular, the boolean expression evaluation problem, in which each input value is 0 or 1, is complete for NC$^1$ under deterministic log-time reductions, and can be considered, in some sense, to be the canonical problem for NC$^1$.

4.4 Boolean Matrix Multiplication and Transitive Closure

We show that the boolean matrix multiplication problem is in AC$^0$ and the transitive closure problem is in AC$^1$. Let \(A = (a_{ij})\) and \(B = (b_{ij})\) be \(n \times n\) matrices of zeros and ones. Then the (boolean) product of \(A\) and \(B\) is the \(n \times n\) matrix \(C = (c_{ij})\), where \(c_{ij} = \bigvee_{k=1}^{n} a_{ik} \cdot b_{kj}\). The boolean product of \(A\) and \(B\) can be computed by a two-level unbounded fan-in circuit. At the first level there are \(n^2\) and-gates, each of which computes one of the products \(a_{ik} \cdot b_{kj}\). At the second level there are \(n^2\) n-input or-gates, each of which computes \(\bigvee_{k=1}^{n} a_{ik} \cdot b_{kj}\) for a specific \(i\) and \(j\). The specification of these circuits is clearly logspace-uniform. Thus boolean matrix multiplication is in AC$^0$, and hence in NC$^1$. The number of gates can be reduced asymptotically to \(O(n^{2.376})\) by inbedding the problem in an appropriate ring and using fast matrix multiplication [CoWi].

Let \(A = (a_{ij})\) be an \(n \times n\) matrix of zeros and ones. Let \(I\) denote the \(n \times n\) identity matrix. For \(k = 0, 1, 2, \ldots\) let \(A^k\), the \(k\)th power of \(A\), be defined inductively as follows: \(A^0 = I\); for \(k = 1, 2, \ldots, A^k = A^{k-1} \cdot A\). Define \(A^*\), the reflexive transitive closure of \(A\) as follows: \(A^* = \bigvee_{k=0}^{\infty} A^k\). It is not difficult to show that \(A^* = (I \cup A)^{[\log_2 n]}\). Hence \(A^*\) can be computed by initializing the matrix \(B\) to the value \(I\cup A\), and successively squaring the matrix \(B\) \([\log_2 n]\) times. Since matrix multiplication is in AC$^0$, it follows that transitive closure lies in AC$^1$, and hence in NC$^2$.

4.5 Matrix Computations

In discussing matrix computations, we work with arithmetic circuits as defined in Section 3: acyclic circuits in which the inputs are elements of a field \(F\)
and the gates perform the four field operations: +,-,* and /.
It is clear from its defining formula that matrix multiplication is
in arithmetic NC$^1$. Similarly, the problem of computing $A^n$ is in
arithmetic NC$^2$, since it is possible to compute $A^n$
in at most $2 \lceil \log_2(n) \rceil$ matrix multiplications by first computing $A^2, A^4, A^8, ...$ via
repeated squaring, and then multiplying together appropriate matrices of
the form $A^2$.

The problem of computing the inverse of a lower triangular matrix
illustrates a divide-and-conquer technique that is often used for
the construction of parallel algorithms. Let $A$ be a square lower triangular
matrix whose number of rows is a power of two (square matrices of other
dimensions can easily be handled by adding additional rows and
columns, whose entries are zero except for ones on the diagonal,
to pad the dimension out to a power of two). Then we can block-decompose $A$
to four matrices of half its dimension, as follows:

$$A = \begin{bmatrix} A_{11} & 0 \\ A_{21} & A_{22} \end{bmatrix}$$

Because $A$ is lower triangular, it follows that the upper right-hand submatrix
is the zero matrix, and that $A_{11}$ and $A_{22}$ are lower triangular.
The inverse of $A$ is given by

$$A^{-1} = \begin{bmatrix} A_{11}^{-1} & 0 \\ -A_{22}^{-1}A_{21}A_{11}^{-1} & A_{22}^{-1} \end{bmatrix}$$

This formula for the inverse suggests a recursive parallel algorithm for
computing $A^{-1}$. First, $A_{11}^{-1}$ and $A_{22}^{-1}$ are computed recursively in parallel. Then
$-A_{22}^{-1}A_{21}A_{11}^{-1}$ is computed via two matrix multiplications. This recursive
algorithm leads to a uniform family of arithmetic circuits with $O(n^3)$ gates and
depth $O(\log^2 n)$; hence the problem of inverting a lower triangular
matrix lies in arithmetic NC$^2$.

**4.5.1 Computing the Determinant**

We turn next to the problem of computing the determinant of an $n \times n$
matrix. This problem presents an interesting challenge because Gaussian
elimination, the standard sequential algorithm for this problem, does not lead to an NC-
algorithm. Gaussian elimination computes the determinant in a series of $n$
stages, each of which transforms the given matrix without changing its determinant.
Each stage requires $O(n^3)$ operations which can be performed in parallel, but it
appears that the stages must be performed in sequence, so that the running time
cannot be reduced below $O(n)$.

The characteristic polynomial of a square matrix $A$ is the $n$th-degree polynomial $\det(A - xI)$. In 1976 Csanky [Cs] showed that, for matrices over a field of
characteristic zero, the problem of computing the characteristic polynomial lies in
algebraic AC$^2$. The result was extended to matrices over an arbitrary ring by Ber-
kowitz [Ber] and Chistov [Chi]. Let the characteristic polynomial be $\sum_{i=0} c_i x^i$. 
Then \( det A = c_0 \); and, since a matrix satisfies its own characteristic equation,

\[
A^{-1} = \frac{-(c_1 + c_2 A + \ldots + c_n A^{n-1})}{c_0}.
\]

This equation yields an arithmetic NC\(^2\)-algorithm for computing \( A^{-1} \) from the characteristic polynomial.

We present Chistov’s algorithm for computing the characteristic polynomial. The following lemma will be required.

**Lemma.** Let \( B \) be a \( n \times n \) matrix. Let \( B_k \) be the \( k \times k \) matrix in the lower right-hand corner of \( B \); i.e., \( (B_k)_{ij} = (B)_{n-k+i,n-k+j} \). Assume that, for \( k = 1, 2, \ldots, n \), \( B_k \) is nonsingular. Then \( \frac{1}{\det B} = \prod_{k=1}^{n} (B_k^{-1})_{11} \).

Let \( M(n) \) be the number of processors required in order to perform \( n \times n \) matrix multiplication in time \( O(\log n) \); then \( M(n) \) will depend on the ring in which the matrix elements lie, but will not exceed \( n^3 \). Chistov’s algorithm computes the polynomial \( \det (I - xA) \) in time \( O(\log^2 n) \) using \( n^2 M(n) \) processors. The coefficients of the polynomial \( \det (I - xA) \) are those of the characteristic polynomial, but in reverse order and with their signs reversed. The algorithm performs computations on power series in \( x \); however, since the final result of the computation is a polynomial of degree \( n \), these power series can be computed modulo \( x^{n+1} \), i.e., they can be truncated to polynomials of degree \( n \). We require the following fact: if \( A(x) \) is a square matrix in which each element is a power series in \( x \) with constant term zero, then \( (I - A(x))^{-1} \mod x^{n+1} = \sum_{i=0}^{n} A(x)^i \mod x^{n+1} \). By using repeated squaring, the powers of \( A(x) \) up to the \( n^{14} \) can be computed in time \( O(\log^2 n) \) using \( O(nM(n)) \) processors, and hence \( (I - A(x))^{-1} \mod x^{n+1} \) can be computed in time \( O(\log^2 n) \) using \( O(nM(n)) \) processors.

Our goal is to compute \( \det B \), where \( B = I - xA \). Henceforth, all the objects computed are power series modulo \( x^{n+1} \) or matrices whose elements are such power series. We shall apply the lemma. For \( k = 1, 2, \ldots, n \), \( B_k \) is a nonsingular matrix of the form \( I_k - x A_k \), where \( I_k \) is the \( k \times k \) identity matrix. Then \( B_k^{-1} = (I_k - x A_k)^{-1} \), and, modulo \( x^{n+1} \), this quantity is equal to \( \sum_{i=0}^{\infty} (x A_k)^i \).

Chistov’s algorithm proceeds as follows:

(i) for \( k = 1, 2, \ldots, n \) compute \( B_k^{-1} \) and extract the element \( (B_k^{-1})_{11} \);

(ii) Multiply together the \( n \) elements extracted in step (i); the resulting product is \( \frac{1}{\det B} \);

(iii) Compute \( \det B \) by taking the inverse of the power series obtained in step (ii).

Chistov’s algorithm requires \( O(n^2 M(n)) \) processors. For fields of characteristic zero, a variant of Csanky’s algorithm due to Preparata and Sarwate [FrSa] computes the characteristic polynomial in time \( O(\log^2 n) \) using \( O(n^{3.3}) \) processors. Even this algorithm is not efficient, since, over a field of characteristic zero, the characteristic polynomial can be calculated in time \( O(n^{2.378}) \), where the constant implied by the "big O" is enormous, or, more practically, in \( O(n^3) \) steps, where the implied
constant is small.

Borodin, Cook and Pippenger [BoCoPi] have shown that, for each fixed $k$, the following problem is in $\text{NC}^2$: compute the determinant of a matrix $A$ whose entries are rational functions of the $k$ variables $x_1, x_2, \ldots, x_k$, where each entry is presented as a pair of polynomials of degree at most $n$ in which each coefficient is an $n$-bit integer. The same problem, but with the coefficients taken from an arbitrary field, is in arithmetic $\text{NC}^2$.

4.5.2 Computing the Rank

The problem of computing the rank of a matrix $A$ with elements in a field $F$ has been treated in [IbMoRo, BoGaHo, Chi, Mu]. If $A$ is diagonalizable then its rank can be read off from the characteristic polynomial: it is simply $n - m$, where $x^m$ is the highest power of $x$ that divides the characteristic polynomial. If $A$ is not diagonalizable, however, then this rule does not correctly give the rank. For example, the matrix $\begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}$ has rank 1, but its characteristic polynomial is $x^2$. In [IbMoRo] it is shown that, if $F$ is a subfield of the reals, then $\text{rank}(AA^t) = \text{rank}(A)$ and the matrix $AA^t$ is diagonalizable. Hence, in this case, the rank may be read off from the characteristic polynomial.

In [Chi] and [Mu] it is shown that the problem of computing the rank of matrix $A$ over an arbitrary field $F$ is in arithmetic $\text{NC}^2$. Mulmuley's algorithm is remarkably simple. Assume that $A$ is square and symmetric; for, if not, one may work instead with the square, symmetric matrix

$$\begin{bmatrix} 0 & A \\ A^t & 0 \end{bmatrix}$$

whose rank is twice the rank of $A$. Let $Z$ be a diagonal matrix in an indeterminate $z$ such that $Z_{ii} = z_i^{i-1}$. Using the algorithm of [BoHoPi] compute $Q(x) = \det(xI - ZA)$, the characteristic polynomial of the matrix $ZA$. Then the rank of $A$ is $n - m$, where $x^m$ is the highest power of $x$ that divides the characteristic polynomial $Q(x)$.

4.6 Dynamic Evaluation of Straight-Line Code

A commutative semiring $(R, +, *, 0, 1)$ is an arithmetic structure with domain $R$ and two commutative, associative binary operations $+$ and $*$, such that 0 is an additive identity, 1 is a multiplicative identity, and the distributive law $a*(b + c) = a*b + a*c$ holds. In conformity with the definition of Section 8 an arithmetic circuit over this semiring is an acyclic connection of input nodes of in-degree zero and addition and multiplication nodes of in-degree 2, together with an assignment to each input node of a value from the domain $R$. The execution of the indicated multiplication and addition operations assigns a value from $R$ to each node of the circuit, and the problem of computing these values is known as the evaluation problem. It is equivalent to the problem of evaluating straight-line programs with operations from a commutative semiring.

The performance of algorithms for this problem is stated in terms of two parameters: $n$, the size of the circuit $C$, and $d$, the degree of $C$. The degree of $C$ is defined as the maximum degree of a node in $C$, where the degrees of the nodes are defined inductively: the degree of an input node is 1, the degree of an addition node is the larger of the degrees of its two inputs, and the degree of a multiplication node is the sum of the degrees of its two inputs. The paper [VaSkBeRa] gives a
method of converting any arithmetic circuit of size \( n \) and depth \( d \) into one of size \( \text{poly}(n) \) and depth \( O(\log n \cdot \log d) \). The paper [MiRaKa] considers the more general dynamic version of the problem, in which the input to the evaluation algorithm consists of the arithmetic circuit \( C \) and the values of its inputs; thus no preprocessing based on \( C \) alone is allowed. The algorithm of [MiRaKa] runs in time \( O(\log n \log(nd)) \) using \( M(n) \) processors.

In order to describe the algorithm of [MiRaKa] we require the concept of a weighted arithmetic circuit over the semiring \( R \). Such a circuit is a directed acyclic graph in which each edge \((u, v)\) has a weight \( W(u, v) \) which is an element of \( R \). The nodes are of three types: leaves, multiplication nodes and addition nodes. A leaf has in-degree zero, a multiplication node has in-degree 2, and an addition node has in-degree greater than zero. Associated with each leaf is a value in \( R \). It is required that no edge be directed from a multiplication node to a multiplication node.

Associated with each node \( v \) in a weighted arithmetic circuit is a value \( VAL(v) \). The values of the leaves are given as part of the specification. If an addition node \( v \) has edges directed into it from nodes \( v_1, v_2, ..., v_k \), then

\[
VAL(v) = \sum_{i=1}^{k} VAL(v_i) W(v_i, v).
\]

If a multiplication node has edges directed into it from nodes \( v_1 \) and \( v_2 \) then

\[
VAL(v) = VAL(v_1)^* W(v_1, v)^* VAL(v_2)^* W(v_2, v).
\]

We see that an ordinary arithmetic circuit over \( R \) can be viewed as a weighted arithmetic circuit in which every weight is equal to 1. The requirement that no edge runs from one multiplication node to another is easily met by inserting extra addition nodes of in-degree 1. Starting with the given arithmetic circuit, the algorithm constructs a sequence of weighted arithmetic circuits, all of which have the same set of nodes. Moreover, the iteration that produces each weighted arithmetic circuit from its predecessor in the sequence preserves the values of all nodes.

The iteration is accomplished in three steps:

1. (MM) Compress subcircuits consisting of additions only; the nature of this operation is indicated in figure 4.1;

2. (Rake) Simultaneously evaluate every node for which all direct predecessors are leaves, and delete the edges directed into those nodes;

3. (Shunt) Simultaneously replace all edges directed from leaves to multiplication nodes. The nature of this operation is indicated in figure 4.2.
Figure 4.1. The MM Operation

Figure 4.2. The Shunt Operation

The cost of executing this iteration is dominated by the first step, which can be organized as a matrix multiplication. Thus each iteration can be performed in time $O(\log n)$ using $M(n)$ processors. It can be shown that all nodes get evaluated within $O(\log(nd))$ iterations of this transformation.

The paper [MiTe] extends the result of [MiRaKa] to a wider class of algebraic structures, and [Kal] gives a randomized algorithm for the static problem in the case where division is allowed.
4.7 The Maximal Independent Set Problem

A set of vertices $S$ in a graph $G$ is called independent if no two vertices in $S$ are adjacent, and maximal independent if it is independent and not properly contained in any independent set. Noting that the most obvious methods of creating a maximal independent set do not parallelize, the paper [Va2] suggested the possibility that the problem of constructing such a set might be inherently resistant to solution in parallel. This was shown to be false in 1984, when Karp and Wigderson [KaWi] showed that the problem of constructing a maximal independent set of vertices in a graph is in NC. Soon thereafter, efficient randomized parallel algorithms for the problem were presented in [Lub, AlBaIt]. On a graph with $n$ vertices and $m$ edges, these algorithms run in time $O(\log^2 n)$ on an EREW PRAM, and require $O(m + n)$ processors. Goldberg and Spencer [GoSp] give a deterministic algorithm for constructing a maximal independent set that runs on an EREW PRAM in time $O(\log^4 n)$ using $O(m + n)$ processors.

All of these algorithms for constructing a maximal independent set in a graph $G' = (V', E')$ have the following overall structure:

\[
\begin{align*}
\text{begin} & \\
I \leftarrow \emptyset; V \leftarrow V'; & \\
\text{while } V \neq \emptyset \text{ do} & \\
& \text{begin} \\
& \quad G \leftarrow \text{the subgraph of } G' \text{ induced by the vertex set } V; \\
& \quad S \leftarrow \text{IN}(G); \\
& \quad V \leftarrow V - (S \cup N(S)) \\
& \quad I \leftarrow I \cup S \\
& \text{end} \\
\text{end}
\end{align*}
\]

Here \( \text{IN}(G) \) is an independent set in the graph $G$, and $N(S)$ denotes the set of vertices in $V'$ that are adjacent to one or more vertices in $S$. It is easy to check that, upon termination of this algorithm, $S$ is a maximal independent set in $G$.

The algorithms differ in the way they construct the independent set $\text{IN}(G)$. Luby's randomized method is as follows. Let $d_G(v)$ denote the degree of vertex $v$ in $G$. Then $\text{IN}(G)$ is constructed as follows:

\[
\begin{align*}
X \leftarrow \emptyset & \\
\text{in parallel for all } v \in V \text{ do} & \\
& \text{insert } v \text{ into } X \text{ with probability } \frac{1}{2} d_G(v) \\
& \text{in parallel for all 2-element sets } \{u, v\} \subseteq X \text{ do} \\
& \quad \text{if } d_H(u) < d_H(v) \text{ then delete } u \text{ from } X; \\
& \quad \text{if } d_H(v) < d_H(u) \text{ then delete } v \text{ from } X; \\
& \quad \text{if } d_H(u) = d_H(v) \text{ then randomly choose either } u \text{ or } v \text{ and delete it from } X. \\
\text{IN}(G) \leftarrow X
\end{align*}
\]

The crucial lemma in Luby's analysis of his algorithm is as follows.

**Lemma.** Let $E$ be the edge set of $G$. Then the expected number of edges of $G$ incident with vertices in $\text{IN}(G)$ is at least $\frac{1}{8} |E|$.
From the lemma, it follows easily that the expected number of calls on procedure IN(G) required to construct a maximal independent set in the original graph G' is \( O(\log n) \), where \( n \) is the number of vertices in \( G' \).

The algorithm of Goldberg and Spencer is based on a deterministic method of constructing an independent set \( S \) in a graph \( G = (V,E) \). Let \( |V| = p \) and \( |E| = q \). Then, on an EREW PRAM their method runs in time \( O(\log^2 p) \) using \( O(p + q) \) processors, and guarantees that \( |S \cup N_{G(S)}| \geq p/3\log p \), where \( N_{G(S)} \) is the set of vertices adjacent to \( G \) in \( S \). If procedure IN is implemented using their method then the total number of calls on the procedure will be \( O(\log^2 n) \), and the overall algorithm will require \( n + m \) processors and run in time \( O(\log^4 n) \) on an EREW PRAM.

Thus we see that there is a polylog-time deterministic algorithm to construct a maximal independent set using a linear number of processors; perhaps, in future work, the power of \( \log n \) in the time bound will be reduced below 4.

4.8 Applications

The algorithms given above for computing the transitive closure of a boolean matrix, for computing the characteristic polynomial and the rank of a matrix with entries drawn from a field, and for the fast parallel evaluation of functions specified by straight-line programs, provide fundamental tools for placing problems in NC. In this section we describe several of these applications.

4.8.1 Applications of Transitive Closure Techniques

The following is a list of six basic computational problems regarding digraphs. Each of these problems can be solved sequentially in time \( O(n + m) \), where \( n \) is the number of vertices in the given digraph, and \( m \) is the number of edges.

(i) Computing the strong components of a digraph \( G \);

(ii) Determining whether \( G \) is acyclic;

(iii) Constructing a tree rooted at a given vertex \( v \) of \( G \) and containing all vertices reachable from \( v \);

(iv) Constructing a breadth-first search tree rooted at a given vertex \( v \);

(v) Computing the shortest paths from a given root vertex \( v \) to all other vertices, in a digraph \( G \) whose edges have nonnegative weights;

(vi) Constructing a topological ordering of the vertices of an acyclic digraph \( G \); i.e., a bijection \( h \) from the set of \( n \) vertices onto the integers 1, 2, ..., \( n \) such that, for every directed edge \( (u,v) \), \( h(u) < h(v) \);

All of these problems can be placed in \( NC^2 \) using techniques related to transitive closure. The solutions of (i) and (ii) can be read off directly from the transitive closure. An \( NC^2 \)-algorithm for problem (v) is easily constructed, based on the well-known technique of iterated \( \min^+ \) matrix multiplication. Problem (iv) is a special case of problem (v), and a solution to (iv) also solves (iii). Problem (vi) can be solved by introducing a dummy vertex of in-degree zero from which an edge is directed to each original vertex of in-degree 0, constructing a breadth-first search tree rooted at that dummy vertex, sorting the vertices in increasing order of their distance from the root (ties being broken arbitrarily), and then assigning each vertex a number equal to its rank in this sorted order.

Using techniques related to transitive closure, we have exhibited \( NC^2 \)-algorithms for six elementary problems related to digraphs. Unfortunately, none of
these algorithms are efficient. On a graph with $n$ vertices and $m$ edges, each of these problems can be solved sequentially in time $O(n + m)$, whereas our parallel algorithms run in time $O(\log^2 n)$ using $M(n)$ processors. Thus, we see that the processor-time product for each of our algorithms is far in excess of the time required to solve the same problem sequentially. In order to construct efficient parallel algorithms for these problems, it will be necessary to avoid the use of matrix powering or transitive closure as a subroutine; our inability to do so is sometimes called the transitive closure bottleneck.

4.8.2 Problems Reducible to the Solution of Linear Equations

We have shown that the problems of inverting a matrix and computing the rank of a matrix are in arithmetic NC$^2$. It follows easily that the problem of solving the linear system $Ax = b$ (where $A$ is not necessarily of full rank) is also in arithmetic NC$^2$.

Many problems can be reduced to the solution of a system of linear equations. As an example, we consider the problem of computing the greatest common divisor of two univariate polynomials, $f$ and $g$, of degree $n$ [BoGaHo]. It can be shown that $gcd(f, g)$ is of degree $\leq i$ if and only if there exist polynomials $s$ and $t$ of degree less than $n - i$ such that $sf + tg$ is of degree $i$. The condition that such polynomials exist is expressed by a nonsingular system of $2n - 2i$ linear equations in which the unknowns are the $2n - 2i$ coefficients of $s$ and $t$. Each entry in the matrix of this system is either 0, a coefficient of $f$, or a coefficient of $g$.

As a second example, consider the problem of drawing a 3-connected planar graph in the plane without crossing edges, in such a way that all the edges are line segments. Call a cycle $C$ of $G$ a bounding cycle if there exists a plane embedding of $G$ in which the cycle $C$ bounds a face. If $T$ is any spanning tree of $G$ then each edge $e$ not in $T$ forms a unique "fundamental cycle" when added to $T$; at least one of these fundamental cycles is a bounding cycle. In an interesting paper entitled "How to Draw a Graph" [Tu], Tutte gives the following result: Let $G$ be a 3-connected planar graph, and let $C$ be a bounding cycle. Let the successive vertices of $C$ in cyclic order be $v_1, v_2, \ldots, v_k$. Let $p_1, p_2, \ldots, p_k$ be points in the plane such that the line segments $p_1 p_2, p_2 p_3, \ldots, p_k p_1$ determine a convex polygon. Let the vertices of $G$ be placed in the plane so that $v_i$ is placed at $p_i$, $i = 1, 2, \ldots, k$, and each vertex not on $C$ is located at the center of gravity of the vertices adjacent to it in $G$. For each edge $\{u, v\}$, let the points corresponding to $u$ and $v$ be joined by a line segment. Then no two of these line segments will intersect except at a common end point; i.e., the process produces a straight-line embedding of $G$. Thus, as Ja'Ja and Simon [JaSi] have observed, a straight-line embedding of $G$ can be constructed by identifying a bounding cycle $C$, and then constructing the associated placement. Once the vertices of $C$ have been placed at the vertices of a convex polygon, the placement of the remaining points can be obtained by solving a nonsingular system of linear equations. The unknowns are the $x$- and $y$-coordinates of the vertices not on $C$, and the linear equations express the condition that each vertex lies at the center of gravity of its neighbors. This approach leads to an NC-algorithm for constructing a straight-line embedding.

4.8.3 Applications of Mulmuley's Rank Algorithm

Mulmuley's algorithm for computing the rank of a matrix over an arbitrary field is also a powerful tool for placing problems in NC. Among these are the problem of solving a (possibly singular) system of linear equations, the problem of factoring polynomials over finite fields, and a number of problems about permutation groups presented by generators [BaLuSe]. These include the problems of determining the order, finding the derived series or a composition series, testing
membership, testing if the permutation group is solvable, finding the center, finding a central composition series, and finding pointwise stabilizers of sets when the permutation group is nilpotent.

4.8.4 Context-Free Recognition — an Application of the Technique of Miller, Ramachandran and Kaltofen

The technique of Miller, Ramachandran and Kaltofen for parallel evaluation of straight-line code enables several particular problems to be placed in NC. It is especially applicable to problems that can be solved in polynomial sequential time using dynamic programming. We shall illustrate the approach by giving an AC\(^1\) algorithm for the problem of deciding whether a given string is in the language generated by a given context-free grammar in Chomsky Normal Form.

Our starting point is the well-known Cocke-Kasami-Younger dynamic programming algorithm for context-free recognition [Kas, Yo]. Let \((V, \Sigma, P, S)\) be a context-free grammar, where \(V\) denotes the set of symbols, \(\Sigma\) denotes the set of terminal symbols, \(P\) denotes the set of productions, and \(S\) denotes the initial symbol. Since the grammar is in Chomsky Normal Form, each production is of the form \(A \rightarrow BC\) or \(A \rightarrow a\), where \(A, B\) and \(C\) denote nonterminal symbols and \(a\) denotes a nonterminal symbol. For \(A \in V - \Sigma\) and \(w \in \Sigma^*\), we say that \(A \Rightarrow^* w\) (\(A\) derives \(w\)) if the nonterminal symbol \(A\) can generate the string \(w\).

Let \(x(i,j)\) be the substring \(a_i a_{i+1} \ldots a_j\). For \(1 \leq i \leq j \leq n\), and for every nonterminal symbol \(A\), let the predicate \(A(i,j)\) be true if \(A \Rightarrow^* x(i,j)\). The Cocke-Kasami-Younger algorithm algorithm evaluates all such predicates; the string \(x\) is accepted if and only if the predicate \(S(1,n)\) is true.

The evaluation of these predicates is based on the following rules:

(i) For \(i = 1, 2, \ldots, n\), \(A(i,i)\) is true if and only if there is a production of the form \(A \rightarrow a_i\);

(ii) For \(1 \leq i < j \leq n\), \(A(i,j)\) is true if and only if there exists a \(k\), \(i \leq k < j\), and a production \(A \rightarrow BC\), such that \(B(i,k)\) and \(C(k+1,j)\) are true.

The resulting algorithm can be represented as an arithmetic circuit over the semiring \(\langle \{0,1\}, +, \ast, 0, 1\rangle\), where \(+\) is boolean "or" and \(\ast\) is boolean "and". The circuit contains \(O(n^3)\) nodes, and the node that computes the predicate \(A(i,j)\) is of degree \(j - i + 1\). Thus \(d\), the maximum degree of any node, is \(n + 1\), and it follows that the number of iterations required by the parallel evaluation method of Miller, Ramachandran and Kaltofen is \(O(\log n)\). The time for each iteration is dominated by the matrix multiplication required in the MM step of the algorithm. Since the semiring in this case is boolean, matrix multiplication is in AC\(^0\), and thus the time for the entire algorithm is \(O(\log n)\), using a polynomial-bounded number of processors. It follows that the problem of deciding whether a given string is in the language generated by a given context-free grammar in Chomsky normal form is in AC\(^1\). In [Ru1], Ruzzo proved the static version of this result in a different way by showing that every context-free language can be recognized by an alternating Turing machine operating within space \(\log n\) and \(\log n\) alternations. It follows that every context-free language is in AC\(^1\).

4.9 Randomized NC-Algorithms

4.9.1 Testing Whether a Symbolic Determinant is Nonzero
The following lemma is an important tool for the design of randomized parallel algorithms.

Lemma. Let \( F(x_1, x_2, ..., x_n) \) be a polynomial of degree \( d \). If \( F \) is not identically zero then, for at least half of the \( (2d + 1)^n \) \( n \)-tuples in which each component is an integer between \(-d\) and \( d\), \( F(a_1, a_2, ..., a_n) \neq 0 \).

We omit the proof, which goes by induction on \( n \), with the case \( n = 1 \) corresponding to the Fundamental Theorem of Algebra (see, e.g., [Sc]).

The lemma suggests a randomized algorithm for testing whether a polynomial of degree \( d \) is not identically zero: simply substitute independent random integers between \( d \) and \(-d\) for the variables. If the polynomial is not identically zero then, with probability greater than \( 1/2 \), a nonzero value will result. For any class of polynomials which can be evaluated by an NC-algorithm, we obtain in this way a RNC-algorithm for testing whether a polynomial is not identically zero.

4.9.2 The Matching Problem

We give an RNC\(^2\)-algorithm for recognizing the graphs that possess perfect matchings (recall that a perfect matching in a graph \( G \) is a set of edges \( M \), such that each vertex of \( G \) is incident with exactly one vertex of \( M \)). The algorithm is based on the following theorem of Tutte.

Theorem. Let \( G \) be a simple graph (no loops or multiple edges) with vertex set \( \{1, 2, ..., n\} \) and edge set \( E \). Let \( A = (a_{ij}) \) be the following \( n \times n \) matrix, in which the variables \( x_{ij} \) are indeterminates:

\[
a_{ij} = \begin{cases} 
  x_{ij} & \text{if } \{i,j\} \in E \text{ and } i < j \\
  -x_{ij} & \text{if } \{i,j\} \in E \text{ and } i > j \\
  0 & \text{if } \{i,j\} \notin E
\end{cases}
\]

Then \( G \) has a perfect matching if and only if the determinant of \( A \) is not identically 0.

The matrix \( A \) is called the Tutte matrix of the graph \( G \). The determinant of \( A \) is a polynomial of degree \( n \) in the indeterminates \( x_{ij} \). Combining Tutte's Theorem, the lemma, and the existence of an NC\(^2\)-algorithm for computing the determinant of an \( n \times n \) matrix with integer entries in \([-n,n]\), we obtain the desired one-sided-error algorithm for deciding whether a graph has a perfect matching.

This result does not directly yield a RNC\(^2\)-algorithm for constructing a perfect matching when one exists. Such an algorithm was first provided in [KaUpWi1]. We present here a particularly elegant RNC\(^2\)-algorithm for the problem, due to Mulmuley, Vazirani and Vazirani [MuVaVa]. Their algorithm is based on the following probabilistic lemma.

Lemma. Let \( C \) be any nonempty collection of subsets of \( \{1, 2, ..., N\} \). Let \( w(1), w(2), ..., w(N) \) be independent random variables, each with the uniform distribution over \( \{0, 1, 2, ..., 2N\} \). Associate with each set \( S \subseteq \{1, 2, ..., N\} \) a weight

\[
w(S) = \sum_{i \in S} w(i).
\]
Then, with probability greater than 1/2, the family $C$ contains a unique set of minimum weight.

The lemma can be applied to the matching problem by taking $C$ to be the set of perfect matchings in a graph with $N$ edges. If each edge is given a weight drawn from the uniform distribution over $\{0, 1, ..., 2N\}$, and the weight of a matching is the sum of the weights of its edges, then, with probability $> 1/2$, there will be a unique perfect matching of minimum weight.

Mulmuley, Vazirani and Vazirani go on to show that, when there is a unique perfect matching of minimum weight, it can be constructed at the cost of a single matrix inversion by the following algorithm.

1. For each edge $\{i, j\}$ draw a weight $w_{ij}$ from the uniform distribution over $\{0, 1, ..., 2|E|\}$.

2. Form the Tutte matrix of $G$ and, for each indeterminate $x_{ij}$ occurring in the Tutte matrix, substitute the constant $2^w$; let the resulting matrix be $B$.

3. Using a parallel matrix inversion algorithm that yields the determinant and the adjoint, such as the one in [Pan], compute $|B|$ and $adj(B)$. The $i - j$ entry of $adj(B)$ is the minor $|B_{ij}|$.

4. In parallel, for all edges $\{i, j\}$, compute $\frac{|B_{ij}| \cdot 2^{-w_{ij}}}{2^w}$. Let $M$ be the set of edges for which this quantity is odd.

5. If $M$ is a perfect matching then output $M$

Whenever the weights $w_{ij}$ are such that there is a unique perfect matching of minimum weight, the algorithm will produce this matching. Thus each execution of the algorithm produces a perfect matching with probability $> 1/2$, provided that a perfect matching exists. The algorithm runs in $O(\log^2 n)$ time using a polynomial-bounded number of processors. Thus we can conclude that the problem of constructing a perfect matching is in $\text{RNC}^2$. Further results by Karloff [Kar] establish that the problem lies in $\text{ZNC}^2$.

We have discussed two problems related to perfect matchings: the decision problem, in which the task is to decide whether a perfect matching exists, and the search problem, in which the task is to construct a perfect matching when one exists. The paper [KaUpWi2] studies the general question of how to construct a parallel algorithm for a search problem, given a subroutine for the corresponding decision problem.

4.9.3 Applications of Matching

[KaUpWi1] have shown that the following problems related to matching and network flows are in $\text{RNC}$:

(i) Constructing a perfect matching of maximum weight in a graph whose edge weights are given in unary notation;

(ii) Constructing a matching of maximum cardinality;

(iii) Constructing a matching that covers a set of vertices of maximum weight in a graph whose vertex weights are given in binary;

(iv) Constructing a maximum $s-t$ flow in a directed or undirected network whose edge weights are given in unary notation.
Each of these results is obtained by a reduction of the given problem to the problem of constructing a perfect matching, or by a closely related algorithmic technique. In view of the above result of Mulmuley, Vazirani and Vazirani, these four problems lie in RNC².

4.9.4 Depth—First Search

Let \( G = (V,E) \) be a connected graph. Let \( T \) be a spanning tree of \( G \) rooted at \( r \). Then \( T \) is called a depth-first-search tree if, for every edge \( e \in E \), one of the two end points of \( e \) is an ancestor of the other.

There is a sequential algorithm running in time \( O(|E|) \) for the construction of a depth-first-search tree rooted at a given vertex. This algorithm is the backbone of linear-time sequential algorithms for testing whether a graph is planar, computing the biconnected components of a graph, and many other important problems.

Although the goal of finding an efficient parallel algorithm for depth-first search has not been reached, some progress has been made. Define a splitting path as a simple path having the root as an end point, with the property that its deletion breaks the remaining vertices into connected components of size less than or equal to \( cn \), for a suitable constant \( c \). Once such a splitting path is found, a depth-first search tree for the overall graph can be constructed recursively out of the splitting path together with depth-first search trees for these connected components. This approach is used in [Smi] to solve the depth-first-search problem in the case of planar graphs (see also [GoPLSh, HeYe, JaKo] for efficient implementations of this algorithm), and by [Ram] in the case of directed acyclic graphs and reducible flow graphs.

It remained an open question whether the depth-first-search problem for general graphs was in ZNC. Aggarwal and Anderson [AgAn] settled this question by giving a ZNC⁵-algorithm that constructs a depth-first search tree in an \( n \)-vertex graph. The algorithm has \( O(\log n) \) levels of recursion, in each of which it constructs a splitting path; in order to construct such a path, it makes \( O(\log^2 n) \) successive calls to a subroutine for the following problem: given a bipartite graph in which each edge has weight zero or one, find a perfect matching of minimum weight. Each of the bipartite graphs presented to the subroutine has at most \( n \) vertices. Since this matching problem is in ZNC⁴, it follows that the depth-first-search problem is in ZNC⁵. The algorithm of Aggarwal and Anderson is quite intricate, and we shall not attempt to describe it here.

4.10 Further Results

Our treatment of NC-algorithms has focused on methods and results that appear to be of general utility for placing problems in the classes NC, RNC or ZNC, or for locating them in the hierarchies such as \( \{\text{AC}^k\} \) and \( \{\text{NC}^k\} \). Many further problems have been analyzed from this point of view. The following references give a representative sample of such results.

Graph Theory

[Bab, CoRaTo, DaKa, GaMi, GaPa, GiKaMiSo, GrKa, Jo, Ka, KaShSo, KIRo, KoVaVa, LePiVa, LiKa, Lo, NaNaSc, NiSo, Re3, Re4, SaJa, So1, So2, TsCh, Vaz]

Scheduling Theory [HeMa]

Algebra

[BaLuSe, BoGaHo, Eb, FiTo, GaPa, Gat1, Gat2, Gat3, IbMoRo]
4.11 P-Complete Problems

Let $P$ denote the set of decision problems solvable by deterministic Turing machines in polynomial time. Every decision problem in $NC$ lies in $P$. A fundamental open question is whether every problem in $P$ lies in $NC$. If this were so, it would mean, roughly speaking, that every problem that is efficiently solvable in a sequential model of computation can be solved very fast in parallel, using a polynomial-bounded number of processors (this interpretation is disputed in the interesting paper [ViSi]). Using a reducibility technique, we shall identify a set of problems within $P$ called the $P$-complete problems; a $P$-complete problem lies in $NC$ if and only if $P = NC$. Thus the $P$-complete problems can be viewed as the problems in $P$ most resistant to parallelization.

We adopt the usual convention of representing a decision problem as a subset of $\{0,1\}^*$. Decision problem $A$ is said to be *logspace reducible* to decision problem $B$ if there is a function $f: \{0,1\}^* \rightarrow \{0,1\}^*$ such that $f$ is computable by a logspace Turing machine and, for all $x \in \{0,1\}^*$, $x \in A$ if and only if $f(x) \in B$. A decision problem in $P$ is called *$P$-complete* if every problem in $P$ is logspace-reducible to it. The relation of logspace-reducibility is transitive and has the following further property: if $A$ is logspace-reducible to $B$ and $B$ is in $NC^k$, where $k \geq 2$, then $A$ is in $NC^k$. Our interest in $P$-completeness stems from the following consequence of this observation: let $A$ be a $P$-complete problem; then $P = NC$ if and only if $A$ lies in $NC$, and, for $k \geq 2$, $P \subseteq NC^k$ if and only if $A$ lies in $NC^k$.

Our official definition of a $P$-complete problem requires that it be specified as a function from strings over one alphabet to strings over another. In practice, the inputs and outputs to a problem are often other kinds of symbolic objects: graphs, formulas, circuits, grammars, families of sets and the like. In describing such problems and proving them $P$-complete we often will not specify how their inputs and outputs are encoded as strings, since the details of that encoding are seldom of interest.

The usual method of proving a problem $P$-complete is to show that it lies in $P$ and that some standard $P$-complete problem is logspace-reducible to it. The standard problem most often used for this purpose is the monotone circuit value problem (MCVP) [Go2]. Informally, the input to this problem is an acyclic network of two-input AND gates and two-input OR-gates, together with an assignment of a constant value (zero or one) to each input line, and the output is the output of a specified gate. More precisely, the input is given as a sequence of equations, specifying the outputs of the gates in a monotone circuit. The first two equations are $g_0 = 0$ and $g_1 = 1$, and for each $i$, $i = 2, 3, ..., n$, there is either an equation of the form $g_i = g_j \lor g_k$ or an equation of the form $g_i = g_j \land g_k$, where $j$ and $k$ are nonnegative indices less than $i$. The first of these two equations corresponds to the case where gate $i$ is an OR-gate with inputs from gates $j$ and $k$; similarly, the second equation corresponds to the case where gate $i$ is an AND-gate. The output is the value of $g_n$ in the unique solution of this system of equations.
We sketch the proof that MCVP is P-complete. Let \( A \) be a decision problem in \( P \). Then \( A \) is accepted by a deterministic one-tape Turing machine \( M \) which has a unique accepting state \( q^* \) and operates within the polynomial time bound \( T(n) \). For a given input string \( x \), let \( T = T(|x|) \). Then \( T \) is an upper bound on the execution time of \( M \) on \( x \), and the only tape squares whose contents can change during the computation are within distance \( T \) of the home square. Introduce the following Boolean variables to represent the computation of \( M \) on input \( x \):

\[
\begin{align*}
h(i, t), & \text{ meaning "the head is on tape square } i \text{ at time } t"; \\
a(i, t), & \text{ meaning "the symbol on square } i \text{ at time } t \text{ is } a"; \\
q(t), & \text{ meaning "the state at time } t \text{ is } q".
\end{align*}
\]

Here \( a \) ranges over the tape alphabet of \( M \), \( q \) ranges over the state set of \( M \), \(-T \leq i \leq T \) and \( 0 \leq t \leq T \). The input \( x \) is accepted if and only if \( q^*(T) = 1 \).

Then, given input \( x \) and the description of the transition function of \( M \), there is a logspace algorithm to generate a system of monotone Boolean equations, in the format of the MCVP problem, specifying the values of these variables. This is the required logspace reduction from problem \( A \) to the MCVP. Since \( A \) is an arbitrary problem in \( P \), it follows that MCVP is P-complete.

We shall give two further examples of P-completeness proofs, each involving a reduction from MCVP. The first example involves a certain "greedy" sequential algorithm for constructing a maximal independent set of vertices in a graph. Let \( G \) be a graph with vertex set \( V \), and let a linear ordering of \( V \) be given. The following algorithm constructs a maximal independent set in \( G \).

**GREEDY INDEPENDENT SET ALGORITHM**

\[
\begin{align*}
S & \leftarrow \emptyset; \\
\text{for } i = 1, 2, ..., |V| \text{ do} & \\
& \text{begin} \\
& \text{let } v \text{ be the } i^{th} \text{ element in the linear ordering of } V; \\
& \text{if } v \text{ is adjacent to no vertex in } S \text{ then} \\
& S \leftarrow S \cup \{v\} \\
& \text{end}
\end{align*}
\]

The following decision problem related to this algorithm is P-complete [Co2].

**GREEDY INDEPENDENT SET**

**INPUT:** Graph \( G = (V,E) \) where \( V \) is linearly ordered;

**PROPERTY:** The last vertex in the linear ordering of \( V \) is in the independent set constructed by the greedy independent set algorithm.

We give a reduction from MCVP. Let an instance of MCVP be specified, as described above, by equations for the gate outputs \( g_0, g_1, ..., g_n \). The reduction will produce a graph \( G \) with vertex set \( V = \{v_0, v_1, ..., v_n\} \cup \{w_0, w_1, ..., w_n\} \), together with a linear ordering of \( V \). The linear ordering is such that, whenever \( i < j \), \( v_i \) and \( w_i \) precede \( v_j \) and \( w_j \). The relative ordering of \( v_i \) and \( w_i \) and the specification of the edges incident with \( v_i \) and \( w_i \) depend on the nature of the equation for \( g_i \) as follows: \( w_0 \) precedes \( v_0 \); \( v_1 \) precedes \( w_1 \); if the equation for \( g_i \) is \( g_i = g_j \lor g_k \) then \( w_i \) precedes \( v_i \); and the graph contains the edges \( \{v_i, w_i\} \) and \( \{v_k, w_i\} \); if the equation
is $g_i = g_j \land g_k$ then $v_i$ precedes $w_i$ and the graph contains the edges \{w_j, v_i\} and \{w_k, v_i\}.

The construction of the graph from the circuit can be performed by a logspace algorithm. It is easy to prove by induction that $v_i$ lies in the greedy independent set if and only if the output of $g_i$ is 1, and $w_i$ lies in the greedy independent set if and only if the output of $g_i$ is 0. Thus we have a logspace-reduction from the monotone circuit value problem to the lexicographically-first-independent-set problem, showing that the latter problem is $P$-complete. The $P$-completeness of this problem stands in contrast to the result that the problem of constructing some maximal independent set, not necessarily the one produced by the greedy algorithm, is in EREW$^4$.

As a final example, we show that the following problem is $P$-complete.

**MAX-FLOW**

*INPUT:* A directed graph $G = (V,E)$, a pair of distinct vertices $s$ and $t$ called the source and sink, respectively, and a function $c$ from $E$ into the nonnegative integers, assigning to each edge $e$ a capacity $c(e)$.

*PROPERTY:* The value of the maximum flow from $s$ to $t$ is an odd integer.

We give a reduction from the MCV to MAX-FLOW. Let $C$ be a monotone circuit. We may assume without loss of generality that the following properties hold:

(i) each gate has fan-out at most two (i.e., each variable $g_i$ occurs on the right-hand side of at most two equations);

(ii) $g_n$ is the output of an OR-gate.

We refer to the edges of the circuit as wires in order to distinguish them from the edges of the network produced by the reduction. The network has vertex set \{s, t, v_0, v_1, ..., v_n\}, and its edges and capacities are specified as follows:

(i) For each wire of $C$ connecting the output of $g_j$ to the input of $g_i$, there is an edge of capacity $2^{n-j}$ from $v_j$ to $v_i$;

(ii) There is an edge of capacity $2^{n+1}$ from $s$ to $v_i$;

(iii) There is an edge of capacity 1 from $v_n$ to $t$;

(iv) If $g_i$ is an OR-gate then there is an edge from $v_i$ to $s$;

(v) If $g_i$ is an AND-gate, there is an edge from $v_i$ to $t$ and

(vi) The capacities of the edges specified in (iv) and (v) are such that the sum of the capacities of the edges directed into any vertex $v_i$ is equal to the sum of the capacities of the edges directed out of that vertex.

It is easy to prove by induction that there is a maximum flow in $G$ having the following properties:

(i) If a wire of $C$ carries the signal 0 then the flow in the corresponding edge of $G$ is 0;

(ii) If a wire in $C$ carries the signal 1, then the flow in the corresponding edge of $G$ is equal to the capacity of that edge;
(iii) With the exception of the edges from \( g_0 \) to \( s \) and \( t \), the flow in every edge of \( G \) is an even integer;

(iv) The flow in the edge from \( g_0 \) to \( t \) is 0 if the output of \( C \) is 0, and 1 if the output of \( C \) is 1.

It follows that the value of a maximum flow in \( G \) is odd if and only if the output of \( C \) is 1. This establishes that the reduction is correct.

Thus we see that the max-flow problem is \( P \)-complete. In contrast to this is the result, given in Section 4.9.3 that, when the capacities of the edges are bounded by a polynomial in the number of vertices, the max-flow problem is in \( RNC^3 \).

The seminal results on \( P \)-complete problems are given in [Co1, JoLa, La]. More recent \( P \)-completeness results can be found in [AnMa, AvMa, DoLiRe, DwKaMi, KaRu, Re2].

4.11. Open Problems

The following is a list of problems, solvable in sequential polynomial time, whose parallel complexity remains unknown despite the efforts of many researchers. It is not known whether these problems lie in \( NC \), and they have not been proven to be \( P \)-complete.

(i) \textit{EXISTENCE OF A PERFECT MATCHING}

\textbf{INPUT:} A graph \( G \)

\textbf{QUESTION:} Does \( G \) have a perfect matching?

This problem is in \( RNC \), as is the related problem of constructing a perfect matching when one exists. See Section 4.9.2. In the bipartite case, an algorithm running in \( O(n^{3/4} \ polylog n) \)-time using a polynomial-bounded number of processes is known [Vai].

(ii) \textit{UNDIRECTEDDEPTH-FIRST SEARCH}

\textbf{INPUT:} A connected graph \( G \) and a vertex \( v \)

\textbf{OUTPUT:} A spanning tree \( T \) of \( G \), rooted at \( v \) and having the following property: for each non-tree edge \( \{u,w\} \), \( u \) is either an ancestor or a descendant of \( w \) in \( T \)

This problem is in \( RNC \). See Section 4.9.4. A \( \sqrt{n} \ polylog (n) \)-time algorithm using \( poly(n) \) processors is known [Vai].

(iii) \textit{DIRECTEDDEPTH-FIRST SEARCH}

\textbf{INPUT:} A digraph \( G \) and a vertex \( v \) from which all vertices of \( G \) are reachable

\textbf{OUTPUT:} An oriented tree \( T \), rooted at \( v \) and containing a directed path from \( v \) to each vertex of \( G \), such that \( T \) is a subgraph of \( G \) and has the following directed depth-first search property: there is a preorder numbering of \( G \) such that, if \( (u,w) \) is an edge of \( G - T \) then \( w \) precedes \( u \) in the preorder numbering.

(iv) \textit{WEIGHTED MATCHING}
**INPUT:** A graph \( G \) with \( n \) vertices and, for each edge \( e \), a positive integer weight \( w(e) \)

**OUTPUT:** A matching of maximum total weight

The status of the problem is also unknown in the case where the weights are required to be less than or equal to \( n \).

**(v) MAXIMAL INDEPENDENT SET IN A HYPERGRAPH**

**INPUT:** A collection \( C \) of finite sets

**OUTPUT:** A subcollection \( C' \) such that no two sets in \( C' \) have a non-empty intersection, and every set in \( C - C' \) has a non-empty intersection with some set in \( C' \)

The case where \( C \) is a collection of 2-element sets is the maximal independent set problem for graphs, which is in \( NC \). See Section 4.7.

**(vi) TWO-VARIABLE LINEAR PROGRAMMING**

**INPUT:** A linear system of inequalities \( Ax \leq b \) over the rationals, such that each row of \( A \) has at most two nonzero elements.

**OUTPUT:** A feasible solution, if one exists.

This problem has a polylog-time parallel algorithm with \( n^{\text{polylog}(n)} \) processors [LuMeRa].

**(vii) INTEGER GCD**

**INPUT:** Integers \( a \) and \( b \)

**OUTPUT:** The greatest common divisor of \( a \) and \( b \)

A sublinear-time algorithm using a polynomial-bounded number of processors is given in [KaMiRu]. The problem of computing the greatest common divisor of two polynomials is in \( NC \). See Section 4.8.2.

**(viii) MODULAR INTEGER EXPONENTIATION**

**INPUT:** \( n \)-bit integers \( a, b \) and \( m \)

**OUTPUT:** \( a^b \mod m \)

**(ix) MODULAR POLYNOMIAL EXPONENTIATION**

**INPUT:** Polynomials \( a(x) \) and \( m(x) \) with integer coefficients, and a positive integer \( e \)

**OUTPUT:** \( a(x)^e \mod m(x) \).
5. Conclusion

The examples we have given in this survey of parallel algorithms are of interest not only for their theoretical significance, but also as illustrations of typical methods of exploiting the parallelism inherent in problems. Basic algorithms for such problems as parallel prefix computation, list ranking, sorting, and graph searching can serve as fundamental building blocks for further algorithm construction. As parallel computation grows in importance such algorithms will find their way into the undergraduate textbooks, and will become part of the general lore of computer science.

We have seen that, within many different abstract models, the class NC represents the collection of problems solvable in polylog time with a polynomial-bounded number of computing elements, and we have identified many basic problems as lying in NC. The robustness of this class suggests that it is of fundamental importance, and lends interest to the question of whether NC coincides with the familiar complexity class \( P \). We have also seen the usefulness of the concept of \( P \)-completeness in identifying the problems in \( P \) least likely to lie in NC.

So far, the studies of complexity within the PRAM model have been somewhat unrealistic because of the assumption that the number of processors is allowed to grow as a function of the size of the input. It would be useful to complement this line of research with studies in which the number of processors remains fixed as the input size grows; this assumption is closer to the typical situation in practice.

Although the PRAM model neglects communication issues it is a very convenient vehicle for the logical design of parallel algorithms. For this reason, there has been intense interest in the simulation of PRAMs on more feasible models of computation. The chief components of such a simulation are: the choice of a processor interconnection pattern; the mapping of the address space of the PRAM onto the set of memory cells of the simulating machine; and the algorithm for routing read and write requests, and the replies to read requests, through the network of processors.

A series of more and more refined PRAM simulations [MeVi, UpWi, Up, KaUp, AlHaMePr] have culminated in Ranade's efficient randomized simulation of an \( n \)-processor CRCW PRAM on an \( n \)-processor butterfly network [Ran]. The simulation time per PRAM step is only logarithmic in the number of processors. This simulation opens the way for a programming environment in which algorithms are designed within the convenient PRAM model and then simulated efficiently on a network of processors, and thus underscores the value of the PRAM model, and the applicability of algorithms designed within it.
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