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THE IDENTIFICATION OF PSEUDO-RECIPROCAL
PIECEWISE-LINEAR VECTOR FIELDS.

Robert? Lum AND Leon O. Chua. tt

Abstract
A vector field is called pseudo-reciprocal if it is either the composition of a matrix
with a reciprocal piecewise-linear vector field or under composition with a matrix
becomes a reciprocal piecewise-linear vector field. Of particular interest are those
pseudo-reciprocal vector fields formed from the composition of a matrix with a re-
ciprocal piecewise-linear vector field. Such vector fields are especially amenable to
construction as electronic circuits.

In this paper, the identification of such vector fields is completed for the cases
when the matrix is either invertible, invertible symmetric, symmetric positive definite
or diagonal positive definite. In the process of such identification, a decomposition of
the original vector field as the composition of a matrix and a reciprocal piecewise-linear
vector field will ensue. The algorithm for identification is sufficiently deterministic to

be fully implementable as part of a larger software package dealing with electronic

13 .
circuits.

T This work is supported in part by the Office of Naval Research under Grant N00014-89-J-1402.
tt The authors are with the Department of Electrical Engineering and Computer Sciences, Uni-

versity of California, Berkeley, CA 94720, USA.



§0. Introduction.

The particular question that concerns this paper considers the decomposition of a piecewise-linear
vector field as the composition of a matrix, either invertible, invertible symmetric, symmetric positive
definite or diagonal positive definite, and a reciprocal piecewise-linear vector field. Thus, it is the
identification of a psuedo-reciprocal vector field for which there is a decomposition with a matrix that
is either invertible, invertible symmetric, symmetric positive definite or diagonal positive definite.
Resolution of the above question allows the quick and efficient identification of piecewise-linear
vector fields whose electronic implementation is less complicated than the general piecewise-linear

vector field but not as simple as other types of piecewise-linear vector fields.

§1. The reciprocal vector field.

In this section the concept of a reciprocal vector is introduced. Sufficient and necessary conditions

for their identification are then presented.

Definition 1.1. Let £(x) be a vector field of the form

t
) o) bir ... bin T m | Q1 ﬁjl I
El 1=+ S IR ED N EL?
Tn Qn bar ... bpn Tn i=1 Qjn ,Bjn Tn

where 0 < of; +... 4+ a%,, 0 < 7 +...+ B2, for j = 1...m. The signature of a point x is the
m-tuple given by
sig(x) = (sgn(Bix — m),. .., 5g0(Bp X = Ym))

where sgn(z) is —1,0,1 depending on whether £ < 0,z = 0,0 < z respectively. Define the sets
Aiyyorim = {x 2 sig(x) = (i1, ., im)}
for (i1,...,im) € {-1,1}™.

Lemma (3] 1.4. For every A;,,....;,. there is a linear vector field &.,....im With

§irprim | Aiy i (X) = €Ay, (X)

= Mi;,....i,‘-|,i,',i,'+1,...,l'mx + dl'l,...,t'j_1,fj,ij+g,...,im'

Definition 1.2. A matrix is reciprocal of order (p, ¢) if and only if it has the form
A C
-Ct D
with A and D symmetric matrices of dimensions p and ¢ respectively.
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Definition 1.3. A vector field £(x) is called a reciprocal vector field of order (p, q) if and only if

D§(x) is a reciprocal matrix function of order (p, g).

Theorem 1.4. Let £ be a vector field of the form

t
T oy bi1 ... bin] [21 m | @1 Bi1 z
+1 : DM : o Bt /1K
In Qpn ba1 ... bnn Zn i=1 Qj qn ﬂj n Tn

™
]

The vector field € is a reciprocal system if and only if there exists 1 < p < n such that

bll vee b1 n

bn1 ... bna

is reciprocal of order (p,n — p) and

[ ;1 Bi1
% | g | Pie
Qj pt1 =B p+1
L ajn | [ —Bjn |

for1< j<m,

PROOF. Assume that £(x) is reciprocal with the respective matrices being of fixed order (pyn - p).

For given signatures
(il) ey ij—l) ija ij+l$ [ERX} im)a
COTRRNE PRSP P FRRUNU J
consider the linear vector fields
fi;,...,l’,’-;,l',',:'j.g.;,...,im,
irrrriim 1y =501 *

By definition of a reciprocal vector field it happens that the matrices

M;,,...,

ij— l!‘ivij+l)"~vim

and

Miiijo =650 4 10eim
corresponding to these two linear vector fields are reciprocal of order (p,n — p). In particular, the
matrix

Miyiionisisetimim = Migiic 165054 100eesim
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is reciprocal of order (p,n — p) from which it follows that

aj1B8i1 ... aj1Bjp a;j 185 p+1

o| @ePin oo @ipBip  ajphBin
jp+1Bi1 oo @i pr1Bip  @jp+1Bj p1

L @jaBj1 ... @jaBip  @jaBjps1

@i 18 n

aj pBin
aj p+1Bi n

@i aBjn

is reciprocal. Thus aj xfj 1 = aj 1B for Lk=1,...p. As0 < ﬂ} 1+ ...+ﬁ12- » then Bj ¢ # 0 for
some 1 <! < n. Assume that 3; ) # 0 for 1 < j < n, (this assumption is to simplify the proof) then

«j = (a,- 1/,3j l)ﬂj k. Let kj = (aj l/ﬂj 1), then
aj 1 Bj 1
=R
ajp Bi »
Substituting into the above matrix gives

[ kiBi 1Bi1 .- kiBi1Bip kiBj1Bj p+1

o | KiBipPin oo kiBjpBip kB pBj pi1
ajpr1Bin o @ip1Bip @ ps1Bj pn

L ajnBi1 ... a@jaBip  @jnbBjpn
Thus
kiBi 1Bi p+1 -+ kiBj1Bjn —a; p+18j 1

kiBj pBj p+1 - kB pBin —aj pt1Bj p

Thus, equating the first rows of both matrices,

Qj p+1 Bj p+1
. = —kj .

Qjn ﬂjn

k;iBi 1B n |

k;B; mBJ' n

aj p+1B8i n

ajnBin |
—j a1

—a; afj p

Now consider the linear vector field &;,...;. The matrix M, corresponding to this linear vector

field is reciprocal, thus
bl 1 e bl n 1 m
: A IREEDY
bn1 ... ban Z2n i=1
[ kiBi1Bir ... kiBiiBip kiBj 185 p+1

kiBipBi1 ... kiBipBi,p k;iB; pBj p+1
—kiBi p+1Bir .. —kiBj p+1Bi p —k;iBj p+1Bj p11

L —kiBinBi1 ... —kiBinBip  —k;Bj nBjpt1
3

kiBi 1B 2n ]

kiBj pBj n

—k;iBj p+1Bj n

—k,-ﬂ,: nBjn



is reciprocal of order (p,n — p) from which it follows that

[bll bln]
bn1 ... bpn

is a reciprocal matrix of order (p,n — p).

[bll “cue blﬂ}
bnl o bnn

Conversely, assume that

is reciprocal of order (p,n — p) and

aj 1 Bir ]
% || Bie

Qj p+1 —Bj p+1
®jn [ =Bjn |

for 1 < j < m. Note that the matrices
[ @j1Bi1 ... aj1Bip  @j1Biprar ... @j1Bin ]
aipBit oo @ipBip  ipBipt1 ... @jpfin
jpt1Bit oo @jpr1Bip @jpi1Biptr oo Qi pi1fBin

| aj n)@jl aj ,.ﬁjp a,- nﬂjp-l-l cee ozj nﬂj,. |
[ kiBi1Bir ... kiBiiBip kiBi 1Bip+1 ... kiBj1Bin

kiBi pBi 1 oo kiBjpBip kiBj pBj p+1 --o kiBipBin
~kiBj p+1B5 1 «o —kiBj p41Bip  —kiBj p1Bj pr1 .-+ —k;jBj p1Bi n

L —kiBinBir .. —kiBiaBip  —kiBiaBipt1 --- —kiBjnBjn |
are reciprocal of order (p,n — p). Then for the linear vector fields &;,,...;,. the matrices M
b1+, 491851 ... bia+t Y ie11i®i 185 n

$1yeeerbm ?

bn 1 + Z.«;r.:l o nﬂj 1 oo bnn+ 2;'.:1 ijaj nﬂj n
are reciprocal of order (p,n — p). Thus &(x) is a reciprocal vector field of order (pyn — p).

ExampLE 1.5. (Figure 1.) A reciprocal vector field in 2 of order (1, 1) is that given by
t t
z|_ |3 3 4 z 6 3 z -1 1 x| _
[I=Cl=La SIG (SR Bl BB B -
EXAMPLE 1.6. A reciprocal vector field in 4 of order (2, 2) is that given by
w -1 -1 -4 4 -1 2 17 rw 15

w 5 w

T -3 3 -2 -1 5 z 6 3 z 12 4 T
0 Bl IR Il IR I VR PR I 0 I I O A I

z 2 4 3 4 2 z -10 5 z -6 2 z



§2. The pseudo-reciprocal vector field.
Definition 2.1. A pseudo-reciprocal vector field £ is a vector field for which there exists a matrix

X and reciprocal vector field ¢ such that either (X o £)(x) = {(x) or &(x) = (X o ¢)(x).

Definition 2.2. Given a matrix A, define the set
Pi(A, p) = {X: XA is reciprocal of order (p,dim A — p)}.

The matrix X is such that XA is a reciprocal matrix of order (p, dim A — p).

Lemma 2.3. Considering a matrix X written in the form of a n x n-tuple

[ 21 1]

T1in

Tnl

LZn n

there exists a finite set of vectors vy,...,v, € R**X" such that
Pi(A,p)={tavi+...+t,v, : t1,...,t, € R}.

Proor. If XA is reciprocal of order (p,n — p) then .

n n
Ez‘i kakj=zzj kQk §
k=1 k=1
for1<4,j<p,
n n
sz kakj=—zxj kQk
k=1 k=1
for1<i<p, p+1<j<n,
n n
Zzi kakj-_-—z-’cj kGk i
k=1 k=1
forp+1<i<n, 1<j<p and
n n
Zl‘i kakj=zxj EQk i
k=1 k=1

forp+1<i,j<n

The solution to the above equalities can be written as the matrix equation

[Z11] 07
C11 cen Cl nxn zl.n [;
Caxnl -+« Cuxnnxn Zn1 ) 0
... ] Lol



Thus, X € Pi(A, p) if and only if it solves the above equation. This means that

Pn i
Tin

Znl

LZnn J

is in the kernel of the matrix in the left-handside of the above equation. By linear algebra, the
kernel is a linear subspace of ®**" which can written as the span of the linearly independent vectors

Viy...y Vs. Thus,
Pi(A,p)={t1v1+...+t,v,:tl,...,t, 632} [ |
Lemma [3] 3.12. Given two linear subspaces spanned by the vectors vi,..., vp and wy,...,Wg

respectively, the intersection of the two subspaces is given by the span of some vectors uy,...,u,

withr < p,q.
Theorem 2.4. Let ¢ be a vector field of the form
T3 o1 bir ... bia T3 m | %1 ﬂjl ‘ I
€[E=‘:+E A EEEED D R | R N N
Tn Qn bar ... bpn Zn i=t Qjn Bijn ZTn
There exists a matrix X such that (X o €)(x) is a reciprocal vector field of order (p,n — p) if and

bir ... bin m ajlﬂjl oo ajlﬂjrl
Xepif | : el NP : : e
i=1

bat ... bpn anﬂjl ajnﬂjn

PROOF. Assume that there exists a matrix X such that (X 0&)(x) is a reciprocal vector field of order

only if

(P1g). As in the proof of theorem 1.4, it is necessary and sufficient that
bu e bln
X :
bpr ... bnn

aj18i1 ... @j1Bjn

and

x . .
ajnﬁjl aj,,ﬁ,-,,
to be reciprocal matrices of order (p,n — p) matrices for (X o £)(x) to be a reciprocal vector field of

order (p,n — p). Thus

bi1 ... bin m aj1Bi1 ... @j1Bja
XePif | : el NPi ; : el . N

b,.l b,m j=1 a,-,.ﬂ,-l ajnﬂj"



Definition 2.5. For vectors v, w define the set

( [ U1 [ w1 7))
v w
Pj(v,w,p):UJX: Pl =kX P S .
v —w
kER Pt P
. L Vg J L — Wy Jd/

Theorem 2.6. Let £ be a vector fleld of the form

31 o by ... bl [ m | @1 Bin]' =1
El:|=1|:(+]|: : s+ : : 7B
Tn Qn bnt ... ban Tn j=1 Qjpn ,Bjn In

There exists matrix X and reciprocal vector field {(x) of order (p,n — p) such that £(x) = (X o¢)(x)

if and only if
[ Bix 1| B ]
Ty o} by ... ba] rz: m ﬁ ﬂ z
I . . . : i p i P T
C[z:,.]_ a:;, ’ bg,l b;:m_ [:c:,.] +§k] -ﬂj.pﬂ ﬁjf’“ |::’4‘:n:| T
| 5. 111 ﬂ.;'n .

_ : .
xe(\ri|| %2 |,| %7 |.p

j=1 @j p+1 —Fj p+1
\_ aia | L _ﬂj n |
'
bll bln
! ]
nl bnn

is reciprocal of order (p,n — p) and

b ... bin b'll ‘e b’lu [+31 C!'l
: L |=x] SREAEIIE
bar ... bum o, ... b, Lan o

Proor. If {(x) is a reciprocal vector field such that £(x) = (X o ¢)(x) then ¢ is not differentiable

along the same points that £ is not differentiable. As ¢ is also a reciprocal vector field then it has

the form
" Biv 1T B 1
T all ’11 'ln T1 m ﬁ: ,3: Z1
= : : : k: ip ip N
¢l : ] + ; ; : +Z-:1 i =8 pi1 Bi pe1 : i
Zn al In -+ bhn] Lzg = . . Zn
L —Bin 1L Bin |




with
b, ... b,

! !’
O

reciprocal of order (p,n — p). From the equalities

T z1
6"1y---v"j—lvlyij-i-h"-)"m . = E‘l""t"j—lv—lyij+l!"')im : +

Tn Zn
Gj1
. t
: Bi 1
o
o 4 . . ,
2 o : O e £
J ptl
. Bin Tn
L @in |
21 E5 1
(x ° C)"lv"v")’-lyl’ij-i-h---,im . = (x ° C)"h---y"j—l1‘1v"j+h~""m : +
Tn Tn

[ Bir ]

: Binl' 1z
Zka ﬂ" p : . -
—ﬂj p+1 y *
: ﬁjn Zn
L -ﬁj n

6“19-*-1"1'—lvlvij+ly-°~v‘.m (x) = (x ° C)"lv-w"j—lvly‘j+ly°--)‘m(x)

f"ly"'vij-h_lvij-i-h-"v‘.m (x) = (x ° C)"h“n‘.j—lt_lyij-lnlv'"vim (x)

it follows that - _ -
[ aj1 Bi1
YGr | kX Bi p
@ pt1 -8 b
L Qjn | [ —Bjn |
Thus - -
( ajy ( Bj 1

o :
Xe Pj % p
,Q Mleiven || Bipn [P

L i )] L Bia |

Now consider the two linear vector fields

t
ajy Bi1 [-’01

Z1 ay b1 ... bin 1 m
1| =] [+]: : c |+ Z : :
bai ... band Lza =t | aj, Bjn

Ty Qn

Tn

8



and

z a n e Yal . m Bi1 Bir]' =
(Xo()s,...,1 [ =X +X| : : +Z ki X | : : -
Tn an b, ... b, Lzl 3=t Bin Bin] Lza

which agree on the set A, .. ;. Equating the derivatives

8 z1 ] bi m | %1
%-:51.....1 C = E}+Z © | B

ji=1

LTp J bm' Ujn
S By ]
P KN b’ll m ﬂ
—_—(X . =X . k; X ip 1]
az;( ° . B +,-z=:1 T =B p hi
| —Bjn |

gives

for 1 < i € n. Thus,

bir ... b1n b’ll s ,In
=X : .

bpi ... bnn

Equating the constant terms in the linear vector fields requires that

7 !
In *°° bnn

(71 m (2731
A= (=] ¢ |%
e 7Y j=l ajn
C By T
4] . ﬁ3
dXoe Q) =X| : | =D kX | 7P |
o j=1 Jp+l
n :
L ‘ﬁj n
are identical from which it follows that
oy of
an ol

Conversely, assuming that the stated equalities hold, then it is an easy matter to check that

&(x) = (X 0 ¢)(x) where {(x) is a reciprocal vector field. [ |



$3. Auxiliary results.

The following are some auxiliary results needed to ensure that the alogrithms to be presented can
indeed be implemented in a deterministic fashion. Unlike existence proofs where it is sufficient
to demonstrate validity of a claim, c'onstructive proofs are much more useful in the design and
implementation of functional algorithms.

The first two results deal with properties of polynomials while the rest deal with symmetric

matrices.

Definition 3.1. Let a € (IN U {0})*, then

k
o= o

i=1
and

a . 0 ax
X =2 ...tk .

Proposition [3] 3.2. Let

flz) =) ezl

i=0
be a polynomial in the variable z, of degree r with c, # 0. There exists % # 0 such that f(y,) # 0.
PROOF. If 0 = r then let y; = 1. In this case, f(y1) = co # 0. Assume that 1 < r, then
r—1
f(z1) =cp2] + Zc,-:c'l.
i=0

It may be assumed that ¢, > 0, otherwise consider —f(z;) instead of f(z1).

Let
M = max{l¢;|:i=0,...,r— 1}
Mr4+1
v1 = max{1, }.
Cr
Then

r—=1
fn)=cl+ > eyl
1=0
r—1
ey - MYy
i=0
> cry] — Mry;~?
= y'l'"l(c,yl - M")
>0, |
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Proposition [3] 3.3. Let

r

f(zla---,rk)=z Z CaX®

. =0 la|=r
a€(INU{0})*

be a polynomial in k variables of degree r with cq # 0 for some |a| = r. There exists y;,...,yx # 0
such that f(y1,...,y&) # 0.

PROOF. If 0 = r then let y; = ... = yx = 1. In this case f(1,...,1) = €(,...,0) # 0. Assume that
1< r, then

r—1
flzy,y...,zp) = Z cax°+z (z cax") .

la|=r i=0 \|al=i

Consider the nontrivial homogeneous polynomial given by

g(zl»--wzk) = Z CaXx”.

lal=r

Define new variables y3,...,yx by yi = z . Then g(y1,...,y%) = h(z1) is a polynomial in z,

(1r+l)"‘
of order at most #(r + 1)¥~1. By proposition 3.2 there is a value y; # 0 such that h(y,) # 0. Then
the values y,..., yg'“)k-l # 0 satisfy g(y1,..., yg'“)hl) = K # 0. It may be assumed that K > 0,
otherwise consider —f(zi,...,zx) instead of f(zy,...,zx).

Let
M = max{|cq| : |a| = 0,...,r = 1}

e=max{|y|:i=1,...,k}

and choose
11 (r+k-=2) __
A= v oy [ M= -1 .
ma.x{l b (M k=1 re +1)}
Then

r—1
FQAyn, ..o dype) = Z ca(Ay)® + Z ( Z ca(/\y)"‘)

jal=r i=0 \]o|=i
r—1
=" Z cay"’+z (Z caA‘y°)
lal=r i=0 \|a|=i
r—1 .
SNK-MY [ Y aye
i=0 \|a|=i
r-1 ,.
i+k—-1 ..
> r — $ .8
>\K M‘;( b1 )Ae
. (r+k-=-2) 1.
> - ALY A Y r
>NK-M =D rA" e
= )\r-1 - (7‘+k—2)! r-l)
=A (/\K M_(k— 01 re
> 0. |

11



Proposition [3] 3.4. Let {w),...,wy} be a basis for a linear manifolds of matrices. An element
7
}E:z;vv;
=0
is symmetric if and only if
q
Z z.'(w.- - w,') =0.

=0

Proposition [3] 3.5. Let the given symmetric matrix be

Y1 ... ¥Yin
Yo=| : :
Yni ... Ynn
Define the symmetric submatrices
Yyun ... Yu
Yo=| : :
Yir - Vi

for 1 < i < n. The matrix Y, is postive definite if and only if det(Y;) > 0 for1 < i <.n.

§4. The pseudo-reciprocal vector field £ = X o ¢ with X an invertible matrix.

If £ is a pseudo-reciprocal vector field of the form ¢ = X o ¢ where X is an invertible matrix then
X~1o¢£ is a reciprocal vector field. Thus, a pseudo-reciprocal vector field of the form é = X o(, X
invertible, has an invertible matrix Y such that Y o€ is a reciprocal vector field. Conversely, if there
does not exist an invertible matrix Y such that Y o ¢ is a reciprocal vector field then ¢ cannot be
decomposed as £ = Xo( with X an invertible matrix and ¢ a reciprocal vector field. It is immediate
that if such a matrix Y exists then £ = Y~ 0 (Y 0 ¢) is a valid decomposition of the desired form.

Let the vector field £ be given by

) s3] bu cse bl,, (3] m aj1 ﬂjl ¢ Ty
El =] +]: SRR ED M IR I N P
i=1

Tn [+ 2% bﬂl ces bﬂn Ty ajn ﬂjn Tn

then an algorithm to determine the existence of invertible matrices Y with Y o £ a reciprocal vector
field is given by the following sequence of steps:
Step 1: Let s = 1.

Step 2: Let S = {w},..., wg } where the vectors {w},..., w9 } form a basis for

bu bln
Pi : S Y- I
bar ... ban

12



Step 3: For i=1 to m repeat the steps 3.1 through to 3.3.

Step 3.1: Let T = {v{,..., v},} where the vectors {v,..., v} } form a basis for

‘ajiBin ... @j1Bin
Pi : ]
ajnfit ... @jnPin
Step 3.2: Let R = {w{,..., w} } where the vectors {wj,...,wi } form a basis for span(S) N
span(T).
Step 3.3: Let S = R.

Step 4: Form the matrix

dm
Y(21,..092q,) = Zz;w{"

i=1

and let f(z1,...,2,,) be the polynomial given by
f(z1,...,24,) = detY(zy,..., 24, ).

Step 5: Determine if f(zi,...,2,,) is identically the zero function. If it is then go to step 6 else
choose values for zy,...,z,, such that f(z1,...,2,,) # 0 and go to step 7. |

Step 6: In this case, all matrices Y such that Y o§ is a reciprocal vector field of order (s,n — s) are
non-invertible. If s < n then let s = s + 1 and go to step 2, otherwise there do not exist invertible
matrices Y such that Y o £ is a reciprocal vector field of any order. The vector field £ cannot be
written in the form £ = X o ( where X is invertible and ¢ is a reciprocal vector field.

Step 7: In this case, there exists a set of values zy,..., Z4,. such that the matrix

qm
Y(z1,..002q,) = Zx;w{”

i=1
is invertible and Y o £ is a reciprocal vector field of order (s,n — s). Thus £ can be written in the

form £ = Y~! o (Y o £) with Y~! invertible and Y o £ a reciprocal vector field.

ExaMPLE 4.1. (Figure 2.) This example will demonstrate a case where the desired decomposition

][]

does not exist. Let the vector field be given by
Tyl _ 1 0 0 ) 0
[al =Gl sz [

Step 2: By lemma 2.3, it is required to solve for X where

11 ZTi12 0 0 - 0 12
T21 IT22 01 - 0 22
13

Step 1: Let s = 1.



is a reciprocal matrix of order (1,1). Thus z;5 = 0 and a basis for § is given by the vectors

1 0 0
0 0 0
o|'|1]’]0
0 0 1

Step 3: Since m =1 then steps 3.1 to 3.3 need only be used once.

Step 3.1: By lemma 2.3, it is required to solve for X where
i1 212 00 _ | %12 0
21 Za2| |1 O] [z22 O
is a reciprocal matrix of order (1,1). Thus z32 = 0, a basis for the 7T is given by the vectors
1 0 0
0 1 0
0’10’1
0 0 0

Step 3.2: By lemma[3] 3.12, it is needed to find the kernel of the matrix given by

OO O =
o= OO
[l == = I =]
SO O -
SO O
o= OO

which is the span of the vectors

Thus, R is given by the span of the vectors

Step 4: The matrix Y(z1,z,) is given by

-1 0 0

Y(z1,22) = 21 [ 01 0] +z2 [_?1 0]
R Bt 0
T |-z 0

14



and the function f(z,z2) is given by f(z1,z2) = det(Y(z1,22)) = 0.

Step 5: It is clear that f(z;,2) is identically the zero function.

Step 6: It can be concluded that £ may not be decomposed as the composition of an invertible

matrix X and a reciprocal vector field ¢ of oreder (1,1). As s <2 thenlet s =s+ 1= 2.

Step 2: By lemma 2.3, it is required to solve for X where

T11 212
T21 -’szj

|

is a reciprocal matrix of order (2,0). Thus =

11
0
0

I

00
01

| =

12=0anda

0
0
? 1 )

0

0 12
_0 22

|

basis for S is given by the vectors

0

0-
0
0
1]

Step 3: Since m = 1 then steps 3.1 to 3.3 need only be used once.

Step 3.1: By lemma 2.3, it is required to solve for X where

Ty T12
T21 T22 |

|

is a reciprocal matrix of order (2,0). Thus z

11
0
0
0

0 0
10

i

0
1

0
0

Ii2
| 22

|

22 = 0, a basis for the T is given by the vectors

0-

0
1

’ 0 ’
0

0.

Step 3.2: By lemma[3] 3.12, it is needed to find the kernel of the matrix given by

10010
0 0 0 01
01000
0 0100
which is the span of the vectors
—117 r 0 1
0 -1
0 0
1’1o
0 0
L o] L1
Thus, R is given by the span of the vectors
-—1- r 0 -
0 0
0]'-1
Lol Lol
Step 3.3: Let S be the span of the vectors
[—17 [0 ]
0 ]
0 ('|-1
Lol Lol

15
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Step 4: The matrix Y(z1,z;) is given by
-1 0 0 0
Y(:c1,zg)=a:1[ 0 0]-!-:02 [_1 0]
I Bt 51 0
- -T2 0
and the function f(z1,z2) is given by f(z, z2) = det(Y(z1, z3)) = 0.
Step 5: It is clear that f(z1,z2) is identically the zero function.

Step 6: It can be concluded that £ may not be decomposed as the composition of an invertible

matrix X and a reciprocal vector field ¢ of order (2,0). As s = 2, the algorithm terminates without

a successful decomposition.

EXAMPLE 4.2. (Figure 3.) This example will demonstrate a case where a desired decomposition

L z])

exists. Let the vector field be given by
z| _ |1 3 3| |=, -1
[al=0J+[ 2] (]2

Step 2: By lemma 2.3, it is required to solve for X where

Step 1: Let s = 1.

rn z12| 3 3 — |3zu+ 212 3z11+ 221
T21 T2 ) |1 2 3z21 + T22 3z21 + 2222

is a reciprocal matrix of order (1,1). Thus, a basis for S is given by the vectors

_§. -1
1 0
o|'l1])’
0 0

1
3

- o o

Step 3: Since m =1 then steps 3.1 to 3.3 need only be used once.
Step 3.1: By lemma 2.3, it is required to solve for X where

[2—‘11 1‘12] [—1 -1] - [—1‘11 -T2 —In-— 1‘12]
21 Ta2] [-1 -1 —Z31— T2 —T21 — T2
is a reciprocal matrix of order (1,1). Thus, a basis for the T is given by the vectors
-1 -1 -1
1 0 0
o|'f1]'10
0 0 1

Step 3.2: By lemmal[3] 3.12, it is needed to find the kernel of the matrix given by

-3 -1 -} -1 -1 -1
1 0 0 1 0 o
0 1 0 0 1 0
0 0 1 0 0 1



which is the span of the vectors
-2

Thus, R is given by the span of the vectors

Step 4: The matrix Y(z1, 22) is given by

Y(z1,22) =2, [(1, —12] + 22 [_11 g]
- [zl — 2 —2::1]
z2 z3
and the function f(z1,z2) is given by f(z, z2) = det(Y(z1, 22)) = 2% + 21 2,.
Step 5: It is clear that f(z1,z2) is not identically the zero function, the values of 2; = 1,2z, = 1
satisfies f(z1,z2) # 0.

Step 7: It can be concluded that £ may be decomposed as the composition of an invertible matrix

X and a reciprocal vector field ¢ as

)= 7]

17



§5. The pseudo-reciprocal vector field £ = X o ¢ with X an invertible symmetric matrix.

If { is a pseudo-reciprocal vector field of the form € = X o ¢ where X is an invertible symmetric
matrix then X~1 o £ is a reciprocal vector field. Thus, a pseudo-reciprocal vector field of the form
£ = X o¢, X invertible symmetric, has an invertible symmetric matrix Y such that Yo £ is a
reciprocal vector field. Conversely, if there does not exist an invertible symmetric matrix Y such
that Yo is a reciprocal vector field then £ cannot be decomposed as £ = X o(¢ with X an invertible
symmetric matrix and ¢ a reciprocal vector field. It is immediate that if such a matrix Y exists
then £ = Y=o (Y o¢) is a valid decomposition of the desired form. However, if there does not exist
an invertible symmetric matrix Y such that Y o £ is a reciprocal vector field there may still exist
invertible matrices Y with Y o £ a reciprocal vector field.

Let the vector field £ be given by

t
1 g bir ... bin 2 m | @1 ﬂjl Ty
NN S R N S ol I 1| R I I e
Zn Qn bp1 ... band Lz, =1 | ajn Bin Tq

then an algorithm to determine the existence of invertible symmetric matrices Y with Yo¢ reciprocal
vector fields is given by the following sequence of steps:
Step 1: Let s = 1.

Step 2: Let S = {w},...,w{ } where the vectors {w},...,w$ } form a basis for

bir ... bin
Pi Y
bnl s bnn
Step 3: For i=1 to m repeat the steps 3.1 through to 3.3.
Step 3.1: Let T = {v{,..., v } where the vectors {vi,..., v}.} form a basis for
@181 ... aj1Bjn
Pi )8
ajnBijt ... @jnBjn
Step 3.2: Let R = {wj,...,wj.} where the vectors {wi,...,w .} form a basis for span(S) N
span(T).
Step 3.3: Let S = R.
Step 4: From the equation

qm
D zi(wit = (wP)) = 0

=1
determine a set of independent variables zy,...,z; and dependent variables zg4,..., zg,.- Form

the matrix .
Y(z1,...,2x) = Z zw’
=1

18



and let f(z1,...,2%) be the polynomial given by
f(z1,...,zk) = detY(zy,...,zk).

Step 5: Determine if f(z1,...,z) is identically the zero function. If it is then go to step 6 else
choose values for z,,...,z such that f(z,...,z¢) # 0 and go to step 7.

Step 6: In this case, all symmetric matrices Y such that Y o £ is a reciprocal vector field of order
(s,n — s) are non-invertible. If s < n athen let s = s + 1 and go to step 2, otherwise there do not
exist invertible symmetric matrices Y such that Y o £ is a reciprocal vector field. The vector field £
cannot be written in the form £ = X o { where X is invertible symmetric and ( is a reciprocal vector

field.

Step 7: In this case, there exists a set of values z,,...,z; such that the matrix

Im
Y(z1,..02q,) = Z:c.-w,f"

=1
is invertible symmetric and Y o( is a reciprocal vector field of oreder (s,n—s). Thus £ can be written

in the form £ = Y~=1 0 (Y o &) with Y~! invertible symmetric and Y o ¢ a reciprocal vector field.

ExaMpLE 5.1. (Figure 4.) This example will demonstrate a case where a desired decomposition

HiER

exists. Let the vector field be given by
z1| _ |1 8 5| |z 5
[m]=Ll+ 3] [2]+

Step 2: By lemma 2.3, it is required to solve for X where

[0311 zn] [8 5] — |8z + 7212 Sz11+ 7712
Ty T2 |7 T 8z21 + Txas 521 + Tz22

Step 1: Let s=1.

is a reciprocal matrix of order (1, 1). Thus, a basis for S is given by the vectors

_79 r_8 _7
4 5 :4
1 0 0
ol'l1]'|lo
0 0 1

Step 3: Since m =1 then steps 3.1 to 3.3 need only be used once.
Step 3.1: By lemma 2.3, it is required to solve for X where

[zn :cn] 5 10] _ [5z11 + 4x12 102y + 8212
1 Z22) |4 8 | Sz21 + 4x22 10z2; + 8z22

is a reciprocal matrix of order (1,1). Thus, a basis for the T is given by the vectors
44 1 2
-5 -7 -F
1 0
0 0
0 1

0
’ 1 ’
- 0

19



Step 3.2: By lemma([3] 3.12, it is needed to find the kernel of the matrix given by
7 _8 _1 4 _1 2

5§ TF 5 —§ —3 -~
1 0 0 1 0 0
0 1 0 0 1 0
0o 0 1 o0 0 1

which is the span of the vectors

Thus, R is given by the span of the vectors

L 1J Lo |

Step 3.3: Let S be the span of the vectors
- ﬁ - - 290 o

5 |1h

o
[~ ]

1
L 1J Lo J
Step 4: The equation

(18 F-[8 2)o((F H-[8 4)- L0

determines that

from which z2 = —12z,. Thus,

i -4],., (% %
Y(““)""“[o 1]*”2_1 o]
31 _10
zl[vfo 1"]
17

and f(z1) = det(Y(z1)) = Zgzi.

Step 5: It is clear that f(z;) is not identically the zero function. The value of z; = 85 satisfies
f(z1) #0.

Step 7: It can be concluded that £ may be decomposed as the composition of an invertible symmetric

matrix X and a reciprocal vector field ¢ as
-1
-~50 31 =50
f[ ] [—50 85 ] ° ([—50 85 ] °£)

wsli Bl ([]+ [ LB ),

20



§6. The pseudo-reciprocal vector field £ = X 0, X a symmetric positive definite matrix.

If £ is a pseudo-reciprocal vector field of the form £ = X o where X is a symmetric positive definite
matrix then X~! o £ is a reciprocal vector field. Thus, a pseudo-reciprocal vector field of the form
€ = X o(, X symmetric positive definite, has a symmetric positive definite matrix Y such that Y of
is a reciprocal vector field. Conversely, if there does not exist a symmetric positive definite matrix
Y such that Y o £ is a reciprocal vector field then £ cannot be decomposed as £ = X o ¢ with X
a symmetric positive definite matrix and ¢ a reciprocal vector field. It is immediate that if such a
matrix Y exists then £ = Y~ o (Y 0 ¢) is a valid decomposition of the desired form. However, if
there does not exist a symmetric positive definite matrix Y such that Y o £ is a reciprocal vector

field there may still exist invertible symmetric matrices Y with Y o ¢ a reciprocal vector field.

Theorem 6.1. Let £ be a vector field of the form

t
T o) b1y ... bin I m | &1 ﬂjl Ty
el =] [+]: RIERES S N I N N
Tn (271 bar ... ban Tn i=1 Qjn ﬂjn Tn

There exists a symmetric positive definite matrix X such that (X o £)(x) is a reciprocal vector field

of order (s,n — s) if and only if

bin ... bin m oi1Bir ... @j1Bin
XePi|| : : LsIN N e : : s,
bai ... bnn i=1 ajnBin ... @jnfBin

X is symmetric and fori=1,...,n,

Z11 ... Ty§
0 < det :
75 - 71

PRroOF. Immediate from theorem 2.4 and proposition[3] 3.5. [ |

Let the vector field & be given by

t
T a bin ... bl [21 m | @1 Bij1 T
IHEIHEE AT R
Tn Qnp ba1 ... ban In 3=1 Ujn Bin Tn

then an algorithm to determine the existence of symmetric positive definite matrices Y with Y of
reciprocal vector fields is given by the following sequence of steps:
Step 1: Let s = 1.
Step 2: Let S = {w),..., wd } where the vectors {w},..., wd } form a basis for
by ... bin
Pi X
bp1 ... ban
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Step 3: For i=1 to m repeat the steps 3.1 through to 3.3.
Step 3.1: Let T = {v{,...,vi.} where the vectors {viy. oy v}, } form a basis for
aj1fir ... ajiBin
Pi )
ajnfBjy ... jnPBin
Step 3.2: Let R = {wi,..., w} } where the vectors {wi,..., w},} form a basis for span(S) N
span(T).
Step 3.3: Let S = R.
Step 4: From the equation

qm
2 m(wi = (W) = 0
i=1

determine a set of independent variables z,,...,z; and dependent variables zr41,..., 24, . Form

the matrix

dm
Ya(z1)...02k) = Zz;w}”.
i=1

Define the matrices

Ya(zyyeoohZe)1r ... Ya(z1y.o oy Ti)1i
Yi(z1,...,28) = :

Ya(z1,..., k)il ... Ya(zy,-.., Tg)is

and let fi(z;,...,zx) be the polynomial given by
f.-(zl, ceey :L‘k) = deth(zl, ceey a:k)

for1<i<n.

Step 5: Determine if there exist values z,...,zx such that the following set of inequalities hold

simultaneously,
f1(:l:1, ceny :c;,) >0

fa(z1y.. ., zx) >0.
If such values do not exist then go to step 6 else go to step 7.
Step 6: In this case, all symmetric matrices Y such that Y o £ is a reciprocal vector field of order
(syn — 8) are either non-invertible or invertible and not positive definite. If s < n thenlet s = s+ 1
and go to step 2, otherwise there do not exist symmetric positive definite matrices Y such that Yot
is a reciprocal vector field. The vector field £ cannot be written in the form § = X o( where X is
symmetric positive definite and ¢ is a reciprocal vector field.

Step 7: In this case, there exists a set of values zy,...,zx such that the matrix

qm
Ya(z1,...024,) = Ez,-w,?"

i=1
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is symmetric positive definite and Y, o £ is a reciprocal vector field of order (s, n — s). Thus £ can be
written in the form £ = Y ;10(Y,0£) with Y;! symmetric positive definite and Y, o€ a reciprocal

vector field.

ExampLE 6.2. (Figure 5.) This example will demonstrate a case where a desired decomposition

B] [+

exists. Let the vector field be given by
x| _ 5 7 Ay -3
¢ [32] - [24 36] [32] * [—16]

Step 2: By lemma 2.3, it is required to solve for X where

Step 1: Let s = 1.

T 12| |5 T | _ |57+ 24z Txyy + 3622
T21 Z22 24 36| |5z9; + 247222 Tx21 + 36z22

is a reciprocal matrix of order (1, 1). Thus, a basis for S is given by the vectors

_ 36 _5 24
v 7 ks
1 0 0
0 11 ]! 0
0 0 1

Step 3: Since m =1 then steps 3.1 to 3.3 need only be used once.

Step 3.1: By lemma 2.3, it is required to solve for X where

Z11 T12 -3 -3 _ —3311—161‘12 —3211—16312
T21 T22 —-16 =16 = [ =322 — 16292 —3z21 — 16222

is a reciprocal matrix of order (1,1). Thus, a basis for the T is given by the vectors

—16 -1 _16
3 3
1 0 0
0 11 0
0 0 1

Step 3.2: By lemma(3] 3.12, it is needed to find the kernel of the matrix given by

-3 -5 -3 _18 1 _1s
T 3 3
1 0 0 1 0 0
0 1 0 0 1 0
0 0 1 0 0 1
which is the span of the vectors
-107 -3
0 1
1 0
10 ['[ 3
0 -1
-1 0
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Thus, R is given by the span of the vectors

48 7
-0 | -3
0 |'| 1
1 0

Step 3.3: Let S be the span of the vectors

48 7
-10| | -3
0 |'| 1
1 0

Step 4: The equation
t t
48 -10] [48 -10 7 3] _[7 -3\ _[o o
”1([0 1]'[0 1])*“([1 o] [1 o] ) o o

determines that
0 —10] 0 -3]_fo o
”‘[10 0 _+”2[g 0]‘[0 0]
from which z, = —42,. Thus,
Y(.‘B)::L‘ '48 —10 + 2z 7 _%
2(z1 1|y 1 2|y

:20 —4
B
Yl(:cl) = [20221]

=zl

and
fa(z1) = det(Ya(21)) = 42}

fi(z1) = det(Y1(z1)) = 20z;.

Step 5: It is clear that the inequalities
4z >0

20z, >0
can be satisfied simultaneously by z; = }.

Step 7: It can be concluded that £ may be decomposed as the composition of a symmetric positive

definite matrix X and a reciprocal vector field ¢ as
z 5 -1]"" 5 -1
1] _ - -

[2]=15 7[5 71

=[ Al (B ]

).
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§7. The pseudo-reciprocal vector field £ = X o0 {, X a diagonal positive definite matrix.

If § is a pseudo-reciprocal vector field of the form £ = X o { where X is a diagonal positive definite
matrix then X~! o £ is a reciprocal vector field. Thus, a pseudo-reciprocal vector field of the form
£ = X o, X diagonal positive deﬁnité, has a diagonal positive definite matrix Y such that Y o ¢
is a reciprocal vector field. Conversely, if there does not exist a diagonal positive definite matrix
Y such that Y o ¢ is a reciprocal vector field then & cannot be decomposed as £ = X o ¢ with X
a diagonal positive definite matrix and ¢ a reciprocal vector field. It is immediate that if such a
matrix Y exists then £ = Y~! o (Y 0 £) is a valid decomposition of the desired form. However, if
there does not exist a diagonal positive definite matrix Y such that Y o is a reciprocal vector field

there may still exist symmetric positive definite matrices Y with Y o £ a reciprocal vector field.

Definition 7.1. Define the set

([ di ] [ diap ] F A )
a ,31 : . N
d, dpa B
s+ Lyl = : R Lo =2 P .
E p < 1 JIAeR> dps10p41 B ;
Qn Bn . . .
\L d, L dpna, L —Bn 1/

Lemma 7.2. There exists vectors such that

ay B k i1
Qg ﬂn i=1 Cin

PROOF. It is required to solve the equations

diay =Af

dpap =Afp
dp+10p41 = — ABpy1

dntn = — Af,.

If there exist a; = 0 with §; # 0 then 0 = AS; from which A = 0 and the above equations reduce to

dlal =0

dpayg =0.
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Let e; denote the i-th coordinate vector. If Qiyyeony0i; #F0and ..., @4, =0 then

Q) B n
E S I IR Y 2 Z ti.ei 1 ti, ERH.
and xS

If it happens that whenever o; = 0 that §; = 0 then consider Qiyyoo oy @i F 0,045,500, a4, =0,

The equations reduce to
di i, =AB;,

diyay, =AB;,

dix+1al'l+| == Aﬂil-l-l

dl'ja!',' - Aﬁij
foriy<...iy<p<p+1<i41<...,in. Thus

(23} B i . Fi _a n
E O P T P ,\(Za#eik_*_ Z a.“eiu)'i- z tiei, : \Mti, eRY. 1

. - 11 Y - th —
an Bn k=1 k=141 =j+1

Definition 7.3. Define the set

bir ... bin dy dibiy ... dibia
F o lap) = N reciprocal of order (p,n—p) ;.
b1 ... ban dn dpbar ... dupbapn

Lemma 7.4. There exists vectors such that

(L )8 e

PrOoOF. It is required to solve for a matrix
[ dibyy ... dibin }
dpbp1 ... dpbpg

d,'b,'j = djbj,'

satisfying the equalities

for 1<, < p,
d.‘b.‘j = —djbj,'
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for 1<i<p p+1<j<n,
d,'b.'j=—djbj'

forp+1<i<n, 1<j<p and
d.'b.'j=djbj.'

forp+1<i,j<n.

The above equations can be rewitten as

[ €11 ... C1a ] [dll [0]
Caxnl -+ Caxnn dn 0

By linear algebra theory there are vectors such that

bun ... bin k d;
F 2| = t; : tHERD. [ |
ba1 ... ban i=1 d;

Definition 7.5. Given dy,...,d, € R then

d 0 0

0 d 0
Ady,...,ds) = :

0 0 dn

Theorem 7.6. Let £ be a vector field of the form
1 (=71 bii ... bin z m | &1 ﬂjl ‘ £
el il=|:]+]: SRR ED M AN ERELYE
Ty Qan b1 ... ban Tq i=1 Qjn ﬁjn Tn

There exists a diagonal positive definite matrix A(d, ..., dy) such that (A(dy,...,dy) 0 &)(x) is a

reciprocal vector field of order (s,n — s) if and only if

b1y ... bin m aj1 Bi
A(dy,...,dn)€F [ | :  s)NINE .o s

bnl oo b"ﬂ j=1 Ujn ﬂ]'l
and0<d; fori=1,...,n.

PROOF. Assume that there exists a matrix A(d,..., dn) such that (A(dy,...,ds) 0 €)(x) is a recip-

rocal vector field of order (s,n — s). As in the proof of theorem 1.4, it is necessary and sufficient

that
l:dlbu ee. dibin }
dpbpi ... dpbpa
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be reciprocal of order (s,n — s) and

Bi1
diajy Eﬂj.
: =Aj | Bjst1
d,,a,-,.
ﬁjn

for (A(dy,...,ds)0€)(x) to be a reciprocal vector field of order (s, n — s). Thus, by lemmas 7.2 and

7.4,
bir ... bin m ajy Bin
A(dy,...,d,) €F : s N E S N I

bnl ‘e bnn j=1 Ujn ﬂjn
The condition that 0 < d; is necessary and sufficient for A(dy,...,d,) to be a diagonal positive

definite matrix. [ ]

Let the vector field £ be given by

21 oy bir ... bin T m | %1 ﬂjl f 1
flif=|:|+]|: SRS R S N RN
Tn Qg bn1 ... ban Tn i=1 Qjn ﬂjn Tn :

then an algorithm to determine the existence of diagonal positive definite matrices Y with Y o £
reciprocal vector fields is given by the following sequence of steps:
Step 1: Let s = 1.

Step 2: Let S = {w},..., wJ } where the vectors {w},..., w$,} form a basis for

bll oo bln
F .8,
b’ll o bnn

Step 3: For i=1 to m repeat the steps 3.1 through to 3.3.

Step 3.1: Let T = {v{,..., v} } where the vectors {vi,..., v} } form a basis for

ajy Bi1
E Sl ot s
Qjn Bin

Step 3.2: Let R = {wi,..., wi } where the vectors {wi,..., wi.} form a basis for span(S) N
span(T).

Step 3.3: Let S = R,
Step 4: Determine if there exist values z,,..., Z4,. such that the following set of inequalities hold

simultaneously,
z(wilh+...+ Tgn(War )1 >0

21 (W )n + ... + 24, (WE )a 0.
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If such values do not exist then go to step 5 else go to step 6.

Step 5: In this case, all diagonal matrices Y such that Y o ¢ is a reciprocal vector field of order
(syn — s) are either non-invertible or invertible and not positive definite. If s < n then let s = s + 1
and go to step 2, otherwise there do nbt exist diagonal positive definite matrices Y such that Yo¢
is a reciprocal vector field. The vector field £ cannot be written in the form £ = X o ¢ where X is
diagonal positive definite and ¢ is a reciprocal vector field.

Step 6: In this case, there exists a set of values zy,..., 2 such that the matrix

A(y1s--+1Yn)

with

dm
yj =) ziwl);

i=1
is diagonal positive definite and A(y1,...,yn) o€ is a reciprocal vector field of order (s, n — s). Thus
& can be written in the form £ = A(y1,...,yn) 1o (A(y1,...,¥n) 0 &) with Ay, ..., yn)~! diagonal
positive definite and A(y1,...,yn) o € a reciprocal vector field.

Note that if there exists a solution yi, ..., Yqm tO

ci(wPh +...+ zqm(w;"‘u)l =€ >0

1(Wi)n + ..+ 2g (Wt Jn = € >0

then there exists a solution y,...,y;  to

(Wi + ...+ zg, (Wi 1 21

21 (W n + .o+ 2, (W )a 21
by scaling the original values yy, ..., y,, with a sufficiently large constant. Decompose the variables
Tiy..1 Ty, 88 2 =z} — 2 fori = 1,...,qm. It then follows that y} = Yir- s Ygn = Yo UF =
o,..., ygm = 0 is an optimal solution to the linear programming problem of
n
minimise ) _ v;
i=1

subject to
(W) — 22(WP) 4 ...+ zg (Wo 1 — 22 (We i+ v —uy =1

2} (WP — 22 (W) + ...+ z;m(w;"‘n)n - 33.,(“’;’,',.)1 + vq — up =1
z},z%,...,xém,x'gm >0

UlyeeayUnyV1yevoyVUp 20
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Conversely, given an optimal solution to the above linear programming problem, if 0 < u; — v; for
i=1,...,n then z; = z} — z? is a solution to the original problem
si(Wih +...+ 24, (W )1 >0

2 (W')n + ..o+ 2, (W )n >0,

ExampLE 7.1. (Figure 6.) This example will demonstrate a case where a vector field £ can be

decomposed as £ = X o ¢ where the matrix X is diagonal positive definite. Let the vector field be

[2l=fle s FIRI[EIET 2]

Step 1: Let s = 1.

given by

Step 2: A basis for S is given by the vectors

{il)

2 .

3

Step 3: Since m = 1 then steps 3.1 to 3.3 need only be used once.
Step 3.1: By lemma 7.2 a basis for T is given by the vector

_1
=t
Step 3.2: By lemmal[3] 3.12, it is needed to find the kernel of the matrix given by
1 =1
3t
3 3
{a]}-

which is the span of the vector

—

Thus, R is given by the span of the vector

Wi =

Step 3.3: Let S be the span of the vector

{ [1]
2

L 3

;>0

Step 4: The equations

§21 >0
can be satisfied simultaneously with z, = 1/2.
Step 6: It can be concluded that £ may be decomposed as the composition of a diagonal positive

definite matrix A(7,6) and a reciprocal vector field ¢ as

[z]=[8 51 (k3]
(3o (e 12 ]+ 3]
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Figure captions.

Figure 1. This is the phase portrait corresponding to the vector field given by

[i1= Gl (2 SIGT LSBT B -4 G T -

Figure 2. This is the phase portrait corresponding to the vector field given by

[2l=B1+ 1 ]+ EIET (=)

Figure 3. This is the phase portrait corresponding to the vector field given by

lzl=Gle R m] [ER] 2]

Figure 4. This is the phase portrait corresponding to the vector field given by

e[z =1+ 1zl (B] 2]

Figure 5. This is the phase portrait corresponding to the vector field given by

[zl=la szl [ 2]

Figure 6. This is the phase portrait corresponding to the vector field given by

2]=01+ [ A1 IR 2]+
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figure 6



