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Abstract

Wireless Communication Using

Non-Directed Infrared Radiation

by

John Robert Barry

Doctor of Philosophy in Engineering—Electrical Engineering and Computer Science

University of California at Berkeley

Professor Edward A. Lee, Co-Chair

Professor David G. Messerschmitt, Co-Chair

This dissertation investigates the feasibility of high-speed wireless communication using
non-directedinfrared radiation, andconcludes that dataratesnear 100 Mb/s are practical.
We identify the key impediments to high-speed communication, namely, a weak received
optical signal and multipath dispersion, and propose design strategies to counter them. We
present a detailed link analysis that accounts for path loss, antenna gain, reflection loss and

filter loss. This analysis provides analytical expressions for the signal-to-noise ratio as a
function of receiver position. By maximizing the worst-case signal-to-noise ratio within
the coverage area of the transmitter, we optimize the transmitter radiation pattern and
receiver optics. We present a procedure for designing a wideband preamplifier with suffi
ciently low noise that the shot noise inherent in background light is the limiting source of
noise. We characterize multipath optical propagation for diffuse-reflector environments by
presenting a theoretical model and comparing its predictions with experimental measure
ments. We evaluate the performance of various modulation schemeson the intensity-mod
ulation channel, and show how it differs from a conventional linear Gaussian-noise

channel. The emphasis throughout is on the physical-layer problem of establishing a high
speed and robust point-to-point communication link.

Edward A. Lee

David G. Messerschmitt
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CHAPTER 1

Introduction

The trend in telecommunications is towards wireless access, as is evident by the prolif

eration of cordless and cellular telephones, wireless PBX, and paging services, as well as

the growing interest in personalcommunication networks [1][2][3]. The trend in computer

technology, on the other hand, is towards smaller and faster machines, which has led to the

current popularity of portable and pen-based computers. As the telephone network inte

grates digital services with voice services, the traditional distinction between the telecom

munications and computer communications industries is blurring. It is likely, therefore,

that these two trends will merge, and that portable computers will someday access high

speed network services through wireless links.

Data communication requires a much higher bit rate than voice communication. There

are a few wireless radio products on the market that offer speeds of up to 2 Mb/s to por

table computers, which is close to the 10-Mb/s data rate common in today's wired

(Ethernet) networks. Future applications for wireless data communications will require

much higher datarates. For example, consider the requirements of a portable high-quality



2

digital display. To reduce its size, weight, battery-power consumption, and cost, it may be

advantageous to make it as "dumb" as possible, relegating intensive signal-processing

tasks such as video decompression to the transmitter platform (assuming it is not portable

itself). For similar reasons, future portable computers may be nothing more than portable

interfaces, with very little on-board computational power. To accomplish this, however,

will require short-range wireless communication links with extremely high capacity.1 In

the extreme case, for example, an uncompressed high-definition television image can

require adata rate of 1Gb/s or more.2 More realistically, data rates near 100 Mb/s may

be adequate for practical applications. Multiplexed traffic for multiple users can drive the

bit rate even higher. For a number of technical and regulatory reasons, current wireless

technology for portable terminals cannot support such data rates; the fastest radio link

available today for portable computers is a 2-Mb/s product by NCR Corp. called

Wavelan [4], although speeds have been projected to approach the 10-20 Mb/s range in a

few years [5].

Infrared radiation, particularly near-infrared radiation with wavelengths in the

700-1500 nm range, enjoys a number of advantages over radio as a medium for short-

range wireless communication. The primary advantage is an abundance of unregulated

bandwidth. In addition, infrared systems are immune to radio interference. Infrared radia

tion, like visible light, will not penetrate walls and other opaque materials, so that an

infrared signal is confined to theroom in which it originates. This makes infrared a secure

medium, preventing casual eavesdropping. More importantly, it allows neighboring rooms

to use independent infrared links without interference. This attribute isespecially advanta

geous when high-speed access is required throughout a large building with many stories,

1. Shifting the computational burden from the terminal to the network infrastructure in this way does
more than increase therequired bitrate, it also constrains the way in which this bitrate can be
achieved, preventing the receiver from using extensive coding and other signal-processing tech
niques that are themselves a computational burden.

2. Assuming 1400 x 1000 pixels per frame, 24bits/pixel, 30 frames/sec.
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because it bypasses the frequency re-use problem that plagues cellular radio networks.

The fact that infrared networks will not be interference limited is a key feature distin

guishing them from cellular radio networks.

Infrared has disadvantages as well. As discussed in later chapters, line-of-sight

infrared links are susceptible to shadowing caused by objects or people positioned

between the transmitter and receiver. Non-directed infrared links also have limited range,

in the tens of meters, because too much path loss will attenuate the signal below the strong

ambient-light noises that exist in typical office environments.

On balance, the virtually unlimited, unregulated bandwidth of infrared dwarfs these

disadvantages, making infrared a promising medium for short-range wireless links. In

fact, it may the only option for cost-effective high-speed communication at rates near

100Mb/s. Infrared networks will not replace radio networks, nor will they replace wired

networks. Instead, the role played by infrared in future networks will likely be comple

mentary, replacing the last few meters of cable from the network to the user, allowing

mobility and portability without sacrificing service.

1.1 WIRELESS OPTICAL COMMUNICATION

A wireless optical communication link can take a number of forms; we adopt the fol

lowing notation. A directed transmitter has a narrow-beam radiation pattern, and a

directed receiver has a narrow field of view. Likewise, a non-directed transmitter has a

broad-beam radiation pattern, nearly omnidirectional, and a non-directed receiver has a

wide field of view. A directed link consists of a directed transmitter and a directed

receiver. Similarly, a non-directed link consists of a non-directed transmitter and a non-

directed receiver. A hybrid link consists of either a directed transmitter and non-directed

receiver or a non-directed transmitter and a directed receiver. Finally, a line-of-sight (LOS)

link is one in which there exists an unobstructed line-of-sight path between the transmitter

and receiver. The six possible link configurations (directed LOS, directed non-LOS,
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hybrid LOS, hybrid non-LOS, non-directed LOS, and non-directed non-LOS) are illus

trated in Fig. 1-1. We will examine each of the six configurations and point out related

works by other researchers, restricting our attention to indoor links conveying digital data.

Consider first the directed LOS configuration shown in Fig. 1-1-a. It makes efficient

use of optical power because the signal energy isconcentrated into narrow optical beams,

and also because most of the ambient background light is rejected by the narrow field of

view of thereceiver. Furthermore, adirected LOS linkdoes notsuffer from multipath dis

persion, both because reflectors are not illuminated by the transmitter and because reflec

tors are not in the receiver field of view. These advantages prompted a number of

researchers to adopt the directed LOS configuration in experimental wireless links. For

example, Yun and Crawford reported a wireless network in 1985 that used 1-Mb/s

directed LOS links to connect multiple terminals to a centrally located base station [6].

The base station transmitted 165 mW into a circularly symmetric planar beam with a 3°

vertical beam width, while the terminals transmitted 5 mW into a narrow 2° beam. The

rangewas 50 m. To provide full duplex transmission without interference, different wave

lengths were used for the up link (terminal to base station) and down link (base station to

terminal).

A similar system wasproposed by Chuand Gans [7]. By replacing the omnidirectional

planar transmitter radiation pattern of the base station with a number of discrete 1° pencil

beams carrying 1 mW of power each, they were able to achieve a datarate of 50 Mb/s at

a range of 30 m. A product developed by BICC Communications is currently on the

market that uses the directed LOS configuration; it is reported to have a throughput of

4 Mb/s and a range of 24 m [8].

A major drawback of the directed LOS systems is their inability to cope with the one-

to-many (broadcast) and many-to-one communication modes. This problem is eliminated

by using the directed non-LOS configuration, as shown in Fig. 1-1-b. This configuration

was used by Photonics Corp. in 1985 for its Photolink product, which operates at
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230 kb/s with a range of about 22 m [9][10]. In this system, each node in the network

directs its transmitter and receiver towards a common "target" point on a diffusive-

reflecting surface in the room, usually the center of theceiling. (The width of eachbeamis

estimated to be about 5° [10].) Many of the surfaces found in typical offices, such as

painted plaster and ceiling tile, are nearly ideal Lambertian reflectors, which means that

the reflected energy per unit solid angle is proportional to cos(0), where 0 is the angle

from the surface normal, regardless of the angle of incidence. This is because the surface

variation on these surfaces is large relative to the wavelength of the infrared signal, and

hence they act as nearly perfect diffuse reflectors. This has been verified

experimentally [11]. With this configuration, energy from each terminal is re-radiated

from the target reflector in every direction, some of which makes its way to the narrow-

field-of-view receivers on each terminal. A similar system, proposed recently by Yun and

Kavehrad [12], uses multiple directed non-LOS beams and multiple target reflectors to

providediversity against inadvertent shadowing.

By replacing the passive reflector in the Photolink system with an active repeater or

base station, we arrive at the hybrid LOS configuration of Fig. 1-1-c. Like the Photolink

system, this system canalso support the one-to-many and many-to-one modes.Therehave

been a number of systems based on the hybrid LOS configuration [13][14][15][16]. For

example, Minami et al. [13] report a 19.2 kb/s system in which the base station transmits

135 mW into a 120° wide beam and the receivers transmit 75 mW into a moderately

directed 60° wide beam. The range was 10 m with LOS intact and 5 m with LOS

obstructed. With the LOS obstructed, the configuration falls under the hybrid non-LOS

category, as shown in Fig. 1-1-d. Takashi and Touge extended Minami's work by

increasing the transmitterpower andchangingthe modulation scheme from subcarrier fre

quency-shift keying to subcarrier phase-shift keying [14], achieving 48 kb/s over the

same range.
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In a similar hybrid LOS system, reported by Nakata et al. [15], the base station trans

mitted 300 mW into a broad beam with angle 120°, while the terminal transmitter used a

narrow 10° beam. The range was 5 m. Fuji and Kikkawa [16] reported a similar system,

achieving 19.2 kb/s at a range of 10 m using a 150° down-link beam and a 10° up-link

beam.

Unfortunately, none of the directed or hybrid configurations shown in Fig. 1-1-a

through Fig. 1-1-d are appropriate for portable computers and other mobile platforms,

because they all require alignment between transmitter and receiver. Wireless links for

portable terminals must be non-directed, as illustrated in the bottom row of Fig. 1-1. The

focus of this thesis is on non-directed links, both LOS and non-LOS.

Consider next the non-directed non-LOS configuration of Fig. 1-1-f, which was first

proposed by Gfeller et al. in 1978 [11][17]. The transmitter emits infrared energy into a

broad optical beam, and the receiver has a wide field of view. A link of this sort is often

referred to as simply a diffuse link, because it relies on diffusive reflections to provide an

optical path between atransmitter and receiver for which the LOS may be blocked. Gfeller

measured the reflectivities of typical office materials such as painted surfaces, wood, car

pets, plaster walls, and found that the fraction of infrared power reflected from their sur

face falls between 40% and 90%, with 80% being typical for plaster walls [11]. Thus, the

optical signal in a diffuse link can undergo many reflections and still have appreciable

energy. Furthermore, these surfaces are well-approximated by an ideal Lambertian

reflector, so that incident infrared energy will re-radiate in all directions. This provides

multiple redundant paths between the transmitter and receiver that makes the diffuse

channel difficult to interrupt by shadowing [18]. (Multipath propagation is discussed in

detail in chapter 4.)

Gfeller's 1978 paper was the first to propose the use of infrared for a wireless

LAN [17]. (It was, in fact, the first wireless LAN proposal using any medium, radio

included [5].) The base station illuminated the ceiling with a broad optical beam of
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800 mW, so that the ceiling acted as a distributed secondary source [11][19]. The bit rate

was 125 kb/s and the range was 10-20 m, depending on the severity of the ambient light

noise. More recently, Photonics Corp. has developed a small 1-Mb/s transceiver for inte

gration into portable computers [9][20] that uses the non-directed non-LOS (diffuse) con

figuration. Spectrix Corp. also uses the diffuse configuration for its 2-Mb/s wireless

link [21]. Clearly, the diffuse configuration is the most convenient from the user's stand

point, because the user does not have to worry about alignment or maintaining a LOS

path. Unfortunately, however, because of severe signal attenuation and multipath disper

sion, the diffuse link is also the most challenging from a design standpoint

As a compromise, the non-directed LOS configuration of Fig. 1-1-e makes better use

of signal power than the diffuse link, but it requires that the LOS path be unobstructed.

This configuration may find use in very-high-speed applications and long-distance appli

cations, for which the energy transfer in the diffuse link is inadequate, and for which a

LOS path can be maintained without undue inconvenience. For example, a recent multi

channel public access telephone system was reported by Poulin et al. that is loosely based

on the non-directed LOS configuration [22][23]. In this system, the base station consists of

an array of moderately narrow directed beams, each pointing in a different direction, so

that the combined effect is a wide optical beam. Similarly, the receiver at the base station

consists of an array of narrow field-of-view detectors, each looking in a different direction,

so that the net effect is a wide field-of-view receiver. The range was about 20 m and the

data rate was 230 kb/s. The LOS approach is necessary for environments in which the

diffuse approach is not viable; for example, large rooms with high ceilings, or outdoors.

1.2 AN APPLICATION: A HIGH-SPEED WIRELESS LAN

A potential application of non-directed links is a high-speed wireless LAN; see

Fig. 1-2 [24]. The network consists of a backbone of base stations, connected to each other

and to an information server by a cable, most likely fiber optic. The portable computers



communicate with the base stations via a non-directed link. Associated with each base sta

tion is a cell or a coverage area, which is the region in the room in which a portable ter

minal can maintain a dependable link with that base station. In a non-directed LOS

configuration, the base stations are fixed on the ceiling and flood the room with infrared

radiation, whereas in a diffuse configuration, the base stations are below the ceiling and

illuminate it with a broad optical beam. A single base station is sufficient to provide cov

erage for a small single- or double-occupant office, and office walls prevent interference

between neighboring rooms. Due to a tight power budget, as discussed in chapter 2, the

cell radius is small, about 5 m. Thus, in large open offices or factory floors, multiple base

stations will be required, and some means for avoiding adjacent-cell interference are nec

essary. For example, each cell could be assigned a different wavelength or subcarrier fre

quency; see chapter 6.

Fig. 1-2. An Infrared local-area network.
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Undoubtedly, some rooms will not have a base station, as illustrated in Fig. 1-2. In

such cases two portable units should still be able to communication with one another, a

conceptreferred to as ad hocnetworking. This linkwould be of the non-directed non-LOS

variety, with the ceiling being the prominent diffusive reflector.

Different wavelengths can be used for the up and down links to provide a full-duplex

link without interference. Unfortunately, however, this approach is not conducive to ad

hoc networking, because each portable would need the capability to detect two distinct

wavelengths. An alternative to wavelength duplex is subcarrier duplex, in which the up

and down links use different subcarrier frequencies. It is likely that the bit-rate require

ments for the up and down links will be highly asymmetric; the down link bit rate can be

quite high, since it would involve downloading large executable files, graphics, and video

images, whereas the up link data rate will likely carry only key strokes, pen strokes, and

voice. Thisobservation eases the multiplexing task because it allows us to allocate a small

fraction ofthe bandwidth to the up-link, say a few MHz ofthe subcarrier frequency band

above a few hundred MHz, and leave the majority ofthe bandwidth for use by the down

link. Subcarrier duplex may thus be preferable to wavelength duplex. Multiplexing issues

are discussed in moredetail in chapter 6.

1.3 OPTOELECTRONIC COMPONENTS

In choosing the transmitter for a high-speed non-directed link, the laser diode has a

number ofadvantages over the light-emitting diode (LED). For example, laser diodes can

be modulated faster, they convert electrical power to optical power more efficiently, and

they can emit more optical power. Furthermore, the narrow linewidth of a laser diode rela

tive to an LED allows the receiver to use a narrower optical filter and thus reject more

background light. Therefore, when necessary, this dissertation assumes that laser diodes

are used.
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The two practical options for a photodetector are the p-intrinsic-n (PIN) diode and the

avalanche photodiode (APD). The PIN diode is preferable to the APD because it is

cheaper, easier to bias, and does not add noise of its own. As shown in chapter 3, it is

always possible to approach shot-noise limited operation by careful receiver design, and

hence the noisy gain of the APD is detrimental. For this reason we assume a PIN diode is

used.

The wavelength band near800 nm is attractive due to the availabilityof low-cost high-

power GaAs laser diodes and large-area silicon PIN diodes. For specificity, we assume an

operating wavelength of 810 nm when necessary.

1.4 OVERVIEW

To the author's knowledge, the highest speed achieved to date by a non-directed

optical link is 4 Mb/s [21]. In contrast, this dissertation investigates the feasibility of non-

directed links with higher speeds near 100 Mb/s. We identify the major impediments to

achieving high speed, and present design strategies to counter them. Although most of the

ideas presented here have not yet been verified experimentally, they suggest that high

speeds near 100 Mb/s are indeed practical.

It should be emphasized that, although the wireless LAN discussed in section 1.2 was

the motivation for the work in this dissertation, a complete design is beyond its scope.We

concentrate instead on the physical-layer problem of establishing a robust point-to-point

link using non-directed infrared radiation. This choice was guided by the observation that

a high-performance network requires a high-performance physical layer. The physical

layer is thus the natural place to start when pushing the limits of the medium. A second

benefit of narrowing the scope in this way is that it opens up other applications of non-

directed communication besides wireless LANs, such as mobile robot links and high-defi

nition television broadcast There is a danger, of course, in focusing on the physical layer

without regard to higher level issues. For example, a modulation scheme well-suited for a
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point-to-point link will be inappropriate for a wireless LAN if it is not amenable to multi

plexing and multiple access protocols. Therefore, to alleviate such concerns, we briefly

address the interplay between the physical layer and higher layers inchapter 6.

This chapter and chapter 6 are the only chapters that discuss the LAN application of

section 1.2; all other chapters examine the more fundamental problem of establishing a

high-speed point-to-point non-directed link. The down link faces more technical chal

lenges than the up link, primarily because the data rate of the down link is higher, and also

because the complexity of the portable receiver is constrained by economic factors. The

up link faces challenges of its own, of course, because of contention between multiple

users and because of a limited transmitter power, but these appear less formidable at

present. Therefore, this dissertation concentrates on the down link.

The primary impediment to high speed communication using non-directed links is a

weak received signal relative to the potentially intense background light. In essence, the

non-directed indoor channel is power limited. Chapter 2 addresses this issue in detail, and

proposes design strategies for the transmitter and receiver optics that roughly maximize

the received signal power while minimizing the detected background light. To collect suf

ficient signal power, the photodetector area must be large. Unfortunately, large-area photo-

detectors have high capacitance, which exacerbates the problem of designing a low-noise

wideband preamplifier. Preamplifier design is addressed in chapter 3.

A second impairment to high speed communication, perhaps less severe than the first

but important nevertheless, is intersymbol interference caused by multipath optical propa

gation. Chapter 4 presents a theoretical model for multipath propagation, the accuracy of

which has been verified experimentally. It also examines the effects this multipath disper

sion has on system performance.

In a practical non-directional link, data is encoded onto the transmitted infrared light

wave using intensity modulation, and it is recovered atthe receiver using direct detection.
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Chapter 5 evaluates the performance of various modulation schemes on this intensity-

modulation channel, and shows how the intensity-modulation channel differs from a con

ventional radio or wire-based channel.

Neither of the two primary impediments to high speed, a weak signal power and mul

tipath dispersion, is insurmountable. The key challenge to the system designer, however, is

to overcome these impediments while meeting the stringent size, weight, and power-con

sumption requirements imposed by a portablecomputer.
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CHAPTER 2

Link Analysis

and Optics Design

In thischapter we present a link budget analysis for non-directed LOS optical commu

nication, and present design procedures for optimizing the transmitter and receiver optics.

We examine the signal-to-noise ratio (SNR) improvement of a hemispherical lens as an

optical antenna. We propose a hemispherical thin-film optical filter, and compare its per

formance to that of traditional planar thin-film filters. For both filter types, we jointly opti

mize the transmitter radiation pattern, the filter orientation, and the filter bandwidth. The

results ofthis chapter indicate that a 1-W transmitter and a 1-cm2 photodetector are suffi

cient toachieve a 100-Mb/snon-directed link over a range ofabout 5 m, even in the high-

noise case of brightly sky-lit environments.

2.1 INTRODUCTION

Becausewe intend to communicate using intensity modulation with direct detection, it

is useful to think of theoptical channel from themodulating signal at the transmitter to the

photodetector output at the receiver as an equivalent baseband channel. This abstraction
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becomes quite useful in later chapters when we analyze optical multipath and consider

modulation schemes and equalization schemes. For now, however, this abstraction is per

haps dangerous, because it makes us think of this equivalent channel as a black box, over

which we have no control. In fact, however, a lot can happen between the laseroutput and

the photodetector input, and the designer has a lot to say about what goes in the black box.

This chapter focuses on the optical components in the system, with the goal of designing

the optics so as to maximize the electrical signal-to-noise ratio at the output of the black

box.

The results of this chapter can be applied — with little or no modifications — to all

LOS systems, regardless of bit rate, modulation scheme, and cell size. For example, all

LOS systems will benefit from the use of a hemispherical lens and a hemispherical filter,

and all systems can use our procedure for jointly optimizing the transmitter radiation pat

tern and receiver optical filter. In keeping with our design goal, however, we present

numerical results for a basebandon-off-keying system operating at a bit rate of 100 Mb/s.

The design procedure presented in this chapter can be summarized as follows:

1. Specify room size and maximum angle\|//nax.

2. Specify lens radius and refractive index (section 2.2).

3. Compute density functions l/y(1)(8)} and {/v(2)(6)} (section 2.4.2).

4. Optimize lens and detector antireflection coatings (section 2.4.3).

5. Jointly optimize transmitter radiation pattern with filter bandwidthAX, and

orientation 0 (section 2.4.4, section 2.4.5).

The steps must be followed in this order. The sections in which these steps are dis

cussed in detail are indicated in parenthesis. As discussed in section 2.4.2, the two families

of density functions {f^l\d)} and 1/^(6)}, parameterized by \|fe[0, V,^], charac
terize the angular distribution of light as it enters the lens through the curved surface

(f\u )and as itexits the lens through the planar surface (fj®). Other unfamiliar terms are

included here for reference; they will be defined later.
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In the next section we examine the performance of a hemispherical lens as an optical

antenna. Then, in section 2.3, we review the theory of thin-film optical filters. In

section 2.4 we present the main results, including the link equation, optimization of the

antireflection coatings, optimization of the transmitter, and optimization of the optical

filter. We present results for both planar and hemispherical thin-film optical filters.

2.2 OPTICAL ANTENNA

The wide optical beam emitted by anon-directed transmitter results inahighly diluted

signal irradiance (power per unit area) arriving atthe receiver. To collect sufficient signal

power, therefore, the receiver must use a large-area photodetector. We will see later that, at

the output of the photodetector, the shot-noise power is directly proportional to the

detector area, whiletheelectrical signal power is proportional to thesquare of the detector

area. Theratio of the two yields ashot-noise-limited electrical SNRthat is directly propor

tional to detector area.

Unfortunately, the largest Si-PIN photodetectors available today have an area of only

1cm . Fabricating larger photodiodes is undesirable not only because of the added

expense, but also because of the bandwidth limitations caused by the resulting larger

detector capacitance (note thatcapacitance is proportional to area).

An obvious alternative to fabricating larger photodiodes is to use a wide-field-of-view

optical antenna to increase the photodetector^ effective area. One way to achieve optical

gain over awide field of viewis to use an array of narrow-field-of-view non-imaging con

centrators, each pointing in a different direction; this approach was adopted by MPR

Teltech for thebase stations in their multichannel telephone prototype [22].

A second alternative, better-suited for alow-cost portable receiver, is a hemispherical

lens. Its benefit in the context of non-directed communication was first noted by Kotzin

and Marhic [25] [26]. As we shall see, optical gains of more than 4 dB are practical. In this
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section we calculate the gain provided by a hemispherical lens for arbitrary angles of inci

dence. We will show that, neglecting reflection losses, the gain of a hemispherical lens of

index n is approximately /r, regardless of the angle of incidence.

2.2.1 Hemispherical Lens

Consider a hemispherical lens with refractive index n and radius R placed directly

upon acircular photodiode with area Adet =nr2 as shown Fig. 2-1 [25][26][27]. This con

figuration is commonly used in solar cell applications [28]. We will assume that the far-

field radiation of the transmitter is a wide collimated beam with uniform irradiance (power

per unit area), and that the beam makesan angle \\f with respect to the normal of the photo

detector surface (see Fig. 2-1-b).

With the aid of Fig. 2-1-b, the calculation of the gain proceeds as follows. Define

^l =Adefios(\\f) so that, without the lens, light passing through (at normal incidence) a

planar region with area A\ will eventually hit the detector. Similarly, define A^ so that,

with the lens, light passing through (at normal incidence) a planar region with area A2 will

Detector

(a) (b)

Fig. 2-1. A hemispherical lens; (a) cross-sectional view;

(b) ray-tracing model.
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eventually hit the detector. Due to refraction, A2 will be greater than Ah and the optical

gain is simply the ratio:

A2

The area A2 is given by:

A2=jhdS, (2-2)

where ? is the direction of the incident light rays, dS is a vector-valued differential ele

mentof the lens surface withdirection equal to the surface normal, and Sq is theregion of

the lens surface for which light passing through will eventually hit the detector. For now,

we are neglecting the loss due to reflections at the air-lens interface. We will account for

reflection losses in section 2.4.3.

As an example, consider thedifferential surface element dSshown in Fig. 2-1-b. Light

incident on this elementcan be modeled as a single ray making an angle 0 with the lens

surface normal. After refraction at the air-lens interface, this rayis redirected and exits the

lens at the point marked with an 'X.' Since the exit ray does not fall upon the detector, the

effective area of this differential element (i.e., dScosQ) would not contribute to the total

areaA2.

The aboveexample suggests the following ray-tracing procedure for numerically com

puting the area A2. Decompose the lens surface into numerous small elements, each with

area AS. For each element, first compute the angle 9 made between the incident light ray

and the surface normal, then compute the new direction after refraction at the air-lens

interface, and finally trace the new ray to see if it hits the detector. The area A2 is then

approximated by the sum:

A2 =£cos(0)AS. (2-3)
sn
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2.2.2 Gain at Normal Incidence

For the special case of normal incidence (y = 0), the above ray-tracing algorithm can

be avoided. Consider Fig. 2-1-b with \{/ = 0; in this case, both region A{ and region A2 are

circular. In fact, A{ is just the detector area Adet =nr2. Noting that the radius of A2 is in

this case rJG0, where Gq is the optical gain at normal incidence, then a simple geometric

argument leads to the following relationship:

r=rjG~0-]R2-r2G( tan asm-
rfio . '&)

R
- asm-

nR J
(2-4)

This transcendental equation can be inverted numerically to find Gq as a function of n> ry

and /?. In Fig. 2-2 we plot the gain at normal incidence versus lens radius for indices

LENS RADIUS R (cm)

Fig. 2-2. Dependence of gain at normal incidence on lens radius,

assuming A&t=1 cm2, y =0, and ne{1.3,1.5,1.8}.
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n e{1.3, 1.5, 1.8}, assuming a 1-cnr detector. We see that the gain is a monotonically

increasing function of lens radius. Furthermore, for large radii, the gain approaches an

asymptote of n , the thermodynamic limit for passive concentrators [25] [28]. Inspection

of Fig. 2-2 reveals the following rule of thumb: most of the asymptotic gain is achieved

when the lens radius Rroughly satisfies R> n2r.

2.2.3 Gain at Non-Normal Incidence

The symmetry that led to (2-4) breaks down when \|/ is nonzero, in which case we

must resort to the numerical method described in section 2.2.1 to compute the gain. To

illustrate the effect of the angle of incidence on gain, we plot Gy versus \|/ in Fig. 2-3 for

the following typical parameters: lens index n=1.8, detector area Adet =1cm2, and lens

radius R = 2 cm . The dotted line is /r, the normal-incidence gain assuming infinite lens

i i —i1 1
1

1 1

5.5

ffi
2,

n2

CD 5 -

<
O

4.5
-

4 1 1 l • •

0 10 20 30 40 50 60 70 80

ANGLE OF INCIDENCE \\f (DEGREES)

Fig. 2-3. Dependence of gain on angle of incidence, assuming

Adet =1 cm2, R= 2 cm, andn=1.8.
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radius. The gain is seen to vary only slightly with angle, always staying within 0.3 dB

of n2.

It is interesting to consider the behavior of the gain as the angle of incidence \\f

approaches 7t/2. Depending on the size of the lens relative to the detector, the gain can

approach either a finite value or an infinite value. Consider Fig. 2-1-b with \|/ = n/2. The

light rays incident near the very top of the lens will refract at the air-lens interface and exit

the bottom of the lensat a distance rmin from the centerof the detector, where from SnelFs

law:

'W„=T==- (2-5)
a/AI —1

It can be shown that this is as close as any ray will get to the center of the detector. Thus,

we conclude that there will be detected light (i.e., A2 > 0) only when r^,, < r, or equiva

lent^, when the lens radius satisfies R< Jn2- \r. Furthermore, because A\ =cos(\|/) =0

when \j/= 7C/2, the gain in this case will be infinite. In Fig. 2-3, for example, the lens radius

exceeds *]n - 1r, and hence the gain is finite at \j/ =rc/2.

2.2.4 Reflections

For simplicity, we have ignored reflections in the previous sections. In practice, how

ever, losses due to reflections will be significant, and hence cannot be ignored. To illustrate

the effectsof reflections, considera hemispherical lens of indexn placed above a photode

tector, as shown in Fig. 2-1-a. Since the lens cannot be fabricated directly upon the

detector, there will likely be a small gap between the two. If this gap were filled with air,

then light trying to exit the bottom of the lens would experience total internal reflection

(100% reflectivity) at angles of incidence greater than the critical angle 9C = asin(l//i),

which for a 1.8-index lens is about 34°. This results in a narrow field of view that is unac

ceptable for our non-directed application. The effects of reflections can be reduced signifi

cantly by the careful placement of anti-reflection coatings and index-matching gel within
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the system. We defer further discussion of these issues until section 2.4.3, because in the

next section we introduce another optical component (the optical band-pass filter) thatwill

affect our design strategies.

2.3 THIN-FILM OPTICAL FILTERS

In Fig. 2-4 we plot the power spectral densities for the three most common illumina

tion sources: fluorescent light, sunlight, and incandescent light [11][29]. We see that a sig

nificant fraction of the powers of both sunlight and incandescent light are in the infrared

region near 810 nm, the wavelength at which we propose to operate. Silicon photodiodes

are sensitive to light over a broad band of wavelengths, spanning roughly from 600 nm to

over 1000 nm. Without an optical filter to reject out-of-band ambient light, therefore, the

receiver would be swamped by shot noise.
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Fig. 2-4. Powerspectraldensities for common light sources [11][29].
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Most narrow-band optical filters are thin-film devices. They are desirable because they

are inexpensive and also because they can be deposited onto other components within the

system, keeping the total component count low. Unfortunately, however, because their

operation is based upon the principle of optical interference, their filter characteristics

change with the input's angle of incidence. This angle dependence is critical in our wide

field-of-view application. The purpose of this section, therefore, is to explore the angle-

dependent performance of thin-film optical filters. We first present a brief synopsis of the

theory of thin-film filters, and then present a simple four-parameter model for later use.

2.3.1 Theory

A thin-film optical filter consists of a stack of thin dielectric slabs with varying indices

of refraction. In Fig. 2-5 we illustrate a light ray passing through a stack of K - 2 dielec

trics. The index of the input medium is n\, the index of the output medium is n^ and the

indices of the dielectric slabs, from top to bottom, are n2 through n%_i. In this subsection

we will review the theory of lightwave reflections at dielectric boundaries for glancing

angles of incidence, and show how the dielectric stack of Fig. 2-5 can be made to perform

as a narrow-band optical filter. The theory presented here is not new; it is based on the

transmission-line analogy for reflections of electromagnetic waves, as popularized in [30].

We include it here because its usefulness in the context of thin-film filters has apparently

been overlooked in texts on the subject, such as [31][32].

As shown in Fig. 2-5, the angle 9^ is definedas the angle between the light ray and the

normal to the dielectric boundaryin the k-th medium. The angles 0£, k e {2,...,AT), can be

computed recursively from 9j using SnelTs law:

8*= sin"1 \-^- sin (9. ,) . (2-6)
I "k k~l )

For a lightwave incident to a dielectric boundary at non-normal incidence, define an

"effective" index of refraction Nk for the k-th medium by [30][31][32]:
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Ak =

nk/cos {Qk)

nkcos(Qk)

for TE

for TM
(2-7)

where TE and TM, which signify transverse electric and transverse magnetic plane

waves, respectively, are the two orthogonal states of polarization for the input lightwave.

Using the transmission-line analogy, define a complex-valued "load" index of refraction

NLk for the k-th medium as the effective index "seen" by the lightwave as it enters

medium ky for k € {2,3,.. .JC-\}, given by [30]:

Fig. 2-5. Stack of thin-film dielectrics.
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^ =A/Scospt+,WL,t+1si„pt' (2"8)

where:

nkdkP* =2*^008(8*), (2-9)

dfc is the slab thickness for the fc-th dielectric, and X is the wavelength of the light (in a

vacuum). Starting with N^g = Afc, we can apply (2-8) recursively to arrive at N^, the

effective load index seen by the input lightwave as it enters the first slab of the dielectric

stack. The reflection coefficient at the filter input is then simply [30]:

p=^- (2-10)
The initialization of the N^ as either TE or TM, as specified in (2-7), determines whether

the above procedure yields pre or prM. For the case when equal power is contained in the

TE and TM polarization modes, the total fraction of power reflected at the input to the

filter is given by:

tfror^(lpr/ +lprAfl2). (2-H)

Assuming perfect (lossless) dielectrics, the filter transmission T is related to the total

reflectivity by T= 1 -Ryot

Once the filter is specified (via {nk> dk) for he {2,3,...^T-l}), the above procedure

yields the total filter transmission T as a function of the inputangle of incidence (9j) and

the wavelength (X). Despite the simplicity of this procedure, the equations become quite

unwieldy for stackswith more than a few dielectric slabs. Fortunately, however, the proce

dure is easily implemented on a computer.
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2.3.2 Filter Design

A full treatment of the design of thin-film filters is beyond the scope of this thesis.

Instead, we examine the performance of a typical thin-film filter.

The basic building block of a thin-film passband filter is the Fabry-Perot filter, which

is in turn based on the Fabry-Perot interferometer. A Fabry-Perot interferometer consists

of two highly reflective mirrors that are facing each other and are spaced a distance d

apart [31][33]. It acts as a comb filter with a series of passbands at wavelengths equal to

Id/1 for all integers /. The thin-film all-dielectric Fabry-Perot filter can be visualized as a

Fabry-Perot interferometer with the mirrors replaced by distributed reflectors consisting of

a stack of alternating high- and low-index dielectrics, each a quarter-wave thick. One such

reflector, a three-layer stack consisting of a low index quarter-wave slab sandwiched

between two high-index quarter-wave slabs, will be denoted HLH. Extending the notation

in the obvious way, the first-order (/= 1) Fabry-Perot filter can be written as HLHL2HLH,

where Lr denotes a low-index "spacer" layer that is one half-wavelength (two quarter-

wavelengths) thick.

To achieve narrow optical bandwidths below 100 nm, two or more Fabry-Perot filters

are typically coupled together [31][32][34]. In Fig. 2-8 we show a typical three-cavity

bandpass filter given by (LH)2L2(HL)4(LH)4L2(HL)2 [32]. The shaded slabs represent the

high-index layers. The spacer layers are one half-wavelength thick and all other layers are

one quarter-wavelength thick. In other words, if nL> nH> dL, and dH are the refractive

indices and thicknesses of the low-index and high-index layers, respectively, then

H[dL = nH^H = ^normal''4 f°r some wavelength Xnormai> so-named because it is the wave

length of peak transmission for light at normal incidence. As shown in the figure, the com

posite filter can be viewed as three Fabry-Perot filters separated by low-index coupling

layers.
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The characteristics of this filter can be calculated using the theory of section 2.3.1. In

Fig. 2-7 we plot filter transmission versus wavelength for a number of different angles of

incidence, assuming nL = 2,nH = 3.5, Xnormai = 850 nm, and the refractive indices of the

input and output media (n\ and nKof Fig. 2-5) are unity. The curves are labeled with the

angle of incidence 0 (or 6i in Fig. 2-5). At normal incidence, the filter is well-approxi

mated by a first- or second-order Butterworth filter with center wavelength

\ormal= 850 nm and bandwidth AX = 31 nm. As the angle of incidence increases to 30°,

the spectral shapeand bandwidth remain unchanged, while the center wavelength shifts to
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lower wavelengths. For angles of incidence greater than about 30°, however, the spectral

shape is seen to change considerably.

Define Xpk(Q) as the wavelength ofpeak transmission for angle ofincidence 0. It satis

fies Xpk(0) =Xnormal. In Fig. 2-8 we plot the fractional shift Xpk(Q)/Xnormal versus 6 for

the filter of Fig. 2-7. The dashed curve in the figure represents the following analytic

approximation [34]:

Me> =KormalJ^^/n^hin^Q), (2-12)

* .
where n\ is the index of the input medium (see Fig. 2-5), and n is an effective index for

the spacer layer; it can be found empirically by fitting the approximate curve to the actual

one in Fig. 2-8 [31][34], with the result being n =2.276. The figure shows that this ana

lytic approximation is quite accurate.
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The tendency for the peak wavelength to shift to shorter wavelengths at non-normal

incidences makes it difficult to obtain an optical filter that has both a narrow passband and

a wide field of view. As we explore in section 2.4.5, there is an optimal bandwidth that

trades off the opposing goals of minimizing the admitted noise and maximizing the field of

view.

2.3.3 Five-Parameter Model

In this subsection we seek a simplified model for thin-film filters which extracts only

those features that are important to system design. We assume that the spectral shape of

the filter has anm-th order Butterworth characteristic, and that this spectral shape remains
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the same for all angles of incidence. (The validity of this assumption is examined in

section 2.3.4.) We assume that the peak wavelength shift is given by (2-12). Finally, we

assume that the peak transmission is T0. Although T0 =1 in the previous sections, prac

tical filters use metal-dielectric "blocking" filters to reject the transmission peaks atwave

lengths larger than the primary peak atXnormab and these blocking filters have an inherent

loss [31][34]. Imperfect dielectrics, especially in the spacer layers, can also reduce the

peak transmission [32]. Together, these effects result inT0 ranging from 0.4 to0.9 [35].

With these assumptions, the performance of a thin-film optical filter can be specified

by the following five parameters:

AX = Full-width half-maximum bandwidth

Xnormai - Pea^ wavelength at normal incidence

m = Butterworth order

n = Effective index of spacer layer

T0 = Peak transmission. (2-13)

For light with wavelength X incident at an angle 9, therefore, the filter transmission is

given by:

T
T(X,Q) = —. (2-14)

1 +
AX/2

In our application, the signal wavelength will always be Xq. Define 0 as the "orienta

tion" of the filter, such that Xp^(0) =Xq. In other words, 0 is the angle at which the filter

transmission is maximum for incident light with wavelength Xq. With the analytic approx

imation of (2-12), 0 is related to Xnormal by:

6=V1(^))= sm-'̂ l-a/^,,,)2) • (2-15)
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The parameters 0 and Xnormai can thus be used interchangeably. In practice, however, 0 is

the more useful quantity. This is because its optimal value Oopt, as defined in section 2.4,

is nearly independent of n and AX,, whereas the corresponding optimum value for Xnorma[

is a strong function of both n andAX. Forthis reason we will usually use0 in the sequel.

The filter transmission for wavelength Xq thusreduces to a single function of 9, param

eterized by AX and 0:

#«>• A_[° ,m ... (M6)
fWeh

1 +
AX/2

Thedesign of theoptical filter thus boils down to specifying the two parameters AX and 0.

The other three parameters (n*, m, and Tq) are generally fixed by the technology and

should be chosen as large as possible while meeting cost constraints. In section 2.4 we

present a design procedure for optimizing AX and 0.

2.3.4 Polarization Effects

In Fig. 2-9 we compare the actual filter transmission with that predicted by the five-

parameter model of (2-14). We see that the spectral shape of the passband begins to

change for angles of incidence above about 30°. At 9 = 75°, the shape has broadened con

siderably and exhibits severe passband ripple. The cause of this variation is the "polariza

tion effect;" the rates of change ofpeakwavelength as a function of 9 are different for the

TE and TM polarization modes [35].

Fortunately, polarization effects are not critical in ourapplication, because we are not

concerned with the filter shape at all wavelengths. Rather, we need onlyconcern ourselves

with the filter transmission at the operating wavelength Xq. For example, inspection of

Fig. 2-9 reveals that Xq near 810 nm would minimize the worst-case loss for 9 <= [0,75°].

In Fig. 2-10 we plot the filter transmission at Xq = 810 nm versus 9 for the filter of
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Fig. 2-6. The dashed curve shows the transmission predicted by the analytical model of

(2-16). The agreement between the two is good, and so in later sections we will use the

five-parameter model of(2-16). This will greatly simplify the filter optimization procedure

of section 2.4, because it will allow us to alter the filter bandwidth and normal-incidence

wavelength without redesigning a new filter from scratch.

2.4 OPTIMIZATION OF TRANSMITTER AND FILTER

Choosing the bestcharacteristics of the optical filter requires knowledge of the trans

mitter radiation pattern. The reverse is true as well, in that the best transmitter radiation

pattern depends on the characteristics of the receiver optical filter. The best approach,

therefore, is to jointly optimize both the transmitter radiation pattern and the optical filter,

100

760 780 800 820 840 860 880

WAVELENGTH (nm)

Fig. 2-9. Comparison between actual transmission of Fig. 2-6

and analytical model of (2-14) with AX = 31 nm, Xnom7a/= 850 nm,

ri* = 2.267, m= 2, and T0 = 1.
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which is the purpose of this section. We consider two alternatives for the optical filter: a

planar filter, placed between the lens and the photodetector as shown in Fig. 2-11-a, and a

hemispherical filter, deposited on the outer surface of the lens as shown in Fig. 2-11-b.

2.4.1 Figure of Merit

The key features of a cell are illustrated in Fig. 2-12, where we show a room cross-sec

tional view formed by a vertical plane passing through the center of the room and one

corner of the room. The transmitter is assumed to be on the ceiling in the center of the cell.

The shaded region represents the coverage area, and is specified by three dimensions:
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Fig. 2-10. Filter transmission at Xq = 810 nm as a function of
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Fig. 2-11. Proposed receiver optics for: (a) planar filter;

(b) hemispherical filter.
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hmin, hmax, and dmax, where hmin and hmax are the minimum and maximum possible ver

tical distances between the transmitter and receiver, respectively, and dmax is the max

imum horizontal distance between the transmitter and receiver. For illustration purposes,

we will assume a 5 m x 5 m room with a 3-m ceiling, in which case these parameters are

hmin= 1.5m (roughly neck level), hrmx = 2Am (roughly lap level), and

dmax = 2.5 72 m= 3.54 m (for the corner of the room).

In chapter 3 we will show that, for a well-designed receiver, shot noise from ambient

light is the dominant source of noise. We therefore consider only shot noise in this section,

and defer treatmentof other noisessuch as electrical amplifier noise to chapter 3. Ambient

light levels in typical offices are quite high, so the shot noise is well-modeled as a white

Gaussian process. We can thus safely use the signal-to-noise ratio (SNR) as a performance

metric. The peak SNR assuming shot-noise-limited operation is:

Transmitter

/?,„/„= 1.5 m

hmax=2.4m

i - Neck level

^- Lap level

777Z0B0BI V777777.

dmx= 3.54 m

Fig. 2-12. Room configuration and coverage area.
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r2Pl
SNRsto^-^r1, (2-17)

shot

where r is the photodetector responsivity (A/W), Psig is the peak received signal power,Slg

f2 _

and o?. is the power of the shot-noise component ofthe photodetector current [11]:

Vshot =hB2qrGbgPbgAdetAX, (2-18)

where q is the charge of an electron (C), Gbg is the optical gain of the lens as seen by the

background radiation, pbg (W/(m2nm)) is the irradiance of the background light per unit
bandwidth, AX is the filter bandwidth, /2 is a noise bandwidth factor, andB is the symbol

rate [11]. For agiven gain Gbgi area Adet, and filter bandwidth AX, the total detected back

ground power Pbg is related to pbg by Pbg =GbgpbgAdetAX. Because we have no prior

knowledge of the distribution of background light, we are assuming that the background

irradiance per unit filter bandwidth pbg and the optical gain Gbg are constant, independent

of receiver position and orientation. Background radiation will impinge on the detector at

all angles of incidence, and thus Gbg can be found by performing a weighted integral of

the gain Gy of Fig. 2-3 over all \j/. Without prior knowledge of the precise distribution of

background light, however, Gbg can only be estimated. Inspection of Fig. 2-3 reveals that

the value n isareasonable choice for Gbg, since it balances the low gains at low angles of

incidence with the high gains at high angles of incidence. We assume Gbg =n in the

sequel.

Let SNRreq be the SNR required to achieve acceptable error-rate performance. Since

the receiver can be located anywhere within the coverage area, we must design our system

so that the SNR is greater than SNRreq at every possible receiver location. For each pos

sible location, let \jr denote the angle between the direction of the transmitter (down) and

the position vector of the receiver, as shown in Fig. 2-12. Observe that, for any \|f, the SNR

is at its minimum when the path loss is greatest, or in other words, when the receiver is
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located at the boundary of the cell on the line labeled AB or the line labeled BC in

Fig. 2-12. This leads to the following figure of merit

Figure of Merit = min SNRshot (2-19)
AB,BC

where the minimum is taken over all receiver locations on lines AB and BC. We can guar

antee a reliable link throughout the entire cell only if this figure ofmerit exceeds SNRreq.

We will optimize the transmitter radiation pattern and optical filter by maximizing this

figure of merit. (If the resulting maximum is less than SNRreqy then all is not lost, because

the SNR can be increased in other ways such as by increasing the photodetector area; see

chapter 3.) An equivalent figure of merit which isolates the parameters of interest is:

Figure ofMerit = min -fjg (2-20)
AB,BC Tax

In the next four subsections we derive an equation for Psigy optimize the antireflection

coatings and transmitter radiation pattern assuming an arbitrary AX and 0, and then opti

mize AX and 0 assuming an optimal radiationpattern.

2.4.2 Link Equation

To simplify analysis, we assume that the transmitter radiation pattern is axially sym

metric, which would in fact be optimal only for circular rooms. To account for square

rooms, we will circumscribe a circular room around the square room and proceed to ana

lyze it. In this way, the two-dimensional problem of designing the system for operation at

every position on the extremum of the two-dimension surface that comprises the cell

boundary is reduced to a one-dimensional problem, sincethe axial symmetry obviates the

second dimension. Extensions to rectangular rooms are straightforward, and in fact should

be performed, especially for odd-shaped rooms. For our purposes, however, the extra
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dimension of such an analysis obscures the important results of ourwork, and so for sim

plicity we present results for the one-dimensional case only.

Define the transmitter radiation pattern R(y) (W/sr) as the power per unit solid angle

emitted from the source at an angle \|/ from the orientation of the transmitter. A receiver

with a bare detector ofarea Adet pointing straight up and located at an angle \|/ and vertical

distance h from the sourcewill detect a totalpowerof:

Psig,bare =LREF^}R(^)d^ (2-21)

where dd is the solid angle subtended by the detector, given by:

dCl =cos3v Adet / h2 (2-22)

andLrep^) accounts for the reflection losses at the surface of the photodetector. With a

hemispherical lens and optical filter placed on top of the detector, the received signal is

increased by afactor Gl^/(AX,0)L/?^1(\|f), yielding:

Fsig =-J*(V) cos3¥ Adefiy^XX,e)LREF(y)y (2-23)

where Gy is the gain of the lens as discussed in section 2.2.1 (see (2-1)),

LrefW =Lref.iWLrefzW accounts for the total loss due to reflections at all inter

faces, LREFi(y) accounts for reflections at the air-lens interface, and L^(AX,0) accounts

for the loss of the optical filter. In the next two subsections we derive expressions for

Ly(AX,0) assuming a planar and hemispherical optical filter, respectively, and in

section 2.4.3 we calculate LREF(y).

2.4.2.1 Planar Filter Loss

We first derive the total filter transmission Ly(AX,0) assuming a planar filter. (Note

that the total filter transmission Ly(AX,0), which is averaged over all angles ofincidence,

is different from the raw filter transmission 7(9) of (2-16)). We refer to Fig. 2-11-a, which

shows a collimated beam of uniform irradiance impinging on the lens. Consider a single
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ray from this beam, incident at an angle \\r from the detector normal; it will refract at the

air-lens interface and will travel towards the bottom of the lens at a new angle 0. With

proper index matching at the lens-filter interface, 6 will also be the angle of incidence into

the filter. The filter attenuates this ray according to (2-16). To determine the total loss due

to the filter, we must sum (integrate) over all possible angles of incidence resulting from

all possible rays in the original beam. We therefore introduce^fJ^iQ) as the "power angle

density" for light incident on the filter, defined such that/v^(9)A9 is the fraction of the
power destined to hit the detector that passes through the filter with an angle of incidence

in the range [6,9+A9). We assume that the filter is at least as large as the detector, as

shown in Fig. 2-11-a, so that lightmustpass through the filter to hit the photodetector. The

density function satisfies:

Tt/2

J42)(9)rf8 =l. (2-24)
o

Using ray-tracing, as discussed in section 2.2, we computed the density functions for a

1-cnr detector with a 2-cm radius, 1.8-index lens. In Fig. 2-13 we show some sample

results, where we plot/¥(2)(0) versus 9for y e {0°,150,300,450,60°,750}.

The total transmission due to the planarfilter at angley is given by:

n/2

LV|/(AX,0)= J42)(0)7^(0)d0. (2-25)
0

2.4.2.2 Hemispherical Filter Loss

In Fig. 2-11-b we show a collimated beam impinging on a hemispherical filter. The

angle of incidence with respect to the detector normal is y. A single ray in the beam is

1.Wedenote thecurved surface of thelens (thelens input) asboundary 1,andtheflatsurface ofthe
lens (the lens output) as boundary 2; hence the notation LREFl, LREF:2,f^\Q), and/(2)(9).
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shown to make an angle 90 with the lens surface normal A. Observe that light eventually

detected by the photodetector will hit thehemispherical filter atnearly normal incidence.

Let/V( )(9) describe the angular distribution of light passing through the hemispher

ical filter, with/^^(9) defined as the fraction of the power destined to hit the detector that
passes through the filter with an angle of incidence in the range [9,9+A9).

As with/¥(2^(9),/X|/(1)(9) is defined so that its integral is unity, and the total transmis
sion due to the hemispherical filter is again given by (2-25), with/^2) replaced by/v(1).

In Fig. 2-14 we show some sample density functions assuming the same parameters

used in Fig. 2-13; adetector area of 1cm2 and a2-cm radius lens with index n= 1.8. In

contrast to the planar filter case, we see that the angles of incidence are confined to a

narrow range of angles ranging from about0° to 30°, regardless of y.

& 10 -CD

O

LL

>
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z
UJ
Q

20 30 40 50 60 70

ANGLE OF INCIDENCE 6 (DEGREES)

Fig. 2-13. Density functions for planar filter, assuming lens radius

R = 2 cm and index n o 1.8.
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Incidentally, it can be shown that:

/o(1)(e) =
k sin (29)

0

for 9 e [0,9 ]
1 max*

elsewhere
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(2-26)

where k= l/sin2^,^) =/?2/(r2Go), and where R is the lens radius, r is the detector

radius, and Go is the normal-incidence gain of the lens. This fact can be used to verify the

accuracy of the \|/ = 0 curve of Fig. 2-14.

In Fig. 2-15 we illustrate the superiority of the hemispherical filter in achieving a wide

field of view by plotting the filter transmission Ly versus V|/ using a polar plot. These

curves were obtained by substituting (2-16) into (2-25), using the following parameters in

(2-16): 0 =47.2° for the planar filters and 0 = 15.2° for the hemispherical filters, m = 2,

<x>
"w*

3

z
o
H
O 2
z
3
li.

>
H

(0 1
z
LU
Q

15 20 25 30

ANGLE OF INCIDENCE 0 (DEGREES)

Fig. 2-14. Density functions for hemispherical filter, assuming

lens radius R = 2 cm and index n »1.8.
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n /n\ =2.276, and T0 = 75%. Fig. 2-15-a assumes a wide bandwidth of AX = 71.7 nm

while Fig. 2-15-b assumes a narrow bandwidth of AX = 11.6 nm. The planar filter is seen

to be highly directional, even for the wide-bandwidth case. The hemispherical filter, on the

other hand, is nearly omnidirectional, even for the narrow-bandwidth case. We can sum

marize the two advantages of the hemispherical filter over the planar filter as follows:

• For a given field of view, a hemispherical filter can have a narrower band

width, and thus reject more noise; this advantage is due to the narrow range

of angles of incidence as shown in Fig. 2-14.

Unlike the planar filter, which at some angles of incidence \\f can suffer sig

nificant loss, the hemispherical filter will always be near peak transmission;

this advantage is due to similarity of the density curves shown in Fig. 2-14.

The extent of these advantages will become clear later when we make quantitative com

parisons.

100% _-

hemispherical

(a)

100%-r

(b)

hemispherical

planar

Fig. 2-15. Polar plots of total filter transmission LUAX,©) versus

\\f for (a) AX = 71.7 nm, and (b) AX • 11.6 nm.
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2.4.3 Optimization of Antireflection Coatings

In the next two subsection we derive expressions for the reflection transmissions

%F,l(¥) and^/?£F,2(V)>as defined in section 2.4.2.

2.4.3.1 Lens Coating

The reflection transmission factor LREFj(y) as defined in section 2.4.2 accounts for

reflection losses at the interface between the air and the lens. It comes into play only for

the planar filter case, because, for the hemispherical filter case, reflections at the air-hemi

spherical-filter boundary are subsumed into the definition of the hemispherical filter trans

mission /^(AX,©). In Fig. 2-11-a we show the proposed optics for the planar filter case.

An antireflection coating ARj is shown on the lens surface. The purpose of this subsection

is twofold; first, to optimize ARi so as to minimize the worst-case reflection loss, and

second, to quantify the resulting transmission LREF i(\jf).

An antireflection coating can be viewed as a special case of a thin-film optical filter.

Therefore, the theory of thin-film optical filters presented in section 2.3.1 can be applied

directly here. To wit, consider Fig. 2-6 with AT=3, /ix= 1, «2 ="c,l» ^2 =dcyb and n3 =n

(the lens index); this picture now describes the single-layer antireflection coating ARi,

where ncj and dc\ are the refractive index and thickness of the coating material, respec

tively. Let/?j(9; dci,n0\,n) be the total reflection loss as specified by (2-11) for thiscase.

Note that, since there are only K= 3 media, a closed-form expression for/?j can be written

out using only a couple of lines, but we omit it here for brevity [34]. In Fig. 2-16 we plot

(1 - /?i(9)) versus 9 under theassumptions listed in thecaption.

The total reflection transmission LREF^(y) must take into account the fact that, for a

given angle \|/ between transmitter orientation and receiver position, light that eventually

hits the photodetector will pass through the filter at a distribution of angles described by

thedensity functions of Fig. 2-14. The transmission is therefore given by:
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n/2

LREFdW = I" J41)(9)/?1(9)rf9. (2-27)

The design of the AR coating ARj involves specifying two parameters: its thickness

dci and its refractive index nCt\, In light of our figure of merit (2-20), the optimum values

will minimize the worst-case reflection loss, and will therefore satisfy:

f max n/2 1<*J. dcA)opt =arg ™J I e^ J/<'> (9) RX (9) d9 . (2-28)

100
I A I

ANGLE 0 (DEGREES)

Fig. 2-16. Raw reflection transmissions for dielectric interfaces

with optimal anti-reflection coatings: (a) (1 - fl^G)) assuming

dCi1 = 1.0335 QWOT, ncA = 1.38, and n = 1.8; (b) (1 - R2{8))

assuming n = 1.8, dc2= 1.4376 QWOT, n = 2.0, and nd=3.686.
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In practice, a continuum of values for nc j is not available, but rather the designer must

choose nci from a discrete set of practical values. The optimal coating index will be near

Jn, where nis the refractive index of the lens. For example, the common coating material

magnesium fluoride (MgF^ has a refractive index of nc{ = 1.38 [31], and thus makes a

good choice for a lens with index n = 1.8.

Once nc\ is chosen, the optimal thickness can be found using a one-dimensional ver

sion of (2-28):

71/2

ti^-aig ™jve JJ^ J^>(e)^(e)deJ. (2-29)

Using numerical techniques we found that, for nc\ = 1.38, a =1.8, /? = 2cm, and

Vmax - 67°, the optimal coating at the lens surface was dc\opt = 1.0335 QWOT. Here,

QWOT is a unit representing one quarter-wave optical thickness, so that dc\ = 1 QWOT

implies that nc,\dc\= Xq/4 for operating wavelength Xq [32]. In fact, dc\ = 1QWOT is

the coating that minimizes total reflection at normal incidence for light with wavelength

Xq. Increasing the thickness to dc^opt = 1.0335 QWOT shifts the angle of minimum

reflection to about 9 = 17.6°. This is illustrated in curve (a) of Fig. 2-16, which achieves a

maximum at 9 = 17.6°.

A summary of these and other numerical results is given in Table 2-1 near the end of

the chapter (see page 52).

2.4.3.2 Detector Coating

The coating for the detector can be designed in a similar manner. First, consider the

receiver optics for the planar filter case illustrated in Fig. 2-11-a. To minimize reflection

loss between the lens and the planar filter, the intervening space should be filled with an

index-matching gel. By choosing the index of the gel to equal the index n of the lens,

reflections at the lens-gel interface can, in principle, be eliminated. As before, reflections

at the input and output of the planar filter can be subsumed into the transmission character-
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istic of the filter itself and need not be considered separately. The only remaining issue is

to minimize the reflections between the filter output and the photodetector input. Again, an

index matching gel should be used between the filter and detector to minimize reflection

loss. The optimal refractive index for this gel layer is not obvious; itdepends on the output

wave impedance of the optical filter, which is hard to predict apriori, and the input wave

impedance of the photodetector, which will be AR coated. A reasonable choice seems to

be to use the same gel below the filter as above. This has two benefits: first, it simplifies

the packaging requirements, and second, less obviously at this point, it allows the same

AR-coated detector to be used for both the hemispherical-filter case and the planar-filter

case. Therefore, we assume that the index of both gel layers in Fig. 2-11-a is n, the index

of the lens.

The reflection loss for the AR-coated detector can now be found using the theory of

section 2.3.1, assuming the input medium has index n and the output medium has index

nd =3.686, the refractive index of silicon at Xq =810 nm [36]. Let ncl and dc2 be the

refractive index and thickness of the detector coating material, respectively and let

R2(fy dC2> /i, nC2> nd) be the total reflection loss as specified by (2-11) for this case. Aver

aging over all possible angles of incidence yields the following expression for the total

reflection transmission at the detector surface:

7E/2

LrefzM =1" J42) (9)R2 Wd*> (2-30)
o

which is similar to (2-27) except that here we use the density functions/y(2) of Fig. 2-13.

The AR coating of the detector can now be chosen to minimize the worst-case reflec

tion loss. First, nCy2 should be chosen near Jnn^. For alens index ofn= 1.8 and adetector

index ofnd =3.686, for example, nc^ should be chosen near 2.6. We will assume SiO with

nC2 = 2.0 in our numerical examples.

OncenC2 is chosen, the optimal thickness becomes:
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TC/2

dc,im=arg ™n I 6™ jj42» (9) R2 (9) del. (2-31)
max

0

With lens index n= 1.8, lens radius R = 2 cm, coating index nc^ =2.0, detector index

nd = 3.686, and maximum angle y,^ = 67°, we used numerical techniques to find

dc,2,opt= 1-4376 QWOT (see Table 2-1). This corresponds to a reflectivity minimum at

9 = 51.2°. This is illustrated in curve (b) of Fig. 2-16, which achieves a maximum at

9 = 51.2°.

In Table 2-1 we present optimization results for 10 m x 10 m rooms as well as for

5 m x 5 m rooms. There, we see that the lens coating does not change for the larger room,

whereas the detector coating does.

2.4.3.3 Combined Reflection Loss

For the planar filter case, the total reflection transmission at all interfaces, as first intro

duced in the link equation (2-23), can be written as:

LrefQV) = Lref.iWLrefzW , (2-32)

where L/?£f,iW and ^ref^W aregiven bv (2-27) and (2-32), respectively. For thehemi

spherical filter case, on the other hand, the reflections at the air-lens interface are sub

sumed into the filter transmission characteristic, and therefore the total reflection

transmission is simply LREF(y) = LREF2(y)- In Fig. 2-17 we plot the individual and com

bined reflection transmissions when the AR coatings are optimized according to the

parameters listed in the caption. Note that ymax = 67° in this case, and that the optimiza

tion of (2-31) results in the interesting property that LREF2(0) =£/?£F,2(Vmox)- The total

loss ranges from about 7% to 9% for y e [0, V,^]. This is considerably better perfor

mance than can be achieved without the index-matching gels and AR coatings. In fact, as

discussed in section 2.2.4, without the gel there would be 100% loss due to total internal

reflection for all angles greater than about 34°.
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2.4.4 Optimization of Transmitter

We now optimize the transmitter radiation pattern R(\\f). We assume R(\y) is zero for

¥ > V/nax» where Vmax - 3Xan(dmax/nmin) is the maximum angle for the cell defined in

section 2.4.1; this truncation may be difficult to achieve in practice, but it is clearly

optimal with respect to the figure of merit of (2-19). The following observation greatly

simplifies the optimization of the transmitter radiation pattern.

Theorem 1. The optimal radiation pattern #(\|/), maximizing thefigure

of merit of (2-19), is thatwhich makes thereceived signal power con

stant everywhere, independent of position, on the lines AB and BC.
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Fig. 2-17. Total reflection transmissions, assuming

dcA = 1.0335 QWOT, ncA = 1.38, n= 1.8, dc<2 = 1.4376 QWOT,
nc2 = 2.0, and nd= 3.686.
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Proof. By contradiction. Let /?n(¥) make the received power equal to

the same constant at every point on the lines AB and BC, and suppose

that:

K(V)=*o(Y) + 8K(Y) (2-33)

yields a higher figure of merit as specified in (2-19), with 67?(y) non

zero.

We first show that there exists an angle \|/_ such that o7?(\|f.) < 0. Both

RoW and ^(¥) must satisfy the same power constraint:

Tmax

PT= 2tc J /?0(\j/)sin(\|f)cf\|/ (2-34)

and

Tmax

PT= 2n \ fl(\|/)sin(y)dy (2-35)
o

™max ™max

= 2% f /?0(\jf)sin(\|/)dy + 2k f 5/?(\|/)sin(\j/)(i\|/ (2-36)
0 0

Tmax

=PT+ 2k f 8/?(\|/)sin(v)rfv . (2-37)

The last integral must therefore be zero. Since sin(\{/) > 0 for all

\|fg (0,11/^,^), wethusconclude thatthereexistsan angle\|/_ g (0, xj/^ox)

such that §K(\jO< 0.

Next, definePconst as the constant received power on lines AB and BC

when the transmitter radiation pattern is /?rj(¥)» at anv ¥ e (0» ¥max) ^

is given by the link equation (2-23):

pconst =i*0(¥) cosV ^/GyLyCAX.ejLjjaKv). (2"38)
h
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Similarly, define P(\\f) as the received power atangle \\f onlines AB and

BC when the radiation pattern is fl(\|/) of (2-33):

/>(¥) =̂(*o(¥) +5/?(\|/)}cosV AdetG^(*X,Q)LREF(y) (2-39)

=pconst +-^{&?(¥) }cos3\|/ AdetGyLy(£X,G)LREF(y). (2-40)

In particular, at \|/=\jr_ we have:

fftO =Pconst +4{8^(¥-)}cosV- Ade/G¥Xv.(AX,0)L^EF(V.)
h

< Pconst (2-41)

where the last inequality follows because oR(y.) < 0 and \|/_ g (0,n/2).

Thus, we see that any deviation from /?o(¥) results in a reduced

received signal power atsome position \|/_, which guarantees that#o(¥)

is optimal with respect to the figure of merit of (2-19). ♦

We can now derive the optimal R(y) by setting the received signal power Psig(}\f) on lines

AB, BC equal to aconstant Pconsi(£X,®), independent of y:

Psi8W =1277*W COs3^ AdetGyLy(*X&)LREF(v) =Pconst, (2-42)

where /*(\p) is the vertical distance between the transmitter and the receiver located on

lines AB, BC at an angley from the source normal:

/*(¥) =

Solving (2-42) for R(\\f) yields:

nmax on AB
^ / oTT- (2-43)
a^aa/tan y on BC

RopiW=-—.. 3,„ , ,,,„,. — VetO.y^. (2-44)
>2

i4(/e,cos3vCvLv (A\, 0) LREF(y)
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Examples ofRopl(y) are plotted in Fig. 2-18 and Fig. 2-19 in the next subsection.

Define PT as the total power emitted from the transmitter, in which case Ropl(\\f) must

satisfy:

Tmax

PT =2k J Ropt (v) sin (V) dy . (2-45)
o

Substituting (2-44) into (2-45) and solving for Pconst (AX,0) yields:

Pconst(AX&) =— ^LL . (2-46)
~max 2

2tc ( — ^ ™ <ty
J cos3(\(/)GvLv(AA.,0)^£F(v|f)

In summary, for a given AX and 0, the optimal transmitter radiation pattern is given by

(2-44). This radiation pattern causes the detected signal power to be the same at every

point on lines AB and BC, namely Pconst(AX,Q) as specified in (2-46). In the next section

we optimize the optical filter parameters AX and 0.

2.4.5 Optimization of Filter

For a given AX, and 0, when the radiation pattern is chosen optimally according to

(2-44), the figure of merit of (2-20) reduces to:

/» f. (AX, 0)
Figure ofMerit = const . (2-47)

Jax

Note that, since the detected signal power is identical everywhere on the cell extremum,

the minimization over lines AB and BC is no longer necessary. The optimal filter parame

ters AXopt and Qopt thus satisfy:

(^,Q0p,) =arg^ «"j_ (2-48)
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and can be found numerically by performing, for example, a grid search.

In Table 2-1 wepresent sample optimization results assuming a square room with a 3-

m ceiling and a peak transmitter power of 1W As illustrated in Fig. 2-12, we assume a

maximum and minimum vertical distance ofh^ =2.4 m and hmin = 1.5 m, respectively.

The maximum angles \)fmax =tan-1^^//^) for the 5mx 5mand 10 mx 10 mrooms

are 67° and 78°, respectively. The first row of the table is dcXopt, the optimal thickness of

the lens antireflection coating ARt. The second row is dc^opt, the optimal thickness of the

photodetector antireflection coating AR2. The third row of the table is AXop,, the optimal

filter bandwidth, and the fourth is 0op/, the optimal filter orientation. The fifth row is Xnor_

mal,opv the optimal normal-incidence wavelength; it is related to ®opt by (2-15). The sixth

row ispsig =Pconst(AXyB)/Adety the minimum received signal irradiance anywhere in the

cell. The seventh row is SNR^^ which we define as the shot-noise-limited SNR from

(2-17) and (2-18) with aworst-case received power of Psig =Adetpsig, assuming the fol

lowing: aphotodetector area ofAdet =1cm2, aphotodetector responsivity of0.53 A/W,a

background irradiance per unit bandwidth of pbg =5.8 nW/(cm2 nm), anoise bandwidth

factor ofI2 =0.562, and abit rate ofB=100 MHz. The last row ofthe table is AdeuSNU

TABLE 2-1: Sample Optimization Results.

5mx5m lOmxlOm

parameter planar hemisp. planar hemisp. units assumptions

dc\ 1.0335 NA 1.0335 NA QWOT nCtl = 1.38

dc2 1.4376 1.4376 1.7711 1.7711 QWOT "c,2 = 2.0

XXopt 71.7 11.6 73.5 8.3 nm Butter, m - 2

®opt

^normal,opt

47.2°

855.7

15.2°

815.4

57.6°

872.3

12.2°

813.5

degrees

nm

n*/nx = 2.276,

Xo=810nm

Psig 2.6 2.3 0.66 0.52 |iW/cm2

MRmin 21.7 28.5 9.7 17.0 (IB Adet=\cm2

AdetJSNL 0.97 0.20 15.4 2.9
2

cnr for SNR =144
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which we define as the detector area required to achieve an SNR of SNRreq =21.6 dB,

assuming shot-noise-limited operation. (SNRreq =21.6 dB was chosen because it is the

required peak SNR for a baseband on-off-keyed system with additive Gaussian noise to

achieve a bit-error rate of 10"9). When we consider other noises besides shot noise in

chapter 3we willsee that the required detector area willbe somewhat larger than Ade(SNL.

The first column in Table 2-1 assumes a 5 m x 5 m room and a planar filter, where we

see that AXopt =71.7 nm, and the optimal orientation angle is Qopt =47.2°. The optimal

transmitter radiation pattern in this case, as specified by (2-44), is shown in Fig. 2-18

using apolar plot. The worst-case signal irradiance is psig =2.6 (iW/cm2, corresponding

to an SNR of SNRmin =21.7 dB. An area of 0.97 cm2 is required to achieve an SNR of

SNRreq = 21.6 dB.

The second column is also for a 5 m x 5 m room, but this time assuming a hemispher

ical filter. The difference in results is striking. The optimal bandwidth in this case is

Y///////////////////////jy///////////^^

Vmax

0.5W/sr

Fig. 2-18. Optimal transmitter radiation pattern for 5 m x 5 m

room with planar filter (AX =71.7 nm, 0 = 47.2*).
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AXopt=il.6 nm; the hemispherical filter thus rejects 71.7/11.6=7.9 dB more noise

power than does the optimal planar filter. Furthermore, the price paid for this superior

noise rejection in terms of filter loss is not great; the minimum signal irradiance is

Psig =2-3 |iW/cm2, only 0.53 dB optical (1.06 dB electrical) less than that for the planar
filter. The net result is that the hemispherical filter achieves a6.8 dB improvement in SNR

when compared to the optimal planar filter. The optimal radiation pattern for the hemi

spherical filter case is shown in Fig. 2-19.

The results in the first two columns of Table 2-1 are encouraging because they show

that practical detector areas (0.97 cm2 for aplanar filter and 0.2 cm2 for ahemispherical

filter) are sufficient for a 5 m x 5 m room. This leads us to consider larger rooms. We

repeated the optimization procedure for a 10 m x 10 m room. The only difference in this

case is that d^ is now 5J5 m- 7.07 m and y,^ =78°. The results are shown in the

third and fourth columns of Table 2-1, where we see that the planar filter bandwidth

Y//////////////^^^^^

0.5 W/sr

Fig. 2-19. Optimal transmitter radiation pattern for 5 m x 5 m

room with hemispherical filter (AX =11.6 nm, 0 =15.2°).
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increased from 71.7 nm to 73.5 nm for the larger room, whereas the hemispherical filter

bandwidth decreased from 11.6 nm to 8.3 nm. This discrepancy is due to the increased

field-of-view requirement for the larger room: to accommodate the worst-case field-of-

view ofxj/,^ = atan(rfmax//zOT/w), the planar filter has to decrease its bandwidth. The larger

¥max has less impact on the hemispherical filter, because the density functions /v(1)(9)
tend to concentrate more of their mass near normal incidence as y gets large; see

Fig. 2-14. In contrast, the planar filter density functions/^(O) tend to diverge as \j/ gets
large; see Fig. 2-13.

The SNR improvementprovided by the hemispherical filter increases from 6.8 dB for

the 5 m x 5 m room to 7.3 dB for the 10m x 10m room. Unfortunately, however, the

required detector areas for the large room are excessive: 15.4 cm2 for the planar filter case

and 2.9 cirr for the hemispherical filter case. We thus conclude that, with a 1-W trans

mitter, a 10 m x 10m room is grossly impractical for a planar-filter system, while just

barely out of reach for a hemispherical-filter system.

2.5 SUMMARY AND CONCLUSIONS

This chapter has presented a procedure, summarized in section 2.1, for designing the

optical components in a wireless link using the non-directed LOS configuration (see

Fig. 1-1-e). We have quantified the optical gain provided by a hemispherical lens as a

function of lens radius and angle of incidence. We have defined two families of density

functions {/^(O)} and {/^(O)}, parameterized by \|/ g[0, ^max^ that characterize the
angular distribution of light as it enters the lens through the curved surface (/y(^) and as it
exits the lens through the planar surface (f^fty. We showed how these density functions
could be calculated using a ray-tracing algorithm. We presented a five-parameter model

for approximating the performance of thin-film optical bandpass filters. Using these

results, we showed how the antireflection coatings, transmitter radiation pattern, and
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optical filter could be optimized. The optimal transmitter radiation pattern is that which

makes the detected power equal at every position on the extremum of the cell.

The conclusions to draw from this chapter are obvious. First, a hemispherical lens is

advantageous and should be used, because it provides a gain of approximately n2 at all

angles of incidence, where n is its refractive index. Likewise, a hemispherical thin-film

filter should also be used, since, unlike the planar filter, it can provide both a narrow band

width and a wide field-of-view. Finally, to maximize the worst-case SNR within the cell,

theoptical gain of the transmitter and receiver should bedesigned jointly, not separately.



57

CHAPTER 3

Receiver Design

In this chapter we examine the problem of designing the receiver front end, which con

sists of one or more photodetectors followed by a low-noise, wide-band preamplifier. The

design of the preamplifier is challenging due to the high capacitance of large-area photo-

diodes and a potentially intense background light. The error performance of the entire

system depends to a large degree on the ability of the preamplifier to amplify the detected

signal over the desired bandwidth without adding undue noise. We show that it is always

possible to make the preamplifier noise negligible in comparison to the background light

shot noise. We show that, in practical cases, a PIN photodiode is preferable to an ava

lanche photodiode. We propose a transimpedance amplifier using a current-feedback pair,

and present a detailed bandwidth and noise analysis. We present design procedures for two

typical design scenarios. Numerical examples show that, using wide-gate FETs, low-noise

operation over bandwidths near 100 MHz can be achieved for moderate detector areas

near 1cm2.
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3.1 INTRODUCTION

There are a number of similarities between preamplifier design for wireless infrared

links and preamplifier design for fiber-optic links, and thus much can be learned from the

extensive body of literature on fiber-optic receiver design [37]—[44]. There are two fun

damental differences, however, which deserve special attention. First, a wireless infrared

receiver must contend with anenormous amount of background radiation from sun, incan

descent, and fluorescent lights. No such background lightexists within the confines of an

optical fiber. The in-band background power is typically 25 dB greater than the received

signal power. If not properly accounted for, the shot noise from this background radiation

may overwhelm the received signal. The background light may also saturate an amplifier

that is not a.c. coupled.

Second, unlike the highly concentrated beam of light that emanates from an optical

fiber, the received optical signal in a non-directed wireless system will be spread over a

wide region, and so a large-area photodetector will be required to collect sufficient signal

energy. The high capacitance of large-area photodetectors is the primary impediment to

-achieving a wide bandwidth.

For these reasons, the receiver design strategies of fiber-optic receivers cannot be

adopted to nondirected wireless receivers. Therefore, this chapter presents acareful evalu

ation of all impediments and presents new strategies for low-noise wideband preamplifier
design.

An optical receiver front end consists of two components: a photodiode and a wide

band preamplifier. We will show in section 3.5.2 that, for our application, a PIN photo

diode is preferable to an avalanche photodiode, and so we assume a PIN photodiode

throughout this chapter.

Preamplifiers for optical receivers can be classified in three categories: low-imped

ance, high-impedance, and transimpedance. A simplified diagram for a low-impedance
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and high-impedance front end is shown in Fig. 3-1-a. Current from areverse-biased pho

todiode produces a voltage across aload resistor RF, and this voltage is fed into wideband

amplifier. For a low-impedance receiver, RF is chosen small (typically 50 Q), so that the

receiver bandwidth \/(2kRfCt) is sufficient for the signal bandwidth. Here, CT repre

sents the total input capacitance, including the photodetector capacitance and the input

capacitance of the following amplifier. The drawback of thisapproach is its reduced sensi

tivity; the thermal noise associated with RF can bequite large for small RF. A high-imped

ance receiver uses the same configuration but with RF large, thus diminishing the effects

of its thermal noise. However, the receiver bandwidth 1/(271/^7*) is thenusually smaller

than the signal bandwidth, requiring an equalization stage immediately following the

preamplifier. The equalizer cancels the poleat \/(2tcRfCt) with a zero.This can be tricky,

because the load resistance RF and input capacitance CTwill change with age and temper

ature. Also, the equalizer reduces the overall dynamic range of the receiver [37] [41] [42].

The third category of receiver, the transimpedance front end, solves these problems by

using a large feedback resistance RF and an inverting amplifier as shown in Fig. 3-1-b.

This boosts the bandwidth with respect to a high-impedance amplifier roughly by a factor

of the amplifier gain [41] [42], without thermal noise and dynamic range problems.

••r ft

(a) (b)

Fig. 3-1. Preamplifier types: (a) high-impedance and low-

impedance configuration; (b) transimpedance configuration.
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Personick showed that, of the three front-end types, the high-impedance front end pro

vides the highest sensitivity for fiber-optic systems [38]. In our application, however, the

dominant source of noise is due to background radiation, not thermal and circuit noise.

This makes the sensitivity of the transimpedance front end identical to that of the high-

impedance front end. Therefore, because of it larger dynamic range, the transimpedance

front end is preferable in our case. We will therefore concentrate on a transimpedance

preamplifier in this chapter.

3.2 ANALYSIS OF CURRENT-FEEDBACK PAIR

In Fig. 3-2-a we show a simplified schematic diagram for the proposed transimped

ance amplifier. It is a current-feedback pair, a popular choice for wideband optical pream

plifiers [37][43][45][46][47]. The current from the reverse-biased PIN photodiode is fed

intothegateof a FETin a common-source configuration. Thesecond stage is a source-fol

lower. Current from the second stage is fed back to the first via a feedback resistor RF and

for this reason this amplifier is referred to as a current-feedback pair. The output of the

second stage is passed through a buffer stage to the equalization and detection portion of

the receiver. We assume that this buffer amplifier has infinite input impedance, no noise,

and infinite bandwidth, so that thesmall-signal current i0% as labeled in Fig. 3-2-a, can be

viewed as the preamplifier output. This is a valid assumption in practice, because the

bandwidth limitations of the photodetector and the noise of the background radiation are

generally dominant. The small-signal output voltage v0, which is the input to the third-

stage buffer amplifier, is proportional to i0:

v0 = (Rs\\RF)i0J (3-1)

where a II b s ab/(a + b).

In Fig. 3-2-b we show a simplified equivalent small-signal model, which was arrived

at using standard feedback theory: the feedback from the second stage to the first stage
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was removed and replaced byan equivalent current source, taking into account the loading

effects of the feedback circuit on the input and output stages [45]. The first current source

provides ip - iF the photodetector signal current minus the feedback current, plus awhite

Gaussian noise with (two-sided) power spectral density N0snot +N0j.es> where N0fShot is

due to the background-light shotnoise, given by:

N0,shot =^bg (3-2)

(b)

v2 CP 9^2
+ noise

i^>fl=Rs||RF

Fig. 3-2. Current-feedback pair transimpedance amplifier:

(a) simplified schematic diagram; (b) small-signal model.
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where q is the charge of an electron, r is the photodiode responsivity, and Pbg is the total

power of the detected background light, and Nq^6S is due to the thermal noise in the feed

back circuit:

where k is Boltzmann's constant and Tis temperature. Recall that Pbg is related to pbg of

(2-18) by:

pbg =GbgpbgAdetAX. (3-4)

The first-stage FET has gate capacitance Cg and transconductance gm, while the

second-stage FET has gate capacitance Cg2 and transconductance gm2. The total input

capacitance is denoted C^, and is given by:

CT =Cdet +Cstray +Cg (3-5)

where Cdet is the detector capacitance and Cstray is stray capacitance due to detector

mounting and other parasitics.

The noise in the second current source of Fig. 3-2-b has power spectral density

N0fET +Noj)> where Nqj?et is due to the thermal noise in the channel of the first FET,

given by:

%£rB2«r^. (3-6)

where Tis the channel noise factor ofthe first FET, and N0yD is due to the thermal noise in

the drain resistor RD:

N0J> = -s- • (3-7)
KD

The noise in the third current source of Fig. 3-2-b has power spectral density

N0fET2 +^0^>2» where No,F£72 is due to the thermal noise in the channel of the second

FET, given by:



^0^£72 = 2kTT2gm2,

where ^ is the channel noise factor of the second FET, and where N0j)2 isdue to thermal

noise in the second-stage drain resistor R^'.

M 2kT
RD2
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(3-8)

(3-9)

The small-signal circuit of Fig. 3-2-b can be redrawn in a traditional block diagram form,

as shown in Fig. 3-3-a. Define G{(s) as the transfer function between the small-signal cur

rents ig and /$, as labeled in Fig. 3-2; it is given by:

Gx(s) =

N0,shot+NQ,res

A/(co)

10

l+s/pi'

where G\q is the low-frequency current gain of the first stage:

Wo,FE7+W0,D %E72 +%2

(a)

*-&4^i(s)G2(s)
10G,(s)G2(s)

(b)

Fig. 3-3. Block diagram of preamplifier.

(3-10)
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G{0 = gm(RF + Rs)> (3-H)

and p\ is the dominant pole of the input stage:

pi=(*F+W (3-l2)
Similarly, define G2CS) as the transfer function between is and i0, given by:

1+ s/z0

G*) =Gx>TT17ir2 (3"13>

where G20 is the low-frequencycurrent-gain of the second stage:

°20=TTi^. 0-14)

where R = Rs II Rp, and:

Z2 =8na/Cg2 (3-15)

P2" (RD +R)Cg2 • (3"16)

The feedback gain Hq is thatof a current divider:

H°mRpnrF- (3-17>

The closed-loop system of Fig. 3-3-a is equivalent to that of Fig. 3-3-b, where the

power spectral density Af(co) of the input-referred noise is given by:

Mm\ - A/ a. M _,_N0,FET+N0, D , N0, FET2 +^0, D2N{(0) =N0iShot + NQ,es + +
IG^s)^ \Gl(s)G2(s)[

2 2

N0, FET +N0, FET2/G20 +N0,D+ N0, D2/G20
-%$/>* +AW + |<MJ)|2 >(3-18)
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the second approximation being valid when pi and z2 exceed the system bandwidth, a

desirable condition that will be met in practice. The power spectral density can be further

simplified when G20 » 1, in which case the second-stage FET channel noise and drain

resistor thermal noise can be neglected. The equivalent noise power spectral density can

then be written as:

2kT ('m-vrH+jg!ri + eq
2kTT

eq ofty (3-19)

where Teq =T + 1/(&„/?£>). Unlike the first two terms, which are constant, the third term

isquadratic in frequency, and for this reason is often referred to as/2 noise. The total vari

ance of the input-referred noise, accounting for pulse shaping after the preamplifier, is:

G1 =l2B2qrPbg +l2B UT
1 +

eq

lRF +RsV 8m(RF +Rs))i
+ I&

r4kTT
eq (2kCt) , (3-20)

shot res
'FET

where B is the bitrate and /2 and /3 are noise bandwidth factors; they are functions of the

transmitter pulse shape and equalized pulse shape only, and are independent of bit

rate [38]. For example, I2 =0.562 and /3 =0.0868 for arectangular transmitter pulse shape

and a full raised-cosine equalized pulse shape. To account for 1// noise in the FET

channel, the /3B3 factor in (3-20) should be replaced by (I3B3 +Ifffi2), where If is
another noise bandwidth factor and/c is the l//-noise corner frequency [41][42].

The expression for noise power given in (3-20) is similar to that presented elsewhere

in the fiber-optic literature [37][41], with the primary difference being the absence of shot-

noise terms due to gate leakage current and dark current, which inour application are neg

ligible compared to the background shot noise. In addition, although the expressions look

similar, the total capacitance CT will much larger in our case than for a fiber-optic receiver.
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3.3 CHOOSING THE RIGHT TRANSISTOR

The FET transconductance gm is related to the gate capacitance Cg through the short-

circuit common-source gain-bandwidth product 0)7- = 271/7-:

<0r=7^. (3-21)

It is inversely proportional to gate length, with the constant of proportionality determined

by the transistor technology (such as GaAs HEMT, GaAs MESFET, Si MOSFET, or Si

JFET). Both the transconductance and the gate capacitance are proportional to the gate

width, so 0)7- can be viewed as the ratio of the two constants of proportionality. The two

dominant characteristics of the FET for our purposes are 0)7- and gm. For a given tech

nology, specifying 0)7and gm is equivalent to specifying the gate length and width. Note

that the ratio of the gate width to gate length cannot be made arbitrarily large, which pre

cludes the possibility of a short-length (high 0)7-) wide-gate (high g^ device.

The first-stage FET should be chosen to minimize oFEr defined as the third term in

(3-20). Using (3-21), this variance can be rewritten as:

c +r + —I^ delTU stray T ^
<?FET =lejt2^3+iffjhur,, - T— . (3-22)

It is easily shown that, given 0)7; the optimal gm> minimizing oFET, isapproximately:

8m,opt - ®I<Cdet + cstray)- (3-23)

In other words, the gate width should be chosen so that the gate capacitance Cg is equal to

Cdet+ Cstray (Jhe true optimal value will be slightly larger, due to the dependence ofTeq

on gm, but this effect is negligible.)

To a first order approximation, the power consumed by the FET is proportional to the

gate width and hence proportional to gm. It is likely, therefore, that the optimal transcon

ductance would lead to excessive power consumption, in which case a transconductance
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smaller that gmy0pt should be used. In this case, the transconductance canbe thought of as

fixed at some maximum valuegm, and the designer must choose the device 0)7-. Transistors

with high values of corare expensive, and so 0)7- should be kept small. On the other hand,

Cg isinversely proportional to 0)7, so ©7-cannot be too small. The best value for 0)7- should

be chosen to balance these two tradeoffs; a reasonable value is that which makes Cg about

ten times less than Cdet +Cstray: 07^, = 10 xgm/{Cdet + Cstray).

The 0)7- of the second-stage FET does not affect noise, and can thus be chosen based

on bandwidth considerations only. Therefore, CO72 need not be chosen any larger than the

value which makes the polep2and zero z2 of G2(s) negligible.

3.4 DESIGN PROCEDURES

The purpose of this section is two-fold. First, in subsection 3.4.1, we identify a few

heuristic principles for receiver design. Second, in the remaining subsections, we present

specific design procedures for typical design scenarios.

3.4.1 Basic Philosophy

The two goals of the design are wide bandwidth and low noise. We first address band

width issues, then noise issues.

3.4.1.1 Bandwidth

The closed-loop transfer function for the preamplifier is:

G,(^)C2(5)

We will often assume thatthezero z2 and pole p2 of G2(s) arenegligible, in which case the

closed-loop transfer function reduces to:
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where Go =G10G2q is the open-loop low-frequency gain. In this case, the closed-loop

low-frequency current gain is:

gain=TT§^ P-26)
and the closed-loop bandwidth (rad/s) is:

bandwidth =(1 +GqHq)pu (3-27)

The "gain-bandwidth product" is therefore fixed at G0Pi for all feedback gains H0:

gain-bandwidth product=GoPl =J? • J?*,0,* .«>• (3-28)
LT l+ em2KFKS/ \KF + KS'

(Note that the factor gm/CT can be viewed asaneffective cor for the first FET.) This illus

trates that, under the single-pole assumption, extremely high bandwidths can be obtained

by increasing the feedback gain //q, at the expense of a decreased low-frequency gain. A

more desirable way of achieving higher bandwidth, however, is by increasing the open-

loop gain Go, or more generally, by increasing the gain-bandwidth product G0Pi.

Our basic design philosophy, therefore, will be to choose the circuit parameters so as

to maximize GQp\. This will allow the closed-loop system to achieve the required band

width with a minimal decrease in gain. As we shall see, this approach will lead to accept

able results with respect to both bandwidth and noise considerations.

Consider first R$y the source resistor of the second-stage FET of Fig. 3-2-a. Inspection

of (3-28) reveals thatG0Pi is maximum whenRs is zero. The outputsmall-signal voltage,

however, is given by v0 = i0(Rs IIRF). Recall our assumption that the noise of the third-

stage amplifier is negligible; in order for this to be true, v0 cannot be arbitrarily small. Let

vojnin ^e tne minimum voltage level required to make the third-stage noise negligible; in

order for v0 to exceed vojnin when the output current has a minimum value of /0tOTI-n, Rs

must exceed RStfnin, where RS/nin satisfies v0/nin = i0yfnin(RSrnin "fyO- A Bode plot of

G0pi versusRs shows thatG0Pi starts rolling off appreciably beyond a"cutoff" value of:
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RF 1Rs=- £_-J-. (3-29)

The last approximation is valid when gm2Rp » 1, which is typically the case. A good

choice for R$, therefore, is:

K5 =max{-L,J?5fOT&I}. (3-30)

Thisprovides a good balance between maximizing the gain-bandwidth product (small R$),

and providing appreciable outputvoltage (large Rs).

A Bode plot of G0pi versus RF shows that, for all RF > Rs, the gain-bandwidth

product is essentially independent ofRF. Thecondition RF > Rs will always be satisfied in

practice, because RF must be large to reduce the effects of thermal noise. Thus, unlike Rs,

there is no a priori optimalvalue for RF, and so it can be chosen based on noise consider

ations.

Inspection of (3-28) reveals that the gain-bandwidth product is proportional toRD, the

drain resistor of the first-stage FET. Therefore, from the viewpoint of both bandwidth and

noise, RD should be chosen as large as possible. The single-pole assumption breaks down

for very large RD, however, and soRD should not bechosen so large that the second pole

p2 becomes significant Also, the small-signal output resistance r0 of the first FET,

neglected in Fig. 3-2-b, becomes significant when RD is too large.

3.4.1.2 Noise

Define Jr as the ratio of thermal-noise variance to shot-noise variance:

o2
Y*= -j2- (3-31)

shot

where a2shot and G2es are defined by the first and second terms in (3-20), respectively.

Similarly,define yFas the ratio of/ -noise variance to shot-noise variance:
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FET
Yf="2— . (3-32)

shot

where <5pET isdefined by the third term in (3-20).

Recall that the signal-to-shot-noise ratio SNRshot, given by (2-17), is proportional to

detector area Adet. Define Adetsho( as the detector area required for SNRshot to achieve a

value ofSNRreqi given by:

2ql2BGbp &X
^detshoi = T^—Smr*q (3-33)

rPsig

where psig is the received signal irradiance and pj„ is the detected background irradiance

per unit filter bandwidth; see (2-17) and (2-18). The total SNR, including the thermal

noise and/ noise as well as the shot noise, can be written as:

SNR =
™Rshot ™Rreq f A

1+Yfl +Y/r" 1+Y/? +Y/r \Adel. shot
det ' (3-34)

Wecan thus view (1 + yR + yF) as the total SNR penaltydue to electrical noise, with yR as

the penalty due to thermal noise and yF as the penalty due to/2 noise. Larger penalties

will require larger detector areas to achieve a given SNRreq.

In the presence of intense background noise, the thermal-noise and FET-noise penal

ties will be small in a well-designed receiver, in which case the shot-noise-limited assump

tion is approximately correct This observation, which was first noted by Kahn et al. [48],

simplifies the design process considerably.

3.4.2 Scenario One

In the first design scenario, assume that the received signal irradiance pslg is given, and

thedesign problem is to specify theparameter set {Adel, gm> gm2, afy 0)72, /?f> RS> rd )t0

meet an SNR requirement ofSNRreq and a bandwidth requirement ofB.
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If RFand gm can take on any value, then the designer can make yR and yF as small as

desired. Let yRtdes and yFtdes be desirable values for yR and yFl respectively. For example,

lR,des ~ ^-3 and yF,des =0-3 results in a total SNR penalty of 2 dB. The designer can then

choose RF such that yR =yRtdes and gm such that yF =yFtdes. From (3-34), the detector area

required to achieve an SNR of SNRreq will then be:

^det,req = (1 + lR,des +lF,des)^det^hot • (3-35)

The drain resistor RD should be chosen large enough to achieve the bandwidth require

ment. Implementing these ideas is complicated by the interdependence of the parameters

involved. In Fig. 3-4 we present a design procedure that solves this interdependency

problem by iterating a sequence of computations until the parameters converge and the

constraints are satisfied.

The iteration of steps 5 through 11 isnecessary because both gm as calculated in step 5

and RF as calculated in step 9 are functions of RDi which itself is not determined until

step 10. They are only weakly dependent on RD, however, with complete independence as

RD -> oo. Therefore, by initializing RD to a large value in step 4, few if any iterations will

be necessary.

Building on the link analysis of chapter 2, Table 3-1 presents numerical results of this

design procedure. Two different room sizes with both planar and hemispherical optical fil

ters are considered. In each case, the received signal irradiance psig and the optimal filter

bandwidth AX are taken from Table 2-1. Other assumptions, such as the background gain

Gfjg and the background irradiance per unit bandwidth Pbg, are listed in Table 3-2. Note

that Gbg =3.24 is the ideal n2 gain of a lens with refractive index n=1.8, and that

Pbg =5.8 |LiW/(cm -nm) is the worst-case background noise measured in a daylight envi

ronment near awindow butnotexposed todirect sunlight [11]. The desired noise penalties

yR,des and lF,des ^^ botn set t0 °-3.
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1. Set noise penalties yRdes and yFdes to desired values.

2. CalculateAdetshotusing (3-33).

3. Calculate Adet using (3-35).

4. Initialize Rp to any large value.

5. Setgm so that yF = yFtdes. The exact expression for gm is complicated

and omitted for brevity; it is the positive root of the second-order polyno

mial in gm formed by substituting cOf from step6 into (3-22), and then

substituting the result into (3-32).

6. Set co^ so that the gate capacitance Cg is negligible:

<0r= WX8m/(Cdet +Cstray)-
7. Set gm2 = gm.

8. Set/?5=l/<?/n2.

9. SetRF so that yR =yRides. The exact expression for RF is complicated and

omitted for brevity; it is the positive root of the second-orderpolynomial

\nRF obtained by substituting o* from (3-20) into (3-31).

10. Set RD to meet the bandwidth requirement:

RD = (2kB(Rf +Rs)Ct- 1)(1 +gm2R)/(gmgm2Rs) •

This equation is based on the single-pole assumption of (3-25), so the

true bandwidth may differ slightly from B.

11. Set CO72 so thatp2 = 4 x 2%B, ensuring that the secondarypole p2 of

(3-16) is negligible, even after the loop is closed:

COrc = 4 X 2%Bgm2(RD + R)/(l + gm2R).

12. Iterate steps 5 through 11, if necessary, until \yF - yFtdes\ and ly^ - yRtdes\

are acceptably small.

Fig. 3-4. Design procedure for scenario one.
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The first column of Table 3-1 presents results fora5mx5mx3m room with a planar

optical filter. From Table 2-1, the optimal filter bandwidth in this case is AA, = 71.7 nm,

TABLE 3-1: Receiver Design Results for Scenario One.

Parameter

5 mx5 m /

planar
5mx5 m/

hemispherical
lOmxlOm/

planar
lOmxlOm/

hemispherical

Adet 1.56cm2 0.32 cm2 24.8 cm2 4.5 cm2

8m and gm2 40.3 mS 62.6 mS 585 mS 870 mS

CD7/27C 1.1 GHz 7.5 GHz 1.1 GHz 8.7 GHz

CO72/27C 2.5 GHz 16.9 GHz 2.4 GHz 20.3 GHz

RF 150 a 4.6 kQ 9.2 O 463 Q

RS 24.8 a 16tt 1.7 Q 1.1 a,

RD 269.3 Q 1.3kX2 17.4 Q 115 Q

TABLE 3-2: Basic Parameter Assumptions.

Parameter Value Description

Gbg 3.24 optical gain seen by background light

Pbg 5.8 u.W/(cm2-nm) background irradiance per unit bandwidth

r 0.53 A/W photodetector responsivity

cdet 35 pF/cm2 photodetector capacitance per unit area

G 0.82 FET channel noise factor

h 0.562 noise bandwidth factor for white noise

h 0.0868 noise bandwidth factor for/2 noise

h 0.184 noise bandwidth factor for 1//noise

fc 10 MHz cutoff frequency for 1//noise

B 100 MHz desired bandwidth

yR,des 0.3 desired penalty due to thermal noise

lF,des 0.3 desired penalty due to FET noise

SNRreq 144 desired peak SNR
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and the received signal irradiance is psig =2.6 |iW/cm2. From Table 3-1 we see that the

requirements are met with amoderately high value for gm (40.3 mS) and with reasonable

values for CO7, The required detector area is Adet =1.56 cm2. Because of the large filter

bandwidth, the shot noise power is high, and so asmall value for RF (150 Q) is sufficient

tomake the thermal noise penalty yR = 0.3.

The second column of Table 3-1 presents results for the same room, but with a hemi

spherical filter. Table 2-1 shows that the optimal filter bandwidth isAX = 11.6 nm, and the

received signal irradiance is psig =2.3 |iW/cm2. The detector area required is only

Adel = 0.32 cm . The shot noise power is low due to the narrow optical filter bandwidth

and small detector area. Therefore, to make yR equal 0.3, the hemispherical-filter receiver

requires a larger feedback resistor RF (4.6 kQ) than the planar-filter receiver. This in turn

moves the dominant open-loop polepi closer to the origin, requiring a larger RD of1.3 kQ,

to meet the bandwidth requirement. This larger RD requires a larger 0)72 (2rc x 17 GHz) to

prevent the secondary polep2from becoming significant.

The third column of Table 3-1 presents results for a 10 m x 10 m x 3 m room with a

^planar filter. From Table 2-1, AA, =73.5nm and psig =0.66 |LiW/cm2. The required

detector area in this case is Adet =25 cm2; too large to be considered seriously.

The fourth column of Table 3-1 presents results again for the 10 m x 10 m room, but

with a hemispherical filter. From Table 2-1, AX =8.3 nm and psig =0.52 |iW/cm2. The

required detector area of Adet =4.5 cm2 is large but still feasible. The required gm is large

(870 mS), which implies high power consumption. The small value for Rs (1.1 Q) is too

small to provide appreciable voltage to the third stage, so the procedure ofFig. 3-4 should

be modified by fixing Rs to be somewhat larger, say 15 U instep 8.

3.4.3 Scenario Two

We next consider a more constrained design scenario, in which the optical filter band

width, photodetector, and transistors are specified, and the problem is to specify the circuit



75

parameters {RS,RFRD} such that the total power penalty (1 +Y/?+Y/r) is fixed at a

desired value of (1 +yTOT,des) witn a bandwidth B. Here, yT0T is defined by the sum

Itot ~Yr +Yf- Also of interest is the signal irradiance psig required to achieve an SNR of

SNRreq.

The principles in this case are similar to those of the first scenario, so this discussion

will be brief. First, initialize RD to a large value, and choose Rs = \/gm2 for the reasons

mentioned earlier; see (3-29). Second, calculate yF from (3-32). Third, using step 9 of the

procedure of Fig. 3-4, calculate RF such that yR =yRdes s yT0T,des ~Yf- Fourth, using step

10 of the procedure of Fig. 3-4, compute the value for RD required to achieve the band

width requirement As before, iterations may be necessary to fine tune the resulting

parameters. Finally, the required signal irradiance psig can be found by substituting (3-33)

into (3-34) with SNR =SNRreq and solving the result foipsig.

As a numerical example, assume the chosen detector has area Adet =1cm2. Assume

the two FETs are identical with gm =g^ =70mS and 0)7- =0)72 =2k x 44GHz; these

correspond to the GaAs HEMTs (OKI KGF1850) proposed for use in an experimental pro

totype [49]. Assume the filter bandwidth is AX =23 nm, also proposed for use in [49].

Assume the desired value for yT0T is yTOT,des =°-5- Witn tnese assumptions, along with

those listed in Table 3-2, the procedure outlined in the previous paragraph yields the fol

lowing results: Rs = 14.3 Q,RD = 659 Q, and RF = 1.0 kil The resulting closed-loop low-

frequency current gain is 37 dB, and the low-frequency transresistance gain is 48.5 dBil

A large drain resistor RD can be problematic because a large swing in photodetector

current will result in large voltage swing VDS across the first FET, risking device failure.

Unfortunately, by setting Rs= \/gm2, the value of RD required to achieve the desired

bandwidth is rather large. The interplay between Rsand RD can beunderstood as follows.

From (3-27), the "loop gain" GqH0 must satisfy GqHq =2%B/px - 1under the single-pole

assumption. Thus, for a given bandwidth B and pole pj, this relation fixes the required
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loop gain, independent ofRs and RD. From (3-11), (3-14), and (3-17), the loop gain can be

written as:

^0="^?r' (3"36)
where R= Rs IIRF. This equation shows that, when GqH0 is held fixed at the value neces

sary to achieve the required bandwidth, smaller values ofRs require larger values ofRD.

Thus, by making Rs significantly larger than l/gm2, we can decrease the required value of

Rp. The gain-bandwidth product decreases rapidly forRs > ^m2, so the price paid for this

smaller RD is a smaller low-frequency current gain.

In the above numerical example, the low-frequency current gain is large (37 dB), and

so there is room to decrease Rp by increasing R$ at the expense of decreased gain. For

example, by initializing R$ to 100 CI rather than 14.3ft Rp is reduced from 659 Q to

358 ft and RF decreases slightly from 1.0kQ to 933 CI The closed-loop low-frequency

current gain decreases from 37 dB to 20 dB, and the low-frequency transresistance gain

decreases from 48.5 dBCl to 39.5 dBflL

3.5 OPTIONAL DESIGNS

In this section we consider a number of design embellishments that can improve

system performance at the cost of increased receiver complexity.

3.5.1 Feedback Zero Compensation

Our design strategy outlined in section 3.4 was to choose the transistors so that the

single-pole assumption of (3-25) was always valid. This approach, although fruitful, may

not be cost-effective in the long run because it may require high-performance transistors

that are not conducive to monolithic integration. It is appropriate, therefore, to consider

design strategies for the case in which bothp2 andpj in (3-24) are significant.



77

In Fig. 3-4 we show the root locus for the transimpedance amplifier of

Fig. 3-2 [45] [50]. The root locus for the ideal single-pole case of (3-25) is not shown; it is

simply a straight line beginning at s =-p\ and ending at s =- «>. Curve (a) is the root

locus for the ideal two-pole system of (3-24) with z2 =°°. When the feedback gain Hq is

zero, the poles are located at -pj and -p2, as shown. As Hq increases, the poles shift

towards each other on the real axis, eventually colliding and then branching out vertically

in both directions. In practice, higher order poles, neglected in ouranalysis, will cause the

locus to bend back towards the imaginary axis, as shown by curve (b).

For the case of curve (a), the feedback can still provide a large bandwidth, but the

resulting frequency response will exhibit peaking near the cutoff frequency. The more

realistic case of curve (b), however, shows that higher-order effects can cause the amplifier

tobe unstable. Under these conditions it isadvantageous to place acapacitor CF inparallel

with the feedback resistor RF of Fig. 3-2-a, a technique referred to as feedback-zero com-

(a)'
I

"4

(c) """'••-,
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-ZF -ft i -Pi
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lm{s}

Re{s}

Fig. 3-4. Root locus for current-feedback pair: (a) ideal case;
(b) practicalcase; (c) Idealcase with feedback zero.
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pensation [45]. Define H(s) as the transfer function between the output current i0 and the

feedback current iF, as shown in Fig. 3-2; with the feedback capacitor, it is given by:

1 +s/zF

H(s) =HQTTs7TF ~//°° +s/zf) ' (3"37)

where zF =1/{RpCF) and pF s zf/Hq\ the approximation is valid because 1///0, which is

roughly the low-frequency closed loop gain, is large so that pF is much larger zF. In the

ideal two-pole case, this type of compensation causes the root locus to lie on a circle cen

tered at the feedback zero (-zF), as shown in curve (c). With properly chosen feedback

gain and feedback capacitor, the two poles can be arranged at ± 45° from the real axis to

create a second-order Butterworth frequency response. As is evident from the figure, the

feedback zero increases the total bandwidth as well asprovides a margin for stability.

3.5.2 Avalanche Photodiode

Avalanche photodiodes (APDs) are advantageous over PIN photodiodes in applica

tions where shot noise is negligible and the electrical noises of the preamplifier are domi

nant. They enjoy great success in fiber-optic systems, where the only sources of shot

noise—photodetector dark current and the signal itself—are weak. In wireless systems, on

the otherhand, the shot noise from background power will usually dominate, even with a

PINdiode, thus limitingthe usefulness of APDs. The purpose of this section is to establish

the conditions under which an APD would be useful in a wireless system.

The bias electric field of an APD is larger than that of a PIN diode, so that electron-

hole pairs generated by the absorption of photons in the depletion layer will accelerate

until their kinetic energy is sufficient to generate new carriers, a process known as ava

lanche multiplication [33]. The APD gaincan be characterized in part by its mean Mand

second moment M2F{M)y where F(M) =kM +(1 - k){2 - \/M) is the excess noise factor

for a mean gain A/, and k is the ionization ratio [41] [42]. The APD gain is nota Gaussian

process, so its first and second means are not sufficient to characterize it completely; it is
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sufficient for our purposes, however, because we are interested only in second-order statis

tics.

A PIN diode can be thought of as an APD with M = 1 and F(l) = 1. Compared to a

PIN-based receiver, the signal power with an APD receiver will be increased by a factor

M . The shot noise power, on the other hand, will be increased by a factor M F(M).

Defining a2, as the signal power with aPIN, and using the definitions of (3-20), the SNR

with an APD is thus:

SNRAPD-

Mopt = mnx< 1,

M2g2
sig SNR

shot

M'F W <ot +<s+°FET FM +yTOT/M4

where SNRshot =<52sig/G2shot and Yror =Y/? +Yf- The optimal APD gain, maximizing the
SNR, or equivalently maximizing the receiver sensitivity, can be found by solving the

third-order polynomial formed by setting the derivative of (3-38) with respect to M to

zero, with the result being:

,1-it,3 TOT yTOT
3k

, i-*v3 tot

r2 '

Hot

k J

(3-38)

(3-39)

We see that the equation is dependent only on yT0T and k. In Fig. 3-5 we plot this

optimal gain (left scale) versus the total electrical noise penalty Yror» along with the corre

sponding SNR improvement (right scale), assuming k =0.02. A well-designed receiver

will generally have yT0T < 0.5, and from the figure we see that in this case the optimal

APD gain is unity, i.e., a PIN diode is best When yT0T > 0.5, there can be a significant

SNR improvement when an APD with optimal gain is used. It is likely, however, that it

would be more cost-effective to improve the preamplifier design (perhaps by increasing

the transistor gm and/^) to reduce yT0T to an acceptable level rather than by switching to

an APD.
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3.5.3 Photodetector Array

This thesis has so far considered receivers using a single photodiode. There are a

number ofpossible motivations for using multiple photodetectors, however. For example,

multiple photodetectors can beseparated inspace toprovide spatial diversity against shad

owing, or they can be angled in different directions to provide angle diversity against

receiver tilt. Multiple photodiodes will also be necessary when the required detector area

exceeds the largest area available commercially.

One simple way to amplify the outputs of an array of photodiodes is to feed all of the

photodetectors into one preamplifier. With regard to bandwidth and electrical noise, this

configuration is approximately equivalent to a single photodetector with a total capaci-
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Fig. 3-5. Optimal APD gain (left scale) and the resulting SNR

improvement (right scale) as a function of electrical noise penalty.
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tance equal to the sum of the capacitances of the individual photodiodes. Whenever a

receiver uses more than one photodetector, however, the designer has a second option:

provide aseparate preamplifier for each photodiode, as shown in Fig. 3-6. The purpose of

this subsection is to examine the benefit of such aphotodetector/preamplifier array.

Consider Fig. 3-6, which shows an array of N photodiodes, each with area Adet/N.

Each photodiode has its own transimpedance preamplifier, such as the current-feedback

pair of Fig. 3-2. The outputs of the N preamplifiers are added together to produce a total

output signal iT0T Note that a single-detector receiver can be viewed as a special case

with TV* =1.

In this discussion we assume that the same signal irradiance and background irradi

ance is incident on each ofthe photodetectors. We also assume that the Npreamplifiers are

identical. From (3-20), the shot-noise variance in each branch isproportional to the area of

one detector:

Adet/N

Adet/N

'TOT

Adet/N

Fig. 3-6. Photodetector/preamplifier array.
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°L, ~ Adet/N • (3-4°)

and the thermal noise in each branch is independent of area. In addition, since the total

input capacitance Cj of each preamplifier is dominated by the detector capacitance C^,,

which itself is proportional to area Adet/N, the FET noise in each branch is approximately

proportional to the square of the area of one detector:

*F£r~0WN)2. (3-41)

The signal component in each branch combines coherently so that the power of the

signal component after the summing node, <s2 is independent of N. The noise power

after the summing node, on the other hand, is the sum of the noise powers in each branch.

From (3-40) and (3-41), therefore, the SNR after the summing node can be written as:

cNR % SNRshot (3A2)

where SNRshot, yR, and Yf were defined in (2-17), (3-31), and (3-32), respectively.

To characterize the benefit of using a photodetector array, define the SNR improve

mentas the increase in SNR overthatof a single-detector receiver, assuming the preampli

fiers are identical in both cases:

SNRN l+Y/? +YF nA^
SNR improvement = r..n = -p—r.—• rr-.. P-^Jr SNR j 1+NyR +yF/N

If N is too large, the N-fold increase in thermal noise is dominant, whereas is N is too

small, the N-fold decrease in FET noise is not sufficient. The optimal array size, balancing

these tradeoffs and maximizing the improvement, depends only on the ratio Yf^Y/?1

Nopt =arg mjn{N+-Lfr/tt )• P"44)

Although there is no closed-form expression for Nopt, it is one ofthe two integers nearest

to JyF~/yR »and can be calculated numerically.
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In Fig. 3-7 we plot Nopt versus the ratio Yf^Y/? = GFET/a2-es along with the SNR

improvement that results. The photodetector array is most beneficial when both yR and

Y/r/Y/? are large. For example, when yR = 1 and Yf = 65, we see that a receiver using an

array of 8 photodiodes with 8 identical preamplifiers will have an SNR that is 6 dB larger

than a receiver using the same total detectorarea but using only one of the same preampli

fiers.

Earlier in this chapter we showed that, by choosing high-transconductance, high/j-

transistors, the SNR penalty relative to the shot-noise limit could be made small, a few dB

FET-TO-THERMAL-NOISE RATIO yF/yR

Fig. 3-7. Optimal number of photodetectors (left scale) and

resulting SNR improvement (right scale) as a function of the ratio

of FET noise power to thermal noise power yF/yR =<5pET/<52 .

100
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or less. For example, the receiver designed in section 3.4.2 had small penalties;

Y/? =Yf =°-3- m this case, as shown in Fig. 3-7, there is no SNR improvement gained

through the use of aphotodetector array; Nopt = 1.

We conclude that, when the designer has complete control over the transistors being

used, aphotodetector array will rarely offer any SNR improvement. There may be applica

tions, however, in which the designer does not have such control. For example, an inte

grated front-end that includes the photodetector, preamplifier, and other signal processing

(such as timing recovery and equalization) may require that the preamplifier transistors

use the same substrate as the digital circuitry, likely silicon, which severely restricts the

achievable transconductance and/p In such instances, a photodetector arraymay be bene

ficial.

In deriving the expression for the SNRimprovement above, we made the assumption

that the N preamplifiers used to calculate SNRN in the numerator of (3-43) were identical

to the preamplifier used to calculateSNR\ in the denominator. This is not a fair compar

ison, because thedifference in capacitance will cause a preamplifier designed for a photo

detector with area Adet to differ significantly from a preamplifier designed for a

photodetector with area A^/N. This fact suggests that each preamplifier should be

designed according to theprocedure of Fig. 3-4,with thefollowing modifications:

♦ Modify step 5: Setgm so thatyF/N - yFdes.

♦ Modify step 9: Set RF so that NyR = yRtdes.

♦ Modify step 12: Iterate until yF/N=yFdes and NyR = yRides.

The SNR improvement in this case will exceed that in (3-43), in essence because we

have added an extra degree of freedom, whichcan only be beneficial.

3.5.4 Differential Detection and Common-Mode Rejection

The intensity of traditional fluorescent lights flickers at a rate equal to the line fre

quency, 60 Hz in North America. Theelectrical spectrum at the output of a detector in the
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presence of fluorescent lights consists of a train of spikes at multiples of 60 Hz, extending

up to a few hundred kHz. Recently, higher efficiency fluorescent lights have been intro

duced that use radio-frequency ballastcircuits operating at frequencies near 22 kHz, with

harmonics extending to several hundred kHz. In either case, the interference caused by

fluorescent lights can be detrimental to system performance.

One approach to countering fluorescent-light interference is to borrow the differential

signal concept from circuit theory. Instead of transmitting the signal on a single channel

and detecting this signal in an absolute sense, a second "reference" channel is used, and

the receiver recovers the signal by measuring the difference between the two channels.

Ideally, this reference channel is subject to the same interference as the primary channel,

so that the difference is free of interference.

We propose the differential receiver front end illustrated in Fig. 3-8. Two photodiodes

are reverse biased in piggyback fashion. In front of the two photodiodes are two narrow

band optical filters. The filter for the primary channel, labeled filter 1, is chosen with a

center wavelength near the signal wavelength, in the manner prescribed in section 2.4.5.

The filter for the reference channel is chosen to have an identical bandwidth, but with a

DC
LU

CM

DC

I '1
!diff

Ik

Fig. 3-8. A differential receiver front end utilizing common-mode

rejection.
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center wavelength different from the signal wavelength. Defining i{(t) and i2(t) as the pho

todetector currents for the primary and reference channels, respectively, they are given by:

'1W =hg+ ifiuor® +*shot,l® +higiO 0-45)

'2(0 =hg +iftuor<t) +W) (3-46)

where Ibg =rGbgpbgAXAdet is the d.c. current offset due to background light, iflUor(t) is the

fluorescent-light interference, nshotX(t) and nshot>2(t) are the shot noises of the two photo

diodes, and iSig(t) is the desired signal current.

The current id^t) that feeds into the preamplifier of Fig. 3-8 is simply the difference

between /j(f) and i2(t):

'dfffW =higit) +"shotA® - nshoty2{t). (3-47)

The fluorescent light interference is thus eliminated.

The differential receiver of Fig. 3-8 has a second advantage; besides eliminating fluo

rescent-light interference, it also eliminates the d.c. current lbg. In a single-detector

receiver, such as the current-feedback pair of Fig. 3-2, large variations in lbg can cause

•a large voltage swings that can shift the biasing circuitry away from the desired operating

point. For example, the receiver in the numerical example of section 3.4.3 has a detector

area of1cm2 and a filter bandwidth of23 nm, so that, using the parameters ofTable 3-2,

the background current near awindow is lbg =230 fiA. If the window isclosed, the back

ground current in a well-lit room using fluorescent lights will drop to about

lbg = 1.5 |xA [11]. With a feedback resistance of RF = 1 kQ this 228.5-|jA current swing

will cause the gate-source voltage of the first FET to change by 228.5 mV, significantly

altering the transistor gm, and possibly endangering the device as well. Active bias control

can be used to monitor current changes and adjust the bias voltages accordingly, at the

expense of increased circuit complexity. The differential receiver of Fig. 3-8 completely

bypasses this problem by eliminating the d.c. current before thepreamplifier.
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There are a few disadvantages of the differential front end. First, its operation relies on

the fact that both channels are subject to the same interference. This requires that both

channels be matched precisely, with identical optics, filter bandwidths, and detector

responsivities. Furthermore, it assumes that both photodetectors are subject to identical

background radiation, a condition that is difficult to achieve in practice because of unpre

dictable shadowing. Nevertheless, even with some channel mismatch, the differential con

figuration is still advantageous, because it still reduces Ibg and the fluorescent-light

interference.

A second disadvantage of the differential front end is that it has twice the shot-noise

power of a single-detector front end. This problem can be mitigated by low-pass filtering

the current of the reference photodetector before subtracting it from the currentof the pri

marydetector. This would requirethateach photodetector have its own bias voltage.

Note that, with independent biasing, the channel mismatch problemcould be actively

mitigated using d.c. feedback to match the d.c. current from the reference detector with

that of the primary detector. In fact, this approach eliminates the need for duplicating the

primary-channel optics for the reference channel altogether; a smaller photodetector with

an inexpensive filter and no optical antenna would suffice.

3.6 SUMMARY AND CONCLUSIONS

This chapter has looked at various aspects of the receiver design problem. We pre

sented a detailed noise and bandwidth analysis of a transimpedance preamplifier using a

current-feedback pair. We discussed general design strategies and presented specific

design procedures for two typical design scenarios. The results indicate that, for a band

width of100 MHz and detector areas near 1cm2, the preamplifier can be designed to incur

a small penalty (2 dB or less) with respect to the shot-noise limit, using transistors with

high transconductance and high/p Larger detector areas can be accommodated by using

higher-performance transistors. From a systems standpoint, therefore, the effects of elec-
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trical noise in the preamplifier can be lumped into asmall penalty of at most a few dB and

then forgotten.

We have considered FETs only, primarily because of their superior noise performance

in fiber-optic receivers [41][42]. When compared to an FET, a bipolar transistor offers a

higher transconductance at the expense of higher noise (arising from base current shot

noise) and higher capacitance [44]. In our application, however, the background shot noise

dominates other noises, and the detector capacitance dominates other inputcapacitances,

and so future work should examine the suitability of bipolar transistors for a wireless

receiver.

The design philosophy presented here has concentrated on achieving acceptable per

formance, with expense a secondary concern. In a commercial application, however,

expense will be of primary concern. Future work on this problem should address this fact,

and explore receiver designs that do not rely on expensive, discrete transistors. To this

end, a combination of the design alternatives discussed in the last section (zero-feedback

compensation, photodetector/preamplifier arrays, differential detection, and APDs) may

be beneficial.
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CHAPTER 4

Multipath Dispersion

In thischapter we examine the severity of multipath dispersion in typical indoor envi

ronments and assess its effect on system performance. We present a recursive method for

calculating the impulse response of a room with Lambertian reflectors [51][52]. The

method, which accounts for multiple reflections of anyorder, enables accurate analysis of

the effects of multipath dispersion on high-speed indoor optical communication. We

present a simple algorithm for computer implementation of the technique. We present

computer simulation results for both line-of-sight and diffuse transmitter configurations.

In both cases we find that reflections of multiple order are a significant source of

intersymbol interference. We also report experimental measurements of optical multipath,

which help verify the accuracyof our simulations.

4.1 INTRODUCTION

A non-directed wireless optical communication system can be categorized as either

line-of-sight (LOS) or diffuse. In chapter 2 we presented alink analysis for a LOS system,
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which is designed under the assumption that the LOS path between transmitter and

receiver is unobstructed. We define adiffuse system as one which does not rely upon the

LOS path, but instead relies on reflections from a large diffusive reflector such as the

ceiling. In both cases, the optical signal in transit from transmitter to receiver undergoes

temporal dispersion due to reflections from walls and other reflectors; the intersymbol

interference (ISI) that results isaprimary impediment to communication at high speeds.

For fixed transmitter and receiver locations, multipath dispersion iscompletely charac

terized by an impulse response h(t), defined such that the intensity of the received optical

signal is the convolution of h{t) with the intensity of the transmitted optical signal. Mobile

transmitters, receivers, and reflectors will result in a time-varying channel, but we will

ignore this effect because the channel will vary slowly relative to the bit rate for most

indoor applications. In this chapter we present a method for calculating the impulse

response of a room with an arbitrarily placed transmitter and receiver. Once calculated, the

impulse response can be used to analyze or simulate the effects of multipath dispersion on

the performance of indoor optical communications systems.

Other researchers have modeled indoor reflections of infrared with the purpose of

determining the distribution of power throughout a room. Gfeller and Bapst present such

an analysis in [11] that accounts for single reflections only; Hashet al. extended their pro

cedure to include double reflections as well [53]. The simulations in these works were

meant for a link budget analysis; thus, only the total power reachingthe receiver was esti

mated. In other words, they were concerned only with the time integral of hit)} Since

power budgets typically have built-in safety margins, the accuracy provided by consid

ering only first- and second-order reflections was sufficient. Hortensius extended the

1. For this intensity-in, intensity-out channel, the zero-firequency value of its frequency response,

H(0) =J_oo h(t)du is the fraction of power emitted from acontinuous-wave transmitter that is de
tected by the receiver.
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Gfeller and Bapst model to calculate an impulse response, accounting for single reflec

tions only [54].

In contrastto prior work, the method described here can compute the impulseresponse

accounting for any number of reflections. This allows accurate power distribution anal

ysis, and, perhaps more importantly, accurate impulse-response analysis. The latter is nec

essary because signal energy undergoing two or more reflections, although having a

reduced amplitude, arrives at the receiver much later than first-order reflections. This tem

poral spread is critical in high-speed applications, in which case higher-order reflections

cannot be ignored.

In the next section we define the models upon which our procedure is based. In

section 4.3 we describe our recursive algorithm and present a computer implementation.

In section 4.4 we present simulation results and compare them to experimentally mea

sured results. Finally, to illustrate the impact of the multipath dispersion on system design,

we examine the multipath-induced power penalty in section 4.5.

4.2 MODELS

In this discussion we limit consideration to empty rectangular rooms, although our

techniques can be extended to other rooms in a straightforward manner. We next define the

models for the source, reflectors, and receiver.

4.2.1 Source and Receiver Models

A wide-beam optical source can be represented by a position vector r$, a unit-length

orientation vector n5, a power r$, and a radiation intensity pattern #(<|>,6), defined as the

optical power per unit solid angle emitted from the source at position (<|>,8) with respect to

n5. Following Gfeller [11], we model a source using a generalized Lambertian radiation

pattern having uniaxial symmetry (independent of 6):
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WW-^Pscos^) for<t>e[-7c/2,7i/2]. (4-1)

Here, n is the mode number of the radiation lobe, which specifies the directionality of

the source. This is illustrated in Fig. 4-1, where sources with higher directionality are seen

to have larger mode numbers. The coefficient (n+\)/2K ensures that integrating /?(<(>) over

the surface ofahemisphere results in the source power Ps. Amode ofn=1corresponds to

a traditional Lambertian source.

To simplify notation, a point source S that emits aunit impulse of optical intensity at

time zero will bedenoted by an ordered three-tuple:

5={r5, A5,ai} (4-2)

where rs is its position, hs is its orientation, and nisits mode number. Linearity allows us

to consider only unit-impulse sourcesand scale the results for other sources.

• n,

Fig. 4-1. Normalized shape of the generalized Lambertian
radiation pattern.
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Similarly, a receiving element ^with position rR, orientation n^, area AR, and field of

view FOV will be denoted by an ordered four-tuple:

H={rR9hR,AR,FOV). (4-3)

The scalar angleFOVis defined such that a receiveronly detects light whose angle of inci

dence (with respect to the detector normal n^) is less than FOV. A limited field of view

may be an inadvertent effect of detector packaging, or it may be used intentionally to

reduce unwanted reflections or noise.

4.2.2 Reflector Model

Although true reflections contain both specular and diffusive components [55], we

make the simplifying assumption that all reflectors are purely diffusive, ideal Lambertian.

Experimental measurements have shown that many typical materials such as plaster walls,

acoustic-tiled walls, carpets, and unvarnished wood are well-approximated as Lambertian

reflectors [11][53][56].

The radiation intensity pattern R(ty) emitted by a differential element of an ideal dif

fuse reflector is independent of the angle of the incident light. This fact is key to our

results because it allows us to decompose a reflection into two sequential steps: to model

the reflection from a differential reflecting element with area dA and reflectivity p, first

consider the element as a receiver with area dA, and calculate the power dP it receives.

Second, model the differential reflector as a source with total power P = pdP and an ideal

Lambertian radiation intensity pattern, as given by (4-1) with n = 1.

4.2.3 Line-of-Sight Impulse Response

Consider a source S and receiver %> as specified by (4-2) and (4-3), in an environment

with no reflectors; see Fig. 4-2. If the distanceR between transmitter and receiver is large

relative to the detector size, so that R » ARi then the received irradiance is approximately

constant over the surface of the detector, and furthermore, all of the signal energy will
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arrive at the receiver at approximately the same time. Thus, using the models described

above, the impulse response for this simple system is approximately a scaled and delayed

Dirac delta function:

h(0\t; 5,f$ - ^cosn($)dCl rect(6/FOV) 8(f -R/c)9 (4-4)

where dCl is the solid angle subtended by the receiver's differential area (assuming

AR«R2):

dQ =cos(9)AR/R2,

R is the distance between the source and receiver:

R = \\rs-rR\\

0 is the angle between hR and (r5 - rR):

cos(Q) = hR-(rs-rR)/R,

Source

R 1J

i

[R

K -N^OV

^Ar
Receiver

Fig. 4-2. Geometry of source and detector, without reflectors.

(4-5)

(4-6)

(4-7)
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<() is the angle between n5 and (rR - rs):

cos((()) = n5 • (rR - rs)/R9 (4-8)

the rectangular function is defined by:

f lfor|jc|<l
rect(;t) = * (4-9)

OforW>l

and c is the speed of light The approximation of (4-4) approaches equality as the ratio

AR/R* approaches zero.

4.3 MULTIPLE-BOUNCE IMPULSE RESPONSE

We now describe our algorithm for calculating a multiple-bounce impulse response,

after which we discuss a computer implementation.

4.3.1 Algorithm

Given a particular source S and receiver ^ in a room with reflectors, light from the

source can reach the receiver after any number of reflections. Therefore, the impulse

response can be written as an infinite sum:

oe

hfoS,® = £ h<*Hn £*), (4-10)
* = o

where h^k\t) is the response of the light undergoing exactly kreflections. The line-of-sight

response hr\t) is given by (4-4), while higher-order terms {k >0) can be calculated recur

sively:

hW(t,S,HQ =J /*(0)U;5,{r, A.w/^dA})®^1^!-, A,l},flQ (4-11)
s

where the symbol ® denotes convolution. More explicitly, substituting (4-4) and per

forming the convolution results in:
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iAH/ ^ n+1 f Prcosn(<i>)cos(e)M^(M^) =-^iJ J: 2 rect(29/ic)^1>(r-/?/c;{r,fl,l}, *) dA . (4-12)

The integrations in (4-11) and (4-12) are performed with respect to the position r on the

surface S of all reflectors. Here, Ais the normal to the reflector surface 5 at position r, dA

is the differential area of the reflector surface atposition r, pr is the reflectivity at position

r, R= || r - r51|, cos(<|>) = As-(r - rs)/Rf and cos(G) = A-(rs - r)/R.

Equation (4-11) is the main theoretical result of this chapter. Intuitively, it says that the

^bounce impulse response from a single point-source S can be found by first finding the

distribution and timing of thepower from Sonto the reflecting walls; then, using the walls

as a distributed light source, computing the (fc-l)-bounce impulse response.

4.3.2 Implementation

Theintegral in (4-11) can be calculated numerically by subdividing the reflecting sur

faces into numerous small reflecting elements, each with area AA. Thus, h^k\t) can be

approximated by:

N

/=i

n+i " p(.cos"(<|>)cos(9)
=^X 2 rect(2e/ic)^-1>(f-^/c;{r,n,l},^AA (4-13)

i =i R

where <% signifies the /-th element and N is the total number of elements. Note how ^

plays the role of both anelemental receiver and an elemental source. This spatial discreti

zation will cause temporal discretization as well, turning the normally piecewise-contin-

uous function of time h^k\t) into a finite sum of scaled delta functions; temporal

smoothing can be achieved by subdividing time into bins of width At and summing the

total power received in each bin.1 The resulting histogram closely approximates the actual

h^k\t\ achieving equality as AA and At approach zero.
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Direct implementation of (4-13) is notefficient for reflection orders k greater than one,

because identical computations would then be performed multiple times. To see this, con

sider a room with its reflectors subdivided into a total of N elements. Then, in calculating

(4-13), atotal ofNk elementary computations are performed, where one elementary com

putation is defined as thecalculation of differential power and delay from a point source to

a differential receiver, as in (4-4). Thus, an elementary computation consists of the collec

tion of multiplications and vector dot-products described in (4-5) through (4-9). However,

there are only (N+lr unique elementary computations, corresponding to the line-of-sight

impulse response from any element (including source) to any element (including

receiver). Therefore, a more efficient approach would be to construct two look-up tables,

each consisting of (N+\)2 entries. The first, call it dP (i, j ), should contain the differen

tial power between element / and element./; the second, call it tau (i, j ), should contain

the delay between element / and element j. With these two tables, a numerical procedure

for calculating the ^-bounce impulse response is easily implemented, as illustrated by the

following pseudocode:

function h(t;i,j,k)
begin

if (k=0)
return dP(i/j) x delta(t - tau(i,j))

else

return sum from e = 1 to N

rho(e) x dP(i,e) x h(t - tau(i,e);e,j,k-l)
end

Here, h (t; i, j , k) is a function that returns the ^-bounce impulse response hf®(t) with

element / as the source and element j as the receiver. The reflectivity pe of the e-th

reflecting element is given by rho (e). This algorithm is applicable to rooms of arbitrary

shape, although in the next section we present results for empty rectangular rooms only.

1. Empirical evidence suggests that agood choice for the bin width is At =JKa/ c, which is rough
ly the time it takes for light to travel between neighboring elements.
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The table-lookup approach requires roughly %N2 bytes of memory (assuming a

floating-pointprecision of 4 bytes per entry). Thus, a modest number of reflectorscan lead

to prohibitive memory requirements. For example, al0mxl0mx5m room with a spa

tial resolution of AA =100 cm2 has N=4x 104 elements and thus requires 12.8 Gbytes of

storage. To meet a more realistic storage limit of 32 Mbytes, the numberof elementsmust

satisfy N<2x 103, or equivalently AA >45 cm x45 cm.

When the number of elements exceeds the limit imposed by memory restrictions, the

direct approach must be used. The same algorithm outlined in pseudocode above is appli

cable to the direct approach, except that each occurrenceof dp (i, j) and tau (i, j) must

be calculated anew.

The time required to compute h^k\t) is roughly proportional to the number ofbottom-

level function calls, which from inspection ofthe above pseudocode isNk. The run time is

thus exponential in k, which severely limits the number of reflections that can be com

puted in a reasonable amount of time. Using the table-lookup approach in theC program

ming language on a Sun Sparcstation 2, we derived an empirical run-time estimate of

Arx4|xs. Thus, for example, to compute the k= 3 bounce impulse response with

N = 2776 elements (these numbers are extracted from results of the next section; see the

last three columns ofTable 4-1), the run time is roughly 24hours, whereas tocompute the

k=4 bounce impulse response with the same number of elements would require about N

days or 7.5 years. Reducing N would shorten therun time at theexpense of reduced accu

racy. We resist this temptation and present results for reflections up to third-order only.

4.4 RESULTS

In the next two subsections we present impulse responses from both simulation and

experimental measurement. These impulse responses h(t) are defined as the received

optical intensity when the transmitted optical intensity is a unit-area Dirac delta function.

Therefore, the d.c. gain //(0) = [Z^K^dt is related to the average received power Pr by
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Pr= PTH(0\ where PT is the average transmitted power. We will find it convenient to

compare results under the assumption that the transmitted power is 1 W, and so we often

associate the integral of h(t) with the average received power due to a 1-Wtransmitter.

4.4.1 Simulation Results

A computer program was written that implements the algorithm described in the pre

vious section. The user can specify the various parameters listed in Table 4-1. We equate

north with x and west with y. The elevation angles are defined with respect to the hori

zontal plane, so that a source pointing straight down has an elevation of - 90°, and a

receiver pointing straight up has an elevation of 90°. The azimuth angle at position r is

defined as the angle between x and the projection of r onto the x-y plane, with a sign

defined so that f has an azimuth of 90°.The final set of parameters in the table control the

resolution of the simulation. Here,At is the bin widthof the power histogram that approx

imates the impulse response, and bounces is the number of reflections that are considered.

The spatial resolution of the simulation is specified by the number of partitions per dimen

sion; the total number of differential reflecting elements is then given by:

N= 2(NxNy +AyVr +NyN2). (4-14)

In Fig. 4-3 we show the simulated impulse responses h^k\t\ ke {0,1,2,3}, for the con

figuration A given in the first column of Table 4-1. (We consider the other columns in the

next section.) We were able to use higher spatial resolutions for the lower-order reflec

tions, because their run-times are short; the number of partitions per dimension for each

bounce are indicated in the last three rows of Table 4-1. The time origin is defined by the

arrival of the line-of-sight impulse. Each of the responses is labeled by the total power it

would carry if the source emitted 1W in continuous-wave mode. Thus, h®\t) is a delta

function, scaled by 1.23 x 10 . The numbers in parenthesis specify the percentage of

power due to that pulse. The first-order response is seen to have four peaks, corresponding

to the four walls of the room; assuming a 1-W source, the total power from once-reflected
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TABLE 4-1: Parameters for Simulation and Experiment.

parameter Configuration A Configuration B Configuration C Configuration D

length (a:) 5 m 7.5 m 7.5 m 7.5 m

width (y) 5 m 5.5 m 5.5 m 5.5 m

height (z) 3m 3.5 m 3.5 m 3.5 m

Pnorth 0.8 0.30 0.58 0.58

a
o
Q

Psouth 0.8 0.56 0.56 0.56

Peast 0.8 0.30 0.30 0.30

PWEST 0.8 0.12 0.12 0.12

Pceiung 0.8 0.69 0.69 0.69

Pfloor 0.3 0.09 0.09 0.09

mode 1 1 1 1

x 2.5 2.0 5.0 3.75

§
o

y 2.5 4.0 1.0 2.75
W

z 3 3.3 3.3 1.0

elevation -90° -90° -70° + 90°

azimuth 0° 0° 10° 0°

area 1 cm2 1cm2 1cm2 1cm2

FOV 85° 70° 70° 70°

>

'<3
x 0.5 m 6.6 m 2.0 m 6.0 m

2 y 1.0 m 2.8 m 4.0 m 0.8 m

z 0m 0.8 m 0.8 m 0.8 m

elevation 90° 90° 90° 90°

azimuth 0° 0° 0° 0°

"o
00

At

bounces

Ny

0.2 ns 0.2 ns 0.2 ns 0.2 ns

1 2 3 1 2 3 1 2 3 1 2 3

500

500

100

100

25

25

750

550

150

110

30

22

750

550

150

110

30

22

750

550

150

110

30

22

Hz 300 60 15 350 70 14 350 70 14 350 70 14
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light is 0.505 |iW. Total power is seen to decrease for each of the higher-order impulse

responses; however, theytend to add to asignificant amount, asshown in the sum impulse

response at the bottom of the figure. Furthermore, this energy arrives much later than that

from lower-order reflections.

tt°Xti

hl%

ft»tt

h®(t)

1.23 mW (50.6%)

0.505 mW (20.7%)

0.430 mW(17.7%)

0.269 mW (11.0%)

Total Power: 2.4 mW

20 30 40

TIME (ns)

Fig. 4-3. Impulse responses for light undergoing k e {0,1,2,3}

reflections and their sum; for configuration A, assuming a source

power of 1 W.
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The net result is that higher-order reflections are significant. This may be easier to see

in the frequency domain. Using the results of Fig. 4-3, we can estimate the frequency

response of the channel:

//(co) =J h(t)e -j(0t dt= £ h{nAt)e -JmAtAt =AtHie^) (4-15)
00 n = —00

where H(eJ(iS^) is the discrete-time fourier transform ofthe discrete-time signal h(nAt). In

Fig. 4-4 we plot \AtH{e J^'y versus co for impulse responses accounting for up to zero

through three reflections. In other words, we approximate h(t) by replacing the upper limit

in the summation of (4-10) by K e{0,1,2,3}. The curves in Fig. 4-4-a show how the

higher-order reflections increase the d.c. component of the frequency response while

decreasing its component at other frequencies. The d.c. gain of -112.3 dB

=20-log10(2.4 x 10'6) for K=3implies that the receiver detects 2.4 |iW for a1-W contin

uous-wave transmitter. From Fig. 4-4-a we also see that the higher-order reflections have

significant impact only at low frequencies; the high-frequency magnitude response is

characterized by the first-order reflection only.

To highlight the effects of higher-order bounceson the -3 dB bandwidth, we normalize

the magnitude responses to have unity d.c. gain in Fig. 4-4-b. This figure illustrates the

need for considering higher-order reflections. Each additional reflection tends to lengthen

the duration of the impulse response, which decreases the bandwidth of the channel. The

K = 1 channel has a -3 dB bandwidth 30 MHz, while the K = 3 channel has a bandwidth of

only 9 MHz.

In Fig. 4-5 we show the phase response and group-delay response of the channel. The

group delay is defined as -(9/9co)Z//(co), so that a linear-phase channel has constant

delay. The line-of-sight impulse response, being a delta function, has zero phase and thus

zero delay. As the number of reflections increases, the phase response becomes less linear,

and the delay response exhibits more variability.
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4.4.2 Experimental Results and Comparison with Simulation

In this section we present simulation results and compare them with experimental

results. The experimental data presented in this section were measured by William J.

Krause and the author, using an apparatus constructed by the former [56]. The room under

measurement is described in the last three columns of Table 4-1. This is an empty confer

ence room with a wide variety of reflecting materials, including textured acoustic-tiled

walls (east wall, north wall for configuration B only), rugs (floor, west wall), wood (doors

on north and south walls), and painted plaster (remainder of south wall). For configura

tions C and D we covered the north wall with a white projection screen. The reflectivities

of each of these surfaces was measured experimentally as follows: light from a laser was

directed towards the material under test at normal incidence, and the reflected power was

measured, also at normal incidence. The reflectivity was then chosen so that an ideal Lam-

bertian reflector with identical reflectivity would yield the same reflected power. The

results of the reflectivity measurements are shown in the table.

The transmitter in our experimental set-up was a 832-nm laser diode with peak power

of 100 mW. The laser was enclosed in a metal box and illuminated a 3 cm x 10 cm area on

a translucent plexiglass window which emitted a broad optical beam with an approxi

mately Lambertian radiation pattern. The receiver front end consisted of a 0.25-cm2 Si

avalanche photodiode and a transimpedance amplifier. We measured the frequency

response of the channel using a 300 kHz-3 GHz vector network analyzer. To improve

noise immunity we turned off the lights during measurements and used a small IF band

width for averaging. To isolate the desired frequency response of the optical channel from

that of the measurement system, each measured frequency response was divided by the

frequency response of the measurement system. To prevent multipath from corrupting the

measurement of the frequency response of the measurement system, a thin 1-m tube was

held between the transmitter and receiver during calibration.
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4.4.2.1 Configuration B

Consider the scenario in the second column of Table 4-1, entitled configuration B.

Like configuration A, this is also aLOS system, but here the room is somewhat larger and

its walls have lower reflectivities. The transmitter is mounted near the ceiling in the south

west corner, pointing straight down, with a mode of «=1 (ideal Lambertian). The receiver

is at the north end of the room pointing straight up. In Fig. 4-6 we show simulation results

using the time and spatial resolution specified in Table 4-1. In Fig. 4-6-a we show sepa

rately each of the^-bounce pulses for k € {0,1,2,3}. The LOS impulse arrives at time zero

and carries 78% percent of the total power, which is 307 nW for a 1-Wsource. It is inter

esting to note that the second-order bounce carries about3.4dB morepower than the first-

order bounce. This is likely due to the fact that it takes two bounces for light to reflect

from the highly reflective ceiling, which fills the receiver's field of view. The sum of the

pulses in Fig. 4-6-a yields the total impulse response of Fig. 4-6-b. The total power of

307 nWis about 9 dB less than thereceived power for configuration A, theprimary reason

being that, here, the distance between transmitter and receiver is larger. This illustrates the

strict limits on coverage area imposed by path loss.

Experimental measurements were also performed using the configuration B parame

ters of Table 4-1. In Fig. 4-6-c we illustrate the magnitude response of the experimental

channel (solid curve) and of the simulated channel (dashed curve). The experimental

result and the simulation result are seen to agree qualitatively; both exhibit high d.c. gain

and oscillatory high-frequency components. This structure is in fact common for all multi-

path channelsconsisting of a Diracdelta function plusa low-pass impulse response "tail."

The experimental and simulation results do not coincide precisely, however. Two reasons

stand out as likely candidates. First, weconsidered only reflections up to third orderin our

simulations; as illustrated in Fig. 4-4-a, higher-order reflections tend to emphasize the

low-frequency components andde-emphasize the"notch" frequencies, which would make

the simulation result look more like the experimental one. Second, our simulations were
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based on idealized models of the reflectors, so any discrepancies between simulation and

experiment may be attributable to non-ideal or specular reflectors. Other possible reasons

for discrepancy include angle-dependent reflections at the air-detector interface and a non-

ideal transmitter radiation pattern. The -3 dB bandwidth of the experimental channel is

14 MHz, which is close to the 19.5 MHz predicted by simulation. The bandwidth results

for configurations A through D are summarized in Table 4-2.

A time-domain representation of the experimentally measured frequency response can

be obtained by performing an inverse Fourier transform. To minimize the effects of the

noise, which from Fig. 4-6-a is seen to dominate at high frequencies, we used a 250-MHz

Hamming window before performing the inverse transform. The solid curve in Fig. 4-6-d

shows the resulting time-domain signal. The dashed curve was obtained from the fre

quency response of the simulated impulseresponse in the samemanner, i.e, by windowing

and inverse transforming. This process removes much of the structure of the original

impulse response of Fig. 4-6-b, but facilitates comparison between simulation and experi

ment. The time-domain signals are seen to agree reasonably well. The full width at half-

maximum of the main pulse is about 4 ns, whichis the minimum resolution offeredby the

250-MHz window. The experimental impulse response exhibits a larger multipath tail than

the simulated impulse response.

TABLE 4-2: Summary of Bandwidth and Power Results.

Config. A
(LOS)

Config. B
(LOS)

Config. C
(LOS)

Config. D
(Diffuse)

-3 dB Bandwidth

(Simulation)
9 MHz 19.5 MHz 13 MHz 32 MHz

-3 dB Bandwidth

(Experiment)
— 14 MHz 12 MHz 34 MHz

Total Received Power

(Simulation)
2.4 uW 0.31 uW 0.28 uW 0.69 U.W
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It is no accident that the experimental curve achieves precisely the same maximum

value as the simulation curve in Fig. 4-6-d; in fact, this was how we calibrated the experi

mental data. The underlying assumption is that our simulation model for LOS path loss

matches that of the experiment. This is a reasonable assumption given that the LOS path

loss is governed by the geometry of the configuration only, which, unlike non-ideal reflec

tors, is easily specified.

4.4.2.2 Configuration C

Configuration C, like configurations A and B, is a LOS system with the transmitter

mounted on theceiling. Here, however, theacoustic tiles on the north wallwascovered by

a highly reflective white projection screen, and the transmitter was pointed not straight

down but an elevation of -70° and an azimuth of 10°.

In Fig. 4-7-a we show each of the fc-bounce pulses for k € {0,1,2,3} as predicted by

simulation. Note again that, as in configuration B, the second-order bounce carries more

power than the first-order bounce, this time by about5.8 dB. The pulses in Fig.4-7-a com

bine to yield the total impulse response of Fig. 4-7-b. The total received power for a 1-W

source is 283.7 nW, about 0.3 dB less than that for configuration B (see Table4-2).

The experimentally measured frequency response for configuration C is compared to

the simulated response in Fig. 4-7-c. The two curves have the same general shape, but

again the simulations seem to underestimate the low-frequency components of the

channel, perhaps because only reflections up to third order were considered. The experi

mental -3 dB bandwidth of 12 MHz is in good agreement with the simulation bandwidth

of 13.4 MHz.

The time-domain comparison between simulation and experiment is presented in

Fig. 4-7-d, using a procedure identical to that of Fig. 4-6-d. As before, the experimental

impulse response exhibits a larger multipath contribution than the simulated impulse

response.
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4.4.2.3 Configuration D

In contrast to the configurations considered so far, configuration D of the fourth

column of Table 4-1 represents a diffuse system, with the transmitter in the center of the

room near the floor and aimed towards the ceiling; see Fig. 1-1-f. This is similar to the

original configuration first proposed by Gfeller over a decade ago [17]. The primary

advantage of the diffuse approach is its inherent robustness to shadowing. By illuminating

the ceiling with a broad optical beam, the entire ceiling becomes an effective distributed

source, making it difficult for an inadvertent obstruction to cast a sharp shadow onto the

receiver.

In Fig. 4-8-a we show each of the ^-bounce impulse responses, k e {1,2,3}, as pre

dicted by simulation for configuration D. There is no LOS contribution, so the k=0 pulse

is identically zero. The combined impulse response is shown in Fig. 4-8-b; it corresponds

to a total received power of 689.8 nW for a 1-W source. Comparing the received powers

for configurations B,C, and D(see Table 4-2), wesee that the diffuse system actually pro

vides more power than the LOS systems, despite the lack of a LOS between transmitter

and receiver. In fact, this comparison is not completely fair, because thenearly Lambertian

transmitter radiation pattern is suboptimal as a transmitter for a LOS system, butit is close

to optimal as atransmitter for adiffuse system (see chapter 3). Nevertheless, the relatively

high power provided by the diffuse system combined with its robustness to shadowing

makes it an attractive candidate for system design.

The experimental and simulation frequency responses for configuration D are com

pared in Fig. 4-8-c. Because there is no LOS contribution, the LOS-based calibration pro

cedure discussed in the previous section cannot be used directly. Instead, we equated the

maximum values of the time-domain signals, which in this case are due to first-order

reflections. This has been arbitrarily done for all curves to facilitate comparison of simula

tion and experiment. This procedure, although justified for the LOS configurations B and
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C, is less so for configuration D, because it is based on the assumption that the first-order

reflector, the ceiling, is ideal Lambertian.

The agreement between simulation and experiment in Fig. 4-8 is good, probably

because of the dominant role played by the first-order reflection as shown in Fig. 4-8-a.

We found the higher-order reflections play little role in determining the shape of the

channel frequency response, so that the simulation curve of Fig. 4-8-c does not change

appreciably when only one bounce is considered.

The experimental -3 dB bandwidth of 34 MHz is in good agreement with the simula

tion bandwidth of 31.8 MHz. As compared in Table 4-2, this bandwidth is over twice the

bandwidth of each of the LOS systems. The - 3 dB bandwidth is not a fair metric for com

parison, however, for the frequency responses of the LOS systems (see Fig. 4-4-a,

Fig. 4-6-c, and Fig. 4-7-c) exhibit a narrow peak near d.c. but never roll off significantly

even at high frequencies. This characteristic is common to all impulse responses of the

form:

h(t) = h0S(t)+p(t), (4-16)

with frequency response //(©) =h$ +P(co), where P{to) is a low-pass response; as fre

quency approaches infinity, P(co) becomes negligible, and the frequency response

approaches an asymptote of % The diffuse system, on the other hand, has no LOS Dirac

impulse, and so its frequency response rolls off steadily at high frequencies.

The experimental time-domain impulse response is compared to simulation in

Fig. 4-8-d, using the same procedure as that for Fig. 4-6-d. There, we see that the pulse is

wider than the 4-ns resolution of the 250-MHz window, indicating a broad underlying

pulse.
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4.5 MULTIPATH-INDUCED POWER PENALTY

To illustrate the adverse effects of multipath dispersion on system performance, con

sider the model for a baseband on-off keyed (OOK) system shown in Fig. 4-9. The sym

bols a^ e {0,1} are passed through a transmit filter with impulse response Ab(t) at a bit rate

of 1/T, where A is proportional to the average optical intensity of the transmitter. The

output of the transmit filter, which represents the intensity of the transmitted signal, is

passed through the multipath channel with impulse response h(t). We assume in this sec

tion that h(t) is normalized to have unity area, so that //(0) = 1. With this assumption, A

becomes the average received optical power. The additive noise n{t) represents the shot

noise due to ambient light and is accurately modeled as a Gaussian random process [57].

The received signal plus noise is passed through a receive filter with impulse response

g(t), sampled at the bit rate, and quantized to yield the estimate dk of the k-th transmitted

bit We assume that both b{t) and g{t) are normalized to have area 7, and that g(t) is a

Nyquist pulse [57].

The bit-error rate for this system can be calculated as follows. First, we note that the

yfr the input to the decision device, can be expressed as:

yk = Aah®hk + nk (4-17)

Tx FILTER MULTIPATH
n(f)

ak

Fig. 4-9. Baseband OOK system.

Rx FILTER
- DECISION

_?{—J j- L_^akS
kT
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where the symbol ® denotes convolution, hk is the equivalent discrete-time impulse

response of the system, given by:

hk =b(t)®h(t)®g(t)\( =kT, (4-18)

and nk is given by:

nk =n{t)®g{t)\t =kT. (4-19)

To isolate the power penalty due to intersymbol interference (ISI), we make two assump

tions. First, we assume perfect timing recovery; in other words, we assume that the time

origin is shifted so as to maximize% Second, we assume an optimal decision threshold.

Basic symmetry arguments lead to the conclusion thatthis optimalthreshold is A/2.

We can rewrite hk as hk = /tqS^ + (l-S^/^, where the second term represents the

impulse response"tail," and o^ is a unit impulse. In general, there will be both precursor

and postcursor ISI, so the impulse response tail is not necessarily causal.

For a given sequence of bitsaks (... ak.\t ak, ak+i...), the probability thatthe k-th bit

estimate dk is in error is given by:

Pr[errorla^=Q(p(l-X*)) (4-20)

where Qis the Gaussian Q-function [57], ps A/(2a), a2 is the variance ofnk, and Xk rep

resents the ISI:

Xk =2j^ aihk.L (4-21)

The total bit-error rate can be found by averaging overall possible bit sequences:

BER = E[Q(p(l-Xk))] (4-22)

=il)2(P(l-X*)) (4-23)
2 a
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where the expectation is taken over a^, the elements of which we assume are independent

and uniform on {0,1}. Here, M is the length of the impulse response tail (1-fy)/^,

assuming it is finite, and the summation is performed over all a € {0,1 }M.

If there was no multipath dispersion, thenXk would be identically zero andBER would

reduce to Q(p). The value of p required to achieve a desired BER of BERq would then be

Po = Q (BERq). With dispersion, however, a larger value of p is required to achieve

BERq. We thus define an optical power penalty as the increased optical signal power

required to overcome the multipath ISI and achieve a given BERq:

p required for BER0 \

Q~l (BER0)

We emphasize that this is an optical power penalty; the electrical power penalty, in dB,

will larger by a factor of two.

In Fig. 4-10 we plot the optical power penalty versus bit rate \/T for each of the four

configurations of Table 4-1 using the K = 3 simulated impulse responses of Fig. 4-3-b,

Fig. 4-6-b, Fig. 4-7-b, and Fig. 4-8-b. We assume a simple OOK system with an integrate-

and-dump receiver, so that the transmitter and receiver filters are identical rectangular

pulses: b(t)=g(f) = TQCt(2t/T- 1), where rect(0 is defined by (4-9). This receive filter,

being matched to the transmit filter, is optimal only when there is no multipath. The results

of Fig. 4-10 thus illustrate the performance when multipath is ignored in the system

design; equalization can improve performance.

We see that, in all cases, the power penalties are significant for bit rates above

10 Mb/s. Configurations A, B, and C, which are all LOS systems, are seen to be less sus

ceptible to multipath interference. Configuration A has a higher penalty than B or C for

two reasons; first, the walls in configuration A are highly reflective, and second, the

receiver is on the floor and so a large fraction of the area of the walls are within its field of

view. The power penalty for the diffuse system, labeled D in the figure, eventually grows

/ p required for BER* \
power penalty = 10-log10 ; dB. (4-24)

I QTl(BERn) )
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much faster with increasing bit rate than any of the LOS systems. Interestingly, however,

atmoderate bitrates (below 100 Mb/s) the power penalty's rate of growth is less than the

LOS systems. This isdue to the relatively low signal energy carried by second- and third-

order reflections for configuration D, as compared to the LOS systems.

For bit rates above 100 Mb/s, the power penalties for two of the LOS systems, B and

C, are seen to decrease as the bitrate increases. This phenomenon is due to the LOS Dirac

delta function in the impulse response, and hence does not occur for diffuse systems. We

now introduce a second procedure for calculating the optical power penalty based upon a

Gaussian approximation, which is useful in explaining the power penalty behavior at high

bit rates.

The ISI term Xk as defined in (4-21) is a random variable with mean:

u-E[2£ ^.J =X^=1-^0
i>* i'*0

10 100

BIT RATE (Mb/s)

300

Fig. 4-10. Optical power penalty versus bit rate for configurations

Athrough D, accounting for upto K=3 bounces {BER0 =10"6).

(4-25)
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and variance:

Etail =var[2 £ a^] =£ h] . (4-26)

Note that £,a// is just the energy contained in the impulse response tail. In (4-25) we make

use of the assumption that V/^ =1.

As the bit rate 1/7 approaches infinity, the length of the discrete-time impulse

response hk also approaches infinity. Therefore, because {a,} are independent, the central

limit theorem tells us that Xk tends towards a Gaussian random variable, with mean \i and

variance Etaii. With this Gaussian assumption, and rewriting the expectation of (4-22) as

an integral with a Gaussian density function, we find that the BER reduces to:

BER = Q
P^o

'l+P2W
(4-27)

Equating the argument of the Q-function here with pn and solving for p/pr> the optical

power penalty of (4-24) reduces to the following under the Gaussian assumption:

power penalty =- 5-log10(/*o - Pq^o//) dB» (4"28)

where again pn =Q'1(BERq).

In Fig. 4-11 we compare this approximation with the true power penalty for configura

tion B. The curves are labeled by the maximum number K of reflections considered. The

approximate curves, shown with dashed lines, exhibit a more pronounced maximum near

40 Mb/s than do the actual curves. Since configuration B is a LOS system, JtQ will

approach asymptotically a nonzeroconstantas 1/7 approaches infinity. The energy in the

tail, on the otherhand, is asymptotically zerowhen 1/7 approaches both zeroand infinity,

and achieves a maximum somewhere in between. The frequency at which the tail energy

is maximum is close to the frequency at which the power penalty achieves its maximum.
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(The maxima may not coincide exactly when the higher-order reflections arrive soon after

the LOS impulse.)

The Gaussian approximation is seen to be inaccurate at moderate frequencies near

40 Mb/s, the reason being that, at this bit rate, the length of the impulse response tail is

not sufficient for application of the central limit theorem. As the bit rate increases above

100 Mb/s, however, the Gaussian approximation converges to the actual power penalty.

From Fig. 4-6-awe see thatAn =0.779 for theK =3 impulse response, and so from (4-28)

with Etail =0 we calculate the high-bit-rate asymptote of theK =3 curvein Fig. 4-11 to be

1.1 dB.

The three cases K € {1,2,3} are shown in Fig. 4-11 to illustrate the importance of the

higher-order reflections on system performance. The curve labeled K = 1 accounts for

only first-order reflections and is seen to grossly underestimate the true power penalty. The

100 300

BIT RATE (Mb/s)

Fig. 4-11. Comparison between Gaussian approximation and

actual power penalty for configuration B {BERQ =10"6).
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K =2 curve is more accurate, but still underestimates the power penalty by as much as

0.4 dB. The curve labeled K = 3 is identical to the curved labeled B in Fig. 4-10. Reflec

tions of order greater than 3 will further increase the power penalty, although to a lesser

extent. We thus conclude that, since most of the power penalty is due to reflections of

order greater than one, the high-order reflections are the dominant source of intersymbol

interference for configuration B.

4.6 SUMMARY

We have presented a method forevaluatingthe impulse response of an arbitrary room

with Lambertian reflectors. This methodcan account for any numberof reflected paths. A

simple algorithm suitable for computer implementation has been presented. The results of

computer simulations indicate that reflections of multiple orderare a significant sourceof

intersymbol interference for an indoor optical communication system. Our simulations

were verified by experimental measurements. The design of a high-speed indoor commu

nication link using infrared requires careful attention to the multipath response described

in this chapter.

Our experimental results are applicable only to the particular room configurations

specified in Table 4-1, so we cannot make general statements about all room configura

tions. Future work in channel characterization should concentrate on filling this gap, in

particular by examining the effects of irregularly shapedrooms, furniture, non-Lambertian

and specular reflectors, and shadowing. From a systems-design standpoint, a statistical

characterization of the channel under various conditions would be useful.
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CHAPTER 5

Modulation

In this chapter we define an intensity-modulation channel, which differs from a con

ventional linear Gaussian-noise channel in two ways: the input cannot benegative, and the

input is amplitude limited, notpower limited. We then compare the power efficiency and

bandwidth efficiency of a number of modulation schemes for the intensity-modulation

channel. We find that the intensity-modulation channel favors baseband modulation

schemes over subcarrier and multiple-subcarrier modulation schemes, particularly those

baseband modulation schemes with lowduty cycles like pulse-position modulation.

5.1 INTENSITY MODULATION AND DIRECT DETECTION

The simplest wayto convey information on an optical carrier is through intensity mod

ulation, whereby the intensity of the transmitted optical lightwave is modulated according

to a modulating electrical signal X{t\ as shown in Fig. 5-1-a. Intensity modulation is

easily obtained by varying the bias current of a laser diode or LED. A direct detection

receiver uses a photodetector, which produces anelectrical output Y(t) proportional to the
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intensity of the detected lightwave. The composite channel from modulating inputX(t) to

photodetector output Y(t) can be viewed as an equivalent baseband channel, as shown in

Fig. 5-1-b. This channel can be characterized by a multipath impulse response h{f) and a

noise n(t\ so that:

Y{f)=X{t)®h{t) + n{t), (5-1)

where the symbol ® denotes convolution. The multipath impulse response was discussed

at length in chapter 4. As discussed in chapter2 and chapter 3, the noise n(t) consists of

three components: a white Gaussian component from the shot noise due to d.c. back

ground light, an/ component due to channel noise in the front-end FET, and a low-fre-

Electrical Input

X'

Optical Intensity

(a)

HWR Noise

Equivalent Baseband Channel

(b)

Electrical Output

Fig. 5-1. Intensity modulation and Its baseband model. The half-

wave rectifier (HWR) constrains X(f) to be positive.
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quency cyclostationary component due to fluorescent light switching. In this chapter we

will ignore the fluorescent-light interference; it does not affect passband systems, and it

can be mitigated for baseband systems by combining aline code with ahigh-pass filter or

by using the balanced differential receiver front end proposed in section 3.5.4. We also

ignore/ noise in this chapter, because it can be made negligible by proper choice of the

transconductance of the preamplifier FET (see section 3.3).

The equivalent channel of Fig. 5-1-b is referred to as baseband because it is centered

at d.c. and not at the carrier frequency of the optical signal (about 3xl014 Hz). Neverthe

less, the bandwidth of this channel, which is limited primarily by the bandwidth of the

receiver electronics, can be quite large (in the hundreds of MHz).

Without loss of generality, this chapter assumes that the proportionality constant

between the modulating electrical signal X(t) and the optical intensity of the transmitted

lightwave is unity, as is the proportionality constant between the intensity of the received

lightwave and the photodetector output Y(t). Under this assumption, X(t) and Y(t) become

the transmitted and received optical intensities, respectively.

Although the equivalent baseband channel of Fig. 5-1-b is similar to a conventional

linear Gaussian-noise channel, it differs in two important respects:

• The input X(t) must be positive everywhere.

• The average amplitude of the inputX{t) is limited. (5-2)

These differences prevent us from blindly applying modulation analysis for the traditional

channel, for which there is a wealth of literature, to our application. Instead, we must re

evaluate each candidate modulation scheme anew.

The first constraint in (5-2) follows from the fact that the intensity of the transmitted

optical signal cannot be negative. This constraint is represented in the baseband model of

Fig. 5-1-b by viewing X(t) as the output of a half-wave rectifier. The second constraint
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deserves further clarification. The input signal in a traditional communication problem is

generally constrained to obey an average power limitation Px, so that:

T

lim 1
7->oo

-T

±]x\t)dt <PX. (5-3)

In our application, however, the average intensity of the transmitted lightwave is con

strained (primarily by eye safety considerations1) to a value which we denote Pavg, so
that:

T

lim 1
r-»oo

-r

±fx(t)dt <Pavg. (5-4)

As we will see, this difference leads to results that are unique to the intensity-modulation

channel. For example, unlike the conventional channel, the intensity-modulation channel

can have two candidate transmit pulse shapes with the same energy but different perfor

mance.

5.2 BINARY MODULATION

As a precursor to consideration of multilevel signaling, we consider three binary mod

ulation schemes: on-off keying (OOK), two-pulse-positionmodulation (2-PPM), and sub-

carrier binary phase-shift keying (BPSK). We examine first their power efficiency,

measured by the average optical power required to achieve a given bit-error rate (BER) at

a given bit rate, and then their bandwidth efficiency, measured by the electrical bandwidth

required to achieve a given bit rate. All three schemes can be analyzed using Fig. 5-2,

1.Average intensity, notpeak intensity, is thelimiting factor foreyehazards when practical signals
with a significantdutycycleareused. Thereareextreme counter-examples, ofcourse,suchasa burst
ofan infinite number of photons during an infinitesimal interval, butsuch signals are notpractical
for other reasons. When in doubt, the safeness of a candidate modulation scheme can be ascertained
by following the procedures outlined in [58].
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which shows threealternative pulseshapes at the transmitter and three alternative matched

filters at the receiver.

5.2.1 Power Efficiency

Consider first OOK. Simply stated, X(t) should be "on" during a one bit and "off"

during a zero bit. Assuming that ones and zeros are equally likely, an average power limi

tation ofPavg requires thatX(0 be 2Pavg during aone bit.

An equivalent interpretation of OOK is that X(t) consists of a binary pulse-amplitude

modulation (2-PAM) signal, taking values of+Pavg and - Pavg during one and zero bits,

respectively, plus a d.c. bias of P^g. This trick will reappear repeatedly in this chapter,

where we will find it convenient to decompose an intensity-modulated signal into two

components: a d.c. component plus a time-varying component that is symmetric about

zero. Thus, the top transmit filter and thetopmatched filter in are used in Fig. 5-2, and the

£fe€{±1}

Unit-Maximum
Transmit Filter

m no

9(0
-Era

Matched Filter
Unit-Energy
••• -FK

Yk

LJ I kT

Fig. 5-2. Binary intensity modulation: OOK, 2-PPM, and BPSK.
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white discrete-time sequence of symbols {ak} that drives the transmit filter in Fig. 5-2

takes on values from {-1, +1}.

In this chapter we consistently assume that the transmit pulse shapep(t) is normalized

to have a maximum value of unity. The transmit pulse shape for OOK is thus given by:

OOK: p(t) =«
1 forre[0,r)

(5-5)
0 elsewhere

In two-pulse-position modulation (2-PPM), a one bit is signified when the optical

signal is "on" during the first half of the symbol interval, and a zero bit is signified when

the optical signal is "on" during the second half of the symbol interval. As before, we will

view 2-PPM as a binary antipodal signal plus a d.c. component. The transmit pulse shape

for 2-PPM is given by:

2-PPM: p(t)

1 for fe [0,772)

-1 foTte[T/2yT) . (5-6)
0 elsewhere

Note that, without the d.c. component, 2-PPM is identical to biphase or Manchester sig

naling [57][59].

Similarly, the transmit pulse shape for binary phase-shift keying (BPSK) is given by:

BPSK: p(t) =
cos(cor/) for f €[0,7)

0 elsewhere

where \/T is the symbol rate and (Oq is the subcarrier frequency.

As shown in Fig. 5-2, the output of the transmitter filter is scaled by a factor P^g* so

that the resulting signal takes values in the range [-Pavg, P^gl-A d-c- bias of pavgis tnen

added to ensure that the result is everywhere positive. The result is X(f), the intensity of

the transmitter output:

X(t) =Pavg +Pavg^k P(* - kT). (5-8)
k
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A practical OOK or 2-PPM transmitter need not be implemented in this way, i.e., by

adding ad.c. bias to a signal that is symmetric about zero, although a BPSK system must

The BPSK signal as described is modulated fully, so that the intensity achieves a max

imum of 2Pavg and aminimum of zero. To provide amargin against accidental clipping, a

practical system may reduce the a.c. amplitude in effect by replacing the second occur

rence of Pavg in (5-8) with (Pavg - e). This will reduce the power efficiency. The d.c.

offset remains unchanged.

In this section we will ignore path loss and multipath dispersion, so that the optical

channel adds noise but otherwise does notdistort the intensity of thetransmitted signal:

Y(t) = X(t) + n(t), (5-9)

where n(t) is white Gaussian noise with two-sided power spectral density Nq. Under this

assumption, X(t) becomes the intensity of thereceived, nottransmitted, optical signal.

The maximum likelihood receiver, which minimizes the probability of error when

ones and zeros are equally likely, is shown in Fig. 5-2 [57]. The receiver first subtracts off

the d.c. bias term P^g, which carries no information. The resulting signal is then passed

through areceiver filter g{t) that is matched to the transmit filter and has unitenergy:

g(t)=-Lp(-t) (5-10)

where Ep is the energy in the transmit pulse:

Ep= jp2(t)dt. (5-11)
—oo

The output of the matched filter is sampled yielding adiscrete-time sequence {Yk), where:

Yk =<*lfavgjE~p+nk, (5-12)

where {nk} is adiscrete-time white Gaussian noise with power spectral density (PSD) Nq.

Theresulting bit-error rate (BER), or probability of a biterror, is given by [57]:
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BER =Q(PavgjEp/N0). (5-13)

For any modulation scheme, define a power requirement Preq as the average optical

power required by an ideal system to achieve a given bit rate and BER. Consider first

OOK. The energy in the OOK transmit pulse of(5-5) is Ep =T=1/Rb, where Rb is the bit

rate, so that BER reduces to:

BER = Q avg

Therefore, the power requirement for OOK is:

Preq =JWbQ~l(BER) s POOK> (5-15)

We will use this parameter as a benchmark to compare the performance of other modula

tion schemes. In other words, for each new modulation scheme we will ask: For a given

noise power Nq and bit rate Rb, how does Preq compare with Pooffl

Note that, when shot noise due to background illumination is the dominant source of

noise in the receiver, which is often the case (see chapter 3), the noise power Nq will be

given by:

h, ™0,shot 4Pbg ,. .,.Nq =—^— =—* , (5-16)

where Pbg is the total detected background power, as given by (3-4), q is the charge of an

electron (C), and r is the photodetector responsivity (A/W). For example, from (5-15)

with Pbg = 1mW, r =0.53 A/W, and Rb = 100 Mb/s we find that the average received

optical power required by an ideal OOK system to achieve a BER of 10"9 is

pOOK = 10 M-W, which corresponds to about 35,000 photons/bit.

The power efficiencies of 2-PPM and BPSK follow directly from (5-13). From (5-6)

and (5-7), the energy in the 2-PPM transmit pulse is Ep =7, while the energy in the BPSK

transmit pulse is Ep =7/2, so that:

(5-14)
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P -
* req

P00K for 2-PPM

J2P0OK for BPSK
(5-17)

Thus, 2-PPM has the same sensitivity as OOK, whereas BPSK suffers a 1.5 dB optical

power penalty. These results are summarized in Table 5-1, as are the results of later sec

tions.

5.2.2 Bandwidth Efficiency

Of course, power efficiency is not the only measure of performance. As discussed in

chapter3, the high-capacitance of large-area photodiodes makes it difficult to obtain wide

TABLE 5-1: Comparisonof Intensity Modulation Techniques.

Modulation

Scheme

Average Optical
Power Requirement

Optical Power Penalty
(Relative to OOK)

Bandwidth

Requirement

OOK /W (see (5-15)) OdB Rb

2-PPM P00K OdB Mb

BPSK *&P00K 1.5 dB Mb

L-PAM L-l p

>g2L

(^-l)2
5-'0gl° .og2L dB

*b
log2L

W-BPSK JmPook 1.5 + 5-log10W dB Mb

W-QPSK JWPOOK 1.5+ 5-log10/V dB Rb

N-L-QAM Jw^f^PoOK
>g2L

1.5 +5.1og10W +5-log10 ~1J dB
log2jL

2Rb
\og2L

L-PPM

1
r P00K

V2L*l0g2L
-5-log10(2^1og2^) dB

LRb

log2L
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receiver bandwidths, and so we also view bandwidth efficiency as an important metric.

Fig. 5-3 illustrates the power spectra of the transmitted signals for the three binary

schemes considered so far. Roughly speaking, the required bandwidth isB=Rb for OOK

and B = 2Rb for both 2-PPM and BPSK, where Rb is the bitrate. These values are noted in

the last column of Table 5-1. These bandwidths were estimated by the first null in the

spectra of Fig. 5-3. They can be reduced by pulse shaping; for example, an ideal zero-

excess-bandwidth pulse shape for OOK would require a bandwidth of only B=Rb/2.

Unless otherwise noted, this chapter assume 100%-excess-bandwidth pulses.

1 1

OOK, L-PAM (rectangular pulse)

2-PPM

BPSK,
L-QAM (rectangular pulse, co0 =2k/ 7)

NORMALIZED FREQUENCY fxT

Fig. 5-3. Comparison of power spectra for various modulation

schemes; 1/7is the symbol rate. (The Dirac impulse at d.c. is
not shown.)

4
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We can compare the ability of these three binary modulation schemes to achieve both

bandwidth efficiency and power efficiency by plotting power requirement versus band

width requirement, as shown in Fig. 5-4. The OOK data point is marked with a circle, the

2-PPM data point is marked with a square, and the BPSK data point is marked with the

symbol x. Other things being equal, the best modulation scheme is the one closest to the

lower-left-hand corner. Of the three binary schemes considered so far, OOK is best.

a q:

N H

<i
o E

a
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(£

DC
111

o
a.

ffl

15

10

r

A/-64-QAM (V)
*8

AM6-QAM (O)
(8

Intensity-Modulation Channel

16

5 -

-5 -

N-QPSK (A)
8

OOK

L-PAM (O) (2-PAM)

A/-BPSK (X)
8

L-PPM (•)

-10

NORMALIZED BANDWIDTH REQUIREMENT S/ft

Fig. 5*4. Combined bandwidth efficiency and power efficiency for
various modulation schemes on the intensity-modulation channel.
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5.2.3 Comparison to the Conventional Channel

Recall the input constraints (5-2) of the intensity-modulation channel: X(t) must be

positive, and the average amplitude of X{t) must not exceed amaximum value of Pavg. As

we examine the performance of various modulation schemes for the intensity-modulation

channel, it will be useful to make comparisons with the "conventional" channel, for which

the first constraint in (5-2) is omitted, so that negative values of X{t) are allowed, and the

second constraint in (5-2) is changed to a power constraint, so that the average power of

X{t) must not exceed a maximum of Px. In other words, the conventional channel is an

additive-white Gaussian-noise (AWGN) channel with an inputpower constraint of Px.

The power efficiencies for a number of modulation schemes on the conventional

channel are presented in Appendix A. Just as Pook *s tne benchmark for powerefficiency

on the intensity-modulation channel, Px^-pam ls tne benchmark for power efficiency on

the conventional channel, where Pxz-pam ls tne power (per (5-3)) required by an ideal

2-PAM system to achieve a given BER at a given bit rate on the conventional channel (see

(A-9) in Appendix A). The results are presented in Fig. 5-5 by plotting the powerrequire

ment versus the bandwidth requirement, making Fig. 5-5 the conventional-channel coun

terpart to Fig. 5-4. (Note that bandwidth efficiency on the conventional channel is

identical to bandwidth efficiencyon the intensity-modulation channel.)

Of the threebinarymodulation schemes considered so far, we see that the 1.5-dB pen

alty for BPSKrelative to OOK (2-PAM) and 2-PPM is unique to the intensity-modulation

channel; there is no such penalty for the conventional channel.

Also included in Fig. 5-5 is a curve indicating the Shannon limit of power efficiency

and bandwidth efficiency. The capacity of a conventional strictly band-limited channel

with bandwidth B is given by the Hartley-Shannon formula [57][60]:

C=iMog2|l +^ . (5-18)
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Solving this equation for Px yields the following:

/V =
2B/C >C/B

Q~l(BER)2
(2 -1) PXt2.pAMi (5-19)

where PXy2-PAM =NQRbQ~l(BER)2 as defined in Appendix A. Thus, for a given band

width By this expression described how much signal power is needed by an ideal capacity-

achieving system to achieve abitrate of Rb = C. The Shannon limit curve was obtained by

plotting the ratio Px^x^-PAM from (5-19) versus fl/C, assuming BER =10"4. (Note

that, although the ratio Px/pX2-PAM depends on BERt Px does not.) A similar curve for
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~ A/-QPSK (A)
2-PPM, AABPSK (X)
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L-PAM (O) 4
o

L-PPM (D)
Shannon"

Limit M
(BER^KT4) r

1 2 3

NORMALIZED BANDWIDTH REQUIREMENT B/ Rb

Conventional Channel

-5 -

-10

Fig. 5-5. Conventional analog of Fig. 5-4: combined bandwidth

and power efficiency for various modulation schemes on the

conventional AWGN channel.
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the intensity-modulation channel would be useful, but unfortunately the capacity of the

intensity-modulation channel is, to the author's knowledge, unknown and thus an open

problem.

5.3 MULTI-LEVEL MODULATION

In this section we evaluate the bandwidth efficiency and powerefficiency for the fol

lowing multilevel modulation schemes on the intensity-modulation channel: L-level base

band pulse-amplitude modulation, subcarrier L-level quadrature-amplitude modulation,

multiple-subcarrier modulation, and L-level pulse-position modulation.

5.3.1 Baseband Pulse-Amplitude Modulation

We consider first L-level baseband pulse-amplitude modulation (L-PAM), in which

one of L possible levels is transmitted each symbol interval. An L-PAM system can be

analyzed using the same block diagram as for the binary systems (see Fig. 5-2), but with a

symbol alphabet of size L. To ensure that the output of the transmit filter has a maximum

value of unity, we normalize the symbol alphabet to have a maximum value of unity:

ake' ±l ±3 ,.,±li (5-20)
L-l'L-l

As before, the transmit filter p(t) is normalized to have a maximum value of unity. The

analysis is identical to that for OOK, with the transmitted signal given by (5-8), and the

sampled output of the matched filter given by (5-12). The distance between neighboring

received symbols is d=PavgjE^-rzT>so ^at tne probability of asymbol error is given
by[57][60]:

Probfsymbol error] =2(1-1/L)q(^1) =2(1-1/L)G -^f /it I• (5-21)
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With Gray coding, each symbol error causes about one bit error on average, so that the

BER can be approximated by:

BER
2(1-1/L) (Pmtn \En\ (PM„ IEavg -p

-Q\r^.^ • (5-22)IOg2L ~{L-ltlN0) ~yL-\tjN{
0

The last approximation facilitates comparison with OOK and other modulation schemes;

it is valid for moderate values of L at high SNR, in which case the error due to this

assumption, measured in dB, is small [57].

An advantage of L-PAM is a reduced symbol rate and thus a reduced bandwidth. To

achieve a bit rate of Rb, with each symbol carrying log2L bits of information, the symbol

rate for L-PAM is:

The bandwidth requirement is therefore B = Rb/\og2L, assuming 100% excessbandwidth.

This result is included in Table 5-1.

To determine the power efficiency of L-PAM, assume the rectangular pulse shape of

(5-5), which has energy Ep =T. With (5-23), the BER for L-PAM from (5-22) reduces to:

—«(£/£)•
The power efficiency of L-PAM is therefore:

Pre« =4^j-K^Q~l(BER) =4=>W• (5-25)

Thus, L-PAM suffers a power penalty of lOlog^ [
Ulog2L

The combined bandwidth and power efficiency of L-PAM is illustrated in Fig. 5-4,

where the L-PAM pointsare marked with circles forL e {2, 3,4 ..., 16}. Note that2-PAM

is identical to OOK. Higher-level PAM results in a reduced bandwidth requirement at the

L l ^dB relative to OOK.
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expense ofan increased power penalty: asL increases from 2 to 16, the bandwidth require

ment decreases from B = Rb to B =Rb/4, while the power penalty relative to OOK

increases from OdB to 8.8 dB. 4-PAM is an attractive candidate, with a bandwidth

requirementof B = Rb/2 and an optical power penalty of 3.3 dB.

Comparing Fig. 5-4 with Fig. 5-5, we see that multilevel baseband PAM is better-

suited to the intensity-modulation channel than to the conventional channel; as L increases

from 2 to 16, the power penalty increases from OdB to 13.3dB on the conventional

channel, as compared to a range of 0 dB to 8.8dB on the intensity-modulation channel.

The PAM signal as constructed above consists of a d.c. bias plus a time-varying term

thatis symmetric aboutzero; see (5-8). Apractical system need notbe implemented in this

way, but rather the optical intensity may be modulated directly from a minimum value of

zero intensity to a maximum value of2Pavg, for a total ofL levels, with no d.c. offset. In

fact, this is no different from the implementation of (5-8); it is an equivalent way of

viewing the same PAM signal, and so it has identical performance.

5.3.2 Subcarrier and Multiple-Subcarrier Modulation

In Fig. 5-6 we show a multiple-subcarrier intensity-modulation communication

system. By letting N = 1, the figure is also applicable to a single-subcarrier system. Each

of the N subcarriers is modulated using L-level quadrature-amplitude modulation (L-

QAM). We assume that JL is an integer. For example, L=4 corresponds to 4-QAM,

which is also known as quadriphase-shift keying (QPSK). We will denote the entire multi-

subcarrier modulation scheme as N-L-QAM.

As shown in the figure, the transmitter outputX(t) in N-L-QAM is formed by adding

together N different L-QAM signals with subcarrier frequencies {coj, CO2,... ,C0/y}, plus a

d.c. bias signal to ensure thatX(f) is everywhere positive.
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The n-th L-QAM signal un is formed by adding two JL-PAM signals in quadrature.

Specifically, let [ain[k]} and {ag„[&]} represent the in-phase and quadrature PAM

symbol sequences for the n-th subcarrier, respectively. We make the important assumption

that, regardless ofL, the complex constellation {a/+/ag} is inscribed in the unit circle. In

other words, ajand qq must take on values from the set:

±\/Jl ±3/j2±1/V2 ±3/V2 1
(5-26)

These symbol sequences drive a transmit pulse shapep(t)y which is identical for both in-

phase and quadrature channels and for each subcarrier. As before, we assume that p(f) is

normalized so that its maximum value is unity. The rectangular pulse shape of (5-5) is a

a/,i
M —M-
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Fig. 5-6. Multiple subcarrier modulation: /V-Z.-QAM.
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common choice. The in-phase and quadrature PAM signals are multiplied by cos(G)„f) and

sin(ov), respectively, and then added to form then-th L-QAM signal un. Because we have

constrained the constellation to the unit circle, and because p{t) has a maximum value of

unity, the n-th L-QAM signal is symmetric about zero and has a maximum value of unity.

Therefore, the output of the summing bar in Fig. 5-6 will also be symmetric about zero,

but with a maximum amplitude of N. As shown in the figure, this signal is scaled by a

factor Pavg/N so that the result takes values from the range [-P^g, PaVg]- A d.c. bias of

Pwg is then added to ensure thatX(r) is positive everywhere:

N

ain[k]cos((i)nt) +aQn[k]sin((ont)\. (5-27)
* n= 1

As before, the received signal Y(t) is simply X(t) + n{t), where n(t) is white Gaussian

noise. The receiver shown in Fig. 5-6 is the maximum likelihood receiver. It first subtracts

off the d.c. bias, which carries no information, and then demodulates each of the in-phase

and quadrature PAM signals using a matched filter. The n-th demodulator multiples the

received signal by cos(con0 and sin(con0 and passes the results through identical filters

with impulse response g(t). Here, g(t) is matched to the transmit pulse shape p(t) and nor

malized so that the combination of demodulator and baseband filter is equivalent to a unit-

energy passband matched filter:

git) =JfpH). (5-28)
(This normalization is natural because it causes the discrete-time noise sequence at the

output of the sampler to have the same PSD as the continuous-time noise source of the

channel, namely N$.) The outputs of the two receiver filters in the n-th demodulator are

then sampled at the baud rate yielding two discrete-time sequences [Yjn[k]} and

{YQtn[k]}y where:
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YI;M =*/*[*] %* Jy +"/,„[*] . (5-29)

r&iiM =«&»[«^ Jy +«CwiW • (5-30)
where [n^k]} and [nqjk]} are independent, identically distributed white Gaussian

noise sequences with PSD % The probability of error for the n-th L-QAM signal can be

approximated by [57]:

d \ ^f 1/2 Pavg \EpBER = Q\^== =flUil.-2i (5-31)

where d is thedistance between neighboring received symbols in the complex plane:

JL-l * ' (532)

The BER of the composite N-L-QAM signal will be larger than (5-31) by a factor N, but

we will ignore this difference to facilitate comparison with other modulation techniques.

The error due to this assumption, measured in dB, is small for moderate values of N [57].

We assume that the bit rate is fixed at some value Rb, but that the number of subcar

riers N and the number of QAM levels L can take on any value. A given N and L will

therefore fix the symbol rate 1/7. Using N subcarriers, each carrying log2L bits per

symbol, an aggregate bit rate of Rb requires a symbol rate of:

l/T=WTL-F- (5-33)AMog2L v '

Thus, as Nand L are varied, the symbol rate changes, which in turn changes Ep> which in

turn changes the BER per (5-31). We will now narrow the scope to transmit pulse shapes

p(t) with energy Ep =7, which includes the rectangular pulse shape of (5-5) as well as the

zero-excess-bandwidth pulse p(t) =sin(7Cf/7)/(7tf/7). Substituting Ep =7 from (5-33)

into (5-31) yields a BER of:
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>g2L P ^avg *

J4N JL-[ Jl^Rl
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(5-34)

Solving for P^g yields the following average optical power requirement for N-L-QAM

multi-subcarrier modulation to achieve a given BER:

p„„= Jan^=Lp00Kreq

>g2L
(5-35)

where P00K = ,jN0RbQ~{(BER) (see (5-15)). This result is included in Table 5-1. The

optical power penalty for N-L-QAM multiple-subcarrier modulation (relative to OOK)

can thus be decomposed into three components:

power penalty = l0-\ogl0(Preq/POOK)

= 1.5 + 5-log10/V + 5-log10
f(JL-l)2>

\OgyJL

offset multi-subcarrier
penalty penalty

multi-level
penalty

dB. (5-36)

The offset penalty is due to powerwasted in the d.c. offset required by all subcarrier tech

niques. The multi-subcarrier penalty, which is zero for N = 1,represents the penalty when

more than one subcarrier is used. The multi-level penalty, which is zero for 4-QAM

(QPSK), represents the penalty due to larger symbol alphabets.

The bandwidth required by N-L-QAM multi-subcarrier modulation to achieve a bit

rate of Rb, assuming rectangular pulses or 100% excess bandwidth pulses, is roughly the

number of carriers times twice the symbol rate: B « 2N/T = 2Rb/\og2L. The required

bandwidth is thus independent of the number of subcarriers, depending only on the

alphabet size.

The bandwidth and power efficiency results for N-L-QAM are illustrated in Fig. 5-4

for N e {1, 2,..., 8} and L e {4, 16,64}. Consider first the case of L = 4. Since 4-QAM is
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equivalent to QPSK, the N-4-QAM points in the figure, which are marked with a triangle,

are labeled /V-QPSK. The figure shows that a single-subcarrier QPSK system (1-QPSK)

requires the same bandwidth as OOK but 1.5 dB more optical power. As the number of

QPSK subcarriers increases from one to eight, the bandwidth requirement remains

unchanged, but the power penalty increases from 1.5 dB to 6 dB according to (5-36).

Therefore, from the standpoint of bandwidth and power efficiency, there is no advantage

to using more than one QPSK subcarrier, but rather there isa power penalty.

Consider nextthe 16-QAM data points, which are marked with adiamond in Fig. 5-4.

A single subcarrier 16-QAM system requires half the bandwidth required by OOK to

achieve a given bit rate, but requires 4.8 dB more power—a significant penalty. As the

number of subcarriers increases from one to eight, the bandwidth requirement is

unchangedand the power penalty increases from 4.8 dB to 9.3 dB.

The 64-QAM data points are marked with a downward-pointing triangle. The band

width required by all 7V-64-QAM signals is one third of the bandwidth required by an

OOK signal, with power penalties ranging from 7.6 dB to 12.1 dB as the number of sub-

carriers N is increased from one to eight.

We now compare the N-L-QAM power penalty, which is given by (5-36), with the

L-PAM penalty, which is given by (5-25):

((L- \)2\
power penalty= 51og10 — dB . (5-37)

^ 10g2L J

We see that the "1111111116761" component of the penalty in (5-36) is equal to the entire pen

alty for JL-PAM. Therefore, for all L, there is a1.5-dB offset penalty for single-subcarrier

L-QAM relative to JL-PAM. This is evident in Fig. 5-4, where each ofthe 1-L-QAM data

points is 1.5 dB above the locus of L-PAM data points.

It is instructive to note that there is no such penalty on the conventional channel, as

shown in Fig. 5-5: the performance ofL-QAM is identical to the performance of JL-PAM.



145

Furthermore, unlike the intensity-modulation channel, for which the penalty due to mul

tiple subcarriers grows as 5-logio/V, theconventional-channel results hold for all values of

N; the number of subcarriers is irrelevant.

The above N-L-QAM analysis assumed that the transmit pulse shape had energy

Ep = T. This is true for the rectangular pulse of (5-5) and the ideal sine pulse

pit) = sin(7tt/T)/(7tt/T), but not true in general. From (5-31) it is clear that it is desirable

for Ep to beas large as possible, given the constraint that the maximum value ofp(t) must

be unity, and that the pulse satisfy the Nyquist criterion for no intersymbol interference.

Consider the raised cosine pulse with 100% excess bandwidth with Fourier

transform [57]:

*>(©) =
£(1 +cos(co7/2)) for Icol <2n/T
2 . (5-38)
0 for Icol > 2n/T

From (5-11) we find that, in this case, Ep =37/4, and so systems using this pulse shape

will suffer apenalty of5-log10(3/4) =1.2 dB relative to pulses satisfying Ep =T (such as

the rectangular pulse or the zero-excess-bandwidth pulse). Whether there exists a pulse

shape satisfying the Nyquist criterion and having a maximum value of unity that has

energy Ep >7 is an open question and warrants further investigation.

Instead of using L-QAM modulation on each subcarrier, one could also use BPSK.

The resulting modulation scheme, which we denote N-BPSK, where N is the number of

subcarriers, can be analyzed in a manner similar to the N-L-QAM analysis. It is easy to

show that N-BPSK has the same power efficiency as N-4-QAM (N-QPSK), but requires

twice the bandwidth. The N-BPSK data points in Fig. 5-4 are marked with the symbol x.

Because N-BPSK offers no advantages over BPSK, other than an insignificant decrease in

complexity, anN-QPSK system will always be preferable to anJV-BPSK system.
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5.3.3 Pulse-Position Modulation

The multilevel modulation schemes considered in previous sections were able to

achieve higher bandwidth efficiency at the expense of decreased power efficiency. In this

section weconsider L-level pulse-position modulation (L-PPM), a fundamentally different

modulation scheme that achieves high power efficiency at the expense of reduced band

width efficiency.

Consider Fig. 5-7, which shows a block diagram for anideal L-PPM system. The input

bits with bit rate Rb are grouped in blocks of length log2L at a symbol rate of 1/7, and

from each block oneofL possible signals is chosen to transmit. Simply stated, the symbol

interval of duration 7 is divided into L sub-intervals, and to signify the /-th symbol, the

optical intensity is "on" during the /-th sub-interval and "off' everywhere else. In other

words, the output of the "encoder" block of Fig. 5-7 during the k-th baud interval

t€ [kTt ik+l)T) is given by pmit - kT), where l[k] € {1,2,..., L} denotes the position of

the "on" sub-interval during thek-th baud interval, and where {piit)} is a family of pulse

shapes given by:

Plit) =
1 forf€[(/-l)7/L,/7/L)

0 elsewhere

Encoder

XW VW

for/e{l,2, ...,L}

Unit-Energy
Filter Matched

topi ^1

Fig. 5-7. Blockdiagram for a pulse-position modulation system.

(5-39)
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These pulse shapes are normalized to have a maximum value of unity. The output of the

encoder is scaled by a factor LPavg to ensure that the resulting intensity X(t) has an

average value of Pavg:

X(t) =LPmgY, Pl[kp " *D • (5-40)
k

As before, we ignore path loss and multipath dispersion, so that the received intensity

Y(t) is simply X(t) plus a white Gaussian noise with PSD Nq. The receiver shown in the

figure is the correlation receiver, again a maximum likelihood receiver [57]. It consists of

a filter g(t) that has unitenergy and is matched to the first-position pulse shape p\(t):

git) =fepii-t). (5-41)
The L different receiver branches are able to share this single filter by sampling its output

at a rate of L/7, yielding the same L sufficient statistics Y\ through YL that would result

from a receiver employing a bank of L matched filters. The receiver compares Y\ through

YL and decides on the /-th symbol when K/ is the largest.

We will now derive the bit-error rate for this system. Because we neglect multipath

dispersion and timing-error effects, we need consider only a single symbol transmission

rather than an infinite sequence of symbols. Furthermore, the problem is symmetric, so we

can assume that the first symbol p\{t) was sent without loss of generality. In this case, the

L sufficient statistics are given by:

Y\ = S + n{

Yk = nk for *e {2,3, ...,L}, (5-42)

where S=PavgJUr and where {nk} for ke {1, 2 L} are independent, identically dis

tributed zero-mean Gaussian random variables with variance Nq. The probability of a

symbol error can be calculated as follows:

Prob[symbol error] = 1 - Prob[correct decision] (5-43)
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= 1- Prob[(rt2 < S+n{) & (n3 < S+n{) & ... & (nL < S+ni)] (5-44)

= 1 - E{Prob[(n2 < S+nx) & (n3 <S+n{) & ... & (nL<S+ni) In{]}(5-45)

where the expectation E{ • } is taken over the random variable n\ [61]. With n\ a known

quantity, the L-l events in (5-45) are independent, so that the probability of a symbol

error reduces to:

Prob[symbol error] =

1- E{Prob[(n2 <S+ni)\nilProb[(n3 <5+n1)l«1]...Prob[ (nL < S+ni)\n{]} (5-46)

L-l= 1- E{Prob[(/z2 <S+ni) In{] u~l) (5-47)

= 1-E{ 1-2
,S + n n

-.L-l

} (5-48)
v V/v0 J}

This expression is identical to the symbol-error rate expression for L-ary frequency-shift

keying (L-FSK) given in [57][60], as expected, because both L-FSK and L-PPM are

orthogonal signaling schemes. This expression can be simplified by noting that, at high

SNR, the <2( •) term will be very small, in which case (1 - Q( • ))L_1 =1- (L-1)0( •), so

that:

Prob[symbol error]« 1 - E{ 1 - (L-\)Q (s + ni

=(L-l)E{fif^=^|} =(L-l)(2f-^=^

where the last equality follows from the identity E[Q(jc)] =Q(\jl/Jo2+1) for aGaussian

random variable x with mean |j, and variance a2.

The last expression in (5-50) can also be arrived at by a signal space argument. The L

possible signals in L-PPM are orthogonal and thus form an orthogonal basis for the signal

subspace spanned by the transmitted signals. An ML receiverprojects the received signal

(5-49)

(5-50)
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onto this L-dimensional subspace and decides on the signal vector closest (in a Euclidean

sense) to the result. With proper normalization, the L-l incorrect signal vectors are all a

distance d=Sj2 from the correct signal vector, and the L components of the noise vector

are independent Gaussian random variables with variance Nq. Application of the union

bound thus leads to (5-50) [57].

Because the L possible signals areequally likely and orthogonal, the BER is related to

the probability of a symbol error by [60]:

BER =f-4 Prob[symbol error] (5-51)
Li — 1

=Iq(S) =Q(S), (5.52,

the last approximation being valid at high SNR for moderate L.

The symbol rate required by L-PPM to achieve a bit rate of Rb is simply:

1/7= r-^- . (5-53)log2L

The bandwidthrequired by L-PPMcan be approximated by the bandwidth of a single chip

pulse: B « L/7 = LRb/\og2L. This result is noted in Table 5-1.

Substituting (5-53) into S=PavgJLf and substituting the result into (5-52) yields the fol

lowing BER expression for L-PPM:

BER=Q (\l^2L^
2 JWi

(5-54)

The average optical signal power required to achieve a given BER for an L-PPM system

can be found by solving this expression for Pavg1 yielding:

ftWbQ'1 iBER) POOKPreq = » = 00K , (5-55)
feL-\og2L 4L'l0g2L
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where Pqok was first defined in (5-15). This result is also noted inTable 5-1. Substituting

L = 2 yields a sensitivity for 2-PPM that is identical to OOK, a fact that we had derived in

section 5.2.1. From (5-55) we see that, for any L greater than two, the optical power

required by L-PPM is smaller than that required by OOK. In principle, the power require

ment can be made arbitrarily small by makingL suitably large.

In Fig. 5-4 we illustrate the combined bandwidth and power efficiency of L-PPM by

plotting power penalty versus required bandwidth for L e {2,3,...,16} using square sym

bols. Note that 2-PPM has the same power efficiency as OOK butrequires twice the band

width. 3-PPM is slightly better than 2-PPM both in terms of bandwidth and power

efficiency, but its implementation is complicated by the fact that log23 is notan integer. It

is apparent that 4-PPM is particularly attractive because it has the same bandwidth

requirement as 2-PPM but requires 3.8 dB less optical power. Therefore, from the view

point of bandwidth and power efficiency, 4-PPM is always preferable over 2-PPM. As L

increases from 4 to 16, the bandwidth requirement increases from 2Rb to 4Rbt while the

sensitivity increases from 3 dB better than OOKto7.5 dB better than OOK. Evidently, the

high-sensitivity of high-level PPM motivated Photonics Corporation to use 16-PPM in

their 1-Mb/s infrared transceiver [20].

It is difficult to predict whether bandwidth efficiency or power efficiency will be the

more important goal in an indoor wireless link. One could argue that power efficiency is

more important, because the channel is fundamentally power limited; the background

noise is unavoidable, and safety considerations preclude the possibility of making the

transmitter power arbitrarily large. For a given transmitter power, background illumina

tion power, and bit rate, it is desirable to maximize the allowable distance between trans

mitter and receiver, which is equivalent to maximizing the power efficiency. The primary

impediment to achieving high receiver bandwidths, on the other hand, is the high capaci

tance of large-area photodetectors. Unlike the background noise, this impediment is not

fundamental; high bandwidths can be achieved at the expense of increased electronic
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complexity and power consumption. For this reason, low-to-moderate-speed wireless

links will benefit from modulation schemes like PPM. High-speed systems having chip

rates higher than about 10 MHz, however, must contend with intersymbol interference due

to multipath dispersion as discussed in chapter4. The 1-Mb/s 16-PPM Photonics trans

ceiver, for example, is not affected appreciably by multipath dispersion, because it uses a

chip rate of only 4 MHz. The performance of PPM in the face of multipath dispersion is

unknown and must be investigated carefully before adopting PPM in high-speed systems.

The observations of this section were based almost exclusively on bandwidth effi

ciency and power efficiency. There are other importantcriteria by which to assess modula

tion performance, however, such as resistance to multipath dispersion effects and

amenability to multiple access. These issues are discussed further in section 5.4.

5.3.4 Alternative Modulation Schemes

The following modulation schemes were not included in the above discussion because

their performance was found to be inferior. Their bandwidth and power efficiencies are

included here for completeness, although to prevent clutter they are not included in

Table 5-1 and Fig. 5-4.

5.3.4.1 L-FSK

The transmitted intensity for L-level frequency-shift keying (L-FSK) is given by:

X(t) =Pavg +Pavg^Pl[kP ~m (5-56)
k

where {p/(0} is a family of pulse shapes given by:

Plit) =
cos(co/f) for t e [0,7)
n . . for/e{l,2,...,L}, (5-57)
0 elsewhere

and CO/ = 2%(l - 0.5/7), assuming a modulation index of unity [60]. The BER for L-FSK

can be derived in a manner similar to that for L-PPM, with the result given by (5-52) with
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S=PavgJT/2> The symbol rate required to achieve a given bit rate is 1/7 =Rb/\og2Ly so

that the bandwidth requirement for L-FSK is [60]:

L LR.

The power requirement for L-FSK is:

Preq=-r^=P00K- (5-59)
>g2L

Compared with L-PPM, L-FSK requires the same bandwidth but requires more optical

power by a factor JIL. Thus, as L increases from 2 to 16, the L-FSK data points in

Fig. 5-4would liedirectly above the corresponding L-PPM data points, with a power pen

alty (relative to OOK) decreasing from 3 dB to 0 dB.

5.3.4.2 RZ-OOK

A variation of OOK proposed by Kotzin [25] for the intensity-modulation channel is

return-to-zero on-off keying with duty cycle 8 (8-RZ-OOK). This is similar to the NRZ

OOK scheme considered earlier, except that the pulse shape is high for only a fraction

8e (0, 1] ofthe baud interval. The transmitted intensity for 8-RZ-OOK is given by:

ravgj
k

where ak € {0,1} are the data symbols and the pulse shape is:

*W =lpavg^ a/pit - kT) (5-60)

P(0 =
1 forre[0,87)

0 elsewhere

The bandwidth and power requirements for 8-RZ-OOK are

R

(5-61)

B= -jr (5-62)

rreq=fiP00K- (5-63)
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When 8=1, 8-RZ-OOK reduces to the NRZ OOK scheme examined earlier, so that the

bandwidth and power requirements are identical to those for OOK. As 8 decreases, the

bandwidth requirement grows faster than the power requirement decreases. Thus,

8-RZ-OOK is inferior to L-PPM, because it requires more bandwidth to achieve a given

sensitivity improvement As 8 decreases from 1 to 0.25, the trajectory of the 8-RZ-OOK

data points in Fig. 5-4 would be almost linear, starting at the OOK point and intersecting

with the right-hand boundary of the plot with a powerpenaltyof - 3 dB.

5.3.4.3 Spread Spectrum

Theimmense bandwidth requirement of direct-sequence andfrequency-hopped spread

spectrum modulation schemes makes them inappropriate for high-speed non-directed

infrared links. For example, a modest spreading factor of ten would require an electrical

bandwidth of 1 GHz for a 100Mb/s system. For this reason, spread spectrummodulation

is not considered here.

5.4 OTHER CRITERIA

If power efficiency and bandwidth efficiency were our only concern, then we could

reduce the field of candidate modulation schemes with the aid of Fig. 5-4, by eliminating

those data points for which another data point has both higher power efficiencyand higher

bandwidth efficiency. This would eliminate all of the subcarrier modulation schemes,

leaving only L-PPM with L e {3,4,...}, and L-PAM with L € {2, 3,...}. Before we rule

any modulation schemes out, however, we mustconsider other criteria besides power effi

ciency and bandwidth efficiency, such as resistance to multipath and amenability to mul

tiple access.

Ignoring for the moment the reduced power and bandwidth efficiency of subcarrier

schemes, they do offer some advantages over baseband schemes. For example, by

assigningdifferent subcarrier frequencies to differentusers, asynchronous multiple access
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can be achieved. Also, a multi-subcarrier system will be resistant to multipath-induced ISI

when the symbol rate of each sub-band is smaller than about 10 Mbaud for typical indoor

applications. This follows because, as shown in chapter 4, the multipath impulse response

is about 50-ns long for typical office environments.Thus, data transmitted every 100 ns, or

at a rate of 10 Mbaud, will not experience appreciable ISI. This is clearly illustrated in

Fig. 4-10, where power penalty is plotted versus baud rate for a number of different trans

mitter configurations, and the power penalty increases significantly as the baud rate

increases above about 10 Mbaud.

Alternatively, the mitigation of ISI through baud rate reduction can be explained by a

frequency domain argument: there is little variation in the frequency response of the mul

tipath channel over a bandwidth of about 10 MHz, as shown in Fig. 4-6 through Fig. 4-8,

and so a 10-Mbaud sub-carrier (or baseband) signal will see a nearly flat frequency

response.

Unfortunately, as shown in the last section, the power penalty for all multiple-subcar-

rier systems is 5-logirj/V dB larger than for a single-subcarrier system, so the resistance to

multipath provided by multiple subcarriers is paid for by an increased power penalty. In

fact, the net effect may be an increased power penalty, depending on the severityof the ISI

in the first place. The following numerical example illustrates this point.

Consider the plot of ISI penalty versus baud rate in Fig. 4-10; although it assumes

OOK modulation and an unequalized integrate-and-dump receiver, it can be used to

approximate the ISI penalty for other modulation schemes as well. At 100 Mb/s, the

unequalized OOK system suffers a penalty of at most about 6 dB for the four transmitter

configurations considered. By switching from OOK to a multi-subcarrier technique, say

five 10-Mbaud QPSK subcarriers, the ISI penalty is reduced to a fraction of a dB per

channel, for a total of about0.5 dB. This sensitivity gain is obliterated almostcompletely

by the d.c. offset and multi-subcarrier penalty of 1.5 + 5-login5 = 5 dB. Thus, in going
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from a baseband OOK system without an equalizer to a five-subcarrier QPSK system, the

net gain is about 0.5 dB.

Observations like these lead to the conclusion that multipath immunity alone is not

sufficient justification for the increased complexity of a multi-subcarrier system. Particu

larly in light of the fact that an adaptive equalizer such as a decision-feedback equalizer

(DFE) can reduce the 6-dB ISI penalty of an OOK system considerably [62]. In other

words, while the subcarrier system in the above example is only 0.5 dB better than the

unequalized OOK system, adding an equalizer to an OOK system can reduce the ISI pen

alty by 4 dB or more [62][63].

Another disadvantage of the subcarrier techniques relative to baseband modulation is

the increased attenuation of the multipath frequency response at high frequencies. From

Fig. 4-6-c, Fig. 4-7-c, and Fig. 4-8-c, we see that in each case the frequency response is

maximum at d.c. and decreases steadily as the frequency increases to about 30 MHz.

Thus, each sub-carrier in a multi-subcarrier system will experience a "flat-fading" loss rel

ative to a baseband system. This penalty is not reflected in the analysis of the previous sec

tion, and thus represents a further reduction in power efficiency for multi-subcarrier

systems.

Despite the poor power efficiency of multi-subcarrier modulation, it may still find use

in certain applications. For example, in some applications the transmitted signal consists

of a number of data streams multiplexed together, and a receiver is interested in detecting

only one of the data sub-streams. This is the case, for example, in fiber-optic video distri

bution systems [64]. Multi-subcarrier modulation allows each receiver to detect a single

subcarrier only, obviating the need for each receiver to have the high-speed digital cir

cuitry necessary to detect the composite signal and perform the demultiplexing operation.

For applications in which a single receiver may require high data rates near 100 Mb/s,

it seems that multi-subcarrier modulation is not the best candidate. Rather, one of the base-



156

band modulation schemes, L-PAM or L-PPM, with OOK being a special case of L-PAM,

should be adopted. Without detailed specifications of the application, such as the expected

room size, multipath response, and multiple-access protocol, it is notpossible at thispoint

to isolate a single modulation scheme as the definitive choice; all we can do is point out

the relative merits of the various modulation schemes in terms of bandwidth efficiency,

power efficiency, and multipath immunity, and leave it to the system designer to choose

the scheme that best fits their needs. Nevertheless, we can say that the following modula

tion schemes are all good candidates: OOK, 2-PPM, 4-PPM, 8-PPM, 4-PAM, and 8-PAM.

OOK isan obvious choice because of its simplicity. 2-PPM is only slightly more compli

cated to implement, but 4-PPM will usually be preferable over 2-PPM because of its

higher sensitivity. Further research is needed to examine the effects of multipath on the

higher-level PPM signaling schemes and to assess the prospects of adaptive equalization.

The other multilevel schemes trade of bandwidth efficiency and power efficiency, and will

be appropriate for channels that are either highly bandwidth limited or highly power lim

ited.

5.5 COHERENT OPTICAL COMMUNICATION

Coherent optical transmitters modulate the phase or frequency of the roughly

3x 10 Hz optical carrier directly, and coherent (heterodyne) optical detectors add light

from a local laser to the received lightwave as part ofthe detection process. The lasers in a

coherent system must be single mode and have narrow spectral linewidths. Because the

background illumination has a broad spectrum, its effect on coherent detection is almost

negligible [65], allowing a coherent wireless system to achieve acceptable error perfor

mance with as few as ten received photons per bit [66].

Unfortunately, application ofcoherent detection to non-directed systems is hampered

by the requirement that the polarization and amplitude of the local optical signal be

matched with the received optical field over the entire photodetector surface. In a non-
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directed LOS application, the received lightwave will have a single spatial mode, but both

its direction and its polarization will be unknown, so that these attributes must be tracked

actively by the receiver and matched by the local lightwave — an expensive proposition.

For light undergoing diffuse reflections, coherent detection is even more difficult because

the received lightwavewill have multiple spatial modes [67].

Consider areceived lightwave with power Ps, electric field E5, and frequency 0)5 and

a local lightwave with power PL0, electric field ELOl and frequency (0L0. A coherent

detector couples the two lightwaves together, typically with a beam splitter, and directs the

result towards a photodetector, which produces an a.c. current given by:

iIF(t) =lrJr\mixPsPLOcos{u)iFi) +shot noise (5-64)

where r is the detector responsivity, CO//7 = IW5 - co^l is the intermediate frequency and

ti,^. is the mixing efficiency [65][68][69][70]:

_ |J(Es.EL0*)rfA
^\mix~

\\HldA\\*L0\2^
(5-65)

The integralsare performed over the surfaceof the photodetector. In (5-64) we see that the

signal power is multiplied by TJ^^, implying an inverse relationship between power

requirement and mixing efficiency; as r^ -»0, Preq -> 00.

A heterodyne BPSK system, for example, requires 18 photons/bit when the mixing effi

ciency is unity [66]. At 100 Mb/s and 810 nm, this correspondsto detected optical power

of 0.5 nW. From (5-15) and (5-16), on the other hand, an ideal direct-detection receiver

requires:

rPOOKT/<i =J—^-Q~\BER) =35,000 photons/bit, (5-66)
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assuming aresponsivity of 0.53 A/W, adetected background power of Pbg = I mW, abit

rate of 100 Mb/s, and an error rate of BER = 10"9. The difference in sensitivity is about

33 dB.

The above numerical example shows that a mixing efficiency of only 0.005% is

needed to make the coherent system more sensitive than the direct-detection system. Fur

ther research is needed to determine whether such mixing efficiencies can be achieved in

practical non-directed applications. In any event, the high complexity of a coherent

receiver makes intensity modulation and direct detection the better choice for a low-cost

system.

5.6 CONCLUSIONS

We defined an intensity modulation channel, for which the input is constrained to be

positive, and for which the average amplitude of the input cannot exceed a given max

imum value. We compared the power efficiency and bandwidth efficiency for a number of

modulation schemes on this channel, and showed how the results differed from those of

the conventional AWGN channel. Our results are applicable to all systems using intensity

modulation, including fiber-optic systems. We showed that a single subcarrier system suf

fers a 1.5-dB penalty due to the required d.c. offset, and that multi-subcarrier systems

suffer an additional loss of5-log10/V dB, where Nis the number ofsubcarriers. These pen

alties make baseband schemes better suited for the intensity modulation channel. For

example, L-PPM was shown to be the most sensitive of the modulation schemes consid

ered, while OOK and L-PAM are less sensitive but are more bandwidth efficient. Consid

ering bandwidth efficiency, power efficiency, receiver complexity, and multipath

immunity, OOK with decision-feedback equalization seems to be a good choice.
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CHAPTER 6

System Issues

Chapters 2 through 5 have concentrated on the physical-layer problem of point-to-

point communication using non-directed infrared radiation. Although the results presented

there stand alone, the purpose of this chapter is to address some of the issues that arise

when one tries to use non-directed infrared links as building blocks for a wireless LAN.

Because a complete design of a wireless LAN is beyond the scope of this thesis, the dis

cussion presented here is not an in-depth one; nevertheless, it should convince the reader

that there are no fatal obstacles to an infrared LANlurking in the higher networklayers.

6.1 INTRODUCTION

From the perspective of higher network layers, an infrared-based network is similar in

most respects to a micro-cellular (or nano-cellular) radio-based network, and so many of

the principles of radio networks can be applied to an infrared network. For example, when

choosing a modulation scheme, its suitability to the multiple access and multiplexing pro

tocols should be considered. There are two notable differences between infrared networks
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and radio networks, however. First, infrared has virtually unlimited bandwidth, and

second, neighboring infrared links are less likely to interfere due to the opaqueness of

most objects at infrared wavelengths. In principle, these differences should make an

infrared network easier to design than a micro-cellular radio network.

Refer to Fig. 1-2, which showsthe layout of a typical wireless LAN environment. The

network can be decomposed into two levels in a tree-like fashion, with the wired network

of base stations forming the backbone network, and the wireless links at each base station

forming the linklevel. Depending onthe application, the backbone network may have dis

tributed control or it may have a central controller. When communication between dif

ferent portables (peer-to-peer communication) accounts for the majority of the traffic, the

distributed approach is more natural. It is unlikely, however, that peer-to-peer traffic alone

would justify a high-speed network. Rather, high communication speeds would be needed

only when accessing high-speed data from a information source that is wired to the back

bone network. In tljis case, a central controller, coordinating the transmissions of each of

the base stations, may be beneficial. In any event, the backbone network can use any con

ventional protocol; in their discussion of protocols for wireless infrared networks, Lessard

and Gerla recommend atoken bus protocol [71]. A conventional protocol may not be the

best choice for a low-cost system, however; because the cell radius in an infrared LAN

will beonly a few meters, large geographical areas will require numerous base stations to

provide ubiquitous coverage. It is important, therefore, to choose the protocol so that the

interface between the backbone network and wireless links is as transparent as possible,

alleviating the burden placed on base stations to translate data and convert protocols.

The fundamental non-physical-layer problems faced in the design of a wireless

infrared network, like any wired or wireless network, are two-fold: first, how to multiplex

data for multiple portables onto one or more down-link signals, and second, how to pro

vide access to the uplink for multiple portables (multiple access). The solutions depend on
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the exact network architecture, which in turn depends on the application and the environ

ment.

6.2 SINGLE-CELL ARCHITECTURES

We consider first the network topology for the specific case of an isolated cell. The

results are applicable to multiple cells as well, provided that neighboring cells do not

overlap. Topologies for the case of overlapping cells will be examined in section 6.3.

6.2.1 Unconstrained

Without a priori constraints on the wavelengths and subcarrier frequencies of the up

link and down link, communication between a single base station and the portable units

within its cell can be viewed as taking place on a shared bidirectional bus, as illustrated in

Fig. 6-1-a. We assume that every portable unit can "see'*the base station, and that the base

station can "see" every portable unit. It it likely that some portable units will be "hidden"

from the remaining portable units, however, in which case the shared bus of Fig. 6-1-a

may be broken. The possibility of hidden nodes makes it inconvenient, but not impossible,

to use protocols based on a carrier sense mechanism; a carrier-sense protocol can still be

used if the base station rebroadcasts all up-link signals onto the down-link — an effective

but inefficient procedure.

With the exception of the hidden node possibility, the unconstrained architecture for a

single cell is identical to cable-based networks using bus topologies. In principle, there

fore, it should be possible to adapt any bus protocol to the wireless case. Of course, there

are numerous effects not reflected in the simplified picture of Fig. 6-1-a, such as multipath

dispersion and path loss, but these effects do not change the underlying network architec

ture, and so the adoption of conventional protocols is still a valid approach. It may also an

academic approach, however, because a practical system may isolate the up-link transmis

sions from the down-link transmissions to prevent interference. This greatly simplifies the
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network architecture, bypassing the problems of echo cancellation and near-end cross

talk. Furthermore, given the unlimited infrared bandwidth available, this isolation can be

achieved without sacrificing capacity. (A similar strategy would be beneficial in radio- and

wire-based networks if not for the significant capacity penalty incurred due to the limited

amount of available bandwidth.)

6.2.2 Wavelength Duplex

The up-link transmissions can be isolated from the down-link transmissions by using

different wavelengths for the up and down links, a technique referred to as wavelength

duplex. In this configuration, the base station transmits at wavelength Xdowm and the por

table units transmit atwavelength Xup. Narrowband optical filters prevent interference, so

that the equivalent architecture of a singe-cell network is the dual-unidirectional bus of

Fig. 6-1-b. As before, carrier-sense protocols are still possible, provided that the base sta

tion retransmits all up-link signals on the down link.

It is desirable for two portable units to communicate without an intervening base sta

tion, a concept referred to as ad hoc networking. Unfortunately, ad hoc networking is quite

costly when wavelength duplex is used, because each portable unit would need the capa

bility to transmit and detect at two distinct wavelengths. An alternative to wavelength

duplex that is better-suited to ad hoc networking is to use different subcarrier frequencies

for the up and down links, a technique referred to as subcarrier duplex.

6.2.3 Subcarrier Duplex

In a subcarrier duplex system, the base stations and the portable units use the same

optical wavelength, but up-link and down-link transmissions use different subcarrier fre

quency bands. For example, the up and down links could transmit at subcarrier frequen

cies fup and ffoyw respectively. For multiple-subcarrier systems, the up and down links

could transmit atsets ofsubcarrier frequencies {fupth ...JupyN) and {fdown.h —Jdownjr)*
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respectively, but we use thefup and/^^,, notation for simplicity. A baseband channel cor

responds to a zero subcarrier frequency. Electrical filtering provides isolation between the

up and down links. The network architecture is thus identical to that for wavelength

duplex, as shown in Fig. 6-1-b; a dual unidirectional bus with the base station acting as a

central controller.

To accommodate adhocnetworking, thereceivers on the portable terminals must have

the capability to tune to bothfdown and/up. Thus, in adopting the subcarrier duplex scheme

over the unconstrained scheme of Fig. 6-1-a, we have added complexity to the physical

layer for the benefit of simplifying the higher layers of the network. It should be noted,

however, thatthis added receiver complexity is much less than that required to accommo

date ad hoc networking on a wavelengthduplex system.

In a subcarrier duplex system, the electrical bandwidth is divided into two sub-bands,

with one sub-band allocated to the up link and the other to the down link. A drawback of

subcarrier duplex is the reduced amount of bandwidth available to each link. Recall that,

as mentioned in chapter 1, the bit-rate requirements for the up and down links will likely

be highly asymmetric, since the down link carries executable files, graphics, and video

images, whereas the up link carries only key strokes, pen strokes, and voice. In this case,

onlya small fraction of theelectrical bandwidth should be allocated to the up link, leaving

the majority for use by the down link.

There are two ways that carrier-sense protocols can be used with subcarrier duplex.

The first, as in the wavelength duplex case, is to have the base station retransmit all up

link signals on the down link. The second is to incorporate specialized carrier-sense cir

cuitry independent of the data bus: besides listening to subcarrier frequency fdown for data,

the portable terminals could also listen to subcarrier frequency fup to sense transmissions

from other portable units. Thecarrier-sense circuitry need be nothing more than an energy

detector, and thus will not increase appreciably the overall receiver complexity. Unfortu

nately, this latter approach is not always reliable, because some terminals may be hidden
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from others. A reliable carrier sense is not required, however, because the protocol

accounts for collisions anyway.

6.3 OVERLAPPING CELLS

The discussion so far has considered a single cell only. Extensions to large areas

requiring multiple base stations can be handled in a number of different ways. The sim

plest scenario is a building consisting of small rooms only, such as single- and double-

occupant offices. In this case, a single base station is sufficient to cover each office, and

interference between adjacent cells is prevented by the office walls. But whathappens as a

user moves from one office to another? There musteither be a "dead zone" separating the

two cells, presumably an undesirable condition, or the two cells must overlap. More gen

erally, for large conference rooms, cafeterias, factory floors, and open officeenvironments,

there will not be opaque boundaries isolating neighboring cells from each other. If dead

zones are not an acceptable solution, then the problems due to overlapping cells must be

addressed.

In the most general cell-overlap scenario,./ portable terminals can see m different base

stations, and k portable terminals can be seen by n different base stations. In Fig. 6-1-c we

illustrate cell overlap for the specific case of two base stations A and B, with one portable

unit in the overlap region, and this portable unit is seen by both base stations and can see

both base stations. We assume subcarrier duplex in each of the two cells, so that cell A up

link and down-link transmissions use subcarrier frequency fup^ and/^0M,rt^, respectively,

while cell B up-link and down-link transmissions use subcarrier frequency fup# and

fdownfr respectively.

6.3.1 Unison Broadcast

A straightforward solution to the cell-overlap problem is to effectively expand the cell

size to fill the entire room or building. This procedure, which we refer to as unison broad-
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cast, can be accomplished be having all base stations transmit identical signals. All base

stations transmit and receive at the same wavelength and subcarrier frequency, so that the

multiple-cell topology collapses to one large effective cell. This unison approach was

adopted by Gfeller in the design of the Infranet network [19]. In Fig. 6-1-c, the unison

approach effectively bridges the gaps between neighboring up-link and down-link busses,

forming two large up-link and down-link busses that permeate the entire network.

There are two drawbacks to the unison approach: first, because it doesn't exploit the

network-layer/link-layer hierarchy that is inherent to a cellular network, it can be very

inefficient for networks containing a large number of portable units. For example, a unison

broadcast system broadcasts a signal intended for a single portable unit in every cell,

whereas a more intelligent system would transmit that signal only in the cell containing

the destination unit. The second drawback is the intersymbol interference due to the multi-

path propagation that results when a portable unit receives multiple delayed versions of

the same signal from several different base stations, each with a different propagation

delay.

This latter effect is not appreciable for small rooms or for low-speed links, and thus

poses no problem to the Infranet network [19]. To illustrate its effect on a high-speed net

work, we simulated the effective impulse response from two base stations transmitting in

unison to a single portable unit. We chose a room of moderate size that would likely

require only two base stations, as shown in the inset ofFig. 6-2-a. The room is24 mlong,

12 m wide, with a 4 m ceiling. The two base stations are placed on the ceiling at the cen

ters of the two cells formed by an imaginary wall that divides the room in half. Equating

one of the floor corners with the origin, transmitter A is located at position (6 m, 6 m, 4 m)

and transmitter B is located at position (18 m, 6 m, 4 m), and the receiver is located at

position (0.1 m, 0.1 m, 1m). Using the notation ofchapter 4, the radiation pattern of both

transmitters was a Lambertian sphere, the receiver was pointing straight up with a 90° field

ofview, the walls and ceiling reflectivities were 70%, and the floor reflectivity was 30%.
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The walls, ceiling, and floor were subdivided into square elements of dimension

lOcmx 10 cm.

The impulse response was simulated using the method described chapter 4, accounting

for single reflections only, and the results are shown in Fig. 6-2-a. The composite impulse

response h(t) is just the sum of the impulse responses from transmitter A to the receiver

and transmitter B to thereceiver: h(t) =hA(t) + hB(t). The first Dirac impulse shown in the

figure is due to the LOS path from transmitter A, and the second is due to the LOS path

from transmitter B. The time difference between the two LOS impulses is Ax = 34 ns. This

would certainly cause problems for datarates of 100 Mb/s and higher, for which the baud

interval is 10 ns. Of course, the second impulse will not be detrimental if it is sufficiently

attenuated relative to the first impulse. Define a as the attenuation of hB(t) relative to

hA{t):

\hB{t)dt
a=l . (6-1)

]hA{t)dt

The magnitude response of the channel is shown in Fig. 6-2-b for frequencies up to

400 MHz, where we see that there is a severe ripple, oxfrequency-selective fading. The

overall shape of the frequency response is governed by the non-LOS tails of hA{t) and

hsd), while the ripple is governed by the differential delay At and attenuation a. The dis

tance between peaks is approximately 1/At = 29 MHz, while the peak ripple is about

20l°gl0(T3^) =l-3dB.

Note that Ax and a are not independent; larger differential delays imply more path loss

and thus smaller values for a. Therefore, a steeper ripple almost surely implies a larger

spacing between ripple peaks, and conversely smaller spacing between ripple peaks

implies a shallower ripple variation. Unfortunately, there are scenarios in which the unde

sirable condition of a near unity and Ax large can occur; for example, when the LOS from

the receiver to the nearest base station is obstructed, so that the initial signal is weak and of
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comparable magnitude to the delayed signal from a distant base station. Another scenario

is when the signals from a number ofequidistant base stations combine coherently such

that it is ofcomparable magnitude to the signal from the local base station. In such cases,

the multipath frequency response will have a deep fade ata frequency of 1/Ax.

The Infranet network, which uses unison broadcast, assumes a maximum differential

delay of Ax = 2.5 |is, which corresponds to a frequency-selective fade at 400 kHz [19].

Since Infranet uses subcarrier frequencies up to about 500 kHz (it uses subcarrier duplex

with/wp = 400 kHz and/^^ = 200 kHz, with a symbol rate of 100 kbaud), a delay of

Ax = 2.5 |is would infact be catastrophic if a were near unity, although a delay as large as

1 |is would be harmless, regardless of a. For high-speed systems, however, when 1/Ax is

not large relative to the electrical signal bandwidth, and when a may be near unity, the

unison broadcast approach results in a harsh channel with severe frequency-selective

fading. The strategies for fighting thisproblem are identical to those for fighting the multi-

path dispersion due to multiple refections as discussed in chapter 4, and include adaptive

equalization and multiple-subcarrier modulation.

6.3.2 Independent Cells

Instead of unison broadcast, an alternative solution to the overlapping cell problem is

to make the signals in any given cell be orthogonal to the signals in each of its neighboring

cells. This can be accomplished in a number of ways, a few of which are outlined below.

• Wavelength-division multiplexing — Assign different wavelengths to

neighboring cells.

• Subcarrier-division multiplexing — Assign different subcarrier frequencies

to neighboring cells.

• Code-division multiplexing — Assign different pseudorandom code

sequences to neighboring cells.
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• Time-division multiplexing — Coordinate the timing of transmissions in

neighboring cells so that simultaneous transmissions in two neighboring

cells is impossible.

Wavelength multiplexing is highly impractical, because a portable unit roaming from

cell to cell would need the capability to transmit and receive atevery possible cell wave

length, complicating immensely the optics of the portable unit. Subcarrier multiplexing is

more practical, since it is conceivable to construct a low-cost portable transceiver with the

ability to transmit and receiver at N different subcarrier frequencies, where N is the fre

quency-reuse factor. The drawback of subcarrier-division multiplexing is its bandwidth

inefficiency, which is important because high-capacitance photodiodes makes electrical

bandwidth a scarce commodity (see chapter 3). Relative to the single-cell case, each cell

in a subcarrier-division-multiplexed network with overlapping cells can use only a frac

tion (I/TV) of the total electrical bandwidth. In situations where overlapping cells are

common, such as large open offices or factory floors, this bandwidth penalty may be an

acceptable price to pay. In situations where overlapping cells are rare, however, such as in

anetwork ofsingle-occupant offices, the bandwidth penalty may not be too high aprice to
pay.

For the special case when multiple-subcarrier modulation schemes as described in

chapter 5 are used, the bandwidth penalty due to subcarrier-division multiplexing

described above can be alleviated by using all TV subcarriers for non-overlapping cells, and

using N/k subcarriers when kcells overlap. With this approach, terminals in non-overlap

ping cells can access higher data rates than terminals in overlapping cells. Alternatively,

for the case when subcarriers are used to multiplex lower-speed signals to multiple users,

non-overlapping cells can accommodate more terminals than overlapping cells.

Code-division multiplexing usually involves spread-spectrum modulation, which is

not appropriate for high-speed applications because of its excessive electrical-bandwidth
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requirements. A discussion of code-division multiplexing for a low-speed (64kb/s)

system is given in [72].

In a traditional time-division multiplexing system, time is divided into frames, and

each frame is subdivided into N slots, where N- 1is the number of nearest neighboring

cells. Each cell is then assigned one of the time slots so that neighboring cells do not share

the same slot. This approach has two primary disadvantages: first, it requires synchroniza

tion between portable units and the base stations, and second, it again results in an effec

tive capacity penalty of \/N relative to the single-cell case. A reservation scheme, which

can beviewed as a form of time-division multiplexing, maybe better-suited for preventing

adjacent-cell interference. One such scheme, proposed by Demers for use in a nano-cel-

lular network under development at Xerox PARC, requires each node to request and

receive permission before transmitting any data. The protocol can be designed in such a

way that neighboring base stations are never transmitting at the same time [73].

When multiplexing neighboring cells, the equivalent architecture for the two-base-sta

tion one-overlap case is shown in Fig. 6-1-c with no bridge between neighboring up and

down links. For the specific case of subcarrier multiplexing, we have fAlltp *fg>up anc*

fA>down *fB>down- m anv case>tne portable unit in the overlap region will receive orthog

onal signals from two different base stations. Likewise, the same portable unit will

transmit the same signal to two different base stations.

In the general case of multiplexed neighboring cells with cell overlap, the portable unit

should monitor each of the N orthogonal signal subspaces, determine which base station is

transmitting the cleanest signal, and keep that base station notified of its presence. The

portable unit should transmit signals in the signal subspace expected by its base station. In

this way, as a portable unit roams out of one cell and into another, it stops communicating

with the base station of the old cell, and starts communicating with the base station of the

new cell, a process referred to as cell hand-off. Thus, each portable is heard by only one

base station at any given moment.
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6.4 SUMMARY

The physical-layer link as designed in chapter 2 results in nearly omnidirectional

transmitters and receivers. The relationship between the physical layer and higher layers

for an infrared-based wireless network are thus similar to those for a micro-cellular radio-

based network. The designer of an infrared network has more degrees of freedom, how

ever, because of the immense bandwidth of infrared, and also because infrared links are

less susceptible to adjacent-cell interference.
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Conclusions and

Future Work
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The dissertation has addressed the general problem of designing ahigh-speed wireless

link using non-directed infrared radiation. The results suggest that speeds near 100 Mb/s

are practical. The only true test of this hypothesis, of course, is to build such a link and

verify it experimentally. This dissertation has laid thegroundwork for such an experiment,

and perhaps has convinced the reader that its outcome will be successful as well.

7.1 CONCLUSIONS

The important conclusion to draw from the link analysis of chapter 2 is that a lot can

be gained through careful design of the transmitter and receiver optics. Although from a

systemsstandpoint it is a useful conceptualization to view the baseband system from mod

ulating input at the transmitter to photodetector output at the receiver as a black box, the

system designer should not lose sight of the fact thatthe path loss andnoise properties of

this box can be controlled through careful design. For example, the hemispherical lenscan

provide an optical gain ofapproximately n2 at all angles of incidence, where nis its refrac-
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tive index. The hemispherical thin-film filter proposed in chapter 2 was shown to outper

form a planar filter by providing both a narrow bandwidth and a wide field-of-view.

Reflection losses can be minimized through the useof index matching gels and antireflec-

tion coatings. Finally, to make the best use of a given transmitted signal power, it is bene

ficial to design the optical gain of the transmitter and receiver jointly, not separately.

The/ noise power in a wideband preamplifier is roughly proportional to the square of

the photodetector surface area; this fact complicates low-noise receiver design for non-

directional links, which require large-area detectors. The results of chapter 3 indicate that

the preamplifier can be designed so that the shot noise due to background light, a funda

mental noise source that will alwaysbe present, is dominant. This simplifiesotheraspects

of system design, such as budget analysis and modulation design, because it allows the

electrical noise in the preamplifier to be neglected.

Intersymbol interference due to multipath dispersion is a fundamental impediment to

high-speed non-directed communication. Chapter 4 presented a Lambertian model for

multipath optical propagation accounting for multiple reflections. Simulations based on

this model were found to agree with experimental measurements. The high-order bounces

were found to carry significant signal energy, affecting both the power budget and the

intersymbol interference. The importance of this theory lies not in the capability to simu

late multipath dispersion, although this is an important tool in system design. Rather, the

agreement between the theory and experiment suggests that the physical processes under

lying multipath optical propagation can be well-approximated by the simple Lambertian

model. This conceptual tool will likely prove more useful than the simulation tool in the

long run.

Chapter 5 defined the intensity-modulation channel as an additive white Gaussian

noise channel with two constraints on its input: the input cannot be negative, and the

average amplitude of the input cannot exceed a given maximum value. This definition is

applicable to all systems using intensity modulation and direct detection, including fiber-
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optic systems. (Itshould benoted, however, that a fiber-optic transmitter may have limita

tions on its peak power as well as its average power.) We evaluated the bandwidth effi

ciency and power efficiency of a number of modulation schemes on this channel. The

results indicate that modulation schemes well-suited for a conventional AWGN channel

are not necessarily well-suited for the intensity-modulation channel. In terms of power

efficiency and bandwidth efficiency, baseband modulation schemes such as OOK, L-PAM,

and L-PPM were found to significantly outperform subcarrier and multiple-subcarrier

modulation schemes.

7.2 FUTURE WORK

An obvious conclusion to draw from the results of this dissertation is that there

remains much more work to be done. The following sections suggests areas for future

research in non-directed wireless communication.

7.2.1 Link Analysis

The link analysis and optics design presented in chapter 2 was based on the non-

directed LOS configuration of Fig. 1-1-e. This configuration represents a compromise

between the convenience of non-directed links with the reduced-path-loss advantages of

the LOS links. Future research should address the practical problem of implementing the

optimal radiation pattern derived in section 2.4.4. Whether some combination of discrete

sources, lambertian reflectors, mirrors and lenses is sufficient to approximate the optimal

pattern is an open questionand warrants further investigation.

The majordrawback of relying on an unobstructed LOS path, obviously, is the incon

venience posed to the user of the portable receiver. The diffuse (non-directed non-LOS)

configuration of Fig. 1-1-f is much preferable from the user's standpoint. Therefore, a

complete link analysis anddesignfor thediffuse channel, analogous to that in chapter2, is

needed for the diffuse configuration. While the advantages of the hemispherical lens and
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hemispherical will undoubtedly remain, the optimal transmitter radiation patternfor a dif

fuse link will likely by quite different. A complete analysis would take into account the

losses due to partial shadowing in addition to path losses, reflection losses, tilt losses, and

filter losses.

7.2.2 Receiver Design

The results of chapter3 indicate that a wide-band low-noise preamplifier can be

designed without introducing noise stronger than the shot noise due to background illumi

nation. The implication of this result is that the receiver design can be effectively decou

pled from the development of the rest of the system. At the circuit-design level, however,

there remain a number of challenges, most of which stem from the requirements of low

power consumption and low cost that accompany a portable receiver. For example, while

the FET devices assumed in chapter 3 were adequate to provide shot-noise limited opera

tion, it is likely that bipolar transistors would be as well. In fact, when compared to an

FET, the higher transconductance offered by a bipolar transistor may outweigh its disad

vantages of higher base-current shot noise and higher capacitance [44], leading to a more

cost-effective design. Future workin preamplifier design should explore othertransimped-

ance configurations using bipolar as well as FET devices in search for a design that not

only meets the noise and bandwidth requirements, but also minimizes some suitably

defined cost function thataccounts for power consumption and monetary cost.

7.2.3 Multipath Dispersion

The algorithm presented in chapter 4 for simulating the multipath impulse response

was simple to describe but not very efficient; it may take several days to simulate one

impulse response to a high degree of accuracy. The algorithm is recursive and therefore

difficult toparallelize. Future work may look into ways to speed up the simulation process.
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Considerable speed up is needed before the simulation tool can compete with the speed of

theexperimental means for measuring multipath described in [56].

One aspect of multipath that is difficult to deal with experimentally is the effect of

non-Lambertian transmitter radiation pattern; an arbitrarily shaped radiation pattern can

beeasily simulated, but it cannot be easily implemented. The multipath characterization of

chapter 4 assumed a Lambertian radiation pattern, while the link analysis of chapter 2

assumed an optimal radiation pattern. Future work should examine the effects of non-

Lambertian radiation patterns on multipath dispersion.

Despite the advantages of simulation, many issues can only be resolved through exper

imentation. For example, the design of an adaptive equalizer must take into account the

speed with which the impulse response varies, which is best determined experimentally.

The effects of shadowing and tilt, especially in diffuse configurations, are also best deter

mined experimentally. In a related area, better characterization of the background noises

due to sunlight, incandescent light, and fluorescent light is needed.

7.2.4 Modulation

Further study in modulation for a wireless optical link should concentrate on exam

ining in detail some of the issues touched on in chapter 5. For example, the effect of multi-

path interference on the performance of pulse-position modulation schemes should be

addressed, along with the prospects for adaptive equalization. Modifications of the L-PPM

scheme may be beneficial in this regard. For example, a weight-m L-PPM scheme, in

which m chips are on during each baud interval instead of just one, would improve multi-

path immunity at the expense of an increased bandwidth requirement. An interesting

problem in information theory is to calculate the Shannon capacity of the intensity-modu

lation channel defined in chapter 5. This may lead to useful insight into the signal set

design problem. Finally, the viability of coherent detection in non-directed applications is

an intriguing question, although perhaps an academic one.
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7.2.5 Systems Issues

The scope of this thesis was limited to the physical layer problem of establishing a

high-speed point-to-point link using non-directed infrared radiation. Widening the scope

to include the design of a wireless LAN, as discussed in chapters 1 and 6, opens up an

abundance of new problems too numerous to mention here. A complete design of a wire

less LAN based on non-directed infrared links would include the design of multiple-

access and cell hand-off protocols. When designing these protocols, the constraints

imposed bya battery-powered terminal, such as the desire to power down (and stay pow

ered down) when idle, should be taken into account.
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Appendix A:

POWER EFFICIENCY ON THE

LINEAR GAUSSIAN-NOISE CHANNEL

In chapter5 we defined an intensity-modulation channel with two constraints on its

input X(t): first, X(t) must be positive everywhere, and second, the average amplitude of

X(t) must not exceed avalue of Pavg. We derived the bandwidth efficiency and power effi

ciencyfor a numberof modulation schemes on the intensitymodulation channel. We then

defined a "conventional" channel by omitting the first constraint, allowing negative values

of X(t), and by changing the second constraint from an amplitude constraint to a power

constraint, so that the average power of X(t) cannot exceed Px. With the aid of Fig. 5-4

and Fig. 5-5, the bandwidth and power efficiencies of the intensity-modulation channel

were shown to differ both quantitatively and qualitatively from their conventional-channel

counterparts. The purpose of this appendix is to present the equations used to arrive at

Fig. 5-5, and to clarify the assumptions made in the process.

The bandwidth requirements for the conventional channel are identical to those for the

intensity-modulation channel, hence we need consider only power efficiency here. In all

cases we assume that the received signal- is Y(t) = X(t) + n(t), where n(t) is a white Gaus

sian noise with PSD Nq, and we assume ideal maximum-likelihood detection.

L-PAM

Assume that the transmitted signal for L-PAM is given by:

oo

X(t) =A£ akp(t-kT) , (A-l)
* = -«,

where A is the signal amplitude, {a^} is the white symbol sequence with alphabet defined

by (5-20), and p{t) is the rectangular pulse shape given by (5-5). Recall that both the sym-
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bols {ak} and the pulse shape pit) have a maximum value of unity. To make the average

power of X(t) equal to Px, the amplitude must be A=JtZ-Up^. For agiven bit rate, the

BER for this system can be found by substituting Pavg =Ainto (5-24), yielding [57][60]:

( 3Iog2L Px \
BER = Q

Wl2-i WV

The power requirement for L-PAM is therefore:

L2-l

(A-2)

^W-JJS^L^-PAM (A-3)

where Px,2-PAM =NoflbQA(BER)2 is the power requirement for 2-PAM. This parameter
will be the benchmark for the conventional channel, in the same way that Pook was me

benchmark for the intensity modulation channel. Comparing (A-3) with (5-25), we see

that, as Lincreases, the power penalty due to multilevel RAM grows faster for the conven

tional channel than for the intensity-modulation channel.

/V-L-QAM

Assume that the transmitted signal for /V-L-QAM is given by:

N

* = —» /!= 1

X{t) =A^ a&it-kT) £ .0/(/I[*]cos(av) +aQ>n[k]sini(ont) (A-4)

where Ais the signal amplitude, Nis the number of subcarriers, {aln[k] +jaQn[k]} is the
complex-valued white symbol sequence for the n-th L-QAM signal with alphabet defined

by (5-26), p(t) is the rectangular pulse shape given by (5-5), and con is the n-th subcarrier

frequency. To make the average power of Xit) equal to Px, the amplitude must be
A \JL-\ 6Px . .
=ilHi' ~N~' SubstltutinS Pavg'N =Ainto (5-34) yields [57][60]:

BER^\&\^] • (A-5)
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The power requirement for /V-L-QAM is therefore:

_2(L-l)p
x<recl ~ 3log L X2'PAM • (A'6)

Interestingly, the power penalty is independent of N, the number of subcarriers. In other

words, there is no power penalty incurred by using multiple carriers on a conventional

channel. This was not the case for the intensity-modulation channel.

L-PPM

Assume that the transmitted signal for L-PPM is given by:

oo

Xit) =B+A ]T akpmit-kT), (A-7)

where l[k]e {1,2, ...,L} denotes the position of the "on" chip during the fc-th baud

interval t e [(&-1)7,kT\, and where {/?/(*)} is the family of pulse shapes defined by (5-39).

The offset B is chosen as B = - A/L so that X(f) has zero mean, an optimal condition [57].
/ LPX

Under this assumption, the signal amplitude must be A = J to make the average

power ofXit) equal Px. Substituting LP^g =Ainto (5-54) yields:

BER=Q U2(L-1)^0^

The power requirement for L-PPM is therefore:

(A-8)

Px^ =L-\og2LPx>2-pAM • (A'9)

Comparing with (5-55), the increasedpower efficiencyof L-PPM is not as dramatic for the

conventional channel as it was for the intensity-modulation channel.
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