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ABSTRACT

In this review article, we focus on recent advances in plasma source technology for materials
processing applications. The motivation behind new source development is discussed along with
the limitations of conventional radio frequency diode systems. Then the fundamental principles
underlying electron heating in electron cyclotron resonance, helicon wave, inductively coupled,
helical resonator, and surface wave plasmas are discussed with some attention to design issues.
The transport of ions to device wafers and its influence on etching anisotrophy is discussed for all
sources. Similarly, we examine the benefits of using high density sources for minimizing plasma
process induced damage and discuss in particular, the effects of plasma uniformity on charging
damage.
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I. INTRODUCTION

The advent of sub-micron electronic device fabrication has brought unprecedented demands for process
optimization and control (1,2) which, in tumn, have led to improved plasma reactors for the etching and
deposition of thin films. As a result, we have witnessed the introduction of a new generation of plasma sys-
tems based on electron cyclotron resonance (ECR) heating (3-6). ECR plasma etching of polycrystalline
Si, single crystalline S, silicides, Al, Mo, W, SiO,, polymers, and IIl-V compound semiconductors have
all been reported in recent years (7-33). Similarly, ECR plasmas have been used to deposit amorphous Si,
silicon nitride, boron carbide, and SiO, to name just a few materials (34-40). Applications of ECR plasmas
beyond etching and deposition have also been reported and include ion implantation (41-45), surface clean-
ing (46-59), surface passivation (60), and oxidation (53,61-63). Besides ECR, many other "novel” plasma
generation schemes are now being offered to satisfy manufacturers’ needs in these materials processing
areas. All these schemes purport to offer advantages over conventional approaches such as the capacitively
coupled radio frequency discharge now used in many factories for etching and deposition of thin films dur-
ing integrated circuit manufacturing.

But which scheme is best? What are the key aspects to plasma source design that impact materials pro-
cessing? And why are the conventional approaches inadequate? While the answers to these questions
remain elusive and are the subject of much current research, one can clearly identify commonalities and
differences between the novel sources, whose most distinctive characteristic is higher efficiency than their
conventional counterparts operated at low pressure. The purpose of this review is to: (1) develop a unified
framework from which all "high efficiency” sources may be viewed and compared; (2) outline key elements
of source design that affect processing results; and, (3) highlight areas where additional research and
development is needed. In so doing, we hope to assist those who use plasma for materials processing to
make wise choices in constructing or purchasing sources, to guide vendors of high efficiency sources in
choosing designs that can best meet their customers’ expectations, and to inspire the research community to
focus on problems of techrological interest.

Before beginning such a review, several disclaimers must be made. First, the literature on applications,
diagnostics, and modeling of high efficiency sources is now so voluminous that we are not able to review or
reference every paper. Rather, we have opted for highlighting key results in line with our objectives stated
above. Second, we restrict our focus to those aspects of plasma processing that are uniquely affected by the
use of high efficiency plasmas. For example, we discuss aspects of source design that affect plasma-
induced electrical damage in microelectronic circuits but a comprehensive discussion of damage mechan-
isms is the subject of its own review and clearly beyond the scope of this work. Third, there are pertinent
areas that while important are not yet ready for review. Foremost amongst these is the field of numerical
simulation. While impressive results have been reported recently and we will draw on some of these, little
has appeared in print and it is premature to review the field. Similarly, the stability of high efficiency
sources is a matter of some concern and recent work illustrates that sudden mode changes and bistability
may adversely affect materials properties, but too little has been reported and analyzed to make a thorough
discussion meaningful. Finally, any review reflects the biases of the authors and this work is no exception.
Based on our interests and experience, we focus on applications of plasmas to microelectronics fabrication
and, in particular, eiching. Heavy emphasis is placed on simple, analytical, unifying theories and



quantitative diagnostic measurements.

Why new sources? In plasma etching, the shrinking dimensions of micro-electronic devices have
placed unprecedented demands on process control. Consider critical dimension (CD) control where the
width of the transistor gate is specified to better than 10%. For yesterday’s CD of 1 pum, this means a
linewidth variation of 0.1 pm can be tolerated but by the end of the 20th century when the CD should be
only 0.25 pm, variations in CD must be less than 0.025 um. This requires unprecedented anisotropy in the
plasma etching of gate electrodes, contact windows, and metallic interconnections. To achieve such con-
trol, we need to increase the anisotropy of ion transport to the device wafer from what it is in the conven-
tional capacitively coupled rf reactor. This means operating plasmas at lower pressures. But, conventional
of sources are inefficient at low pressure so that high powers must be used to achieve the high rates of ioni-
zation and dissociation necessary for high throughput, low-cost manufacturing. Unfortunately, excessive
power input to a capacitively coupled system leads to high ion bombarding energies that can degrade selec-
tivity in etching and produce electrical damage that reduces device yield. Thus, new sources are needed to
operate at lower pressure and higher efficiency.

In conventional rf systems, ion energy and flux are inexorably linked. But, ion energy control is needed
in plasma deposition to tailor film properties such as stress, composition, refractive index, crystallinity, and
topography. Ion energy control is used in plasma etching to optimize selectivity and minimize atomic dis-
placement damage while meeting linewidth and throughput specifications. Therefore, gaining superior con-
trol of ion energy and decoupling it from ion flux control is further motivation for developing new plasma
sources and processing systems.

In the remainder of this section, we review briefly the properties of capacitively coupled radio fre-
quency plasmas and elaborate further on the advantages of high efficiency sources. In the following sec-
tions, we first discuss the fundamental principles underlying high efficiency plasma source design and, to
compare one source with another, use a simple analysis in Sec. II that allows estimation of electron tem-
perature, ion bombardment energy, and plasma density in terms of the gas phase cross sections, gas density,
absorbed power, and source dimensions. In this way, we provide an approximate but common framework
with which one source can be compared to another. In sections III-VII we discuss in greater detail ECR,
helicon, inductive, helical resonator, and surface wave sources, respectively. Emphasis is placed on elec-
tron heating and power absorption, since these are the primary differences between one source and another.
In section VIII, we turn to the issue of plasma transport and independent control of ion energy and flux.
Obtaining such control is largely independent of the electron heating mechanism but depends critically on
source design parameters such as the magnetic field and power absorption profiles. We focus our attention
in section VIII on measurements of ion energy distributions, mostly in ECR systems since little data are
available from other systems. In sections VIII and IX, we relate ion energy and plasma uniformity, dictated
by source design, to processing results such as etching anisotropy, atomic displacement damage, and
charge-induced damage. In the final section, we highlight remaining issues and the areas where further
investigation is needed.

Throughout this paper we strive to be consistent with dimensional analysis despite not using a con-
sistent set of units. Generally, magnetic field is expressed in gauss, distances in m, cm, or mm, and the
electron charge in coulombs. Energies are usually given in units of volts, not eV, so the value of e is expli-
citly written. Pressures are given in Torr or mTorr. While this does not conform to international conven-
tion, it does conform to common usage. We apologize to the purists.

LA Capacitively Coupled R_adio Frequency Discharge Sources

Capacitively driven rf discharges—so-called rf diodes—are the most common sources used for materi-
als processing. An idealized source in plane parallel geometry, shown in Fig. 1a, consists of a discharge
chamber containing two electrodes separated by a spacing / and driven by an rf power source. The sub-
strates are placed on one electrode, feedstock gases are admitted to flow through the discharge, and effluent
gases are removed by the vacuum pump. Coaxial discharge geometries, such as the ‘‘hexode’” shown in
Fig. 1b, are also in widespread use. When operated at low pressure, with the wafer mounted on the powered
electrode, and used to remove substrate material, such reactors are commonly called reactive ion etchers
(RIE’'s)—a misnomer, since the etching is generally a chemical process enhanced by energetic ion



bombardment of the substrate, rather than a removal process due to reactive ions. When operated at higher
pressure with the wafer mounted on the grounded electrode, such reactors are commonly referred to as
plasma etchers. In terms of the physical properties of these systems, this distinction is somewhat arbitrary.

The physical operation of capacitively driven discharges is reasonably well understood. As shown in
Fig. 2 for a symmetrically driven discharge operated at frequencies between the ion and electron plasma
frequencies, the mobile plasma electrons, responding to the instantaneous electric fields produced by the rf
(13.6 MHz) driving voltage, oscillate back-and-forth within the positive space charge cloud of the ions. At
13.6 MHz, the massive ions respond only to the time-averaged electric fields. Oscillation of the electron
cloud creates sheath regions near each electrode that contain net positive charge when averaged over an
oscillation period; i.c., the positive charge exceeds the negative charge in the system, with the excess
appearing within the sheaths. This excess produces a strong time-averaged electric field within each sheath
directed from the plasma to the electrode. Ions flowing out of the bulk plasma near the center of the
discharge can be accelerated by the sheath fields to high energies as they flow to the substrate, leading to
energetic-ion bombardment, which can enhance, inhibit, or otherwise modify surface reactions. Typical ion
bombarding energies €; can be as high as V,,/2 for symmetric systems (Fig. 2) and as high as V, at the
powered electrode for asymmetric systems (Fig. 1), where V,, the rf voltage amplitude (peak rf voltage)
between the two electrodes might typically vary between 100 V and 1kV.

We note that positive ions continuously bombard the electrode over an rf cycle. In contrast, electrons
are lost to the electrode only when the oscillating cloud closely approaches the electrode. During that time,
the instantaneous sheath potential collapses to near-zero, allowing a sufficient number of electrons to
escape to balance the ion charge delivered to the electrode. Except for such brief moments, the instantane-
ous potential of the discharge must always be positive with respect to any large electrode and wall sur-
faces;! otherwise the mobile electrons would guickly leak out. Electron confinement is ensured by the pres-
ence of positive space charge sheaths near all surfaces.

The separation of the discharge into bulk and sheath regions is an important paradigm that applies to all
discharges. The bulk region is quasi-neutral, and both instantaneous and time-averaged fields are low. The
bulk plasma dynamics are described by ambipolar diffusion at high pressures and by free-fall ion loss at
low pressures. In the positive space charge sheaths, high fields exist, leading to dynamics that are described
by various ion space charge sheath laws, including low voltage sheaths (for high density sources) and vari-
ous high voltage sheath models (for RF diodes), such as collisionless and collisional Child laws and their
modifications (66-73). The plasma and sheath models must be joined at their interface. The usual joining
condition is to require that the mean ion velocity at the plasma-sheath edge be equal to the ion-sound
(Bohm) velocity uz = (e T, /M)"'%, where e and M are the charge and mass of the ion and T, is the elec-
tron temperature in units of volts.

In the second column of Table 1, typical RF diode source and plasma parameters are given. For aniso-
tropic etching, pressures are in the range 10-100 mTorr, power densities are 0.1~-1 W/cm®*, the driving fre-
quency is typically 13.6 MHz, and multiple wafer systems are common. Plasma densities are relatively low,
~10'° cm~2, and mean electron energies are of order 5 V, corresponding to Maxwellian electron tempera-
tures of order 3 V. However, non-Maxwellian electron distributions (e.g. two-temperature) are also
observed, with the bulk electron temperature sometimes much less than 1 V (74,75). Ion acceleration ener-
gies (sheath voltages) are high, >200 V, and fractional ionization is low. The degree of dissociation can
range widely from less than 0.1% to nearly 100% depending on gas composition and plasma conditions
(76,77). For deposition and isotropic etch applications, pressures tend to be higher and frequencies some-
times lower than the commonly used standard of 13.6 MHz. For example, silicon nitride deposition used
for chip encapsulation is ordinarily performed at frequencies between 50 and 500 kHz where relatively
large ion bombardment energies are used to tailor film stress and stoichiometry (78).

1 Exceptions to this rule are also possible in low frequency electronegative and dc discharges. In the former, the build-up of negative
ions can reduce the plasma potential below that of large surfaces in contact with the plasma (64). In the laner, the plasma potential
can lie between the two electrode potentials if sufficient current is drawn from the plasma (65).



TABLE 1: TYPICAL PARAMETERS FOR HIGH EFFICIENCY
AND CONVENTIONAL RF PLASMA SOURCES

Parameter Units RF Diode High Density Source
Pressure p mTomr 10 -1000 0.5-50
Power P w 50 -2000 100 -5000
Frequency f MHz 0.05 -13.6 0 -2450
Volume V 1 1-10 2-50
Cross Sectional Area A cm? 300 —2000 300 —-500
Magnetic Field B kG 0 0-1
Plasma Density n cm™3 10° - 10" 10 - 10'2
Electron Temperatre T, \A 1-5 2-7

Ion Acceleration Energy €; v 200 -1000 20 -500
Fractional Ionization X ;, — 107 - 1073 104 - 107!

LB Limitations of Capacitively Coupled Radio Frequency Discharges

A crucial limiting feature of RF diodes is that the ion bombarding flux I'; = nup and the ion accelera-
tion energy €; can not be varied independently. The situation is analogous to the lack of independent vol-
tage and current control in diode vacuum tubes or semiconductor pn junctions. Hence, for a reasonable (but
relatively low) ion flux, as well as a reasonable dissociation of the feedstock gas, sheath voltages at the
driven electrode are high. For wafers placed on the driven electrode, this can result in undesirable damage,
or loss of linewidth control. Furthermore, the combination of low ion flux and high ion energy leads to a
relatively narrow window for many process applications. The low process rates resulting from the limited
ion flux in rf diodes often mandates multiwafer or batch processing, with consequent loss of wafer-to-wafer
reproducibility. Higher ion and neutral fluxes are generally required for single wafer processing in a
clustered tool environment, in which a single wafer is moved by a robot through a series of process
chambers. Clustered tools are used to control interface quality and are said to have the potential for
significant cost savings in fabricating integrated circuits (79). Finally, low fractional ionization poses a
significant problem for processes where the feedstock costs and disposal of effluents are issues.

To meet the linewidth, selectivity and damage control demands for next-generation fabrication, the
mean ion bombarding energy, and its energy distribution, should be controllable independently of the ion
and neutral fluxes. Some control over ion bombarding energy can be achieved by putting the wafer on the
undriven electrode and independently biasing this electrode with a second RF source. Although these so-
called rf triode systems are in use, processing rates are still low at low pressures and sputtering contamina-
tion is an issue.

Various magnetically enhanced rf diodes and triodes have also been developed to improve performance
of the rf reactor. These include, for example, the Applied Materials’ AMT-5000 magnetically enhanced
reactive ion etcher (MERIE) and the Microelectronics Center of North Carolina’s split cathode RF mag-
netron. In the AMT MERIE, a DC magnetic field of 50 =300 G is applied parallel to the powered elec-
trode, on which the wafer sits. The magnetic field increases the efficiency of power transfer from the source
to the plasma and also enhances plasma confinement. This results in a reduced sheath voltage and an
increased plasma density when the magnetic field is applied (80,81). However, the plasma generated is
strongly nonuniform both radially and azimuthally due to E x B drifts, where E and B are the local electric
and magnetic fields, respectively. To increase process uniformity (at least azimuthally), the magnetic field
is rotated in the plane of the wafer at a frequency of 0.5 Hz. While this is an improvement, MERIE systems
do not have good uniformity which may limit their applicability to next-generation, sub-micron device
fabrication. Indeed, the strongly nonuniform plasma over the wafer can give rise to a lateral dc current that
can damage thin gate oxide films (see Sec. IX.C).



1.C Overview of High Efficiency Sources

The limitations of rf diodes and their magnetically enhanced variants have led to the development of a
new generation of low pressure, high efficiency plasma sources. A few examples are shown schematically
in Fig. 3, and typical source and plasma parameters are given in Table 1. In addition to high density and
low pressure, a common feature is that the rf or microwave power is coupled to the plasma across a dielec-
tric window, rather than by direct connection to an electrode in the plasma, as for an rf diode. This non-
capacitive power transfer is key to achieving low voltages across all plasma sheaths at electrode and wall
surfaces. DC voltages, and hence ion acceleration energies, are then typically 20 -30 V at all surfaces. To
control the ion energy, the electrode on which the wafer is placed can be independently driven by a capaci-
tively coupled rf source. Hence independent control of the ion/radical fluxes (through the source power) and
the ion bombarding energy (through the wafer electrode power) is possible. This subject is discussed at
greater length in Sec. VIIL,

The common features of power transfer across dielectric windows and separate bias supply at the wafer
electrode are illustrated in Fig. 3. However, sources differ significantly in the means by which power is
coupled to the plasma. For the electron cyclotron resonance (ECR) source shown in Fig. 3a, one or more
electromagnet coils surrounding the cylindrical source chamber generate an axially varying dc magnetic
field. Microwave power is injected axially through a dielectric window into the source plasma, where it
excites a right hand circularly polarized (RHP) wave that propagates to a resonance zone, for cold electrons,
at® = @, where the wave is absorbed. Here @ = 2nfis the applied radian frequency and ®.. = eB/mis
the electron gyration frequency at resonance. For the typical microwave frequency f = 2450 MHz used,
the resonant magnetic field is B = 875 G. The plasma streams out of the source into the process chamber in
which the wafer is located.

A helicon source is shown in Fig. 3b. A weak (50 ~200 G) dc axial magnetic field along with an rf-
driven antenna placed near the dielectric cylinder that forms the source chamber allows excitation of a heli-
con wave within the source plasma. Resonant wave-particle interaction (Landau damping) is believed to
transfer the wave energy to the plasma (82-86) (Sec. IV.D). For the helical resonator source shown in Fig.
3c, the extemnal helix and conducting cylinder surrounding the dielectric discharge chamber form a slow
wave structure, i.e. supporting an electromagnetic wave with phase velocity much less than the velocity of
light. Efficient coupling of the RF power to the plasma is achieved by excitation of a resonant axial mode
(Sec. VI). An inductive (or transformer) coupled source is shown in Fig. 3d. Here the plasma acts as a
single-turn, lossy conductor that is coupled to a multiturn non-resonant rf coil across the dielectric
discharge chamber; rf power is inductively coupled to the plasma by transformer action (Sec. V). In con-
trast to the ECR and helicon sources, a dc magnetic ficld is not required for efficient power coupling in the
helical resonator or inductive sources.

Figure 3 also illustrates the use of high density sources to feed plasma into a relatively distinct, separate
process chamber in which the wafer is located. As shown in the figure, the process chamber can be sur-
rounded by dc multidipole magnetic fields to enhance plasma confinement near the process chamber sur-
faces, while providing a magnetic field-free plasma environment at the wafer. Such configurations are
often called ‘‘remote’’ sources, another misnomer since at low pressures considerable plasma and free radi-
cal production occurs within the process chamber near the wafer (See Sec. VIIL.D). Hence such sources are
not actually remote. For reasons that are discussed further in Secs. ILA.2, VIILD, and IX.C, the source and
process chambers are sometimes combined, or the wafer is placed very near to the source exit. Such
configurations are useful for obtaining increased ion and radical fluxes, reducing the spread in ion energy,
and improving process uniformity. But, the wafer is exposed to higher levels of damaging radiation as well
(Sec. IX).

Although the need for low pressures, high fluxes and controllable ion energies has motivated high den-
sity source development, there are many issues that need to be resolved. A critical issue is achieving the
required process uniformity over 200 —300 mm wafer diameters. In contrast to the nearly one dimensional
geometry of typical RF diodes (two closely spaced parallel electrodes), high density sources are often
cylindrical systems with length-to-diameter ratios of order or exceeding unity. Plasma formation and tran-
sport in such geometries is inherently radially nonuniform. Another critical issue is efficient power ransfer
(coupling) across dielectric windows over a wide operating range of plasma parameters. Degradation of and



deposition on the window can also lead to irreproducible source behavior and the need for frequent, costly
cleaning cycles (87). Low pressure operation leads to severe pumping requirements for high deposition or
etching rates and hence to the need for large, expensive vacuum pumps. Furthermore, plasma and radical
concentrations become strongly sensitive to reactor surface conditions, leading to problems of reactor aging
and process irreproducibility. Finally, DC magnetic fields are required for some source concepts. These can
lead ?8 g)lagneﬁc field induced process non-uniformities and damage, as seen, for example, in MERIE sys-
tems (88).

II. PRINCIPLES OF LOW PRESSURE, HIGH EFFICIENCY SOURCE DESIGN

For the pressures of interest (see Table 1), the plasma is not in thermal equilibrium, and local ionization
models (89), where the ionization rate is a function of the local field and density only, fail. For all sources,
the electrical power is coupled most efficiently to plasma electrons. In the bulk plasma, energy is
transferred inefficiently from electrons to ions and neutrals by weak collisional processes; for ions, energy
can also be coupled by weak ambipolar electric fields. The fraction of energy transferred by elastic collision
of an electron with a heavy ion or neutral is 2m/M ~ 10~%, where m and M are the electron and heavy parti-
cle masses. Hence the electron temperature T, much exceeds the ion and neutral temperatures, T; and T,
respectively, in the bulk; typically T, ~ 5 V whereas T; and T are a few times room temperature 90). A
more complete discussion of the ion temperature is given in Sec. VIII. However, dissociation and excita-
tion processes can create a subgroup of relatively high energy heavy particles. Also, the ambipolar electric
fields accelerate positive ions toward the sheath edge, and typically, the ions in the bulk acquire a directed
energy at the sheath edge of order T, /2.

At these low pressures, the mean free path for ionizing electrons, with energies of 10-15 V, is typically
comparable to the source dimensions. Hence, even if the electric power is deposited in a small volume
within an unmagnetized source, the electron-neutral ionization rate v;, is expected to be relatively uniform,
since the ionization occurs on the distance scale of this mean free path. In magnetized plasmas, on the
other hand, the ionization rate may be highly non-uniform as the magnetized electrons have trouble cross-
ing field lines, so ionization along a magnetic flux tube might be uniform but significant radial non-
uniformities may persist. In addition, the propagation and absorption of the exciting electromagnetic fields
depend on the charge density distribution. The coupling is non-linear and can give rise to sudden mode
changes and instabilities. In some instances, the density profile can steer power into regions of higher or
lower density and make the plasma more or less uniform, respectively (91, Sec. IIL.C).

Although the electron energy distribution function (eedf) need not be Maxwellian, recent Thomson
scattering results indicate that this can be a good approximation (92) and at least insightful estimates of
source operation can be obtained by approximating the eedf to be a Maxwellian, with T, and the various
electron collisional rates assumed to be uniform within the bulk plasma.

In high density sources, electron-neutral collisional processes are critical not only for particle produc-
tion (ionization, dissociation) but also for other collisional energy losses (excitation, elastic scattering).
Ton-neutral collisions (charge transfer, elastic scattering) are also important in determining plasma transport
and ion energy distribution functions (iedf) at the wafer surface. The myriad of collisional processes that
can occur in heavy molecular feedstock gas mixtures can obscure the fundamental principles of high den-
sity sources. A noble gas, such as argon, is often used as a reference for describing source operation. The
relevant (second order) rate constants K ;;, K ., and K  for electron-neutral ionization, excitation, and elas-
tic scattering in argon are given in Fig. 4 as a function of T,,. The corresponding rates v (s™!) are defined by

v =KN

where K (m3/s) is the rate constant and N (m~) is the neutral Ar concentration.

In argon, the cross section for resonant charge transfer of Ar* on Ar somewhat exceeds that for elastic
scattering. The combined ionic momentum transfer cross section G; for these two processes is large
(6; = 10~*® m?) and relatively constant for the ion energies of interest. The corresponding ion-neutral
mean free path is
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For the sake of comparing the efficiency of one source with another, it is useful to define the collisional
energy € lost per electron-ion pair created in the system. For single-step, electron-impact ionization,

K.€, = Ky€y + K€ + Ka(2mIM)(3T,12), @)

2.,'=

where €, €. and €, = (3m/M)T, are the energies lost by an electron as a result of ionization, excita-
tion and elastic collisions, respectively. While the last term may appear negligible for large electron tem-
peratures, it is important for T, < 2 V, where it is dominant. The energy €. is lost when the electron-ion
pair is subsequently lost. In a monatomic gas such as Ar, the dominant loss mechanism at low pressure is
simply flow to the walls and this loss rate in steady-state must be balanced by the rate of formation, which
accounts for the factor K ;; on the left hand side of (2.1). Note that for simplicity we have lumped all exci-
tation channrels into one effective level characterized by energy €,,.. While this is crude, again it offers a
simple, rapid means for comparing one source to another. In general, a detailed energy balance including
many excited states and mult-step ionization pathways must be considered if quantitative comparisons are
to be made. The quantity €., which within the framework of the assumptions above, is a function of T,
alone, is shown for Ar in Fig. 5. For the excitation process, a composite cross section is used from Eggarter
(93), with an excitation energy of 11.97 V. For ionization, the cross section from Peterson and Allen (94) is
used. The elastic cross section is from the data in Hayashi (95).

In addition to collisional energy losses, electrons and ions carry kinetic energy to the walls (Sec. VIII).
For Maxwellian electrons, the mean kinetic energy lost per electron lost is €, = 27T,. The mean kinetic
energy lost per ion lost is €;, which is mainly due to the dc potential across the sheath (Sec. IL.A.2 and
VII). Summing the three contributions yields the total energy lost per ion lost from the system:

€. =€, +2T, + E; . 2.2)

The principle of high density source operation, such as for the cylindrical plasma shown in Fig. 6, can
be understood from the overall source power balance, written in terms of €, as

Poy, = ensupgA g€y (23)

where P 4, is the power absorbed by the plasma, n, is the ion density at the plasma-sheath edge, and A .z is
the effective area for particle loss. The Bohm (ion loss) velocity 4 is relatively constant for a given ion
mass and for the typical limited range of T,’s. Hence n, can be increased by reducing €_, reducing A, g, or
increasing P,. All three strategies are used. First, €, is lowered by reducing sheath voltages from, for
example, €; = 360 V (for RF diodes) to = 40 V (for high density sources). For Ar, with €, + 2T, = 40
V, this results in a five-fold increase in n,. Second, the loss area for a cylindrical unmagnetized source hav-
ing radius R and length L can be effectively reduced from 2zR? + 2xRL to 2nR? if a strong axial mag-
netic field is applied to inhibit radial particle loss. This reduction in A can be important for certain ECR
sources. Third, P ., can be increased from, say, 500 W for a typical RF diode to 2 kW or more for a high
density source, without substantially increasing the ion bombarding energy. .

The relation between the density n, at the sheath edge and the density n, at the plasma center is com-
plex, because the ambipolar transport of ions and electrons spans the regime A; ~ R, L, depending on the
pressure and the values for R and L. Assuming uniform ionization at very low pressures or small reactors,
A; >> R, L, the ion transport is collisionless and well described by an ion free-fall profile (96) within the
bulk plasma. This profile is relatively flat near the plasma center and dips near the sheath edge, with
n,/ng = 0.50 for R >> L (planar geometry) and n,/nq = 0.40 for L >> R (infinite cylinder geometry).
At higher pressures or larger reactors such that A; << R, L, transport is diffusive and ambipolar. How-
ever, the usual diffusion solution for a constant diffusion coefficient (97), consisting of a J, Bessel function
variation along r and a cosine variation along z, does not describe the profile well, because at these low (but
diffusive) pressures, the magnitude of the ion transport velocity u; much exceeds the ion thermal velocity



u7; over most of the bulk plasma. In this regime, the ion transport is mobility limited,

u; = j,E, 2.4)
with E the ambipolar electric field and
W = 28%.,' (25)
i~ aMlu;] .

the mobility (98). For electrons in near thermal equilibrium,
E=-T,Vnin, 26)

which leads to the usual Boltzmann equilibrium relating the spatially varying plasma potential @ to the
density,

n=nee . Q.7

Along with particle conservation and the assumption of uniform ionization, (2.4) and (2.7) lead to a non-
linear transport equation in the bulk plasma, which has been solved by Godyak (99) in one dimensional
planar geometry. (R >> L) and by Godyak and Maximov (100) for infinite cylinder geometry (L >> R).
The profiles are relatively flat in the center but fall steeply at the sheath edge. The profile has not been
determined for a finite cylinder or for the intermediate mean free path regime A; ~ R, L. However, joining
the collisionless and collisional results leads to the following rough estimates:

h = % = 0.86 [3 + %M]-m 2.8)
at the axial sheath edge and

b= % = 0.80 [4 + % ™ @9)
near the radial sheath edge.

ILA Unified Analysis of Source Operation

Let us consider a simple high density source model to estimate important plasma parameters and see the
way these vary with power, pressure, and source geometry: the electron temperature T ,, the ion bombard-
ing energy €;, the plasma density no, and the ion current density J;. Referring to Fig. 6, we assume a uni-
form (in the bulk) cylindrical source plasma with Maxwellian electrons absorbing an electrical power P g,
and ionization by single-step electron impact.

IIA.1 Electron Temperature We first determine T,. Let ion-electron pairs be created in the bulk plasma
volume by electron-neutral ionization and lost by flow to the walls. Equating the total volume ionization to
the surface particle loss,

KiNnonR2L = noug(2nRhy + 2nRLhR) , (2.10)

we solve to obtain

Ko(T) 1
uB(Tc) - Ndcﬂ' !

(2.11)



where

1 RL
2 Rhg + Lhg

dg @.12)

is an effective plasma size, and the T, dependence of K ; and u p is explicitly shown. Given N and d,qg we
can solve (2.11) for T,, obtaining, for argon with K ;, shown in Fig. 4, the result for T, shown in Fig. 7. We
see that T, varies over a narrow range between 2 and S volts for typical source pressures and sizes. We
also note that the density no cancels out in (2.10) as a result of our single-step ionization assumption.
Hence, in this limit, T, is determined by particle conservation, i.e. the ratio of the ion creation to the ion
loss rate, independent of density, and therefore input power.

IIA2 Ion Bombarding Energy We next discuss €;, which is the sum of the ion energy entering the sheath
and the energy gained by the ion as it traverses the sheath. The ion velocity entering the sheath is 3,
carresponding to a directed energy of T, /2. The sheath voltage V, (see Fig. 8) can be estimated from parti-
cle conservation in the sheath. The wall sheath thickness s rarely exceeds a few Debye lengths A p,, where
Ap. = 7430 (T,/n,)"2 m, with T, in volts and n, in m™3. Since the sheath is typically much less than a
millimeter thick and is much less than a mean free path for ionization in typical high density sources, the
fluxes of both ions and electrons are conserved. The ion and electron fluxes at the wall are

I'; =n,up (2.13)
and
T, = %n,u,ev"r' , - 219
where
8eT 12
u, = [ £ ] @.15)
m

is the mean electron speed. The Boltzmann factor in (2.14) accounts for the reduction in the electron den-
sity at the wall due to the repulsive potential within the sheath. For an insulating wall, the ion and electron
fluxes must balance in the steady state. Equating (2.13) to (2.14) yields

T, M
V,= - In [H] . 2.16)

orV, = 4.7 T, for argon. Accounting for the initial ion energy, we obtain €; = 5.2 T,. At a conducting
wall, the fluxes need not balance, although the integrated fluxes (particle currents) must balance. However,
if the fluxes are not too dissimilar, than (2.16) remains a good estimate due to the logarithmic dependence
of V, on the ratio of fluxes.

The ion energy €; can significantly exceed V, due to several reasons. In some high density sources, the
plasma flows from the source chamber into a larger diameter process chamber (see Fig. 3). As the plasma
expands into the process chamber, the plasma density drops from ng to, say, n,. This lcads to an additional
distributed sheath potential V; determined by the Boltzmann relation (2.7),

n
Vy=T,In =, @17
Ry

which accelerates ions within the process chamber (see Sec. VIILD). Ions gain the full potential V4 for
sufficiently low pressures, A; >> L4, where L4 is the characteristic length over which V4 occurs, and can
gain a fraction (~A;/L4)V 4 of this potential for A; < L4. As we shall see in Sec. VIILD, L4 can be small
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compared to A; and characteristic reactor dimensions.

Additional ion bombarding energy can be gained near dielectric windows adjacent to the RF powered
conductors that drive the source, or near separately driven RF electrodes embedded in the plasma, such as
the wafer holder (Sec VIILE). In both cases, the mechanism is capacitive coupling of the RF power source
to the plasma. Careful design of the coupling structure could be used to minimize or eliminate capacitive
coupling from the rf powered conductors across the dielectric window to the plasma, but the design princi-
ples are not entirely clear and some enhanced ion bombardment energies can exist in rf driven helicons, hel-
ical resonators, and inductively driven sources due to this mechanism. On the other hand, the desired ion
bombarding energy at an RF powered wafer holder can be strongly enhanced over that obtained from
(2.16). Letting V,, be the plasma to wafer holder rf voltage amplitude and V/,,, be the plasma to wafer
holder_dc voltage, then we find that €; = 5.2 7T, in the low voltage limit V,, << V,, and that
& = V,, = 0.8 V,, in the high voltage limit V,, >> V, (71). An estimate for €; over the entire range of
driving rf voltages is given by Godyak and Stemberg (73). The additional ion energy flux en, up€; strik-
ing the wafer holder is supplied by the RF power source driving the holder in the high voltage limit.

The thickness of the sheath in the high voltage limit follows that of a modified ion Child law:
12 = 32
2 \ 4
en,ug = 0.8 ¢y [I:—] ——’:T— . (2.18)

Ifn,, T, and V,, = 0.8 V,, are known, then (2.18) determines s. For typical RF driven wafer holders, s is
a few millimeters (101). This is still small compared to A; and the sheath is collisionless.

We see from the above discussion that estimating ion energy is not so simple as it depends on not only
electron temperature but also source geometry and the application of bias voltages. This subject is dis-
cussed at greater length along with a review of experimental measurements in Sec. VIIL

I A3 Plasma Density and Ion Current Density Finally, we estimate the plasma density no. Accounting
for possibly different values of n, at the axial and radial sheath edges (Egs. 2.8 and 2.9), we solve (2.3) to
obtain
2P
Ry = ——— , . (2.19)
eu,A,,s,_

where
A,y =4nR(Rhy + Lhg) . (2.20)

For a specified P ,, and T, determined from Fig. 7, we obtain no from (2.19). Note that within the
assumption of single-step ionization, n, is determined by the total power balance in the discharge and is a
function of pressure through the dependence of k and kg on p and through the weaker dependence of T',
onp.

As an example, let R = 0.15 m, L = 0.3 m, N = 3.3x 10" m~3 (p = 1 mTorr at 298K), and
P, = 800 W. At 1 mTorr, A; = 0.03 m. Then from (2.8) and (29) hy = hg = 0.3, from (2.12)
d.y = 0.17m, and from Fig. 7,T, = 4.1 V. From Fig. 5, €, = 42 V. Using (22) withg; =5.2T, = 21
V. we find €, = 72 V. The Bohm velocity is us = 3.1x 10> m/s, and A,y = 0.25 m2. Then (2.19)
yields no = 1.8 x 10" m~3, comresponding to a flux at the axial boundary I'y, = 1.7 X 102 /m2-s or an
jon current density of Jz = 2.7 mA/cm?.

If a strong dc magnetic field is applied along the cylinder axis, then particle loss to the circumferential
wall is inhibited. In the limit of no radial loss, d,y = L/(2h.) = 0.5m in (2.11), and we obtain T, = 3.3
V, €,=46 V, € =17 V, €,=70 V, up=28x 10° mfs, A= 4nR%h, = 0.085 m?,
no = 5.8x 1017 m=3, and J = 7.8 mA/cm?. There is a significant increase in charge density and ion
flux due to the magnetic field.
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II.B Discharge Heating

The preceding discussion provides a unified framework for qualitatively understanding rf- and
microwave-driven high density sources, at least in argon gas. However, issues such as energy transfer from
power source to plasma electrons, coupling across dielectric windows, and ion flux uniformity depend on
specific source concepts, geometries, and magnetic configurations. Possible electron heating mechanisms
include:

(a) Secondary electron emission heating

(b) Stochastic (collisionless) heating

(¢©) Ohmic (collisional) heating

(d) Resonant wave-particle interaction heating

Achieving adequate electron heating is a central issue because, although the heated electrons provide the
ionization required to sustain the discharge, they tend to short out the applied heating fields within the bulk
plasma. Hence electron heating in high density sources occurs either near the plasma-sheath edge, as in
(a)~(c) above, or by generation near the sheath edge of plasma waves that are subsequently absorbed within
the bulk, as in (d).

Secondary emission heating is not believed to play a central role in low pressure high density sources
because ion bombarding energies are relatively low, and hence the secondary emission is low. A possible
exception is at a capacitively driven wafer holder for highly directional etch applications, such as metals,
where the sheath voltages are driven to the range 50-150 V. However, the mean free path for a 100 voit
electron in a 1 mTorr argon discharge is about 1.5 meters. Hence, these electrons pass only once through
the system before being lost, unless the geometry and magnetic configuration are specifically designed to
retain them, as in DC- and RF-driven planar magnetron discharges commonly used for sputtering thin
films. These discharges are beyond the scope of this review, and the reader is referred to the relevant litera-
ture (102-105).

Stochastic electron heating has been found to be a powerful mechanism in low pressure rf diodes. Here
electrons impinging on the oscillating sheath edge suffer a change of velocity upon reflection back into the
bulk plasma. As the sheath moves into the bulk, the reflected electrons gain energy; as the sheath moves
away, the electrons lose energy. However, averaging over an oscillation period, there is a net energy gain.
The mechanism is analogous to the energy gained by a ball when hit by a tennis racket and the term sto-
chastic is used to denote the probabilistic nature of the electron collision with the sheath. In a low pressure,
high density source, this mechanism acts at capacitively coupled rf powered surfaces such as the wafer
holder. For high bias voltages, V., >> V,, an estimate of the electron heating energy flux is (72,106)

5. =048 -%mzsou.f;w @.21)

which, when summed along with the ion energy flux S;,, = en,u3E;, gives the bulk (neglecting ohmic
heating) of the energy flux (power density) supplied by the rf wafer-bias source. Stochastic heating is
important for understanding the dynamics of rf diodes, triodes and MERIE's; there is also some evidence
(107) that a similar non-collisional stochastic heating mechanism acts in low pressure high density induc-
tively driven sources. This issue is considered-further in a subsequent section (Sec. V.B).

Ohmic heating due to the in-phase components of the rf current density and 1f electric field is an impor-
tant mechanism for rf diodes, especially at high pressures. The time averaged ohmic energy flux is

Som = hRe(JE), - 222)

where J and E are the complex amplitudes of the rf current density and electric field in the bulk plasma,
respectively, Re denotes the real part, and * denotes complex conjugate. Ohmic heating is also an impor-
tant energy deposition mecharism in inductive sources, where it occurs in a thin skin near the plasma-
sheath edge, as will be seen (Sec. V.B).
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While the precedmg three mechanisms are central to understanding electron heating in rf diodes, the
role of wave-particle interactions in electron heating in high density sources is unique. As will be shown, a
!mmber of source concepts, particularly ECR’s and helicons, rely on this as the primary heating mechan-
ism.

II. ELECTRON CYCLOTRON RESONANCE (ECR) DISCHARGES

Microwave generation of plasma has been employed since the invention of high power microwave
sources in World War II. At low plasma densities, the high electric fields obtainable in a resonant
microwave cavity can break down a low pressure gas and sustain a discharge. For good field penetration in
the absence of a magnetic field, @, S ®, which sets a critical density limit n. < o%eomle?, or, in practi-
cal units, n, (m~2?) < 0.012 £2, with f in Hz. More restrictively, for the high fields required the cavity Q
must be high, further limiting the range of operation (108).

The introduction of a steady magnetic field B, in which there is a resonance between the applied fre-
quency @ and the electron cyclotron frequency ©,, = eB/m somewhere within the discharge, allows
operation at high density and without a cavity resonance. Because of the cyclotron resonance, the gyrating
electrons rotate in phase with the right hand polarized (RHP) wave, seeing a steady electric field over many
gyro-orbits. Thus the high field of the cavity resonance, acting over a short time, is replaced by a much
lower field, but acting over a much longer time. The net result is to produce sufficient energy gain of the
electrons to allow ionization of the background gas. Furthermore, the injection of the microwaves along
the magnetic field, with ., > © at the entry into the discharge region, allows wave propagation to the
absorption zone @., = ©, even in a dense plasma with @, > @orng > n. (109).

These discharges have low ion bombarding energy, low pressure, and high fractional ionization, com-
pared to conventional rf diodes. Consequently, ECR discharges are seeing increasing usage in the semicon-
ductor industry for etching and deposition processes. For example, Hitachi ECR tools have been used in
integrated circuit production since 1985 for 6 inch polysilicon etch processes and since 1988 for 8 inch
metal etch processes, with over 500 machines in worldwide use as of the summer of 1992 (110).

III.A Source Configurations

Figure 9a shows a typical high profile, i.e. L > R, ECR system, with the microwave power injected
along the magnetic field lines. The power P, at frequency f=0/2n is coupled through a vacuum end-
window into a cylindrical metal source chamber, which is often lined with a dielectric to minimize metal
contamination resulting from wall sputtering (Sec. IX.B, 87,101,111-113). One or several magnetic field
coils are used to generate a nonuniform, axial magnetic field B(z) within the chamber. The magnetic field
strength is chosen to achieve the ECR condition, O (2res) = ©, where z,,, is the axial resonance position.
When a low pressure gas is introduced, the gas breaks down and a discharge forms inside the chamber. The
plasma streams or diffuses along the expanding magnetic field lines into a process chamber toward a wafer
holder. Energetic ions and free radicals generated within the entire discharge region (source and process
chambers, Sec. VIIT) impinge on the wafer. A magnetic field coil at the wafer holder is often used to
modify the uniformity of the etch or deposition process.

Typical parameters for ECR discharges used for semiconductor materials processing are shown in the
last column of Table 1. The electron cyclotron frequency f., (MHz) = 2.8 B, with B in gauss. For
fee = f = 2450 MHz, we obtain a resonant magnetic field B,,, = 875 G. A typical source diameter is 15
cm.

In some cases, there are multiple resonance positions, as shown in Fig. 9b. A uniform profile is never
used because of the difficulty of maintaining exact resonance and the possibility of overheating the elec-
trons. The monotonically decreasing profile dB/dz < 0 shown as the solid line in Fig. 9b, with one
resonant zone near the window, is often used. The mirror profile shown as the dashed line in Fig. 9b has
one resonant zone near the window and two additional zones under the second magnet. This profile can
yield higher ionization efficiencies, due to enhanced confinement of hot (superthermal) electrons that are
magnetically trapped between the two mirror (high-field) positions. However, the high profile (long length)
of the source chamber leads to enhanced radial diffusion at high pressures and consequently may reduce
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plasma densities at the wafer holder.

A typical microwave power system is shown in Fig. 10. A DC power supply drives a magunetron
source® coupled to the discharge by means of a TE o waveguide transmission system. This consists of a
circulator, to divert reflected power to a water-cooled, matched load; a directional coupler, to monitor the
transmitted and reflected power; a multi-screw tuner, to match the source to the load through the dielectric
window, achieving a condition of low reflected power; and, often, a mode converter, to convert the TE o
linear polarized, rectangular waveguide mode to an appropriate mode in the cylindrical source chamber.
The simplest mode converter (Fig. 11a) is from TE o rectangular to TE,, circular mode. At2450 MHz, the
minimum source chamber diameter for TE,;; mode propagation (in vacuum) is 7.18 cm (115). However,
the electric field profile and corresponding power flux is peaked on axis and is not azimuthally symmetric
for this mode, leading to possible non-axisymmetric processing profiles on the wafer. A common converter
to an axisymmetric mode configuration (Fig. 11b) is from TE o rectangular to TM, circular mode, having
a minimum diameter for mode propagation of 9.38 cm at 2450 MHz. The profile is ring-like, with a van-
ishing on-axis power flux. The electric field for both modes is linearly polarized, consisting of equal
admixtures of RHP and LHP waves. The basic power absorption mechanism is the absorption of the RHP
wave on a "magnetic beach”, where the wave propagates from higher to lower magnetic field to the reso-
nance ®,,(B) = @. The fate of the LHP wave is unclear but it is probably slowly, and inefficiently, con-
verted to a RHP wave as the power reflects from surfaces or a critical density layer in the source. A more
efficient scheme is to use a microwave polarizer and convert from TE,o rectangular to a TE,, circular
mode structure that rotates in the right hand sense at frequency ® (116). This yields a time-averaged
azimuthally symmetric power profile peaked on axis and having an on-axis electric field that is right hand
polarized. Hence, most of the power can be delivered to the plasma in the form of the RHP wave alone.

ECR process tools come in a variety of "flavors”. A basic distinction is in coupling the microwave
power to the resonance zone. The three categories are (1) traveling wave propagation mainly along B
(wavevector k || By), (2) propagation mainly across Bg (k L Bo), and (3) standing wave excitation
(mainly cavity coupled). While these distinctions are useful, most ECR sources rely on the "magnetic
beach” absorption of the RHP wave. Additionally, the sources are not neatly broken into these categories;
e.g., wave propagation is at an angle to B, and absorption can involve standing waves 117).

Various ECR configurations are shown in Fig. 12. A high profile (far from the wafer) source with
microwave injection along B is shown in Fig. 12a. The resonance (heating) zone can be ring- or disk-
shaped (the latter is shown) and may be as much as 50 cm from the wafer. Expansion of the plasma from
the resonance zone to the wafer reduces the ion flux and increases the ion impact energy at the wafer.
Hence high profile sources have given way to low profile (close to the wafer) sources shown in Fig. 12b,
where the resonance zone may be only 10 - 20 cm from the wafer. Uniformity is controlled at least in part
by shaping the axial magnetic field. Uniformity can be further improved and density increased by adding
6-12 linear multidipole permanent magnets around the circumference of the process chamber (118), as
shown in Fig. 12c. As a variation, a strong (rare earth) permanent magnet can also replace the source coil
(119). Another approach to achieving adequate uniformity and density is to combine the source and pro-
cess chambers and place the resonance zone close to the wafer, leading to the close-coupled configuration
shown in Fig. 12d (31). Uniformity requirements can be met by using a relatively flat, radially uniform
resonance zone (120).

The multidipole, distributed ECR system shown in Fig. 12e is powered by microwave injection perpen-
dicular to the strong, permanent magnet, multidipole magnetic fields. Typically, four or more microwave
applicators are arranged around the circumference to achieve adequate uniformity (121). Each applicator
creates an approximately linear resonance zone near the process chamber wall as shown.

2 Samukawa (114) has recently shown that power fluctuations with magnetron sources can result in unstable operation and
broadening of the ion energy distribution functions. Operation with a klystron microwave source helped to avoid these problems.
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A microwave cavity source is shown in Fig. 12f. The coaxial feed is tuned using a sliding short on top
and a stub tuner from the side (3,5). In earlier, lower density versions, a grid was used below the plasma
generation region providing microwave containment while allowing the plasma to diffuse out. The linear
resonance zones, similar to those in the DECR (Fig. 12¢), are generated by a set of 8-12 strong permanent
magnets arranged around the circumference of the source chamber as shown (122).

HIB Electron Heating

The basic principle of ECR heating is illustrated in Fig. 13. A linearly polarized microwave field
launched into the source chamber can be decomposed into the sum of two counter-rotating circularly polar-
ized waves. Assuming a sinusoidal steady state with the incident wave polarized along X,

E(r, 1) = Re [RE,(r) &), @3.1)

we have
RE, = (& = jH)Em, + (X + j))Euy » (32)

where % and § are unit vectors along x and y and where E , and E, are the amplitudes of the RHP and
LHP waves, with E 4, = Ey, = E,/2. The electric field vector of the RHP wave rotates in the right hand
direction (counter-clockwise around B) at frequency  while an electron in a uniform magnetic field B,
also gyrates counter-clockwise at frequency ©.,. Consequently, as shown in Fig. 13a, for o, = o, the
force — eE accelerates the electron along its circular orbit, resulting in a continuous transverse energy gain.
In contrast, as shown in Fig. 13b, the LHP wave field produces an oscillating force whose time average is
zero, resulting in no energy gain.

To determine the overall heating power, the nonuniformity in the magnetic field profile B(z) must be
considered. For ®,, # (, an electron does not continuously gain energy, but rather its energy oscillates at
the difference frequency @, — @. As an electron moving along z passes through resonance, its energy
oscillates as shown in Fig. 13c, leading to an average transverse energy Wgcg gained in one pass. For low
power absorption, where the electric field at the resonance zone is known, the heating can be estimated as
follows. We expand the magnetic field near resonance as

0.,(z') =01 + az’), (33)

where 2’ = z — z,,, is the distance from exact resonance, & = 9®,,/dz’ is proportional to the gradient in
B(2) near the resonant zone, and we approximate z°(£) = U, !, Where U, is the parallel speed at reso-
nance. The energy gain can be written in the form Wgeg = (1/2) m(Au)?, where from Newton’s second
law Au = (e/m)Et,,, and t,,, is the effective time in resonance. To estimate ¢,,, we note that an electron
passing through the zone coherently gains energy for a time ¢,,, such that

[0 = 0 restres)| tres = 27 . (3.4)

Inserting (3.3) into (3.4), using the definition for 2’ and solving for ¢,,,, we obtain
1, = I12n/00L,, V2 . (3.9

The effective resonance width (see Fig. 13c) is
Az, = Upeslyes » (3.6)

which, for typical ECR parameters, is = 0.5 cm. The energy gain per pass is thus
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W _ uezEf,,, (3
ECR = molou! D

The absorbed power per unit area, or energy flux, is found by integrating (3.7) over the flux of electrons
incident on the zone, yielding

nne’E%,

—lal (3.8

Seck =

A more careful derivation of this result, including the effect of non-constant u,,, during passage through
resonance, is given by Jaeger et al. (123). We see that Sgc; is proportional to the density, the scale length
a~! of the magnetic field variation, and the square of the RHP electric field amplitude at the resonance, and
is independent of the axial electron velocity.

III.C Resonant Wave Absorption

A serious limitation on the result (3.8) is that it assumes the electric field within the resonance zone is
constant and known from the input power. That this cannot be true in the case of strong absorption is clear,
since the absorbed power cannot exceed the incident power. The resolution of this difficulty lies in the
attenuation of the wave in the resonance zone, so that the resonant value of E , is in fact much smaller
than the value of the incident E 5.

The propagation and absorption of microwave power in ECR sources is an active area of research and is
not fully understood. For excitation at an end window (Figs. 12a-d), the waves in a cylindrical magnetized
plasma are neither exactly RHP nor propagating exactly along Bo. The waves are not simple plane waves
and the mode structure in a magnetized plasma of finite dimension must be considered. Nevertheless, the
essence of the wave coupling, transformation and absorption at the resonance zone can be understood by
considering the one dimensional problem of an RHP plane wave propagating strictly along B,. For right
hand polarization,

E.p = Re [(3 ~ [H)Emp(2) 1 , 39)

where E ,, is the spatially varying electric field amplitude. The wave equation for plane waves propagating
along B, parallel to z can be written (124,125)

d’E
7= + BK,Enp = 0. (3.10)

where far from resonance such that ® - . >> V., the electron-neutral collision frequency,
@2 (2)

K =1- G- 0.0)

G.11)

is the relative dielectric constant, and ko = @/c, with ¢ the velocity of light. K, varies with z due to the
dependence of m}, on the density n(z) and of @, on the magnetic field B(z). If the variation of X, with z
is weak, then a Wentzel-Kramers-Brillouin (WKB) wave expansion can be made (126),

Epp = Enpo(2) exp [~j] k,(z") d2'1 , 3.12)

where

k,(z) = koK) (2) G.13)
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is the spatially varying propagation constant, with A, = 2n/k, the local wavelength. The WKB wave pro-
pagates without reflection or absorption for K, > 0, since k, is real, and the wave is evanescent for
K, < 0,since k, is imaginary.

To illustrate the propagation and absorption of a wave traveling into a decreasing magnetic field from a
region where 0., > o, we let (o,z,. = const and @, vary linearly with z as given in (3.3). Then X, is plot-
ted versus ©,,(z)/® in Fig. 14a for low density (0, < ®) and in Fig. 14b for high density (0, > ®).
The wave travels from right (upstream of the resonance, ©., > ©) to left (0., < ©) on this figure. The
wave is evanescent downstream of the resonance in the region

0L O
1 ‘o)2< (o<l' (3.14)

and is propagating otherwise. For w,, << ®, the region of evanescence is thin (in z), and the wave can
tunnel through this region to propagate again further downstream. As @, increases toward o, less power
can tunnel through. For @, > @, the wave is always evanescent downstream of the resonance.

For WKB wave propagation, the time averaged power per unit area carried by the wave is
S, = Z5' %, Elpo » (3.15)

where Zy = (Mg/€9)!’? = 377 ohms is the impedance of free space. The WKB solution is valid only
when the wavelength variation is small:

ld\,1dzl << 270 . (3.16)

which is clearly invalid near resonance where |dA,/dz| — o0, and some or all of the wave power is
absorbed there, depending on whether or not significant tunneling occurs.

- For constant density and linear magnetic field variation, Budden (125) solved (3.10) to determine the
transmitted, reflected, and absorbed power for a wave incident on the resonance zone from the high field
side, obtaining

Pay/Pipe =1 -¢™ : (3.17)
Poens/Pine = €, (3.18)
PrpilPina =0, (3.19)
where
Wpe
N = welal (3:20)

Hence the wave power is either absorbed at the resonance or tunnels through to the other side, with no
power reflected. Taking a typical case for which @ = 0.1 cm™! and ky = 0.5 cm™!, we find thatq > 1
corresponds to ©2,/@? > 0.2. Thus at 2450 MHz we expect most of the incident power will be absorbed
for a density ny > 1.5 x 101 cm~3, Since from (2.19) and (2.20) the bulk density scales as ng ~ P o, at
low pressures and as ny ~ pY/ 2p . at high pressures, we obtain the region of good power absorption
sketched in Fig. 15 (112). For parameters well within this region, the incident microwave power is
efficiently absorbed over the entire cross section of the resonance zone. For operation outside this region,
considerable microwave power can impinge on the wafer.
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The minimum P;,. for an ECR discharge to be sustained can similarly be found. Expanding (3.17) in
the limit of ng — O yields Pgy, = TNP .. Substituting this into (2.19), we obtain the minimum value of
P to sustain the discharge. At a given pressure, this minimum is found to be a factor of two below the
1 = 1 condition for good power absorption, as illustrated in Fig. 15. We should also note that the
discharge cannot be sustained if the pressure drops below some minimum value p ;,, because the particle
balance equation (2.11) has no solution for T,. This limit is also illustrated in Fig. 15.

The size, shape, and location of the resonant zone is set by the magnet coil configuration and the mag-
net currents. The zone shape and location can also be modified by the Doppler effect for electrons incident
on the zone. The actual resonance position is determined by the Doppler-shifted frequency (91)

O+ Kpllyes = Oce(2res) -

At high densities, from (3.13), k, can be large near the zone, leading to a large Doppler shift. For example,
fork, = 6.3 cm~! (A, = 1 cm), a typical value at the edge of the resonance zone, and 4, = 10® cm/s (3
volt electron), we obtain k, u,,,/¢® = 0.094. Hence the resonant magnetic field is 910 gauss for this elec-
tron and not 875 gauss. For o = 0.1 cm ™, this leads to a shift in the zone location of 0.4 cm. By using a
coaxial electrostatic probe to sample the microwave field in an ECR and beating that signal against a refer-
ence signal from the incident microwaves (Fig. 16), Stevens et al. (91) have recently measured the
microwave field amplitude as a function of position in an ECR source and verified that the resonant zone is
Doppler shifted, in their case to ~ 975 G, as shown in Fig. 17.

Axial and radial density and magnetic field variations can lead to wave refraction effects that alter the
power flux profile as the wave propagates to the resonance zone. A density profile that is peaked on axis
leads to a dielectric constant K, that is peaked on axis. This in turn can lead to a self-focusing effect that
can increase the sharpness of the microwave power profile as the wave propagates to the zone, adversely
affecting uniformity. The mechanism is analogous to the use of a graded dielectric constant optical fiber to
guide an optical wave. However, the ECR refraction problem is much more complicated because the den-
sity profile is not known a priori and the magnetized plasma medium cannot be represented as an isotropic
dielectric. A simplified picture of the refraction is obtained in the geometrical optics limit by examining the
trajectories of optical rays as they propagate. The ray dynamics are derivable from the dispersion equation
and have a Hamiltonian form (127,128), with (k,, z) and (k; , 7) canonically conjugate variable pairs. For
high densities and magnetic fields (w,,, ©, >> ®) and propagation at an angle to the magnetic field, the
dispersion equation reduces to that of whistler waves (Ref. 126, p. 55):

kk /i = 0% /00, , 321

where k = (k3 + k2)'2 is the wavevector magnitude and k, and k, are the radial and axial components.
Choosing (03, /®,, to have radial variation only, independent of z, Hamilton’s equations show that k, is
conserved along the path of a ray (129). If mf,, l®,, is a decreasing function of r, then (3.22) shows that k;
decreases with increasing r, implying that the ray bends toward the axis, a focusing action. On the other
hand, for some parameter choices, e.g., W, ~ © ~ O, 2 refraction of the wave away from the axis has
been found by numerical integration of the ray equations, leading, for this particular case, to an increased
uniformity of the power flux profile (91).

For some source concepts (e.g., DECR in Fig. 12¢), the microwave power is injected perpendicular to
the magnetic field, and not parallel to the field.” In this case, the feed structure excites the so-called extraor-
dinary (X) wave, which in the WKB limit has a resonance at the upper hybrid frequency
®) = (02 + ©Z)"2, where the wave power is absorbed (128,109). Since @, depends on both @, and
©,,, we see that the shape and location of the resonance zone depends on the density as well as the mag-
netic configuration. Furthermore, the X-wave is evanescent for frequencies such that ©, < ® < @,
where

wg = % [0, + (0% + 402)?] .

For a fixed driving frequency ® > @, there can be an evanescent layer that the X-wave must tunnel
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through on its journey from the feed structure to the zone. For 0, >> ® the tunneling is negligible and
the wave cannot propagate to the zone. This can limit the density obtainable in these sources to order
2 % 1012 cm~2 at 2450 MHz, although the limitation is not severe for typical processing applications.
Microwave cavity sources (Fig. 12f) can suffer from similar limitations. On the other hand, densities as
high as 3 X 10'® cm™2 have been generated using RHP wave injection along B (130).

Although there are a number of commercially available ECR sources of considerable sophistication,
they are generally not well characterized or understood. While the claim is sometimes made that ECR tech-
nology is complicated and expensive, we note that plasma generation is a relatively small part of the plasma

processing system used in manufacturing. Other source concepts may provide a less expensive, more reli-
able technology for future high density processing applications and we turn to some of these now.

IV. HELICON DISCHARGES

Helicon generation of plasmas was first employed by Boswell (131), following a ten year history of hel-
icon propagation studies, first in solid state and then in gaseous plasmas (132-134). Boswell and his group
at the Australian National University have done the most extensive experimental studies, and Chen
(86,135) has given the most complete theory of helicon propagation and absorption. Recent experiments
have shed further light on mode excitation and absorption (84,85,135,136). Etching of silicon in helicon
SF¢ discharges was first performed by Boswell and Henry in 1985 (137), and the first helicon reactor
specifically designed for materials processing was operated by Perry and Boswell in 1989 (138).

Helicons are propagating wave modes in a finite diameter, axially magnetized plasma column. The
electric and magnetic fields of the modes have radial, axial, and usually, azimuthal variation, and they pro-
pagate in a low frequency, low magnetic field, high density regime characterized by

0y << O << O , @.1)
02 >> 00 , @2
where )
L4, 1

(012_ (0‘2,.' W, O

defines the lower hybrid frequency ©,, with ©,; and ©; the ion plasma frequency and ion gyrofrequency,
respectively. The driving frequency is typically 1-50 MHz, with 13.56 MHz used for processing
discharges. The magnetic fields vary from 50-100 G for processing discharges while fields up to 1000 G
have been employed for some fundamental plasma studies. Charge densities range from 10 -10" cm™3,
with 10'!-10'2 cm™3 typical for processing.

IV.A Helicon Configurations

Helicons are excited by an RF-driven antenna that couples to the transverse mode structure across an
insulating chamber wall. The mode then propagates along the column, and the mode energy is absorbed by
plasma electrons due to collisional (resistive) or collisionless (Landau) damping. All helicon applications
to materials processing to date have utilized a process chamber downstream from the source. A typical hel-
icon system is shown in Fig. 3.

The plasma potential in helicon discharges is typically low, of order 15-20 Volts, as for ECR’s (139).
However, the magnetic field is much lower than the 875 G required for ECR’s, and the helicon power is
supplied by rf rather than microwave sources. The smaller magnetic field, in particular, may provide lower
cost of ownership for the helicon when compared to the ECR source. However, as we will see, the resonant
coupling of the helicon mode to the antenna can lead to non-smooth variation of density with source param-
eters, known as "mode jumps", restricting the operating regime for a given source design.
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Helicons are relatively undeveloped sources for materials processing. No sources were being used on
production lines in 1992. However, several equipment vendors produce complete source systems for
research and advanced development. Since close-coupled geometries have not been developed for helicons,
as they have for ECR’s (see Fig. 12d), the transport and diffusion of the source plasma into the process
chamber is a significant issue (Sec. VIII). The process chamber can have multidipole confinement magnets
to increase uniformity or can have a wafer-level magnet coil (e.g., as in Fig. 9) to keep the source plasma
more tightly focused, thus increasing the etch rate with some reduction in uniformity (139).

The rf power system driving the helicon antenna can be of conventional design (as for RIE reactors). A
500-2000 W, 50 ohm, 13.56 MHz supply can be used to drive the antenna through a set of meters to meas-
ure incident and reflected power, followed by a matching network to minimize the reflected power seen by
the supply. The matching network can be a IT design with the antenna itself as the horizontal inductive ele-
ment and variable capacitors as the two legs. The antenna can also be driven through a balanced
transformer so that the antenna coil is isolated from ground. This reduces the maximum antenna-plasma
voltage by a factor of two, thus also reducing the undesired capacitive current coupled to the plasma by a
factor of two.

IV.B Helicon Modes

Before we can consider helicon source design, which is mostly a matter of choosing antenna dimen-
sions in addition to the radius and length of the source and the magnetic field profile, we must understand
the helicon mode structure to which the antenna couples. Helicon modes are a superposition of low fre-
quency whistler waves propagating at a common (fixed) angle to Bo. Hence, although helicons have a
complex transverse mode structure, they have the same dispersion equation as whistlers, which is repeated
here from Sec. IIIC:

ke, /1 = 0100, , 4.3)

where

k= (8 + )2 @4

is the wavevector magnitude, k, and k, are the radial and axial components, and ko = w/c. The helicon
modes are mixtures of electromagnetic (V - E = 0) and quasistatic (V x E = 0) fields having the form

E, H ~ exp j(ot — k,z — m0) ,

where here the integer m specifies the azimuthal mode. For an insulating (or conducting) wall at r = Rand
assuming a uniform plasma density, the boundary condition on the total radial current density amplitude
J, = 0(orEg = 0)leadsto

mk] (ko R) + k,Ju' (kLR) =0, @3

where the prime denotes a derivative of the Bessel function, J ,,, with respect to its argument. For a given
frequency w, density no, and magnetic field B, (4.3)—(4.5) can be solved to obtain k , k., and k.

Helicon sources based on excitation of the m = 0 mode and the m = 1 mode have been developed.
Since the m = 0 mode is axisymmetric and the m = 1 mode has a helical variation, both modes generate
time-averaged, axisymmetric field intensities. The transverse electric field patterns and the way these pro-
pagate along z are shown in Fig. 18a for the m = 0 mode and in Fig. 18b for the m = 1 mode (86,135).
Undamped helicon modes have E, = 0, i.e., the quasistatic and electromagnetic components of E, exactly
cancel. The antenna couples to the transverse electric or magnetic fields to excite the modes.

Equation (4.5) can be solved for k, R as a function of k,/k. There are an infinite number of solutions
corresponding to different radial field variations and in any real system a mixture of modes is very likely
excited. For simplicity, let us consider the first radial mode, shown in Fig. 18. Form = 0, we find
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kyR=38 (m=0)

for any k,/k. For m = 1, we solve numerically to obtain the graph shown in Fig. 19, with the limiting
values

kyR =383 (m=1,ky > k),

kyR=241 (m=1,k; >> k1)

To design an antenna for efficient power coupling, we must solve (4.3)-(4.5) and determine k£ and k,.
For two limiting regimes this can be done analytically:

(a) Low density with k), >> k,,

(b) High density withk, >> k;.

Rewriting (4.3) in more physical terms:

elono®

kk, = B,

(4.6)

Let us estimate the condition n = n§ for k, = k, for the m = 1 mode. We have k, = k, = 2.9/R from
Fig. 19, and k = 2 k,. Choosing typical processing source parameters of R = 5 cm, f = 13.56 MFz,
and By = 200 G, we obtain ng = 5.4 x 10'2 cm™>. Hence for this source with no << ng, we have
k, >> k, and, from (4.4), k = k,. For this case, (4.6) yields the axial wavelength of the helicon mode for
low density operation:

A, =

B
2n 3.:3 0 @

ke - eponof

This regime is of limited interest for materials processing because, setting the antenna length € ~ A, (see
Sec. IV.C), requires R << € < L. Hence, the source would be long and thin and uniformity over a large
area would be compromised.

Forng >> ng, we have k, >> k, andk = k,. In this high deasity regime, we find

12
2nBy
= . 4,
A [ello"of] “.8

This regime is of marginal interest because it requires £ << R, a short fat antenna, which leads to
inefficient coupling of power from the antenna to the plasma because, for a given current, only a small axial
voltage is induced, leading to a small axial charge separation to drive the helicon mode. The regime of
most interest for materials processing sources is no ~ no, for which k; ~ k,; hence, we haveR ~ € ~ L,
yielding a low profile source configuration. This regime is not easy to analyze. For m = 1, the solution
must be found numerically. One usually chooses k; somewhat larger than k,; hence we use (4.7) for sim-
ple estimates of source operation (84.,86). Komori et al. have measured the helicon wave magnetic field
using a magnetic pick-up coil (140,141) and circuit similar to that used by Stevens et al. (91) for measuring
the microwave electric field (Fig. 16). The dependence of A, on Bo/ng shown in Fig. 20 roughly follows
@.7.

Recall from Sec. II.A.3 that the bulk density ng is determined by the absorbed power P g, and the pres-
sure p as specified in (2.19) and (2.20). Once By, f, and R (for low density) are chosen, then (4.7) or (4.8)
determine A,. Ideally, the antenna must be designed to excite modes having that particular A,. At first
sight, this seems to limit source operation to one particular density unless Bo or f can be conveniently
varied. Fortunately, antennas excite a range of A,'s, thus allowing source operation over a range of ng’s.
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IV.C Antenna Coupling

A typical antenna used to excite the m = 1 mode is shown in Fig. 21. Other antennas are described by
Chen (135). Looking at the x —y transverse coordinates shown in the figure, we see that this antenna gen-
erates a B, field over an axial antenna length €, which can couple to the transverse magnetic field of the
helicon mode. The antenna also induces a current within the plasma column just beneath each horizontal
wire, in a direction opposite to the currents shown. This current produces charge of opposite signs at the
two ends of the antenna, which in turn generates a transverse quasistatic field, E,, which can couple to the
transverse quasistatic fields of the helicon mode (see Fig. 18b). The conditions for which each form of cou-
pling dominates are not well understood.

To illustrate the wavelength matching condition for helicon excitation, we consider an ideal antenna
field for quasistatic coupling

E (2) ~Ey [8(z + €12) - 8(z - €12)] , 49)

where § is the Dirac delta function. This ideal field is sharply peaked near the two antenna ends, as shown
schematically in Fig. 22a. Taking the Fourier transform,

E,(k,) = By | dz2E,(2) exp (=jks2) ,

and squaring this to obtain the spatial power spectrum of the antenna, we obtain
k€

E}(k,) = 4E5 sin® =~ ,

4.10)

which is plotted in Fig. 22b. We see that the antenna couples well to the helicon mode for k, = n/¢, 3n/¢E,
etc, corresponding to A, = 2€, 2¢/3, etc. The coupling is poor for k, = 0, 2n/¢, 4n/¢, etc, corresponding
t0OA; > oo, Ay, = &, A, = £/2,cc.

Figure 23 (139) shows the effect of the antenna coupling on the density n¢ as the power P, supplied to
the antenna is increased, based on a 36 GHz microwave interferometer measurement of no. For
P < 350 W, n¢ determined from power balance (2.19) is low, leading to k, << 7/¢€ and, from (4.10),
poor coupling to the helicon mode. The discharge in this regime is probably capacitively driven, with a
relatively high antenna voltage (~ 2 kV) and plasma potential (> 30 V). The transition to helicon mode
operation with k, = 1/€ = 0.4 ky for P;,, = 400-750 W and ng = 1.4 x 10" cm~? is clearly seen. A
second transition is seen 0 k, = 3%/€ = k, with ny = 2.7 x 10'! cm™3. Since k, ~ k, for the second
transition, the observed increase in nq lies between the factors of 3 predicted from (4.7) and V3 predicted
from (4.8). Standing helicon wave effects may also play a role in this transition (139), as described in Sec.
IV.D. Figure 24 (142) shows the roughly linear scaling of no with B predicted from (4.7) or (4.8), fora
different source than that of Fig. 23. Again we see the density steps imposed by the antenna coupling con-
dition. Depending on the specific experimental configuration, for example the distance between the antenna
and the outer surface of the source dielectric cylinder, the density steps are not always as evident as shown
in these data (143). They may also be produced by large relaxation oscillations as the discharge "hunts”
between helicon and inductive excitation modes (83). The antenna can also be designed to couple
efficiently to a wide range of k,’s, reducing the importance of mode jumps in the density range of interest.

Similar effects can be expected for m = 0 mode helicons. This mode can be excited by an antenna con-
sisting of two circular coils of radius R, separated by a length €, carrying oppositely directed currents.

IV.D Helicon Mode Absorption

The helicon mode energy is believed to be transferred to the plasma electrons as the mode propagates
along the column by collisional or collisionless (Landau) damping. The former mechanism transfers the
energy to the thermal (bulk) electron population, while the latter mechanism can act to preferentially heat a



non-thermal electron population to energies greatly exceeding the bulk electron temperature. There is con-
siderable evidence (86,135,142) that collisional absorption is too weak to account for energy deposition at
low pressures (< 10 mTorr argon), although this mechanism may dominate at higher pressures. Landau
damping is a process by which a wave transfers energy to electrons having velocities near the phase velo-
city up = W/k, of the wave. Chen (86) has estimated the effective collision frequency v,p for Landau
damping of the helicon mode as

vip = 2Vnolexp (-3, {>1, &.11)

vip(max) = 1.45 @, 4.12)

where { = @/(k;uz,), with uz, = (2¢T,/m)"? the electron thermal velocity. From (4.7) or (4.8) we see
that for £ >> 1, vzp increases with increasing electron density at constant magnetic field. However, in
typical helicon sources where { may be less than or or crder unity, v.p can decrease with increasing n. The
total effective collision frequency can be written as

Vr=Vag + Vi,

where v, is the sum of the electron-neutral and electron-ion collision rates. The axial decay length o7 * for
helicon mode damping is

Wee

-] =
o3 Eivr 4.13)
for low density (k, >> k,)and
20
-1 = ce
o, v 4.14)

for high density (k, >> k). For efficient power transfer to the plasma electrons, we require that a; lgL,
where L is the helicon chamber source length. However, if this condition is not satisfied, then power may
still be efficiently absorbed by means of helicon standing waves along the source (length L), or source and
process chambers (total length Ly), leading to additional resonant absorption effects when A, ~ 2L or
A, ~ 2L 7 (139,142,144).

By choosing the antenna length € such that k, = %/¢, it is possible to heat electrons, by Landau damp-
ing, whose energies are near that corresponding to the wave phase velocity

e€ = Ym(olk,)>. @4.14)

If € is chosen near the peak of the ionization cross section (~ 50 volts in argon), then the collisional energy
€. lost per electron-ion pair created can be reduced to a low value, of order the ionization energy €;. It
follows from (2.19) that this can lead to a significant increase in density for the same absorbed power.
However, the effective collision frequency v falls precipitously for w/k, >> ur,, leading to a low spa-
tial decay rate and requiring L >> R, of limited interest for materials processing sources having L ~ R.
Also, there is some experimental evidence (145) that, if the antenna is designed to excite superthermal elec-
trons ({ >> 1), then k, adjust itself as the wave propagates away from the antenna so as to excite thermal
electrons ({ = 1) downstream of the antenna. Hence, it may not be easy to achieve excitation of superther-
mal electrons. Evidence of Landau damping has been reported by Komori et al. (84) and Lowenhardt et al.
(85), but other absorption mechanisms, such as nonlinear excitation of plasma instabilities, may also play a
role in helicon mode energy transfer (142).

In principle, the radial power deposition is different for the m = 0 and m = 1 modes. The m = 0
mode deposils its energy preferentially on the axis, while the m = 1 mode has a maximum power deposi-
tion at r = 0.48 R (86,135,146).
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As an example of helicon design, let R = 5 cm, L = 20 cm, N = 3.3x 10" em™* (1 mTom),
® = 85 x 10° s™! (13.6 MHz), and P 5, = 300 watts. At1mTorr,A; = 3 cm. Then from (2.8) and (2.9)
hy = hg = 0.33, and from (2.12), d,z = 6.1 cm. For argon we then obtain from Fig. 7that T, = 5.2V,
and from Fig. 5, that €, = 39 V. Using (2.2), we find €, = 76 V. The Bohm velocity is up = 3.5 x 10°
cmys, and from (2.20), A,y = 52 cm?. Then from (2.19), we obtain ng = 2.7 X 102 cm™3. We see that
no < np at By = 200 G. From (4.7), we find A, = 20.8 cm, and hence we choose an antenna length
€ = A,/2 = 10.4 cm to optimize power coupling. We note that @/k, = 2.8 x 10° m/s, compared with
the electron thermal velocity uz, = 1.4 x 10® cm/s. Hence, { = 2, not far from the peak of the Landau
damping rate for thermal electrons.

V. INDUCTIVE DISCHARGES

Inductive discharges are nearly as old as the invention of electric power, with the first report of an "elec-
trodeless ring discharge” by Hittorf in 1884 (147). He wrapped a coil around an evacuated tube and
observed a discharge when the coil was excited with a Leyden jar. A subsequent fifty year controversy
developed (148,149) as to whether these discharges were capacitively driven by plasma coupling to the low
and high voltage ends of the cylindrical coil, as in an RF diode, or were driven by the induced electric field
inside the coil. This issue was resolved with the recognition that the discharge was capacitively driven at
low plasma densities, with a transition to an inductive mode of operation at high densities (150). Succeed-
ing developments, which focused on pressures exceeding 20 mTorr in a cylindrical coil geometry, are
described in a review article by Eckert (151). The high pressure regime was intensively developed in the
1970°s with the invention of the open air induction torch and its use for spectroscopy. In the late 1980’s,
the planar coil configuration was developed (152,153), renewing interest in the use of high density induc-
tive discharges for materials processing at low pressures (< 50 mTorr). It is this regime that is the primary
focus here.

V.A Inductive Source Configurations

The two exciting coil configurations, cylindrical and planar, are shown in Fig. 25 for a low profile
source. The planar coil is a flat helix wound from near the axis to near the outer radius of the source
chamber ("electric stovetop” coil shape). Planar and cylindrical coils can also be united to give "cylindrical
cap” or "hemispherical” coil shapes. Multidipoles can be used around the process chamber circumference
to increase radial plasma uniformity, as shown. The planar coil can also be moved close to the wafer sur-
face, resulting in a close-coupled or planar source geometry (L < R) having good uniformity properties
even in the absence of multidipole confinement (153). In the close-coupled configuration, the coil can be
wound nonuniformly or driven with radially varying currents to control the radial plasma uniformity.

Similar to helicon antennas, inductive coils can be driven by a 13.56 MHz, SO ohm rf supply through a
TI matching network. The coil can be driven push-pull using a balanced transformer, which places a virtual
ground in the middle of the coil and reduces the maximum coil-to-plasma voltage by a factor of two. This
reduces the undesired capacitively coupled rf current flowing from coil to plasma by a factor of two. An
electrostatic shield placed between the coil and the plasma can further reduce the capacitive coupling if
desired, while allowing the inductive field to couple unhindered to the plasma.

Plasma in an inductive source is created by application of rf power to a non-resonant, inductive coil,
resulting in the breakdown of the process gas' within or near the coil by the induced of electric field. The
plasma potential in these discharges is typically less than 30-40 volts (153). Multidipole confinement can
even further reduce these potentials. The plasma created in the source region streams toward a wafer holder
that can be independently biased by application of rf power using a separate generator. Inductive sources
have potential advantages over other high density sources, including simplicity of concept, no requirement
for dc magnetic fields (as required for ECR’s and helicons), rf rather than microwave source power, and
non-resonant source operation, which can enable efficient power absorption over a wide range of source

parameters.

In contrast to ECR’s and helicons, which can be configured to achieve densities no 2 10 cm™2, we
will see (Sec. V.D) that inductive sources have natural density limits, ng < 10" cm~3, for efficient power



transfer to the plasma. However, the density regime 10" < no < 10'3 cm™3 for efficient inductive source
operation, as much as a factor of 100 times higher than for rf diodes, is of considerable interest for low
pressure processing.

Inductive sources for materials processing applications are in their infancy. The first commercially
available system, the so-called TCP (transformer coupled plasma), was announced in Summer, 1992 (153).
Other vendors are beta-testing similar products for release in 1992 or 1993.

V.B Power Absorption and Operating Regimes

In the inductively coupled plasma, power is transferred from the electric fields to the plasma electrons
by collisional (chmic) dissipation. At very low pressures (< 1 mTorr; electron mean free path 2 R, L), a
collisionless heating process may also act, in which bulk plasma electrons "collide” with the oscillating,
inductive fields and may be accelerated and thermalized in the absence of collisions much like the stochas-
tic heating near capacitive rf sheaths we discussed in Sec. IL.B. Here, we concentrate on the ohmic heating
process.

The spatial decay constant o, for an electromagnetic wave incident on a uniform density plasma along z
is

o, = Re > .0

Dy
(4

where
o % oz,
P o(® - jv.) ©2(1 - jv./©)

(5.2)

is the relative plasma (Lorentz) dielectric constant, valid in the absence of a magnetic field (compare to K,
in (3.11)), and v, is the electron-neutral collision frequency. For v, << ©, we obtain

a, = "’Tw = Fl,' , (53)
where &, is the collisionless skin depth:
1/2
8, = Lz‘:no] . G4
Forv. >> ®, we obtain
172
where &, is the collisional skin depth:
: 172
8 = [(0:00] , (56)

where
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)

is the dc conductivity of the plasma. We therefore distinguish two pressure regimes:

(a) low pressure,v, << @, skin depth §,;
(b) high pressure, v, >> @, skin depth 3.

For each pressure regime, we also distinguish two density regimes:

(a) high density, 8 << R, L;
(b) low density, 8 >> R, L.

At 13.56 MHz in argon, we find v, = o for p° = 25 mTorr. Let us consider the low pressure regime (a)
with p << p°. For a cylindrical coil with R = 10 cm, or for a planar coil with L = 10 cm, we find from
(54)that§, = R, L for ng = 3 x 10° cm™>. Hence, for a typical low pressure processing discharge with
ny 2 3 x 10'° cm~3, we have v, << @ and 8, << R, L as the regime of operation. We briefly discuss
the v, << © and §, >> R, L regime in Sec. V.D when we consider the minimum current and power
necessary to generate an inductively coupled plasma.

V.C Source Operation and Coupling

Although most systems are operated with planar coils (see Fig. 25b), finite geometry effects make these
configurations difficult to analyze. To illustrate the general principles of inductive source operation, we
concentrate on the cylindrical source (Fig. 25a) in the long thin geometry L >> R. We take the source coil
to have 1| tumns at radius » > R. For ohmic heating in the plasma skin,

1 J?

P abs= E ?21ERL8P N (5.8)

where J is the RF induced current density in the skin near r = R (opposite in direction to the applied
current in the coil). Letting /,=JL3, be the total induced RF current and defining the plasma resistance
through P o4, ="I2R ,, we obtain

2nR

Rp= oL3, ’

(5.9)

The plasma inductance L, is found using ®=L,1,, where ® is the total magnetic flux linked by the skin
current. Using &=ponR2H,, where H,=J§, is the magnetic field produced by the skin current, we
obtain

RonR?
Ly=—7—. (5.10)

Letting the coil have T) tums at a radius b 2 R, where b—R is the "thickness” of the dielectric interface
separating coil and plasma, then we can model the source as the TCP shown in Fig. 26. Evaluating the
inductance matrix for this transformer, defined through (154, p. 27)

Vy=joLyl,y + joLnl, , 5.11)

Vp=ij211r[ + ijn’p ’ (5.12)

we obtain
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nbh?
Ly=2® (5.13)
L
nR?
L12=L21=——u° T 1 , (5.14)
HomR?
Lp=L,="07—. (5.15)

Using V, =~ IR, (see Fig. 26) in (5.12) and inserting into (5.11), we can solve for the impedance seen at
the coil terminals: '

Vrf . mzL%z
Z,—Tg—jml‘n + Rp T ijp . (5.16)

For §, << R, it can easily be seen that R, << @L,. Hence expanding the denominator in (5.16), we
obtain

2
RomR?M” | p2
L"=—_L— R—z -1/, .17)
2 2%R
R,=M oLs, ’ (5.18)
where Z,=R, + jwL,. The power balance
P,,,,=% 2R, (5.19)
then yields the required rf source current, and the rf voltage is determined from
Vy=IyZ, . (5.20)

As an example, let R = S5cm, b = 6¢cm, L = 20cm, M| = S turns, N = 3.3 x 10 cm~? (1 mTorr,
298K), @ = 85 x 10¢ s~! (13.6 MHz), and P, = 300 watts. At 1 mTom, A; = 3 cm. Then from (2.8)
and (29) hy = hg = 0.33, and from (2.12), d,z = 6.1 cm. For argon we then obtain from Fig. 7 that
T, = 5.2V, and from Fig. 5, that €, = 39 V. Using (2.2), we find €, = 76 V. The Bohm velocity is
up =3.5%10° cmfs, and from (220), A,y =52cm’. Then from (2.19), we obtain
no = 2.7% 10" cm™3. Estimating v, for argon from Fig. 4, we find v, = 4.3 x 10° s™*, and, from
(5.7), 6 = 1.8 x 10* mho/m. Using (5.4), we obtain 8, = 3.2 mm. Evaluating (5.17) and (5.18), we find
R, = 0.68 ohms and L, = 0.63 uH, such that oL, = 50 ohms. Equations (5.19) and (5.20) then yield
1,7 =30AandV,; = 1500 V. The high inductive voltage required for this five turn source can be supplied
from a 50 ohm RF power source through a capacitive matching network.

V.D Low Density Operation and Source Efficiency

Since the dc conductivity G e ng, and 8, o ng''2, it is apparent from (5.18) and (5.19) that at fixed
driving current I, we have the scaling

Pas < mg'? . (5.21)

However, at low densities, such that §, >> R, the conductivity is low and the fields fully penetrate the
plasma. In this case, applying Faraday’s law to determine the induced electric field, E¢ within the coil, we
obtain
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Eo(r) = %j(!)fu.onlrf/L »

and, writing J = jogoK,E for v, << ®, we have J e« no7l,y. Evaluating the power absorbed for this
case,

yields
Py o< ng (5.22)

in this low density regime. Comparing (5.21) and (5.22), we see that for fixed 1,7, P oy, Versus ng must
have a maximum near 3, ~ R, as sketched in Fig. 27 for several different values of /,,. Now consider the
power balance requirement (2.19), which is plotted as the straight line in the figure. The intersection of the
line with the curves defines the equilibrium point for discharge operation. We see that inductive source
operation is impossible if the source current I, is below some minimum value /;,. In this regime, any
discharge must be capacitive. The required / ;, is similar to the required minimum value of P;,. to sustain
an ECR discharges, as shown in Fig. 15.

Let us note that the driving coil (primary of the transformer shown in Fig. 26) has some resistance R .o;.
Hence, even if the discharge is extinguished (no = 0), there is a minimum power P, = Yal2:o R coit SUP-
plied by the source before the inductive discharge can form.

Because P o ngl’? at high densities, we see from Fig. 27 that the power transfer efficiency
P 235/ P inc falls continually as n is increased, hence limiting source operation at very high densities because
of power supply limitations. As pointed out by Piejak et al. (107), the poor power transfer to the plasma at
very low and at very high densities is analogous to the well known property of an ordinary transformer with
an open and a shorted secondary winding. In both cases no power is dissipated in the load (here the
plasma), but in both cases there is power dissipated in the primary winding (here the coil) due to its
inherent resistance. Piejak et al. (107) have given a complete analysis of an inductive discharge in the high
pressure regime in terms of measurable source voltages and currents based on this analogy.

We see that 8, ~ R is the preferred operating regime for maximum power efficiency in the low pressure
regime. In fact, at high pressure, Thomson (148) obtained the similar condition §, = 0.57 R for maximum
power efficiency in a uniform density source.

Other issues of inductive source operation include finite geometry effects (L ~ R), planar coil source
operation, collisionless heating at very low pressures, capacitive operating mode and startup, and self-
resonant coil effects due to stray coil capacitances. Some of these issues are addressed in the literature
(107,151,155,156).

VI. HELICAL RESONATOR DISCHARGES

While helical resonators have long been used as electronic circuit elements (157), they have only
recently been used for efficient plasma generation at pressures as low as 10~° Tomr. High pressure
discharges (~ 1 Torr) were first applied by Steinberg and Steinberg (158) and used for downstream strip-
ping. The concept was further refined and applied to low pressures discharges (0.1-1 mTorr) by Flamm et
al. (159) and was used by Flamm (160) and by Cook et al. (18,161) for polysilicon gate etching and for
downstream deposition of silicon dioxide and silicon nitride films.

Helical resonator plasmas operate at radio frequencies (3-30 MHz) with simple hardware, do not require
a dc magnetic field (as for ECR’s and helicons), and exhibit high @ (600-1500 typically without the plasma
present) and high characteristic impedance (Z,). These resonators are slow wave structures, supporting an
electromagnetic wave propagating along the z axis with phase velocity ups << c. As shown in Fig. 28, the
source consists of a coil surrounded by a grounded coaxial cylinder. The composite structure becomes



resonant when an integral number of quarter waves of the rf field fit between the two ends. When this con-
dition is satisfied, the intense electromagnetic fields within the helix can sustain a plasma with negligible
matching loss at low gas pressure. ’

As with inductive discharges, which they resemble, helical resonator discharges can be operated in two
regimes:
(a) Capacitive coupling, low power, low density and high plasma potential

(b) Inductive coupling, high power, high density and low plasma potential

In the capacitive regime, the discharge is driven by rf current flowing through the plasma from the high vol-
tage to the low voltage end of the coil, and energy transfer to the plasma electrons is through the E, and E,
fields. This regime is similar to that of an rf diode.

The inductive regime is of major interest for high density plasma assisted materials processing. To
force operation in this regime, an electrostatic shield can be added between the helix and the plasma column
to reduce the capacitive coupling to a negligible value. The shield is typically a metal cylinder slotted
along z that allows the inductive field Eq to penetrate into the plasma, while shorting out the capacitive E,
and E, fields.

There have been few fundamental studies of helical resonator discharges (162,163). There is one com-
mercial manufacturer (164) of sources for research and advanced development applications. Sources as
large as 25 cm in diameter are available, driven by up to 5 kW of rf power at 13.56 MHz and producing
plasmas with densities (in Ar) exceeding 2 x 10'2 cm=3,

The basic design parameters for a helical resonator discharge consist of pressure, RF power, source
length, plasma radius, helix radius, outer cylinder radius, winding pitch angle, and excitation frequency.
This is a complicated system that is not well understood. A first step is to determine the helical slow-wave
modes and their interaction with the plasma. This has not been done for an electrostatically shielded
discharge, so we illustrate the approach for an unshielded plasma column. The dispersion equation k,
versus ®, and the relationship among the field quantities, can be found in the approximation of a uniform,
collisionless (@ >> v,) plasma having relative dielectric constant X, = 1 — ©Z/@? [See (5.2)] by using
a "developed sheath helix” model, in which the rf current in the helical wires is replaced by a continuous
current sheet ("sheath”) and the cylindrical (r, 0, z) geometry is unfolded into a rectangular (x, y, 2)
geometry ("developed”). This is a standard analytical technique for treating helical systems (165) that
retains most essential physics. The details of the calculation are given in Lieberman et al. (162). In the
absence of the plasma, it can be shown that there is a single mode that tends to propagate along the helical
wire, as expected for this two-conductor transmission line system.3 For typical source parameters, R =3
cm, b=5 cm, c=10 cm, L =30 cm, and y=0.1 radians, where the parameters are defined in Fig. 28, we
determine the propagation at low plasma density no = 10° cm™>, at high density no = 10" cm™, and
without plasma no = 0. Figure 29 gives k, versus f=/2=% with n, as a parameter. For comparison, the
upper line shows a wave following the geometrical helix pitch,

_ L0
kg = cany 6.1)

and the lower line shows a light wave k,o = @/c. Without a plasma, there is only one mode of propaga-
tion, with k, somewhat smaller than k; ie, the wave velocity w/k, is somewhat larger than ¢ tan y. Asng
increases, the wave speeds up, and as ng — e, @/k, — c. For this "coax" mode, at large no, the plasma
is at a high voltage with respect to the outer cylinder.

3 ‘This is analagous to wave propagation in a coaxial line, with the helical coil being the inner conductor and the grounded cylinder
being the outer conductor.
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A second "helix" mode appears when ng is such that @,, > ®, a condition that is always met for typi-
cal discharge operation. Hence, both modes coexist during typical operation. The wave velocity for the
second mode is always smaller than the helix velocity c tan y. The mode appears as a resonance k, — e
at ny such that ®,, = @, and the wave slows down as n, increases. For the helix mode at large nq, the
plasma and outer cylinder are at nearly the same voltage, and the helix is at a high voltage with respect to
them both. We expect to see two modes in the high density limit because the plasma acts like a conducting
cylinder; hence we have a three conductor transmission line system in this limit.

At high densities, the axial wavenumbers for the two modes are very different. For example, at
ng = 10" em=3, k,(coax) = 0.5 m™! and k,(helix) = 5.5 m~!. Since the source length L is chosen to
be roughly a quarter wavelength at the helix geometrical pitch, kL = /2, the coax mode is not
resonantly excited [k, (coax) << k). However, this mode does play a role in source operation at start-up.
During typical source operation, only the helix mode is resonant, and it dominates the source operation.

As an example, for L = 30 cm and k,L = /2, we obtain k; = 5.2 m~!. Then from (6.1), we estimate
the resonant frequency f = 25 MHz at high densities. Other methods for estimating the frequency are also
available (166). In particular, end effects can change the resonant frequency due to additional capacitive
coupling.

Once the resonant frequency for quarter wavelength operation is determined, then the fields within all
regions inside the helical resonator can be found. The characteristic impedance of the helical transmission
line can then be found:

172
_1p[me] " me
Zy = 3C[eo] L’ 62)

where 1) is the number of helical turns, and ﬁls a geometrical factor of order unity. Typically, Zo ~ 1000
ohms. From the fields in the plasma, the absorbed power can be found. This has been done for a quasis-
tatic field approximation in the capacitively coupled regime where both ohmic and stochastic heating (see
Sec. IIB) contribute to the power absorbed by the electrons (162). The calculation has not been performed
for the inductive regime, where only Eg contributes to the absorbed power. However, the analysis should
be similar to that used for conventional inductive sources (see Sec. V).

Power can be simply coupled from an external generator to the resonator, and the condition for a match
(critical coupling) can be estimated approximately from a perturbation analysis. Consider the rf generator
and its transmission line to have characteristic impedances Zg, with one side of the transmission line con-
nected to the helix at the tap position z7 and the other side connected to the outer shield, as shown schemat-
ically in Fig. 28. Since the helix characteristic impedance Z, given in (6.2) is typically large compared to
Zs, we expect a match to occur with the tap made near the shorted end of the helical resonator, where the
voltage is small and the current is large.

From perturbation theory, the conductance seen at the position of the tap is

2P
Gr=—T—5.» 6.3
T |V1'|2 6.3)
where P 4, is the total RF power absorbed and
Vi = Vysink,z 6.4

is the helix voltage at the tap. For a match we require Gr=Z; 1, Substituting (6.4) in (6.3) and expanding
fork,zy << 1, we obtain

Vik223=2 Py Zs . 6.5

For our example with k, = n/(2L) = 0.052 cm~!, and with P, = 51 W, V,_, = 1610 V and Zg = 50
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ohms, we obtain z; = 0.85 cm, comresponding to a tap between one and two tums.

VII. SURFACE WAVE DISCHARGES

Electromagnetic surface waves that propagate along a cylindrical plasma column can be efficiently
absorbed by the plasma, hence sustaining a discharge. Surface waves, which are propagating modes having
strong fields only near the plasma column surface, were first described by Smullin and Chomey (167) and
Trivelpiece and Gould (168). The first surface-wave sustained discharge was operated by Tuma in 1970
(169). Moisan and his group at the Universite de Montreal have extensively analyzed the concept and
developed high power wave launching systems over a wide frequency range (1 MHz-10 GHz). Surface
wave sources have been reviewed by Moisan and Zakrzewski (170). Although there are some applications
to materials processing (171-173), the absorption length a;! for the surface modes tends to be long, such
that L >> R for these discharges. Hence, they are not suitable as low profile sources for wide-area materi-
als processing, and have found wider application for ion sources, lasers and spectroscopy. Surface wave
discharges having diameters as large as 15 cm have been operated, although diameters of 3-10 cm are more
commonly used. The simplest sources operate without an imposed axial magnetic field. At the high densi-
ties of interest here, the sources must be driven at microwave frequencies in the range of 1-10 GHz.

The simplest electromagnetic surface mode propagates on a non-magnetized plasma column of radius R
confined by a thick dielectric tube (radius b >> R) having relative dielectric constant X 4. The azimuthally
symmetric m = O mode has H, = Oand

s = Io(kj_,r)

E,=Ey To(ko,R) exp j(ot — k;2), Tr<R, a.n
- Kok
= E:o?&(kr:—g exp j(wt - k,2), r>R, 72)
where .
kz.l.p = k% - k(z)Kp ’ (1.3)
-kz.l.d=k§-%xdt (7°4)

and where K, given by (5.2), is the plasma relative dielectric constant. I, and K are the modified Bessel
functions of the first and second kind, k, and k4 are the transverse wavenumbers inside and outside the
plasma respectively, and k, is the complex axial propagation constant. We note from the form of the
Bessel functions that the fields decay away from the surface of the plasma in both directions.

The transverse fields are obtained from E . using Maxwell’s equations. In particular, we find

- k¥ or

in the two regions. The continuity of the tangential magnetic field H g then yields the dispersion equation

X, Io(ki,R) _ K Ko(k14R)
kiR To(k,R) — kigR Ko(kpaR) -

.35

From (7.1) and (7.2), it is clear that &, R >> 1 for the surface mode to decay rapidly. Using the asymptotic
expansions of the Bessel functions I/Io = 1and Ko/Ko = —1, we obtain

ka_u = —Kgkyp - (7.6)
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Substituting (7.3) and (7.4) into (7.6) and solving for &, yields
172
X,X4

KP+K4

k; = ko a.n

For the case of no loss, v, = 0, we obtain from (7.7) that
12

2 @ o, - 0
ke =Xa 175 2
o, - (1+X)0

Figure 30 shows k, versus ® for the lossless case. We see that k, is real for ® < ®,,, where
Opey = Wp /(1 + X,)¥2 gives the resonance k, — 0 of the surface wave. For ® << ©,,, We se¢ that
k, = w/c. However, in this low frequency limit, the ordering k¥, R >> 1 is not valid, and the complete
dispersion equation (7.6) must be solved numerically. The result is similar to that shown in Fig. 30. The
region of interest for surface wave sources is o near but just below ®,,,. Hence for high density sources,
the frequencies of interest are above 1 GHz; i.e., microwave frequencies.

Fixing o for the source, we introduce the resonance value of the density n,., = gom*(1 + K )/e.
Then the surface wave propagates for densities ng 2 n,,,. The source operation for the usual case ofa
long, thin source, L >> R, follows from the general principles described in Sec. ILA. In particular the local
power balance along z determines the density n, for a given absorbed power P, per unit length along the
column, as in the derivation leading to (2.19). Letting P,, be the power carried by the wave along the
column at the position z, at which the density is n, then

Pus(ng) = 20,(ng)P,, » (7.8)

where a., is the axial attenuation constant of the wave fields at the density no. Equating Py, tO the power
Pjos, lost per unit length,

Plan(no) = enoupAcg€y , (79)

where A,y = 4ntRhp is the effective (radial) loss area per unit length, we obtain nq(2) for a given wave
power P, (2).

The mode attenuates as it propagates along z due to a non-zero v.. Letting v, <<  in (5.2), substitut-
ing this in (7.7), and taking the imaginary part, we obtain the attenuation constant 0;(ng) = ~Imk, ata
fixed . The expression is complicated and we give only the scaling for no greater than, but not too near,
resonance:

noVe

o, 0 = |
T L

(7.10)

At resonance, there is a finite a,, while for ng < n,,,, the wave does not propagate and o, falls sharply.
For this variation of o, PLs is plotted versus ng for several different values of P,, in Fig. 31. The linear
variation of P, given by (7.9) is also plotted on the figure. The intersection of Py, with P, determines
the equilibrium density along the column. It can be seen that there is a minimum value P,,,;, (2) below
which a discharge at that z cannot be sustained. A discharge forms near the position of surface wave excita-
tion z = 0fOr Popmay > Pumia- As the wave propagates, P,, attenuates along 2 due to wave absorption. A
discharge cannot be sustained when P,, falls below Py at 2 = Zqmux- Hence the discharge exists as a
finite length plasma column over 0 < z < Zpy,. Typical plasma column variations of no and P,, are
shown in Fig. 32.
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We note in Fig. 31 that there are generally two intersections of P, (no) With Pl (no). The lower
density intersection is an unstable equilibrium because a fluctuation that decreases ng leads 10 Poys < Plor,
thus further decreasing no. The higher density intersection is stable by similar reasoning.

High power wave launchers and matching networks for surface wave discharges have been developed
(170). The addition of an axial magnetic field allows further choice of propagating modes (174), but has not
been applied to materials processing.

VIII. PLASMA TRANSPORT

In the preceding sections, we have outlined simple, unifying, analytical theories with which plasma
source design can be understood and the generation rates and densities of ions and electrons can be quickly
estimated. This analysis could be extended by using the electron temperature from (2.1 1) and suitable cross
sections, to estimate generation and loss rates, and thereby densities, for reactive neutral species. We now
turn to plasma transport: effects on materials processes, measurements, and strategies for control.

Consider etching. We can understand the influence of plasma transport on etching rates by reviewing a
simple model proposed by Mayer and Barker (175) to explain the so-called ion-neutral synergistic effect
(176,177). The etching rate may be expressed as the ion flux times the average volume removed per ion.
Alternatively, one may express the etching rate as the neutral flux times the reaction probability times the
volume removed per reaction event. Such rate expressions, however, cannot be directly applied because the
yield per ion and the reaction probability of neutrals both depend on the neutral and ion fluxes. This link-
age can be broken by expressing rates in terms of the ion- and neutral-flux-dependent surface coverage of
reactants. Assuming that the yield per ion is proportional to the ion energy times the surface coverage of
the chemically assisting neutral species, the etching rate is given by:

ER = \)5 98,-1‘,- » (8.1)

where V; is the volume removed per unit bombardment energy (cm3/eV) for a saturated surface, and © is
the surface coverage. For this simple model, we assume that V; is independent of €;. To complete the
model, we assume Langmuir adsorption kinetics where the reactive sticking probability of neutrals is pro-
portional to the number of bare sites on the surface. Thus, the etching rate is also given by:

ER =V,5Co(1-0)T,, 8.2

where V,, is the volume removed per mi:ting neutral (cm?), SC is the reactive sticking probability on a
bare surface (unitless), and I',, is the neutral flux (cm~2s"!) to the surface. Equating the above rate expres-
sions, we obtain an expression for the surface coverage as a function of the ion energy flux to neutral flux
ratio.

o= 1 8.3)

1+79; 6.-1",-/(‘0, SCor,.)

Substituting this into (8.1) we obtain our final expression for the etching rate as a function of the ion and
neutral fluxes.

V; E;T;
ER = 84
1+79; E,-l";l(‘\), SCor,)

Ton-neutral synergy is clearly evident in (8.4): If the neutral flux is negligible, V,5CeI, = 0, theetch rate
becomes vanishingly small (we have neglected sputtering); similarly, when the ion energy flux is negligi-
ble, €;T; = 0, the etch rate again vanishes (we have neglected thermally activated neutral etching). Thus,
the total etch rate with both neutrals and ions is greater than the etching rates with either species alone.
(176,177) The validity of (8.4) has been verified for many material/ion/assisting-species combinations
including: Si/He* /Cl, (178), Si/Ne*/Cly (178), Si/Cl3 /Cl, (179), Si/Ar*/Cl, (175,178,180),
SiO,/CF} /CF, (179,181), and organic polymer/O% /O, (182). The measured dependence of the surface
coverage on the ion to neutral flux ratio has also confirmed the predictions of (8.3) for the Si/Ar* /Cl, sys-
tem (175,180).
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There are two interesting limiting cases of (8.4). When V, SCo I'y >> V; €; [';, the surface is
saturated with neutrals and the etching rate ER = V; €; I'; depends only on the ion energy flux and is
independent of the neutral flux as assumed, for example, by Shagfeh and Jurgensen (183). In this case, ion
generation and transport in the plasma will govern etching rates and etching uniformity. In the opposite
case where V,SCo T, <<V; E; T'; the surface is starved for neutrals and the etching rate
ER =v,8C, T, is proportional only to the flux of assisting neutral species. Which regime is dominant?
That is dictated in large part by source design and operation. .

The ion-neutral synergism is useful for understanding rate enhancement when both ions and neutrals
impinge on surfaces. It is also easy to understand, then, the origin of anisotropy in plasma etching: because
ion transport is anisotropic, etch rate enhancement via the ion-neutral synergism is also anisotropic. How-
ever, other factors must also be considered. For example, the expression for the etching rate above ignores
the possibility that there is a threshold energy below which the reactive ion sputter yield V; is negligible
(184,185). Such an effect is clearly evident in the Cl, helicon etching of SiO; as a function of bias shown
in Fig. 33 and can play a role in determining selectivity of etching one material with respect to another.
Similarly, damage created by atomic displacement when an energetic ion impinges on a surface may be
minimized or even eliminated by tuning ion energies below the damage threshold. In general, the threshold
energies for etching and damage are poorly known, but one of the guiding principles in and major motiva-
tions behind new plasma source development is that ion energies must be "fine” tuned to take advantage of
threshold effects.

VIIIA The Ion Energy Distribution Function

In Sec. I1.A.2 we estimated the mean ion energy and mean ion velocity at the sheath edge as a function
of electron temperature, source design, and rf biasing. However, these simple scaling relationships do not
provide estimates of the ion energy distribution function, iedf, or spread in ion energy. This is by no means
a trivial matter. What good is it, for example, to fine tune €; to just above threshold for etching poly-Si and
just below threshold for etching SiO, when the breadth of the iedf is 5 times broader than its mean?

In equilibrium, the iedf is characterized simply by the ion temperature, which, for convenience, we gen-
eralize to T; = M <(u;—<u;>)*> /e (in volts) for use in describing the iedf in non-equilibrium systems.
In magnetized, low pressure, high efficiency plasmas considered here, the iedf is frequently anisotropic so
that different "temperatures”, T;, and T, are needed to characterize the iedf perpendicular and parallel,
respectively, to the magnetic field axis. Even in unmagnetized plasmas, one expects an anisotropic iedf as
jons are accelerated along a specific direction. The ion velocity distribution function, ivdf, may also depart
significantly from a Maxwellian form, in which case the temperatures defined above are inadequate to
describe the distribution function: higher order moments are also required.

Source design and operation determine the iedf. Ions gain directed energy by acceleration in an electric
field, created, for example, by an expanding magnetic field, by sheaths at bounding surfaces, by double
layers and striations separating different plasma regions, by pre-sheaths, and by applied bias voltages (Sec.
IL.A.2). Ions lose energy by collisions, primarily with neutral atoms and molecules. Two collisional
processes are dominant: charge exchange and elastic scattering. Charge exchange is effective in transform-
ing hot, fast ions into hot, fast neutrals and cold, slow neutrals into cold, slow ions. Elastic scattering is
effective in transforming directed energy gained by the ions falling through a potential into random energy
with a large component perpendicular to the strong electric field. Both processes tend to broaden the iedf
and the ion angular distribution function, iadf, and thereby possibly compromising selectivity, anisotropy,
rate, and damage control.

Besides collisional energy transfer, the iedf can also be broadened, (so that precision energy control is
lost), as a result of ionization occuring over a distributed sheath created, for example, by plasma expansion
or by fluctuations in the plasma potential caused by power source fluctuations or inherent plasma instabili-
ties (114).

Another limit to ion energy control in plasma processing has been little considered until recently (143):
the creation and build-up of energy in excited states. All atomic ions have metastable excited electronic
states that typically can pool energies of 10 eV or more above the ground state. Recent experimental work



indicates that at least 25% of the ions in a low pressure argon helicon plasma are in excited states with more
than 16 eV energy above the ground state ion (143). Molecular ions can also effectively pool energy in
vibrational and rotational modes as well as in excited electronic states. The pooling of energy in excited
states should be most important in low pressure, high density plasmas where deactivation by collision with
neutrals is relatively rare compared to frequent production by collision with electrons. How important 10
eV or more of excess, internal energy can be in etching and deposition applications must depend on the
specific materials involved but is basically an open question for which little or no data exist. Besides meta-
stable states, in high density plasmas one must also anticipate the production and build-up of large concen-
trations of doubly ionized ions. These will impact device surfaces with at least two times the kinetic energy
of their singly ionized counterparts. To make matters even more complicated, metastable and doubly
charged ions may have significantly different iadfs thereby making CD as well as selectivity and damage
more difficult to control. '

VIIIA1 Ion Transport and Etching Anisotropy 1t is instructive to consider the consequences of a finite
jadf on etch anisotropy in the regime where the jon energy flux is rate limiting, ie.
V, SCo ', >> V; €; T';. Ions impinging on the surface at oblique angles may accelerate etching of the
sidewall and compromise pattern transfer fidelity. A useful metric for describing the iadf is the normalized,
energy-flux-weighted, cumulative angular distribution function (66,183):
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where 0 is the polar angle from the surface normal and ¥(9,€;) cos(0) is the differential ion fiux normal to
the surface. Physically, C(0) is proportional to the etching rate of a surface perpendicular to the accelerat-
ing electric field and shadowed by a cone of half angle 6 when the etching is ion-energy-flux-limited (183).
Thus, measurement or calculation of C(8) is necessary for accurate simulation and prediction of etched
profiles. C(0), in turn, is determined by the transport of ions to and then through the sheath to the wafer
surface.

Since the sheaths are so thin in high efficiency plasmas (Sec. II.A.2), transport of ions through the
sheath is effectively collisionless: s/A; << 1. This is one of the characteristics of high density plasmas that
distinguishes them from the conventional rf diode and is a direct consequence of the high charge density
and lower rf bias voltages at lower pressures. Because the sheath is collisionless, the perpendicular ion
velocity at the sheath edge is preserved as the ions are accelerated to the wafer surface. Thus, T;, largely
determines the anisotropy of the ion transport and the angular dependence of C(0). Consider a simple
example, where the spread in u;,, ion speed normal to a surface in the xy plane, is negligible compared to
the velocity gained by acceleration across the sheath, u;; = (2eV, Im)*, and the distribution of perpendicu-
lar velocities, f(u;, ), is Gaussian with temperature T';;. In this case,
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where B = V,/T;,. This function and its derivative are plotted in Fig. 34 for B = 10 and 100 along with
the corresponding function for an isotropic angular distribution, i.e. Tz = T;y and u; = 0. Clearly, the
effects of transverse ion energy can be significant and the design of plasma sources must take into account
the mechanisms by which ions gain energy transverse to the surface normal. Before discussing these
design aspects, we digress to consider how measurements of the iedf, ivdf, and iadf are made.
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VIII.B Methods for Measuring Ion Energy Distribution Functions

Electrostatic energy analysis and Doppler-shift spectroscopy are the two methods used most often for
measuring ion energy and velocity distributions, respectively. Electrostatic energy analyzers consist of a
pin-hole to sample the ions, a grid at the same potential as the sampling electrode to provide a field-free
drift, grids to repel electrons and accelerate ions, grids to retard ions below a cut-off energy, and a detector
(Fig. 35). If desired, ions can be mass filtered first and then energy analyzed. The distribution function is
obtained by differentiating the measured ion current as a function of retarding voltage. Advantages of this
technique stem from its universality and simplicity. Recently, Liu et al. (186) have used an electrostatic
energy analyzer with a sectored current collector to determine not only the iedf but also the iadf at each
energy, albeit with fairly low angular resolution, in an rf diode reactor.

In high charge density plasmas, these measurements are more challenging than usual if quantitatively
meaningful data are to be obtained. For example, the pin-hole acts as an energy dependent lens and res-
tricts the solid angle from which ions are accepted, thus discriminating against detection of low energy,
obliquely incident ions. The usual solution to this problem is to use pinholes that are small compared to the
sheath thickness, but because the Debye and sheath lengths are so short in high density sources (see Sec.
I.A.2), the pin-hole must be <<50 pm to minimize artifacts. Unless the sampling is done through the
wafer platen, the technique is also inherently intrusive: the sampling probes are relatively large, drawing
significant current, and inducing a sheath and pre-sheath that can perturb the plasma over large distances.
In a magnetized plasma, the ion sampling probe will subtend only a sub-set of flux tubes resulting in pertur-
bations that are radially isolated but which propagate large distances along the flux tubes. In strong mag-
netic fields, ions are easily deflected in the analyzer and extra care must be taken to ensure that angle and
energy distribution functions are not distorted. Finally, ion sampling in the plasma using probes lacks good
spatial resolution. Despite these deficiencies and caveats, electrostatic energy and angle analysis is well
suited for sampling through the wafer platen which yields the most vital information from a processing per-
spective: the iedf and iadf at the wafer.

Since the sheath is collisionless, however, it can be useful to measure the ivdf throughout the plasma.
This can be done with great precision by using spectroscopic methods that rely on the shift in absorption or
emission frequency (Doppler effect) that occurs when the ion is moving with respect to the reference frame:

G = Go(1l — u,/c) (8.7)

where & is the Doppler shifted absorption or emission frequency; G is the corresponding line-center (rest
velocity) frequency; u, is the ion velocity along the light beam propagation direction, taken here to be
along the Z axis; and, c is the speed of light. In both absorption and emission experiments, the measured
line profile as a function of frequency is given by an integral over the perpendicular velocity components,
u, and u, and the spatial volume sampled:

1v) dv e | [ ] [noGy.2) fugisysitsix,y,2) dusduydxdydzedu, (8.8)

where the limits of integration correspond to the volume sampled. Both the ion density, no and the ivdf, f,
are asumed to depend on position, i.e. the plasma is not uniform. Because of the integrations in (8.8),
Doppler-shifted absorption and emission data must be measured along many axes and then suitably
transformed to obtain a truly one-dimensional ivdf at any given position (187). In the simplest case of
cylindrical symmetry, for example, an Abel inversion of line profiles obtained from line-of-sight along a
cord, must be used to obtain the radial variation of the radial component of the ivdf. Without inversion, the
data are of little quantitative value in distinguishing, for example, between random and directed energy.

The multiple integral in (8.8) is easily simplified experimentally by detecting absorption via the appear-
ance of fluorescence, i.e. laser-induced fluorescence (LIF). In this case, the fluorescence induced by absorp-
tion of laser light is detected perpendicular to the laser propagation direction and imaged onto a spatial filter
that discriminates against all but a small portion of the Z axis (Fig. 36). Typical spatial resolution along Z or
% - dictated by laser beam diameter, the magnification provided by the fluorescence collecting lenses, and
the dimensions of the slits onto which the fluorescent image is projected - is 0.5 - 2 mm, sufficiently small
for probing all but the sheath regions of low pressure high density discharges that the integrals over x, y,
and z in (8.8) are eliminated. Thus, the LIF method provides a precision measurement of the ivdf, albeit
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still averaged over the velocity components perpendicular to the laser propagation direction,* at a specific
point in the plasma and, thereby provides information on distributed sheaths, distributed ionization, plasma
uniformity, etc.

Because ground state ions typically undergo rapid charge exchange with ground state neutrals, informa-
tion can be lost concemning ion formation and transport when ground state ions are probed using LIF. The
component of ion velocity measured will be dictated by the energy gained from the field since the last colli-
sion:

u; = (2eEM;/IM)*%. 8.9)

Thus, such measurements tend to sample the local field. For example, den Hartog et al. (188) showed that
above 1.0 mTorr, the drift of N3 downstream from an ECR source is given by

u; = W(E)E 8.10)

where W(E) is the ficld-dependent mobility (2.5), dictated in large part by the charge exchange cross sec-
tion. In fact, using (8.10), den Hartog et al. deduced the electric field from the measured ion Doppler shift.

By contrast, consider the collisionless limit where the Doppler shift is now a measure of the energy
gained, eAV, by the ions between the point of formation and the point of observation. If ions are formed
over a large enough region so that the plasma potential varies significantly, a distribution of Doppler shifts
will be measured. If a net shift is observed, it means that the ions have fallen through a potential which in
turn implies, through the Boltzmann relation (2.7), a plasma density gradient. Of course, the collisionless
limit may be realized by probing ground state ions at low pressures (<< 1 mTorr) or by probing excited
ionic states with smaller collisional cross sections. Such an approach has been taken by Sadeghi et al.
(101,189,190). who probed metastable ionic states of Ar and Cl. Because charge exchange is a 2-electron
process (3p*3d « 3p® in Ar) for the metastable state and a 1-electron process (3p° « 3p® in Ar) for the
ground state, it is reasonable to expect the charge exchange cross section to be smaller for the metastable
state. Furthermore, metastable states, and excited states in general, can often be quenched easily at higher
pressures, for example by the nearly resonant Penning ionization process in Ar:

Arh + Ar - Ar* + Art + €™, 8.11)

Thus, such destructive collisions help to preserve the collisionless ivdf by selectively removing ions that
have undergone collision.

VIII.C Methods for Measuring Plasma Potentials

The variation in plasma potential caused by expansion, pre-sheath formation, distributed sheath forma-
tion, etc. can be measured either by spatially resolving ivdf’s (101) or by using electrostatic (Langmuir,
emissive, double, ...) probes. It is beyond the scope of this work to discuss electrostatic probe methodology
and the reader is referred to the reviews by Chen (191) and Hershkowitz (192) and the book by Swift and
Schwar (193). Of particular note is the recent review by Godyak et al. (194) who describe the great care
that must be used when using probes to measure plasma properties in the presence of rf excitation or bias.
In addition, several caveats are offered concering the use of Langmuir probes in measuring plasma param-
eters in high density, magnetized plasmas. As Chen points out (191), making meaningful probe measure-
ments in magnetized plasmas is extremely difficult. An anomolously small electron to ion saturation
current ratio is a clear indication that the probe characteristic is distorted by the magnetic ficld. When in the
electron saturation current regime, the probe will tend to deplete electrons along a flux tube but not outside
this flux tube thereby giving an anomolously small electron saturation current and perturbing the discharge.
1t is often possible to see visually the distortion of the plasma created by insertion of a probe; in etching and
deposition plasmas, it is also possible to image the probe onto the thin film being processed.

4 To obtain ion trajectories, one must resort to optical tomography as described by Koslover and McWilliams (187). This approach,
while elegant, requires optical access not readily available in processing reactors.
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These distortions are important when interpreting the probe current-voltage characteristic in terms of
electron "temperature” or the electron energy distribution function (eedf) or the plasma potential. For
example, the plasma potential is routinely estimated by linearly extrapolating, on a semi-log plot, the
current from the electron current saturation regime into the electron retarding current regime (191) and
similarly extrapolating linearly the current from the retarding current regime into the saturation current
regime. Where the two lines intersect is commonly taken to be the plasma potential. Clearly, if the electron
current is artificially suppressed for the reasons discussed above, the plasma potential might be in error.
With these caveats in mind, we still use literature estimates of plasma potential and electron temperature
determined in this way. From comparisons with recent numerical simulations (195) we find that the quali-
tative trends are useful in gaining insight into high density plasma generation and transport.

VIILD Measurements of Energy Dish’ibuﬁom and Potentials

VIIID.1 Ion Acceleration Outside the Sheath Most measurements of high efficiency plasma iedfs have
been done for diverging field ECR systems. The work of Matsuoka and Ono (196,197) is typical (Fig. 37).
Microwaves are launched from a cavity into a high magnetic field region so that the RHP wave propagates
and then is absorbed, heating electrons in the process (Sec. IIT). Because the magnetic field continues to
decrease and, equivalently, expand, the plasma expands, the plasma density decreases and an ambipolar
field is created that accelerates ions along the magnetic field gradient (Sec. I.A.2).

At some point downstream, ions are sampled through a S0 um pinhole and energy analyzed using two
grids and a collector (Fig. 35). Although the relatively large crifice diameter and the use of arbitrary units
for spatial distance makes this work of dubious quantitative value, the trends are still notable and are borne
out in many other experiments (101,185,188,189,198-201).

Matsuoka and Ono focussed primarily on the effects of magnetic field configuration and pressure. By
varying the current in an electromagnet located near the sampling plane, they modified the divergence of
the magnetic field: from a mirror to a cusp. Figure 37 shows their iedf’s for different sub-coil currents. As
the field is collimated, tipar decreases and €; shifts to lower values. At the same time, the ion current
density increases, the plasma potential (deduced from Langmuir probe current-voltage characteristics)
decreases, and the plasma potential gradient or electric field decreases. These effects are all consistent with
reduced plasma expansion. The decrease in tipar results from the smaller electric field so that distributed
ionization no longer broadens the iedf. By contrast, the largest €; and tipar are obtained when the sub-coil
magnet is used to produce a cusp before.the sampling orifice. Note, however, that the iedf is clearly not
Gaussian under these conditions and T, alone is not sufficient to describe the distribution function. Under
these conditions, the plasma expansion is largest as the magnetic field decreases to zero and then reverses
on the other side of the cusp.’

Regardless of the magnetic field configuration, both €; and T; decrease as the pressure is increased and
charge exchange cools the iedf (185,196-199,202,203). Using Doppler-shifted LIF, Woods et al.
(188,200,201) have examined the ground state N3 ivdf as a function of pressure downstream from a diverg-
ing field ECR source similar to Matsuoka and Ono’s and also find (Figs. 38 and 39) that €; and T; decrease
with increasing pressure. The LIF data further show a bimodal distribution function® resulting from charge
exchange (204): the slow component has been created by charge exchange of fast ions with slow neutrals.

Acceleration of ions caused by plasma expansion can clearly be seen in the metastable LIF measure-
ments of Sadeghi et al. (101,189) (Fig. 40) as well in electrostatic analyzer data (198,199,203,205). The

5 Notz!haimsmdelectronsdonélfollowﬁddlimslhmugbawspmcetheﬁelddecmseslom(lw).

6 Because of kinematic compression when the ions fall through the sheath to the pinhole, the slow and fast velocity components tend
to merge after the sheath is traversed. In addition, because of the finite size of the pinhole, one must be concemed about the energy
or velocity dependence to Matsuoka and Ono's detection efficiency. In any case, the iedfs reported by Matsuoka and Ono, as well
as others (101,189,201,203,204) are clearly asymmetric suggesting more than one velocity or energy component consistent with the
LIF measurements.
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ivdf measured where the source expands into the downstream region shows two components that are attri-
buted to ions created in the source, the fast component, and ions created at the junction between source and
reactor where the plasma expansion commences. The fast component has already gained an energy of
approximately 13 eV parallel to the magnetic field axis as a result of the large potential difference between
the source and downstream regions caused by the plasma expansion. This effect has been simulated
recently by Porteous et al. (195) using a so-called hybrid approach where electrons are treated as a fluid and
ions as particles. Their result for the plasma potential is reproduced here in Fig 41. When a collimating
magnet is used downstream as in the Matsuoka and Ono experiments, this potential drop and the
corresponding energy of the fast component both decrease. While the origin of this "distributed sheath™ or
double layer lies with the plasma expansion, the magnitude is also affected by a neutral density gradient
from the source to the reactor (101,112,113,195) that arises from the depletion of neutrals due to the high
ionization rate in the source, as well as ion acceleration and neutral heating. It is this gradient coupled with
the decreasing electron density caused by the plasma expansion that causes the secondary source of ioniza-
tion at the expansion point: here, the neutral density rises rapidly while the electron density is decreasing,
thus leading to a local maximum in the ionization rate, shown schematically in Fig. 42. The ground state
ion formation rate should also be enhanced at this point and these results suggest that many of the ions
impacting device wafers downstream from the source will have been created downstream and not in the
plasma source!

The effect of the wafer platen pre-sheath can also be seen in the metastable LIF data of Sadeghi et al.
(101,189) (Fig. 40). The velocities of both slow and fast components increase systematically as the dis-
tance from the source increases and the platen is approached, and, assuming collisionless transport for the
metastable ions at this low pressure (0.5 mTorr), a pre-sheath electric field of ~0.5 V/cm is determined, in
excellent agreement with recent numerical simulations (195).

What are the consequences of ion acceleration outside the sheath? The primary result is to broaden the
ivdf normal to the surface, but if the sheath potential is large, this will have a negligible affect on etch
anisotropy. This is easily seen by approximating C(8) using a Gaussian distribution with temperature T';,
for the parallel component. Although the parallel distribution is clearly not Gaussian and therefore T, is
not sufficient to describe the distribution, this simple analysis is useful for illustrating the effects of a finite
width of the parallel ivdf. We find that broadening in the parallel ivdf, for T;/T;, ~ 10, has a negligible
effect on the anisotropy. However, the broadening of the parallel ivdf can degrade etching selectivity and
increase atom displacement damage (Sec. IX) when processes are designed to operate near threshold.
Therefore, sources should be designed to minimize both T, and T;,. This is most easily done by using the
close-coupled configurations (Fig. 12) that eliminate acceleration caused by plasma expansion. By making
the plasma as uniform as possible, broadening of the ivdf resulting from distributed ionization can be
minimized. However, the pre-sheath field cannot be eliminated and to the extent that ionization occurs in
this region, some residual broadening of the ivdf is unavoidable.

VIII.D.2 Transverse Ion Energy Source designs that employ plasma expansion create further problems by
broadening the perpendicular ivdf. This is clearly seen in the spatially resolved ivdf’s measured using the
LIF technique (Fig. 43): both ground state and metastable state ions show systematic Doppler shifts with
increasing distance radially from the center axis of the source (101,189,201). These shifts correspond to
acceleration along a radial electric field that in turn is created because of the plasma density gradient in the
radial direction. Plasma expansion aggravates the magnitude of this density gradient and the corresponding
potential gradient. Note that ions have little trouble crossing magnetic field lines since they are only
weakly magnetized. ’

By collimating the downstream field, the shift in the ivdf is clearly reduced (Fig. 43) although, curi-
ously, the broadening of the ivdf can increase as a result of local ionization. By adding the collimating field
and increasing the confinement downstream, the ionization rate downstream is also increased. But ions
created downstream have not been accelerated to the same extent radially as those ions which stream out of
the source. Thus, collimating the field and increasing the confinement of plasma produces a slow, some-
what isotropic velocity component downstream.

Large radial density gradients and the resultant radial acceleration of ions can severely affect etching
anisotropy, particularly on the outer edges of a wafer where the radial velocity component is largest (Fig.
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43). This again is illustrated by calculating C(0) using a shifted Gaussian distribution for the u;, velocity
component (Fig. 34): besides B, we need another scaling parameter, & = 2u{{/u; or the ratio of the
directed radial velocity to the velocity gained by acceleration through the sheath. In Fig. 34, we have
chosen B = 100 as before and & = 0.6. For a sheath voltage of 50 V, this corresponds to Ty = 0.5V and
a radially directed energy of 4.5 V or a directed velocity of 4.6 km s~1, which is comparable to that
observed at only 7 cm from the axis in Fig. 43. Note that C(0) exhibits a threshold for this case as the
directed velocity exceeds the ion thermal speed and no ions can impact the surface at normal (0°) incidence
(Fig. 34). However, for etched profile simulation, this situation is considerably more complex as the velo-
city distribution for finite radius is no longer axisymmetric: the profiles can be etched at a net angle with
respect to the surface normal and C(0) is no longer directly correlated with the etch rate induced by ions
within a cone angle 6. To our knowledge, this problem has not been treated in simulations of etched
profiles. '

Besides the directed radial velocity component, in magnetized plasmas there is also rotational motion,
u;y, caused by E x B and diamagnetic drifts (109). The diamagnetic drift arises from the diffusive flux
along the radial density gradient. Downstream, where the magnetic field is usually weak, this rotational
motion is a small fraction of the "thermal" spread in perpendicular velocity (101,189). However, in the
source of an ECR where the magnetic fields are on the order of 1000 G, the rotational velocity can be many
times the "thermal” velocity (195). .

The last source of transverse energy is the "random” or "thermal” component. The distributions are
Gaussian about their mean except for large radial positions (Fig. 43). However, the origin of this broaden-
ing is unclear. Given an electron temperature of 5 eV, an ion temperature of 0.25 eV, a plasma density of
10'2 ¢cm~3, and an ion-electron energy transfer cross section of 10~'4cm™~2 and assuming ambipolar dif-
fusive loss for the ions, only ~ 10~3 eV of energy can be gained by the ions via elastic collisions with elec-
trons before the ions are lost to the walls (Sec. I.A.1, 206); this is insufficient to account for the ion tem-
peratures measured (Figs. 39 and 43). For lower charge densities and a smaller cross section, the energy
transfer from electrons to ions is even less. Most likely, the "random” ion energy observed results from
elastic collisions between ions and neutrals that convert the directed ion motion, discussed above, into ran-
dom perpendicular motion. Because ionization takes place over dimensions that are large compared to the
uniformity in the plasma potential, a distribution of ion energies in each direction also results as ions flow
from one region to another; again, making the plasma more uniform will largely eliminate this source of
broadening.

As shown in Fig. 39 for ground state N3, T;, decreases monotonically as the pressure is increased, most
likely as a result of charge exchange collisions. This means that linewidth control in anisotropic etching
should be optimized at an intermediate pressure: at low pressures, T;, is larger but if the pressure is
increased too much, the sheath becomes collisional and linewidth control is sacrificed once more (66).

VIILE Ion Energy Control

As we have said, a primary motivation for replacing conventional rf diode systems with high efficiency
sources is the need for independent control of ion energy ard flux so that rate, selectivity, and film proper-
ties can be optimized. By placing the wafer on a platen to which a bias voltage is applied while generating
the plasma with a high density source, this problem is nominally circumvented.

For most applications, rf biasing has been employed although rf is no longer essential, as it is with the
conventional diode, since the plasma is maintained using a separate source. In conventional RIE, rf is used
to maintain the plasma in the presence of insulating thin films on one of the electrodes. Because the meas-
urements are easier to make, however, resort is made to dc biasing when the iedfs from high efficiency plas-
mas have been sampled. To our knowlege, Holber and Foster (185) and Sadeghi et al. (101) are the only
ones to have examined the iedf and ivdf, respectively, with an applied rf bias. In the experiments of Holber
and Foster, the electrostatic energy analyzer is biased along with the sampling electrode to measure the
iedfs through the rf modulated sheath. The results are reproduced here in Fig. 44, where distributions are
shown for two different frequencies: 0.5 and 20 MHz. In the high frequency case, the iedf is relatively nar-
row with a width of ~5 eV and an average energy of ~35 eV, corresponding to the streaming energy of 15
eV, resulting from expansion of a divergent-field ECR (see Sec. VIIL.D.1), and a dc bias across the rf sheath
of 20 eV.” At the lower frequency, the ion transit time across the sheath is long compared to the rf period



and the ion energy is modulated as the ion traverses the sheath. This leads to substantial broadening,
~ 37 eV, with a width determined by the peak-to-peak rf voltage. The maximum ion energy in this case
corresponds to the peak rf voltage plus the streaming energy. Clearly, lower frequency bias should be
avoided if precision ion energy control is desired to optimize selectivity and minimize atomic displacement
damage. However, we shall see shortly (Sec. IX) that, in fact, the commercial ECR system sold by Hitachi
as well as other prototype systems have been operated at frequencies as low as 400 kHz to minimize
charge-up damage.

Although the above results indicate that rf biasing is useful for mning ion energies, as desired, other
experiments indicate that the extent to which ion energy can be precisely controlled depends on system
design. Consider the recent results of Reinke et. al. (199) who used a dc bias to tune the ion energy, sam-
pled through a pin-hole with an electrostatic energy analyzer (Fig. 35). The mean ion energy is only tuned
with the dc bias when the biased electrode is "sufficiently” small (Fig. 45). In Reinke et. al.’s experiment,
"sufficiently” small is an electrode whose diameter is 6 cm or less. In other experiments, Shirai and Gonda
(207) used a 3x3 cm dc biased plate and lizuka and Sato (208) used a 25 cm diameter electrode and found
that the plasma and floating potentials, as measured using Langmuir probes, did not depend on the bias vol-
tage for negative bias voltages, indicating that the biased electrode sheath in these cases were effectively
modulated along with ion energy. In Shirai and Gonda’s experiment, the electrode was smaller than the
limit found in Reinke’s experiment but this was not the case in the lizuka and Sato experiment. However,
in the latter, a grounded limiter was used at the exit of the source such that the plasma made good contact
with ground.

What determines how small the biased electrode must be before gammg ion energy control? This is not
a question unique to processing with high efficiency plasmas, but it is perhaps one that needs more thought
when designing such sources with large areas of insulating materials in contact with a magnetized plasma.
The voltage division between the biased electrode sheath and the grounded walls is dictated by the relative
impedances of the sheaths (Fig. 46), yielding, for the plasma-to-platen dc self-bias voltage V:

Z,
V., = V’f [m] | ®8.12)

For the dc biasing case, the impedance i§ simply the sheath resistance which in tumn depends on the elec-
trode area, sheath thickness, and sheath conductivity according to

2 =R= 'a (8.13)
For the more usual rf biasing case, the impedance can be approximated by the capacitive impedance which
for a parallel plate depends only on the area A and sheath thickness s,

=L __3
2= 26 " meh - 8.14)

Thus, we see that at fixed s/c in the dc case and fixed s in the rf case, the voltage ratios scale inversely with
area ratios. Although these assumptions on s/c and s are not valid, (8.12)-(8.14) illustrate the importance
of the area ratio in determining the extent to which ion energies impacting wafer surfaces can be controlled
using external bias supplies. Consider two limiting cases,

7 ‘The experiments of Sadeghi et al. (101) provide further qualitative evidence for ion energy tuning by application of a 13.56 MHz
bias, but the LIF method lacks sufficient spatial resolution to resolve the sheath and the ivdfs measured appear anomalously
broadened as a result of the spatial averaging.
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Clea:ly. for case (i), the desired result, we have control of ion impact energy. For case (ii), we have no con-
trol.

RF biasing of the wafer platen is generally used in high efficiency sources. Taking into account the
variation of sheath thickness with voltage, let us determine the ratio V,/V, of the dc plasma-to-electrode
voltages at the powered wafer platen (a) and grounded (b) electrodes in high efficiency sources having
unequal electrode areas A, and A,. Referring to Fig. 46, we see that the quantity usually measured, the dc
bias voltage of the wafer platen with respect to ground, is given by Vi, = Vi = V. As will be shown
below, simple one dimensional arguments (209) for Child law sheaths (2.18) assuming equal ion densities
at the plasma-sheath edges of the platen and grounded electrodes yield the scaling of the voltage ratio on
the area ratio as V,/V,=(A,/A,)*, contrary to measurements (99,209-215) that indicate a much weaker
dependence of V,/V, on A,/A, for area ratios much different from unity. One dimensional models incor-
porating the effects of the dc floating potentials (216) and one dimensional spherical shell models have also
been developed (217,218), incorporating various assumptions for the sheath and glow physics, and obtain-
ing a scaling more in agreement with measurements. However, rf biasing in high efficiency sources is gen-
erally done in finite cylindrical geometry having two dimensionless parameters; e.g., the powered-to-
grounded electrode area ratio and the length-to-radius ratio for a finite length cylinder. In principle, the vol-
tage ratio depends on both parameters, and, therefore, there is no simple scaling with the area ratio alone
(219).

To determine the fundamental scaling formula in the limit of high voltage rf-driven sheaths (see Sec.
ILA.2), we let X be a two dimensional vector that specifies the position on the electrode surface, 7, (X) be
the density at the plasma-sheath edge, V() be the dc plasma-to-electrode (sheath) voltage, s(X) be the
sheath thickness, and J(%) be the rf current density normal to the electrode surface. A key observation is
that the plasma, being highly conducting, cannot support a potential difference greater that a few T,’s.
Since V >> T,, the plasma-sheath edge is an equipotential surface. Since each electrode a and b is also an
equipotential surface, the plasma-to-electrode voltage across each sheath is a constant, independent of the
position X along the electrode surface. For the powered electrode, we therefore have V,(X)=V, = const.

For high voltage capacitive sheaths, the rf voltage amplitude \7. and the dc voltage drop V, across the
sheath are approximately equal: V, = V,. In this limit, using (8.14), we can relate the rf current density to
the dc sheath voltage and sheath thickness using the capacitive sheath assumption:

T, (®) = Valso(®) . (8.15)

For a collisionless (Child law) sheath, we have from (2.18) that
na(®) o< Va?Is3(@®) . . ' ®.16)

The total rf current J, flowing to the powered electrode is

8 Note that the measured dc bias voltage in most systems is relative to ground and may bear little relation to the voltage across the
sheath that accelerates ions to the wafer. Also, the measured voltage will depend not only on the effective arca ratio of the
grounded and biased surfaces but also the degree to which the electrode is insulated and what value of blocking capacitor is used in
the f circuit.
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I, [7.( d?x. ®.17)
A,

Inserting (8.15) into (8.17) and using the collisionless sheath scaling to eliminate s,, we obtain

T, V¥4 [nl2(%) d?x. (8.18)
Aa

A similar expression to (8.18) is obtained for the grounded electrode b. Equating I, to T, the current to the
ground electrode, by continuity of rf current, we obtain the scaling formula for high voltage sheaths

4
| i@ a2
Val_|A
Vs

We see that the voltage ratio is independent of the rf driving voltage and the electron temperature for high
voltage sheaths. The voltage ratio is determined by integrals over the powered and grounded areas that
depend on the density at the plasma-sheath edge. This density and its variation along the powered and
grounded surface areas are determined by the generation and loss processes for ions in the bulk plasma
(219).

We note that making the simple assumption n,, = n,, = const yields the scaling VaIVy=(AplA,)°.
However, the density variations along the surfaces due to the plasma transport in finite cylindrical geometry
strongly modify this scaling (219). Further, for large area ratios, the voltage across the grounded electrode
is low and the dc floating potentials cannot be neglected (216,219). A further issue for bias control in high
efficiency source design stems from the use of magnetic confinement and insulating liners. Magnetic
confinement effectively limits cross field electron transport and thereby limits the grounded surface in con-
tact with the plasma. To make matters worse, the use of insulating liners to reduce metallic wall sputtering
(87,101,112,113), further reduces the grounded surface area and the plasma potential can easily be decou-
pled from ground. For rf biasing, a thick liner effectively makes s very large and has the same effect as
making the grounded surface area very small. In other high density sources, such as the helicon, induc-
tively coupled plasma, and helical resonator, the power is purposely coupled to the plasma through a dielec-
tric wall and there is an inherent ground reference problem. In the helicon, for this reason, it is common to
use a grounded plate at the top of the source. In the TCP and helical rescnator, the problem may be less
severe because magnetic confinement is not required and the plasma might “find" ground below the wafer
surface. Unfortunately, few iedf measurements as a function of dc or rf bias have been made except for
ECR sources.

(8.19)

| [n2®) dx
A,

VIILE.1 Plasma Anodization In the above discussion we have focussed on tuning ion energies to optimize
selectivity and linewidth control while minimizing atomic displacement damage during etching. However,
jon energy control is critical for controlling the properties, such as stress, index of refraction, and
stoichiometry, of deposited thin films (78). Recently, positive biases have been used for oxidizing single
crystalline Si (61,62) and the process has been referred to as plasma anodization. As expected, Shirai and
Gonda (207) and lizuka and Sato (208) both found that the plasma potential floats above the bias potential
when the dc bias voltage is made positive with respect to ground and a large electron current is drawn to the
wafer platen. So, although the electron flux is increased to the wafer surface during these so-called anodi-
zation processes, electrons still diffuse against the electric field and are slowed as they impact the surface.
There is also a low energy, positive ion flux that is less than the electron flux, since net current is drawn to
the wafer.
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IX. Device Damage
IX.A Atomic Displacement Damage

If conventional 1f diodes did not produce excessive damage when operated at high power and low pres-
sure, there might not be such a concerted effort toward developing high efficiency sources. For minimizing
atomic displacement damage caused by energetic ion and/or neutral impact, the advantages of using high
efficiency sources with independent ion energy and flux control seem clear. By reducing the plasma poten-
tial and decoupling ion energy and flux control, the extent to which atomic displacement occurs can be kept
to a minimum. This is clearly evident in the experiments by Yapsir et al. (111) where Si was eiched using a
CF, diverging-field ECR and the displaced atom density, AD 4, was measured using Rutherford Back-
scattering Spectroscopy (RBS). Hara et al. made similar measurements using SF¢ ECR plasmas to treat
GaAs (220), where etching should be limited to physical sputtering, and to etch Si (221). In these experi-
ments, comparisons to RIE treatments showed that AD 4, can be reduced by typically a factor of two using
ECR treatments. Of course, such comparisons must be examined carefully to understand their meaning. In
principle, if the same ion and neutral fluxes and energy distributions are obtained in both systems, the same
damage should result. There is no inherent difference between RIE and ECR except that the latter affords
superior control over these key parameters. Hara et al. made such a comparison at constant current density
(Fig. 47) suggesting that the improvement with the ECR system stems from a narrowing of the iedf and/or a
reduction in the mean ion energy; however, neither parameter was measured in either system.

Interestingly, Yapsir et al. (111) found that the displaced atom density was slightly reduced by applica-
tion of an rf bias, which, as discussed above, should increase the ion energy. They noted similar improve-
ments in other damage metrics when the rf bias was applied: smaller Schottky diode leakage currents,
reduced heavy metal contamination, lower MOS generation current, and fewer defect-induced etch pits.
Over the same range of rf bias power, the Si etch rate increased, suggesting that the reduction in damage
was correlated with a faster removal of the damage layer. This is supported by the observation that AD 4,
increased with rf bias power when argon was substituted for the CF4 gas and physical sputtering replaced
jon-assisted chemical etching. On the other hand, X-ray photoelectron spectroscopy (XPS) measurements
show a residual contamination layer containing Si, F, C, and O that is about 0.5 nm thicker when an 1f bias
is applied during ECR processing (222). Apparently, this added contamination has little effect on the
electrical properties and RBS is probably too insensitive to detect the difference in lattice displacement.
Clearly, more experiments along these lines are needed to understand how best to minimize plasma-induced
damage as the bias voltage is changed. Simultanecus measurements of ion flux and energy are also needed.

IX.B Contamination

Contamination by heavy metals, as documented by Yapsir et al. (111), raises important design issues
for high density sources. Because the electron temperature can be relatively large compared to f diode
reactors, the potential difference between the plasma and the grounded or floating walls can exceed the
sputtering threshold for the wall material (see Sec. ILA.2). Thus, while the ion energies are reduced rela-
tive to those impacting the electrodes in an rf diode, sputtering can still be a problem. This has been
observed by several groups (87,101,111-113) and a common solution is to use a dielectric liner with low
sputtering yield, such as quartz or alumina, in the source. However, sputtering of these materials may still
occur, compromising etching selectivity (223) and leading to particulate formation. For example, if SiO, is
sputtered from a liner during poly-Si etching, it can be difficult to etch without applying a bias voltage to
the wafer; with no bias, net deposition can occur. It is critical that source design take into account the ion
energy and flux not only to the device wafer but also to the walls of the reactor.

IX.C Charging

Another mechanism by which microelectronic devices can be damaged and manufacturing yields
deleteriously affected is charging of insulators during plasma treatment. An excellent, short review has
recently been presented by Gabriel and McVittie (224), who point out that charging damage has become
more apparent in recent years as gate oxide thicknesses have shrunk to 10 nm or less. This problem is not
unique to processing with high efficiency plasma sources and in fact was initially recognized as a problem
in the stripping of photoresist using an rf barrel etcher (225). However, the larger current densities to the
wafer and the possibility for large current non-uniformities resulting from magnetic confinement are cause



for concern when designing high efficiency sources for microelectronic device fabrication.

Some of the metrics used for evaluating charging damage include: the flat-band voltage shift (AV g3) of
a metal-nitride-oxide-silicon (MNOS) non-volatile memory device (226) (Fig. 48), the frequency of dielec-
tric breakdown as a function of field strength across the dielectric (224,227-229), the leakage current in
CMOS inverter circuits (230), and the threshold voltage shift in an MOS transistor (230).

IX.C.1 Plasma Uniformity While there may be many factors influencing charging damage, plasma unifor-
mity is clearly one of the most important. For this reason, the damage is readily observed in rf magnetrons
(88). Achieving adequate uniformity at the wafer surface is a central issue for high efficiency sources.
There is no simple solution because of the many interrelated physics issues that affect uniformity. These
include:

(@ Incident (microwave or rf) power flux profile;

(b) Wave refraction during propagation to the absorption zone;

(c) Absorption zone size, shape, and location;

(d) Wave absorption profile;

() Transport of heated electrons and their subsequent ionization profile;

(f) Transport and diffusion of bulk plasma (and free radicals) to the wafer surface.

We have touched on all these issues in the preceeding sections. To some extent, these issues are alleviated
in low profile or close coupled geometries, thus prompting recent interest in those configurations.

The effect of plasma uniformity has been most extensively studied by Samukawa (230,231) who used a
Faraday cup to measure the ion current density as a function of axial and radial position in a diverging-field
type ECR (Fig. 12a). The extent of oxide damage clearly correlated with the degree of radial non-
uniformity in the ion current to the wafer. This can be seen in Fig. 49 where the leakage current measured
from a CMOS inverter circuit is plotted vs. the ion current density difference, AJ;, from the wafer center to
the wafer edge. By varying the magnetic field configuration and the position of the wafer with respect to
the resonance zone, AJ; could be varied over the range shown producing a five order-of-magnitude varia-
tion in leakage current. By collimating the ficld and placing the wafer near the ECR resonance zone where
the ion current density was more uniform (Fig 12d), Samukawa showed that the extent of damage could be
dramatically reduced.

Why should the uniformity of ion current density affect gate oxide damage? It is safe to say that this
remains an open question, but the simple explanation offered in Fig. 50 is worth considering. Since the top
surface of the wafer exposed to the plasma is isolated from the bulk of the wafer and substrate holder by,
for example, gate and field oxide, the top surface of the wafer will charge to a potential such that the time-
averaged ion and electron fluxes are equal. Providing the top surface is electrically conducting, for exam-
ple, before etching is completed, any non-uniformity in the current density to the wafer will not result in a
surface potential difference across the wafer. However, once the pattern clears at the etching end-point so
that the top surface forms isolated regions, a surface potential can exist when the current density is non-
uniform. The surface potential, in tum, is a driving force for Fowler-Nordheim tumneling current (226)
through the insulating layer. The largest current will occur where the oxide is thinnest, i.e. the gate oxide,
and if the current is large enough it can produce premature breakdown, AV gg, leakage current, etc. Pro-
cessing in high efficiency plasmas leaves one particularly prone to this problem as the current densities, and
therefore, the surface charge densities, are much larger than in conventional rf diode processing. Coupled
with a difficulty in obtaining uniform plasma density in magnetized systems and the unprecedented thinness
of gate oxides, the problem has recently become a matter of alarm (228).

IX.C2 Biasing Application of a bias voltage to the wafer also affects the extent of gate oxide damage in
high density plasma processing. Namura et al. (232) showed that the AVpz from an MNOS device
increased, albeit non-uniformly across the wafer, as an rf bias was applied to the wafer exposed to a close-
coupled ECR source (Fig. 12d). Thus, the advantage of putting the wafer into the source, as discussed by
Samukawa, appears to be mitigated when a 13 MHz bias is applied to the wafer. Namura et al. suggest that
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the application of rf bias produces a non-uniform current density to the wafer, which again leads to a sur-
face potential difference, presumably because the rf current to the walls is larger on the edges nearest to the
walls. They offer an equivalent circuit model that includes the MNOS devices on the wafer and the capaci-
tive coupling of the wafer to the plasma through the sheath. A key ingredient of the circuit is the anisotro-
pic conductivity of the plasma: conduction along the magnetic field being much larger than conduction
across the field owing to magnetization of the electrons. Although this simple mode! appears to give good
agreement with the observed radial dependence of AV p across the wafer, the model parameters are ad hoc
and the equivalent circuit model used to describe coupling of the plasma to the substrate of the device is not
clearly explained.

Samukawa (233) also suggests that the 13 MHz bias results in a non-uniform plasma above the wafer
and reports a "local discharge between the chamber wall and the substrate holder." To alleviate this prob-
lem, Samukawa reduced the bias frequency and found that both the plasma uniformity improved (Fig. 51)
and the incidence of gate oxide breakdown was dramatically reduced (Fig. 52). At the same time,
Tsunokuni et al. (234) reported similar observations. Samukawa says that use of such low frequencies
eliminates the local discharge. Since the capacitive impedance of the sheath increases with decreasing fre-
quency, the sheath becomes predominantly resistive at frequencies below 1 MHz with the sheath current
being predominantly ion conduction current (64,78.236). If the plasma is uniform initially, applying a low
frequency bias will serve primarily to accelerate ions to the surface without altering the plasma potential
profile and producing large, localized currents to the walls.

The bias frequency dependence of the gate oxide damage illustrates once more the importance of
plasma source design. Surely, the extent to which local discharges are created will depend on the geometry
of the source and, in particular, the proximity of grounded surfaces to the wafer edge. We have already dis-
cussed how AD 4, can increase with increasing ion energy so it does not appear desirable to solve the gate
oxide damage problem by resorting to low frequency rf bias. In many ways this defeats the purpose behind
using the high density plasma in the first place. Nonetheless, we note that Hitachi currently employs low
frequency bias (typically <2 MHz) in their ECR machines sold for etching of poly-Si, metals, and oxides.

The sequence by which the plasma process is terminated apparently also has an effect on gate oxide
damage. Samukawa (230) reports that when the rf (13 MHz) bias is extinguished prior to turning off the
microwave power supply that the CMOS leakage current is reduced by more than five orders of magnitude
and that the gate oxide breakdown voltage is increased by two times. The origin of this effect is not well
understood and needs further investigation. Similarly, the extent of gate oxide damage produced by heli-
cons, helical resonators, and TCPs has not been reported to our knowledge. Typically, 13 MHz bias fre-
quencies have been used with these sources and it is reasonable to expect similar problems to arise.

IX.D Radiation

Photon irradiation is another mechanism by which microelectronic devices can be damaged during high
efficiency plasma processing. In this regard, the difference between high density sources and conventional
of diodes stems from the efficiency of electron heating at low pressure that can lead to production of large
excited state densities (143) and energetic photon irradiation (236). Damage to SiO, by absorption of
above-band-gap energy photons has been studied most extensively (237-239). Depending on the photon
energy (240,241), the free electrons and/or holes created by the absorption process may find their way to
traps within the oxide or at the oxide-silicon interface. In both cases, device performance can be affected
by shifting threshold voltages and by creating leakage and generation currents. Although in some instances
it is possible to anneal out such damage (237,238), it is preferable to prevent damage formation in the first
place and thereby preserve the thermal processing budget (1). One means for doing this was suggested by
Yunogami et al. (241) who showed that radiation damage could be minimized by maintaining the substrate
at temperatures as low as 120 K during plasma irradiation. The improvement in the positive charge genera-
tion rate was ascribed to a reduction in the hole mobility at low temperature that enhanced the probability
for recombination before trapping.

In addition to VUV photon production, Castagna et al. (242) have shown that runaway electrons in ECR
plasmas can generate significant fluxes of x-rays when they impact the reactor walls. The runaway elec-
trons are created primarily at lower pressures and higher microwave powers where the electrons can gain
energy (Sec. IILB) faster than they dissipate it by collisions with neutrals. After acquiring more than ~ 100
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eV of energy, the collision cross sections begin to decrease with increasing electron energy permitting the
electrons to "runaway"” to energies approaching 1 keV before impacting the source walls and producing x-
rays.

Unfortunately, there are virtually no measurements of absolute photon fluxes to device wafers in high
density plasmas and therefore it is difficult to judge the severity of the radiation problem. Such measure-
ments are essential if one wants to distinguish between x-ray, VUV, ion, electron, and fast neutral bombard-
ment damage mechanisms and distinguish these in turn from the charging damage already discussed.

X. SUMMARY AND REMAINING QUESTIONS

The results of any plasma process depend on more than just plasma properties and plasma source
design. Choice of chemistry - both gas-phase and on the surface - play paramount roles in the outcome of
etching, deposition, and passivation treatments. Nonetheless, plasma source design can influence the
materials process. The plasma govemns the generation and transport of reactive species to and from the sur-
face and many surface processes are limited by this transport. We have seen that plasma source design can
have a profound effect on charged particle transport. For example, high profile, diverging magnetic field
designs induce a distributed sheath that accelerates ions to higher energies and limits ion energy control.

While most measurements and simulations have been concerned with the transport of ions and elec-
trons, there have been but a few (201,243,244) measurements of neutral, reactive species transport in high
efficiency plasmas. In only one case are we aware of a measurement of the degree of dissociation in an
ECR plasma and this was made on N, gas (243). We have seen how sources differ in the mechanism by
which electrons are heated and although it has been useful to view the electron energy distribution function
as Maxwellian, subtle deviations may affect the generation rate of key reactive intermediates. Clearly, if
we are to understand the subtle interplay between source design and surface modification we must measure
the flux of reactive species to the surface and this means measuring the absolute concentrations and "tem-
peratures” of gas-phase reactive intermediates. '

Another factor influencing the transport of reactive neutrals is the composition of wall material in
plasma sources. Consider that for each of the sources reviewed here, a dielectric, usually fused silica or
alumina, is used either as a barrier through which wave energy is coupled or as a liner to protect against
sputtering of metallic wall materials. Regardless of electron heating and ion transport mechanisms, the
extensive use of these materials marks a sharp distinction between the new generation of high efficiency
sources and their conventional rf diode predecessars. These materials can alter surface chemistry by reduc-
ing reactant fluxes, by the loading effect (223), or by generating small concentrations of species such as
oxygen that can dramatically alter the rates of both gas-phase and surface reactions (245). This area, again,
is virtually unexplored. -

We have seen that source design can be critical for minimizing the extent of damage and yield loss. In
particular, plasma uniformity has been empirically correlated with charging damage and, in tum, plasma
uniformity depends on such design features as the magnetic field profile, source dimensions, wave propaga-
tion, and the electron heating mechanism. Much work remains before we can control plasma uniformity
and relate uniformity to charging damage. Similarly, we find it ironic that low frequency bias voltages are
used to minimize charging damage during anisotropic etching since the ion bombarding energy and the
extent of atomic displacement damage is clearly higher at these lower frequencies. Again, the benefits of
low frequency bias appear traceable to an improvement in plasma uniformity, but we suspect that this effect
is strongly dependent on the details of plasma source design: for example, how near the walls lie to the
edge of the wafer. It is also curious that the application of a bias voltage which increases the ion bombard-
ing energy can reduce the extent of electrical damage. Is this simply a question of the faster etching rate
leading to faster removal of damaged material or is there a more subtle explanation?

While plasma source design is primarily concemed with efficient plasma generation and ion energy
control at low pressures to maintain critical dimensional control and high throughput while minimizing
device damage, there are clearly fundamental limits to the control available. Generation of intense plasma
necessarily implies larger currents to device wafers leading to an increased probability for charging dam-
age. Intense plasma generation also implies large densities of excited electronic states that will radiate and
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expose wafers to above band-gap radiation and thereby produce trapped charge and interface states. In elec-
tron cyclotron resonance plasmas, electron heating can be so efficient that "run away" occurs and electrons
can gain more than 1 kV before impacting walls and generating potentially damaging x-rays. Finally, the
control of ion bombardment energy is limited by the extent to which a broad distribution of internal energy
states are created.

Plasma stability is an area of concem that we have not reviewed because of a paucity of measurements
and theory. The consequences of plasma instability should be obvious: in large volume manufacturing, one
can little afford a process that inexplicably deviates from its normal behavior. Plasma are notoriously non-
linear and, as such, are a rich medium for instabilities and turbulence. Arguably, low pressure, magnetized
plasmas are more prone to unstable operation than their unmagnetized counterparts since more modes can
be excited and mode switching is prevalent (112,114,208,246-248) But, even for unmagnetized, conven-
tional rf diodes, bistability and hysteresis have been observed and correlated with changes in etching rate
(249,250). So unmagnetized sources such as the inductively coupled plasma, helical resonator, or surface
wave excited plasma can be prone to instability. This is an area in need of careful experimental investiga-
tion and theoretical analysis.

To facilitate comparisons between plasma sources, we have relied on simple scaling relationships.
Clearly these have limited validity and serve no more than to provide crude estimates. What we really need
is a computer aided design tool with which plasma generation, transport, and stability in two or three
dimensions can be simulated. In this manner, reactors and processes could be modified rapidly in software
and a preliminary design selected prior to making a hardware prototype. While recent progress along these
lines has been impressive, the field is too young to warrant an in-depth review. With rapid improvements
in computational power, we look forward to increasingly sophisticated codes in the next few years and a
continuing progression toward plasma sources that provide the level of process control needed to meet the
demands of future materials processing applications.
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XI. SYMBOL DEFINITIONS
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Magnetic field

DC magnetic field

Inductive or helical coil radius

Normalized, energy-flux-weighted, cumulative angular distribution function
Shield radius for helical resonator; Speed of light
Displaced atom density

Effective plasma source size

Etching rate

Electric field

Amplitude of RHP electric field

Amplitude of LHP electric field

Complex amplitude of rf electric field

Collisional energy lost per electron-ion pair created

Effective excitation energy

Ton energy

Total energy lost per electron-ion pair created

Electronic charge

Electron energy distribution function

Current

Magnetic field induced by skin current in inductively coupled plasma
Ratio of plasma density at axial sheath edge to density in plasma center
Ratio of plasma density at radial sheath edge to density in plasma center
Modified Bessel function of the first kind

Ton angular distribution function

Ion energy distribution function

Ton velocity distribution function

Bessel function of order m

Current density

Ion current density at axial wall

Complex amplitude of rf current density

DC ion current density at the wafer platen

RF current density at the wafer platen

DC ion current density at the grounded surface

RF current density at the grounded surface
Second order rate constant

Elastic scattering rate constant

Excitation rate constant

Ionization rate constant

Modified Bessel function of the second kind

Free space wavenumber, @/c

Spatially varying propagauon constant. koK

Wavenumber along Z

Wavenumber perpendicular to 2

Transverse wavenumber for surface wave inside dielectric tube
Transverse wavenumber for surface wave inside plasma
Helical pitch wavenumber

Reactor length; Inductance

Characteristic length over which V; occurs

Helicon antenna length
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Left hand circularly polarized

Ion mass

Electron mass; Azimuthial mode number

Neutral gas density

Number of turns in inductive coil

Plasma density

Plasma density downstream from source

Plasma charge density at sheath edge

Critical density

Absorbed power

Incident power

Reflected power

Transmitted power

Microwave power

Power carried by wave

Neutral gas pressure
hhnmmnnpnsmnenauhdu:mmunnE(Etdnwhmge
Reactor radius; Resistance

Right hand circularly polarized

Stochastic energy flux

ECR energy flux

Ion energy flux

RHP energy flux

Ohmic energy flux

Reactive sticking coefficient on bare surface

Sheath thickness

Neutral temperature

Electron temperature

Ton temperature -

Ton temperature perpendicular to the magnetic field
Ton temperature parallel to the magnetic field
Transformer coupled plasma

Time electron spends in resonance zone

Volume removed per unit ion bombarding energy
Volume removed per reacting neutral

Bohm velocity

Ion speed

Ton energy gained by acceleration through sheath potential, V,
Ion speed normal to the surface

Radial ion speed (parallel to the surface)
Directed ion radial speed

Wave phase velocity, ©/k,

Parallel electron velocity at resonance zone

Ion thermal speed

Electron thermal speed

DC bias voltage of plasma with wspect to wafer platen
RF voltage amplitude of plasma with respect to wafer platen
DC bias voltage of plasma with respect to ground
RF voltage amplitude of plasma with respect to ground
DC volage of wafer platen with respect to ground
Distributed sheath voltage

of voltage amplitude between powered electrode and ground
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Voltage between plasma and floating surface

Helical voltage at tap position

rf voltage amplitude between plasma and wafer

dc voltage between plasma and wafer resulting from rf bias
Flat-band voltage shift

Transverse energy gained from one pass through ECR resonance zone
Impedance

Axial ECR resonance position

Width of ECR resonance zone

Distance from resonance zone

Tap position on helical resonator coil

Inverse scale length of cyclotron frequency near resonant zone, 0~ '9w, /02’
Inverse of decay length along Z

Ratio of sheath potential to perpendicular ion temperature (V,/T;;)
Collisional skin depth

Collisionless skin depth

Differential ion flux

Electron flux

Ion flux

Ion flux at axial wall

Neutral flux

Relative dielectric constant for insulating tube

Relative dielectric constant of plasma

Electron Debye length

Combined mean free path for ion-neutral momentum and charge exchange
Wavelength for RHP wave in plasma, 2n/k,

Wavelength along Z

Ion mobility

Microwave power attenuation coefficient, w2, /(wclal)

Angular frequency

Electron cyclotron frequency

Ion cyclotron frequency

Upper hybrid frequency

Lower hybrid frequency

Electron plasma frequency

Ion plasma frequency

RHP cut-off frequency

Magnetic flux in inductive plasma; Spatially varying plasma potential
Pitch angle of helical coil in helical resonator

DC conductivity of plasma

Combined ion momentum and charge transfer cross section

- Absorption or emission frequency

Rest absorption or emission frequenc;

Surface coverage .

Electron-neutral collision frequency

Sum of electron-neutral and electron-ion collision frequencies
Effective collision frequency for Landau damping

Total effective collision frequency

Ratio of directed velocity to sheath velocity, 2uf /u;,

Ratio of helicon phase velocity to electron thermal speed, ©/(k; u7.)
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Capacitive RF discharges; (a) plane parallel geometry; (b) coaxial (‘‘hexode’’) geometry.
RF diode physical model.

Some high density remote sources.

Electron-collision rate coefficients in argon gas.

Collisional energy € . lost per electron-ion pair created in argon gas.

Simple model of cylindrical high density plasma source.

Electron temperature T, for a given neutral argon density N and effective plasma size d, g in a low
pressure high density source.

The wall sheath region in a high density source.

A typical high profile ECR system; (a) geometric configuration; (b) axial magnetic field variation,
showing one or more resonance zones.

Typical ECR microwave system.
Microwave field patterns for ECR excitation.

Common ECR configurations; (a) high profile; (b) low profile; (c) low profile with multidipoles; (d)
close-coupled; (d) distributed (DECRY); (€) microwave cavity excited

Basic principle of ECR heating; (a) continuous energy gain for right hand polarization; (b) oscillating
energy gain for left hand polarization; () energy gain in one pass through a resonance zone

K, versus © /o for (a) low density @, < @ and (b) high density ®,, > ©
Parameters for good ECR source operation: Pressure vs. power.

Schematic illustration of circuit used to measure wave electric field amplitude, kindly provided by
Stevens et al. (91).

Electric field amplitude of RHP wave for two different magnetic field configurations. Note that the
wave is damped at the Doppler shifted resonant field of ~ 975 Gauss. Adapted from Ref. (91) with

permission.

Transverse electric fields of helicon modes at five different axial positions; @m=00m=1
(after Chen, 1991).

k R versus k,/k for helicon modes.

Magnetic field amplitude for helicon waves at three different values of Bo/n. Reprinted from Ref.
(84) with permission.

Tlustrating the antenna form = 1 helicon mode excitation (after Boswell et al, 1982).

Tllustrating the quasistatic antenna coupling field E y: (a) ideal and actual field; (b) spatial power spec-
trum of the field.

Measured density as a function of input power for Bo = 80 G at 5 mTorr in argon.
Measured density as a function of magnetic field at a fixed input power. The dashed line represents

_ the resonance condition imposed by the antenna.

Schematic of inductively driven sources in (a) cylindrical and (b) planar geometries.
Equivalent transformer coupled circuit model of an inductive discharge.

Power versus density from the inductive source characteristics (curves) and from the plasma power
balance (straight line). The curves are drawn for different values of the driving current /.
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43.
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Schematic of a helical resonator plasma source.

Axial wavenumber k, versus frequency f for the coax and helix modes, with density n, as a parame-
ter. (O) helix mode, no = 10? cm™3; (O) helix mode, no = 10" cm™3; (+) coax mode, no = 0; (A)
coax mode, ng = 10° cm™3; () coax mode, no = 10" cm™3.

Surface wave dispersion k, versus o for the m = 0 mode.

Tllustrating the determination of the equilibrium density in a surface wave discharge. The high den-
sity intersection of the Py, and P}, gives the equilibrium density (after Moisan and Zakrzewski,
1991).

Density nq and wave power P,, versus z for a typical surface wave source.

Etch rate of SiO, as a function of peak-to-peak bias voltage in helicon discharge through chlorine. A
threshold is clearly observed near 40 V (184). Figure kindly provided by and reprinted with permis-
sion from Plasma Materials and Technology.

Normalized, energy-flux-weighted, (a) cumulative and (b) differential angular distribution functions
vs. incident, polar angle. '

Schematic illustration of gridded energy analyzer used for measurements of ion energy distribution
functions. Reprinted from (199) with permission.

Schematic illustration of apparatus used to measure spatially-resolved ion velocity distribution func-
tions by laser-induced fluorescence (101).

Change in the bombarding ion energy distribution as the wafer-level coil current i, is varied.
Reprinted from (196,197) with permission.

Ton velocity distribution functions at several pressures downstream from (a) N and (b) N,/He ECR
plasmas. Reprinted from (201) with permission.

(a) Average ion velocity along B, v,, measured by Doppler shifted laser-induced fluorescence, ®)
carresponding average energy, "k T,", and (c) perpendicular ion temperature T, , all as a function of
pressure downstream from a N, and N2/He ECR sources. Reprinted from (201) with permission.

Parallel ion velocity distribution functions at different positions from a wafer platen situated down-
stream from an Ar/He ECR source (101).

Simulated plasma potential as a function of axial and radial position for an ECR source. Note the
distributed sheath or potential step from the narrow source region, between axial positions 0 and 40
cm, and the downstream region beyond 40 cm. Reprinted from (195) with permission.

Simulated ionization rate as a function of radial and axial position for the same system as in Fig. 41.
Note the local maximum in the ionization rate where the plasma expands which results from a neutral
density gradient. Reprinted with permission from (195).

Perpendicular ion velocity distribution functions at different radial positions (101). When a collimat-
ing magnetic field is applied (dashed curves), the mean ion velocity is reduced but the spread in ion
energies increases. (a) 0.38 mTorr; (b) 0.82 mTorr.

Ton energy distributions through an rf sheath biased at 0.5 and 20 MHz. Reprinted with permission
from (185).

Variation of maximum ion energy through dc biased sheath as a function of electrode area. Smaller
electrodes exhibit larger variation of ion energy with bias voltage. Reprinted with permission from

. (199).

Equivalent circuit model used to explain distribution of voltages between biased and grounded
sheaths for both low and high frequency.

Displaced atom density, AD 4, for a GaAs surface as a function of ion current density in SF¢ ECR
and RIE plasmas. For the same ion flux, damage in the ECR is significantly reduced presumably
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because of a reduction in ion energy. Reprinted with permission from (220).

Metal oxide nitride silicon (MNOS) device used to measure charging voltage in high efficiency plas-
mas. The flat band voltage shift AV sz depends on the peak voltage, created by charging in the
plasma, across the dielectric. Reprinted with permission from (232).

Leakage current from CMOS inverter circuit as a function of difference in current density from the
center to the edge of an ECR plasma Adapted from Figs. 5 and 6 in (230).

Schematic illustration of how uniformity of plasma current density can induce charging damage.

Dependence of ion current density uniformity on bias frequency in N ECR plasma. Reprinted with
permission from (233).

Cumulative failure rate caused by gate oxide breakdown as a function of bias frequency in an O,
plasma. Reprinted with permission from (233). '
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