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Abstract
Modeling and Analysis of Substrate Coupling in Integrated Circuits
by
Ranjit Gharpurey
Doctor of Philosophy in Engineering- Electrical Engineering and Computer Sciences
University of California at Berkeley

Professor Robert G. Meyer, Chair

Substrate coupling in integrated circuits is the process whereby parasitic current flow in the substrate
electrically couples devices in different parts of the circuit. Higher levels of integration and higher frequen-
cies of operation make the coupling more pronounced in modern circuit realizations. High levels of integra-
tion are desirable in several applications for reducing the overall power dissipation, reducing the number of
components and lowering costs. Portable radio-receivers are an example of such an application. Electrical
coupling in the substrate leads to undesirable interaction between devices which can degrade circuit perfor-
mance. The degradation can manifest itself in several ways. In mixed analog-digital circuits, for example,
the switching-noise generated by digital circuits can be coupled to the sensitive analog circuits through the

substrate.

Performance degradation due to substrate coupling can be addressed at the cm:un-deslgn stage by
including accurate substrate models in circuit simulations. An efficient and elegant technique to model sub-
strate coupling is presented in this dissertation. The technique uses a combination of the classical Green
function approach and the Fast Fourier Transform. The speed of this technique makes it suitable for optimi-
zation of circuit layout for minimization of substrate coupling related effects. The nature of substrate cou-
pling in different types of substrates has been analyzed. The effectiveness of isolation schemes, such as
guard rings, in different types of substrates has also been presented. Several effects of substrate coupling on
circuit performance have been identified and remedies have been suggested. Experimental verification of the

substrate models has been performed.
(Q@r&hﬂ ﬁ 2
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Chapter 1: Introduction

The growth of the personal communications market in recent years has led to a great demand for low-
power radio-frequency circuits with high levels of integration for portability and compact size. Certain
types of circuits have traditionally been built on separate substrates in order to minimize parasitic
interaction between them, for example low-noise amplifiers and switching circuits such as dividers are
traditionally built on separate substrates. Integrating noise-generating circuits an_(_l low-noise circuits on the
same substrate is being currently viewed as a major challenge by circuit designers.

Higher levels of integration have several associated advantages and disadvantages. An obvious
advantage is the reduced package count. This leads to lowered costs and reduced sizes. The power
dissipation can also be reduced as fewer pads and interconnect lines need to be driven, thereby avoiding
the associated capacitance. It may also be possible to improve the high-frequency response of circuits or
even extend the frequency range of circuit performance, as the package interconnect parasitics often
degrade the frequency response at the high-frequency end of the application.

A major disadvantage of integration is the increased interaction between circuits. This interaction can
appear in two major ways. It can occur due to the significant mutual inductance and capacitance which
exist between any two bond-wires and pins in a package. The second method for interaction is through the
common substrate shared by the circuits. The isolation provided by the substrates is non-ideal. Currents
can flow through the substrate due to the nonzero dielectric constants and conductivities of the substrate
materials and couple circuits located in different parts of the substrate.

The problem of substrate coupling is addressed in this research. The sources of coupling are identified
first, and the problem of efficient modeling of substrate coupling is discussed next. As will be discussed
later, substrate coupling is a layout related effect, and the layout needs to be optimized in order to
minimize substrate related noise. Thus any simulation strategy for substrate noise estimation must be
suitable for optimization tasks. Such techniques are presented in Chapter 3. Substrate coupling in different

substrate types and circuit effects of substrate coupling are discussed in Chapter 4. Experimental results are

shown subsequently.



Chapter 2: Injection, Reception and Transmission of Substrate Noise

The cross-sections of two typical substrates currently being used in integrated-circuit manufacturing
are shown in Fig. 1. The substrates shown here are the low impedance and high ixqpedance bulk substrates.
Fig. 1a depicts a high-impedance substrate. These substrates are composed of a lightly-doped bulk region
which is about 200-400 um thick and a thin epi-layer which has a lower resistivity. The low-impedance
substrate consists of a lightly-doped p or n-type epi-layer grown on a heavily-dqped p or n-type bulk. The
bulk is typically 100-400 pm thick, and the epi-layer thickness varies from 5 to 15 pm. The epi-layer
thickness is limited by the upward diffusion of dopants during any high-temperature processing steps.
Typical bulk and epi-layer resistivities are shown in Fig. 1b.

The mechanisms for substrate noise injection and reception in different devices and the transmission

mechanisms in substrates are discussed in this chapter.
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Figure 1a: High-Resistivity Substrate Figure 1b: Low-Resistivity Substrate
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2.0: Injection of Substrate Noise

Different types of active and passive devices used in silicon integrated circuits are shown in Fig. 2.
Typical active devices include bipolar junction transistors, MOS transistors and diodes. Typical passive
devices include resistors, capacitors, inductors and interconnects. Local wells and diffusions are also
shown as passive structures.

2.0.1: Injection Mechanisms in Bipolar Junction Transistors and Diodes
The cross-section of a bipolar npn transistor is shown in Fig. 2a. These devices interact with the

substrate through the collector-to-bulk pn junction capacitance (st). This capacitance is included in circuit

simulators such as SPICE as a model element. It depends on the substrate and collector doping levels, as

well as the bias level of the collector with respect to the substrate and is given by the pn junction

capacitance formula

gt _me | el M
Js 2(q:bi+Vcs) Nc"’NS

where N and Ng are the collector and the substrate doping levels respectively (cm™), W is the built-in



potential of the junction and V is the collector-to-substrate bias voltage. This formula is valid for abrupt
pn junctions. Capacitance expressions for more complex doping profiles are discussed in [1].

Another mechanism for noise injection into the substrate from a bipolar transistor is observed when the
device approaches the saturation region of operation. When the base of the transistor begins to be forward
biased with respect to the collector, the parasitic pnp transistor shown in Fig. 2a begins to enter its forward
active region of operation. The base of the npn device acts as the emitter of the pnp, the collector as its
base and the p-substrate as its collector. The parasitic pnp device is in the cutoff region when the npn
transistor is in the forward-active mode. It can be expected that the forward gain of this device is small,
since the parasitic base (the npn collector) thickness is quite large.

Lateral pnp transistors inject noise into the substrate through the base-to-substrate capacitance (Fig.
2b). In vertical pnp devices the substrate is the collector node (Fig. 2c). Hence these devices can act as
significant substrate noise injectors, and a sufficiently low impedance path must be provided near the
device in order to collect the current [2].

Diodes are typically fabricated by tying together the base and the collector of bipolar npn transistors.
Substrate current injection in these devices takes place through the collector-to-substrate junction
capacitance.

2.0.2: Current Injection due to MOS Devices

MOS devices are shown in Fig. 2d and 2e. The figures depict an n-well process. In such a process,
NMOS devices interact directly with the substrate through the source/drain-to-substrate capacitance,
modeled as CJO and CJSW in SPICE. Additionally, hot-electron effects also cause injection of majority-
carriers into the substrate. Hot-electron effects are observed when the field in the depleted drain-end of the
transistor becomes large enough to cause impact ionization and generate electron-hole pairs. The
dependence of the hot-electron induced substrate current L, on the device operating current is given by

the following semi-analytical expression.

K2
L = Kl (Vds - vdsat) IdexP(—m) @



where I is the drain current, Vy; is the drain-to-source voltage and Vg, is the drain-to-source voltage at
saturation. K, and K; are semi-empirical constants. K, depends on t,, (the oxide thickness) and X; (the

drain junction depth) as

Ko< tor %, 3)
This phenomenon is discussed extensively in [3] and the references contained there. Eq. (3) is derived by
considering the exponential dependence of the carrier ionization-coefficients on the inverse of the
electrical field in the channel. Integrating the substrate current generated per unit length, over the length of
the channel, results in (3). Recent experimental evidence suggests that hot-electron induced substrate
currents are the dominant cause of substrate noise in NMOSFETS up to at least one hundred megahertz [4].

Shorter device channel lengths in future technologies are likely to worsen this problem due to increased

channel fields and smaller t,, and x;.

The nature of current injection due to capacitive coupling and avalanche induced currents is different
because hot-electron induced currents are always injected into the substrate. In a switching CMOS
inverter, hot-electron induced current will be injected into the substrate during both the 0-1 and 1-0
transitions, while the capacitive component of the current will reverse direction during the two edges. As a
consequence, hot-electron induced currents will possess large even-harmonics of the fundamental
switching frequency and a DC component, while the capacitive currents will possess large odd-harmonics,
and no DC component. The presence of a DC component in any substrate current can be potentially very
harmful to circuit operation. In addition to causing a drift in threshold voltages, it can also lead to an
increase in minority-carrier injection into the substrate due to partial forward-biasing of device-to-substrate
junctions.

For small-signal analysis, the effect of the hot-electron induced current can be modeled as a drain-to-

body transconductance gqy, [2] given by

_ lyp - Kzlsub

Sgp = = @
* 3VD (Vds - Vdsa() :

The major effect of this parameter on small-signal circuit analysis is that this term appears in parallel with




the r, of the device and tends to lower the output impedance of the transistor.

Hot-electron induced substrate currents in PMOS devices are considerably smaller than in comparably
sized NMOS devices due to a lower hole ionization-coefficient. Further, PMOS devices in the process
shown here are built in a locally grounded well. Thus it may be expected that PMOS devices cause lower
substrate bounce than comparably sized NMOS devices. This is indeed the case as long as the n-well has a
very good ground contact. If the well potential is allowed to vary with respect to the substrate potential, the
well acts as a large injector, with a large reverse-biased well-to-substrate c‘a'pacitance and can cause
significant substrate noise injection.

In addition to the specific forms of substrate injection present in the active devices discussed above and
in Section 2.0.1, the reverse-biased pn junctions formed by these devices with the substrates also exhibit a
steady DC leakage current. This current consists of carriers which are swept across the depletion barrier in
the direction of the electric field. Electrons are injected into the n-region and holes into the p-region under
the action of the field. Hence the substrate current induced by this mechanism is a majority-carrier drift
current.

2.0.3: Current Injection Mechanisms in Passive On-Chip Components

The passive components in typical processes are shown in Fig. 2f-k. These include resistors, capacitors,
inductors and local diffusions.

Resistors in modern processes are either poly-type or diffused. Poly resistors have a comparatively
smaller parasitic capacitance to the substrate. Thus diffusion resistors inject more noise into the substrate
than poly resistors for the same dimensions. If one end of the resistance is connected to an AC ground then

the current injected into the substrate at low-frequencies, due to a voltage V;, applied at the other end is

given by

1 =, fC amn(fOREL )y ®)

where C is the per unit length capacitance of the resistor, R is the per unit length resistance and L is the

length of the resistance. This equation predicts a > dependence of the injected substrate current at high



frequencies. This formula is obtained by modeling the resistor as a dissipative transmission line.

Capacitors can be either poly-to-poly, metal-to-poly or poly-to-substrate types. Metal-to-metal
capacitors have the largest ratio of the parasitic capacitance to the substrate for a given capacitance. Hence
if these devices are used for implementing large on-chip capacitors, they can act as significant substrate
noise-injectors.

On-chip inductors and interconnects inject noise into the substrate through the parasitic oxide
capacitance with the substrate. The substrate parasitic can lead to lowering of the inductor quality factor.
Thus the substrate loss must be modeled to obtain an accurate prediction of inductor performance.

Local diffusions in the substrate can be p or n-type. N-type diffusions inject noise through a reverse
bias capacitance. P-type diffusions are often used as substrate taps or guard rings. They serve to tie down
the substrate to a desired potential. If designed improperly these diffusions can inject very high levels of
noise into the substrate, as they act as wide ground-planes on the substrate and any voltage bounce on
these diffusions is conveyed throughout their extent on the chip through a very low impedance path. Guard

rings will be discussed in detail in Chapter 4.

2.1: Reception of Substrate Noise

The reception of noise by most devices on the surface takes place through capacitive sensing. This is
true of bipolar transistors, capacitors, resistors and interconnect lines.

The junction with the substrate in lateral pnp devices is formed by the n-type base region. If the pnp
device is used in a gain stage, then the base of the device must be carefully shielded, or connected to a low

impedance node. Otherwise the substrate noise will be amplified by the gain of the circuit.
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Figure 3: Body Effect in MOSFETs



In addition to capacitive pickup through the source and drain depletion junctions, MOS devices also
exhibit a more severe form of substrate interaction due to the body effect. The threshold voltage of an
MOS transistor is a strong function of the substrate potential. For a uniform surface impurity concentration

N,, the dependence of the threshold voltage is given by [2]

/anN
V=Vt C.. A(«/2¢f+VSB' J2T>f) ()
where V, is the threshold voltage, € is the silicon dielectric permittivity, C,y is the per unit area oxide
capacitance, 2¢y is the surface inversion potential and Vg is the source-to-body potential. The body effect

makes the drain current dependent on the substrate potential. This effect can be represented by a linearized

model parameter g, in the small signal device model. The drain current depends on the body-to-source
potential as g;,,vps. As can be seen from Fig. 3, with the gate and the source shorted, a gain stage exists

between the substrate to the drain-node of the MOS transistor. By making suitable approximations it can
be shown that [2]
Smb /2qu A

cmb o N A )
Bm  2C, 20+ Vg

where g, is the small-signal transconductance of the device. The parameter g, relates the drain current to
the gate-to-source voltage. In typical processes the above ratio varies from 0.1 to 0.3. The parasitic body-
to-drain gain is thus lower than the gate-to-drain gain by a factor of 14-20 dB only.

The body effect in MOSFETs makes these devices especially vulnerable to substrate noise reception.
‘While the capacitive pickup, exhibited by most other devices, becomes significant only at relatively high
frequencies (above a MHz), the body effect can be an issue at low frequencies.

2.2: Transmission of Substrate Noise

Substrates act as the media for coupling of noise from one device to another. Thus in order to
understand the phenomenon of substrate coupling, it is essential to determine the dominant mechanisms
for current flow in the substrates and their dependence on the various substrate material parameters.

Efficient models for the substrate, which use this information, are developed in the next chapter.
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2.2.0: Simple Substrate Models

If the substrate is modeled as a lossy dielectric, then the distributed form of Ohm’s law shown below is

applicable to the substrate.

J = (6+jwe)E ®)

where J is the current density in the substrate (A/cmz), E is the electric field (V/cm), ¢ is the conductivity
and ¢ is the dielectric permittivity of silicon. For a first order calculation of the substrate impedance, using
typical material resistivities (ImQ-cm to 20Q-cm), it may be adequate to céﬂsider the substrate to be
simply a distributed resistance. This is certainly true for frequencies up to 2GHz, since the susceptance
term ‘we’ is approximately 75Q-cm at this frequency. The conductivity ¢ depends on the carrier
concentration ‘p’ and the mobility ‘W’ as 6=pqj, and hence is a function of the doping profiles in the
substrate.

The above model considers current flow only due to drift (field induced) currents. This model would be
sufficient for low-level majority-carrier conduction.

The flow of minority-carriers is considerably more complex than the simple majority-carrier case

considered above. The motion of the excess carriers is dictated by the following transport equations.

on

-a—tl =D, V2, +VOJn—n—: (9a)
ap p

.é_t.l = Dp‘Vzpl-Von--Tl (9b)

Dy and D, are the diffusion constants, J, and J, are the drift current terms (=G, pE), 7 is the carrier
recombination time and p; and n, are the excess carrier concentrations over the thermal equilibrium values.
Minority-carriers, once injected into the substrate, can exist for long periods of time (carrier lifetime)
and cause significant local variations in conductivity. However a large injection of minority-carriers into
the substrate usually indicates a fault condition, as this occurs when a device-to-substrate junction is turned
on. Hence to model substrate cross-talk we only consider the drift-induced substrate currents given by (8).

Computation of minority-carrier flow in the substrate requires the solution of the time-dependent-
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diffusion-equations (9a and 9b). This can be computationally expensive even for a single device. The
solution of (9a) and (9b) in large-scale substrate simulations is not currently feasible due to computational
constraints.
2.2.1: High-Frequency Characterization of Substrates

At frequencies above 4-5 GHz, the error in the electrostatic assumption made above may not be
tolerable. At these frequencies a correct model of the substrate can be obtained only by solving Maxwell’s
equations in the substrates. The problem is made more complex by the fact that coupling through the
substrate may no longer be the dominant parasitic. Considerable energy flow takes place through the oxide
layers and even through the package. Thus at these frequencies it is insufficient to consider the substrate as
a distinct medium for energy flow. However, it can be expected that the results of the simple first-order
calculations will provide good indicators for design even at frequencies where some of the assumptions of

the model begin to fail. For the purpose of fast parasitic extraction, it often becomes necessary to sacrifice

W
—
Interconnect
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B Silicon

Figure 4: Interconnect in an IC
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Figure 5: Transmission Modes in an Interconnect Line
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accuracy by ignoring some of the more detailed features of the governing equations.

In a related problem, the behavior of an interconnect over the SiO,-Si system (Fig. 4) is considered.
This problem is not the same as the substrate problem considered here but sheds light on the high-
frequency behavior of the substrate.

Depending on the frequency of the signal, three different modes can be observed in the substrate [5].
These modes are the quasi-TEM modes, the slow-wave modes and the skin-effect modes. The quasi-TEM

modes exist when the susceptibility of the silicon layer is much higher than its conductivity. The Si0,-Si

multilayered media behave like a multilayered dielectric. The skin-effect modes also appear at high
frequencies, when the vertical dimensions of the Si layers become comparable to the skin depth. At
frequencies where these modes are not dominant, the substrate can be modeled as a distributed resistance.
In [5] the authors consider a wide interconnect line to simplify the analysis, and use the transverse
resonance technique to analyze the fundamental TM mode.

The circuit models for the interconnects are shown in Fig. 5. The interesting feature in the model is that
the model closely follows what can be expected from an electrostatic analysis. The models for the slow-
wave mode and the quasi-TEM mode include the substrate effects as a distributed resistance. In the skin-
effect mode the substrate acts as a thin lossy ground-plane. The skin-effect mode is dominant at
frequencies over 1GHz in substrates with resistivities less than 0.01 Q~cm. Substrates with resistivities
greater than this value exhibit the other two modes, with the quasi-TEM mode dominating at higher

frequencies.
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Chapter 3: Modeling of Substrate Coupling in Integrated Circuits

Efficient techniques are presented in this chapter for modeling the effects of the finite and distributed
substrate impedance in circuit simulators. It is desirable to predict the degree of coupling in any circuit at
the design stage. Further, as will be discussed later, substrate coupling is closely related to circuit layout.
In many design tasks layout optimization may be required to minimize the substrate parasitic. Thus a
substrate modeling tool should ideally be efficient enough to be used in optimization tasks.

Certain approximations are necessary in most analyses in order to obtain reasonable computation time
or to reduce memory requirements on the computer. Trade-offs between accuracy and simulation time are
inevitable, as low computation times are usually achieved by ignoring some of the second-order effects in
the simulation. Some of the approximations made in the substrate simulator are discussed in the first
section of the chapter.

Two simulation techniques are presented in the subsequent sections. The first is a numerical technique
and the second uses an integral-equation formulation for extracting the substrate model. In both the
techniques a lumped equivalent macromodel representing the substrate is extracted by solving the
differential equations representing the medium. The lumped macromodel relates the voltage and the
current vectors at the substrate contacts.

A comparison of the techniques in terms of memory, computation time and accuracy is made at the end
of this chapter. It is shown in this section that the Integral-Equation technique is preferable since the
substrate simulator should be suitable to be used in layout optimization. In fact this technique can be
significantly faster than the purely numerical (finite-difference) based methods and is chosen as the basis

for the simulator applications shown in the next chapter.
3.0: Approximations made in the Analysis
Several approximations must be made in order to extract the macromodel in a reasonable amount of

time. The approximations involved, their validity and the point at which the approximations fail are

discussed below.
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3.0.1: The Electrostatic Assumption

The first approximation involved is that of considering only the electrostatic limit of the Maxwell’s
equations. This approximation is accurate at low frequencies but it fails at frequencies above 4-5GHz in
typical silicon substrates as discussed in the previous chapter. This approximation is valid in integrated
circuit substrates because the dimensions of the substrates are typically much smaller than the smallest
electrical wavelengths. Thus distributed effects are not observed in the substrates.

Typically the first deviations from the electrostatic model will occur when the vertical dimensions of
the substrates become comparable to the skin depth in the medium. If the substrate conductivity is much
larger than the susceptibility, then the electrostatic model of the substrate simply involves resistors. The
skin-effect makes the resistance between two contacts on the surface frequency-dependent and also leads
to the appearance of a significant inductive reactance term in the contact-to-contact impedance. An
example of this behavior in circular metal wires is shown in [6]. At very low frequencies the current is
almost uniformly distributed over the cross-section of the wire and the resistive and the reactive parts of

the per unit length impedance are given by

Ry = nl Xjs = ok (10)

and at very high frequencies the impedance terms are given by

Ry = X, = ( "”T“p)x (2n1) (11)

where  is the frequency in rad-s’1, p is the resistivity, j is the magnetic permeability and r is the radius of
the wire.
The low-frequency values accurately represent the impedance until the frequency at which the radius of

the wire equals the skin depth. Beyond this frequency, the resistive term tends to increase. The self-

inductive term increases as {5, which implies that the inductance of the wire decreases. This decrease is
due to constriction of the current towards the circumference of the wire. The key inference is that the DC
formulas suffice for first-order impedance estimates at most frequencies of interest.

The computational simplification achieved from the electrostatic assumption is enormous. Solution of
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the Maxwell equations in the substrate involves the solution of two inhomogeneous wave equations [7]. In
the electrostatic approximation the scalar potential in the substrate satisfies the Laplace equation, and very
efficient numerical techniques for parasitic extraction can be developed.

The electrostatic assumption also simplifies the boundary conditions to be used in the problem. The
simplest boundary conditions in the substrate shown in Fig. 1 would be Neumann (zero normal E-field) on
the top and the sides of the substrate, and Dirichlet (zero potential) on the backplane to model the header
metal present in most IC packages. These boundary conditions tend to fail at véry high frequencies when
the package and the oxide isolation layers become significant paths for energy flow. At even higher
frequencies the free-space boundary conditions may be required, as there could be radiation from the
substrate. As may be expected, the solution of the Maxwell’s equations for a complex structure as the IC
substrate is far from trivial and may even be impossible on present day workstations due to computation-
time and memory constraints.

3.0.2: The Assumption of Linearity

The conductivity of the silicon substrate is dependent on the electric field in the substrate. Thus the
current-field relationship is nonlinear in silicon. This effect becomes significant at high-fields or at high
current densities. The injection of minority-carriers can also make the conductivity time, location and field
dependent. As discussed in the previous chapter minority-carrier leakage is avoided by reverse-biasing the
device-substrate junctions.

The conductivity of the silicon layers is assumed to be a constant, independent of the field. It is also
assumed to be isotropic. Several nonlinear effects are considered in device simulators. These tools,
however, are completely unsuitable for parasitic extraction due to the large computation times involved in
even one or two device problems.

3.0.3: The Assumption of Equipotentials

The device-to-substrate junctions are treated as equipotential contacts with the surface. A more

accurate model of the junction would consider the device-to-substrate junction as a depleted

semiconductor region (a dielectric). This model is difficult to implement in a fast substrate noise simulator,
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since the extent of the depletion region depends on the voltage across the junction.

The magnitude of the error from this approximation is reduced considerably due to the small
dimensions of the devices compared to the substrate. Thus, while the instantaneous variations of the
voltage across the reverse-biased junction may change the value of the depletion capacitance considerably,
the change in the value of the substrate model impedance values is expected to be small (Fig. 6). The

nonlinear behavior of the junction capacitors is included in circuit simulators such as SPICE.

Nonlinear device-to-
substrate capacitance.
d Strongly dependent on &

d<<d Substrate impedance model

Figure 6: Bias Dependence of the Substrate Impedance
3.1: A Numerical Technique for Extraction of Substrate Models

In the electrostatic case, extraction of the substrate macromodel requires the solution of the Laplace
equation in the substrate. Solution of partial differential equations by the use of numerical techniques has
been studied extensively and has been presented by several authors ([8], [9]). These techniques usually
involve approximating the differential equations of the system by difference equations. The resulting
matrix is then solved using a method which is appropriate for the matrix size involved. Different iteration
techniques, suitable for solution of the matrices in this case will be discussed in this section.

3.1.1: The Laplace Equation and Kirchoff’s Laws
In the electrostatic case, the potential ¢ in the medium can be obtained by the solution of the Laplace

equation subject to the given boundary conditions.

Vip =0 (12)
The boundary conditions may be of the Dirichlet (potential specified), Neumann (field specified) or the

mixed types, where the potential is specified over part of the boundary and the field over the rest.
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In the rectangular coordinate system, the Laplace equation is given by

2 2

9 0d¢ 2
—St—s+
ox° 9y 9z

Since substrate geometries conform to this coordinate system, the Laplace equation will be considered in

*5.9

=0 (13)

[

this form. Rewriting the second order derivative in x in the difference form one obtains

2

29 _ Pivtjk* Pio1,i k™ 2Pk . %
2 2

ox A’

and similarly for the other partial derivative terms. 4; is the step size in the X-direction. ¢;;y is the
potential at the (i, j, k) point on the grid.
As can be expected, Kirchoff’s laws for linear circuit analysis provide the above relation too, if the

substrate is idealized as a linearized resistive mesh as shown in Fig. 7 below.
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Figure 7: Representation of the Substrate by a Mesh
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Each of the faces of the subdivisions of the substrate is considered to be equipotential. If the currents

atnode (i, j, k) are summed in the grid shown in Fig. 7, then the equation for the grid voltages reads

@ik~ Ptk Pk~ Pi-1,j,k ®ijk— P+ 1,k Pk~ Pij-1k
2AjAkT + 2AjAk—!—p ry +2A4, 7 +2AA, oA, +
Pk~ Pijk+1 Pii k= k-1 _
24,8, =2 A "y =0 (15)

Dividing throughout by 2A;A;A/p, we get the Laplace equation shown earlier. Rewriting the above

equation in terms of the potential ¢y we get

Pi—ik Pij-1x Pijx-1 (2 2 2) Pierjk_ Pijerk Pijke1
LR L L ERAT L LR Y [P rat. A I S s - =0 (16)
R, R, R, R, R R JNITTR R, R,

The Kirchoff’s law is solved in the substrate to reduce the distributed resistance of the substrate to lumped
equivalents. The surface contacts are considered to be equipotentials as discussed in Section 3.0.3. Thus
the model for the three-contact problem shown in Fig. 8a, in the presence of a backplane, consists of six
resistors as shown in Fig. 8b. In order to extract the individual resistors shown in Fig. 8b, one contact is set
at a unit potential, while the others are at ground. The inverse of the current exiting at any of the grounded

contacts yields the resistance from the contact at unit potential to that contact.

g (backplane)

Figure 8a: Three-Contact Substrate Problem Figure 8b: Model of the Substrate Problem
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The steps involved in the extraction of the substrate model can be summarized as follows:
1] Determine a satisfactory grid representing the substrate as in Fig. 7.
2] Set up the node voltage equations as in (16).
3] Set one contact at 1V and all others at zero.
4] Solve the system of equations for the node voltages.
5] Determine the currents exiting each contact at ground potential and calculate the resistance from
contact -to-contact.

The node voltage equations can be written in a matrix form

[allg] = [o an

where the elements of [A] are the conductances associated with the nodes and [b] is the source voltage
matrix. The nodes of the grid which lie in the region of the surface contact, form the source matrix [b]. [¢]
is the matrix of the node voltages.The matrix [A] is sparse. In fact, no more than seven elements in any
row can be nonzero. It is also diagonally-dominant, symmetric and positive definite.

Determining a suitable grid for the substrate is a difficult problem. If the number of the surface contacts

is large or the dimensions of the contacts are small, then using a uniform grid may not be practical. For

example, if the minimum contact size is Spm on a lOOO*lOOO*SOOum3 substrate, the number of grid
points, assuming a uniform grid, will be at least 200¥200*100 that is four million. This can lead to
prohibitive matrix sizes, depending on the technique used for the matrix solution.

A common strategy to deal with this problem is to make the grid dense in the areas where the variation
in the potential is expected to be large and make the grid coarse where the potential variation is small. For
example, the grid may be made dense around sharp corners, or in the vicinity of contacts, and coarse in
regions away from the contacts.

This scheme helps reduce the size of the matrices involved. The problem with the technique is that it is
difficult to determine beforehand the regions where the field is high. Some heuristic guidelines based on
distance to the contacts etc. may be developed and implemented in the simulation tool. Another approach

is to use progressively denser grids until the error is tolerable. This may not always be a good solution



20

since it may require considerable computation too.

The next step in the process is the solution of (17). This is the computationally intensive step in the
problem. Several algorithms exist for the solution of sparse linear systems of equations. Some of these
techniques will be discussed next.

3.1.2: Direct Techniques for Solution of the Linear System

Direct techniques for solution of a linear system of equations [A][X]=[b] include Gaussian elimination
and LU factorization. These techniques are unsuitable for solving the substrate problem. Although
substrate conductance matrices are sparse as stated earlier, the matrices can be of a very large order and the
solution techniques used must be able to exploit sparsity in order to avoid excessive demands on the
computer storage.

If the grid used to represent the substrate has N,, Ny and N, points in the X, Y, Z directions
respectively, and the grid is numbered in a (X, Y, Z) sequence, then the matrix A has the structure shown

below.

The bandwidth of the matrix is 2NxNy. If LU factorization is used on this matrix, [L] and [U] will both
have a bandwidth of NyN,, with all the upper entries of L and all the lower entries of U equal to zero.

However LU factorization will not preserve sparsity within the band. The total storage requirement will

grow from approximately 7N,NyN, to (N,Ny)NyN,N,, which may be prohibitive. In such cases, the
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iterative techniques presented below are found to be more suitable.
3.1.3: Simple Iterative Techniques

Iterative techniques used in the solution of sparse matrices have been discussed extensively in the past
[9]. Iterative techniques have the advantage that they work with the system matrix, without modifying the
matrix significantly. If the matrix is sparse to begin with, the sparsity is preserved throughout the solution
procedure. Iterative techniques generally start with an initial approximation to the solution vector. The
technique converges towards the solution vector, through a sequence of iterative steps. The convergence is
asymptotic and an infinite number of iterations are required to converge to the solution vector. In practice,
however, a fairly good approximation to the correct solution can be achieved by truncating the iteration
once a pre-decided error threshold is reached.

In this section, four iterative techniques are presented. These techniques typify the solution strategies
employed in a wide cross-section of iterative schemes. The convergence analysis for these and other
schemes have been presented in [8], [9] and [10].

Jacobi’s d and The -Siede] Relaxation Scheme

The simplest iterative technique for solution of [A])[X]=[b] is the Jacobi’s method. In this method a

sequence of vectors approximating the solution vector are obtained as follows. The i-th unknown x; can be

rewritten in terms of a;; and b; as

N
- z .aijxj+bi
X = _1=_1..|m_;(aii¢o) (18)

1
G

If [X]° is a first approximation to the solution vector [X], then the elements of the (k+1)-th approximation

k+1

vector [X]*"" can be written in terms of the previous vectors as

N k
- z 3 +b,

k+1 ieliwi
- = 1
A ma (19)

1

If [X]X -> [X] as k — o, then [X] is the solution vector of the above system of equations. This technique

is slow to converge and other techniques are usually preferred for faster convergence.
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If the matrix A is split as A= D(L+I+U) where [D] is a diagonal matrix with [D};; = a; then the above

equation can be rewritten as

x1**! = —@w+u) x1%+07 1) . (20
The matrix (L+U) is referred to as B and is known as the iteration matrix of the technique. Each iterative

method has a unique iteration matrix. If A, is the eigenvalue of B with the largest modulus (the spectral-

radius), then it can be shown that after k-iterations, where k is large,

[X) - [X) =2 _* 1)

If k; more iterations are required to reduce the amplitude of the dominant eigenvector by a factor 10,

then we must have

o <107 22)

or

n
K2y @3)

The term in the denominator is referred to as the asymptotic rate-of-convergence of the technique. The
asymptotic rate-of-convergence can be determined for several iterative schemes. The closer the spectral-
radius is to the unit-circle in the complex plane, the slower is the rate of convergence. While the
asymptotic rate-of-convergence is a good figure of merit for comparing different techniques, it should be
used with caution [9]. Other convergence estimators are discussed in {8].

The spectral-radius is difficult to estimate in most problems. An estimate for the spectral-radius for the
solution of the Laplace equation in two-dimensions with Dirichlet boundary conditions is presented in [8]
for Jacobi’s method. The grid considered there is uniform in the X and the Y directions with I and J

divisions in the two dimensions respectively. For this problem, for large I and J the spectral-radius varies as

A,=1- -(-15 + l)nz (24)
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The asymptotic convergence rate is given by

Ir1 1Y\ 2
R = -(—+—)n 25)
dp 2
The spectral-radius rapidly approaches unity and the convergence rate tends to zero, as the minimum grid
spacing becomes smaller.

The Gauss-Siedel method is obtained from the Jacobi’s method by using the most updated vector
values that is

j<i jSN .
-y aijx;‘” - Y gy ke +b,

k+1 ; i=i ijxj
X: - _i=1 j=i+] . (26)

1
8

The (k+1)-th update can be expressed in terms of the D, L and U matrices as

x1%*! = ¥t leu g f+ 07 b) QD

which implies

k+

x1**' = - g+ lumxp ke (1+L)“(D“ [b]) (28)

Thus the iteration matrix for this method is (I+L)1U. The Gauss-Siedel method has twice the rate of
convergence of the Jacobi method for the two-dimensional Laplace equation considered previously.

These methods are of academic interest as they are slow to converge. However these techniques are
important as more efficient techniques can be derived from these by simple modifications. One such
important class of techniques is presented next.

e Si us-Over- i ethod
This method is considerably faster than the previous two methods and is a variant the Gauss-Siedel

scheme. If [X'J¥*! is the (k+1)-th vector estimate computed using the Gauss-Siedel scheme, then the (k+1)-

th term for this method ([X]k'”) is computed by the following formula

1! = e et - 1x1¥) 29)
The method converges for B between 0 and 2. Values between 1 and 2 lead to an acceleration of the
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technique. The convergence is the fastest at an optimum value of B, but it is very difficult to determine the
precise value beforehand.

This technique was implemented for solving the substrate mesh equations. It was found that for
typical problems with approximately one hundred thousand node points, the optimum value of the
relaxation parameter was between 1.9 and 1.95.

The Conjugate Gradient Algorithm

The advantage of iterative algorithms over direct techniques such as Gaussian elimination lies in the
fact that these techniques exploit sparsity well. A direct method with a similar property is the Conjugate
Gradient algorithm [10]. This technique tries to find the solution of {A][x]=[b] by minimizing the function
(1/2)[xT][A][x]-[b][x]. In this technique, as in the iterative techniques discussed above, an approximate

vector [xK] is iterated until it converges to [x]. The advantage of the technique is that it is bound to
converge in at most N iterations where N is the size of matrix A.

Several additional techniques exist for efficient solution of sparse matrices. Many of these rely on
determining a suitable iteration matrix for the problem. One such technique uses a combination of an
iterative method and the Conjugate Gradient Algorithm discussed above [11]. The method is faster than
SOR but requires more storage. This technique was used for solving the substrate problem recently [12].

The iterative schemes discussed above are the only practical techniques for solving the large matrices
which result from the finite differences technique. However, despite all of the simplifying assumptions
made earlier in Section 3.0, the solution of substrate problems with more than ten-to-twenty contacts
becomes impractical as discussed later. Due to this reason the finite-differences technique was not used for
substrate parasitic extraction.

3.1.4: Modeling the Frequency-Dependence of Substrates

The problem of the determining the frequency response of the substrate has been analyzed in [12].
Before discussing the technique presented there, the frequency response of two different types of
substrates is analyzed. These are the uniform (single-resistivity), and the low-impedance substrates shown

in Fig. 1b. For a uniform substrate, the frequency dependent model for the substrate can be determined
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trivially, since the substrate has a single RC time constant. Therefore in these substrates, a model such as
in Fig. 8b should be modified to include a parallel capacitance per resistance. The value of this capacitance
is such that the RC product equals the dielectric relaxation time-constant of the substrate (pe). The case of
the low-impedance substrate can also be analyzed similarly, if the low-resistivity bulk is treated as a single
node. In that case, the resistors in the model would again be replaced by an RC parallel combination such
that the RC product equals the relaxation time constant of the high-resistivity epi-layer.

The substrate model behavior with respect to frequency is quite complex for more complicated
substrate cross-sections, as the different layers of silicon have different time constants. A technique known
as Asymptotic Waveform Evaluation (AWE) has recently been applied to the problem in [12]. AWE
constructs an approximate representation of the frequency response of a circuit by selecting an appropriate
low-order transfer function to model the circuit.

AWE determines the frequency response of a circuit by a two-step process. The first involves
extracting the moments of the circuit and the second involves matching these moments to a low-order
transfer function. The second process is done by use of the Pade approximation. A discussion of this
technique is presented in [13].

Once a low order transfer function has been found for the circuit, the time response with an arbitrary
time input such as a step or an exponential, may be found by multiplying the s-domain representation of
the input with the transfer function and performing an inverse Laplace transform.

While this technique is elegant in its approach, the utility of its use in substrate modeling problems, as
discussed in [12], is questionable. The principal reason is that with typical substrate doping levels, the
substrate impedance in silicon is dominated by the conductance and not the susceptance up to 4-5GHz. For
substrates with higher doping levels (or higher conductivity), this frequency is higher. However the
appearance of the skin-effect modes in high-conductivity substrates at these frequencies complicates the
modeling problem. This issue is not addressed in [12]. Thus for most substrate modeling tasks, the
additional computational complexity of AWE over a simple electrostatic model may not be justifiable. The

authors reach a similar conclusion in [14].
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3.2: An Integral-Equation-based approach to Substrate Modeling

In this section a fast and efficient technique for substrate modeling problems is presented. This
technique relies on the electrostatic Green function in the substrate medium and the Fast Fourier
Transform algorithm. Green functions have been used extensively for capacitancé extraction in dielectric
media in the past. This section begins with a discussion of classical techniques for determining the
potential and the fields in electrostatic problems. The method of conformal mapping is discussed at first.
The Green function technique is discussed subsequently. Discussion of this technique is divided into two
subsections. The first presents the concept of Green function as applied to electrostatic problems and
demonstrates two schemes for determining the Green functions in the medium. These are the method of
images and the separation-of-variables (SOV) techniques. The utility of the Green function for capacitance
extraction is discussed next. The Green function for the electrostatic substrate model is presented next. A
substrate parasitic extractor using this form of the Green function and the Fast Fourier Transform (FFT)
algorithm is discussed in the subsequent section.

The following section discusses the matrix operations performed in the simulator. The Sherman-
Morrison formula for matrix inversion can be applied to the substrate problem to handle optimization
related tasks efficiently. Improvements to the technique are discussed at the end of this section.

3.2.1: Techniques for Solution of Electrostatic Problems

Electrostatic problems appear in many practical modeling tasks. Examples include capacitor estimation
on PC boards, or derivation of the current-voltage relations in semiconductor devices. These problems
involve the solution of the Laplace equation or the Poisson equation in the medium, subject to the given
boundary conditions.

The differential form of the Gauss’s law relates the potential function ¢ to the free charge density p

through the following partial differential equation

Vee (V§) = —p (30)
The dielectric constant € is a measure of the polarizability of the medium [7] and can be considered to be

an isotropic quantity in most modeling problems. If, in addition, the material is homogeneous as well, the
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above equation can be rewritten to obtain the Poisson equation shown on the next page.

Vo = - (31

™o

In addition to a knowledge of the dielectric constant of the medium and the free-charge density, the
boundary conditions in the medium must be specified for a solution of the problem. These can be of three
types. In the first type the potential is specified on the boundary (Dirichlet conditions), in the second case
the field (gradient of the potential) is specified on the boundary (Neumann conditions) and in the third case
potential is specified over part of the boundary and the field over the remaining portion (the mixed
boundary conditions). The uniqueness theorem of electrostatics [7] assures the existence of a unique
solution to the Poisson equation in the presence of these three types of boundary conditions. The fourth
possibility, in which both the potential and its gradient is specified over the entire boundary, does not
possess a unique solution in the case of closed boundaries.

In the absence of free charges the Poisson equation is transformed into the Laplace equation with the
right hand side of (31) being set identically to zero. The problem central to electrostatics is to determine
the solution of (31) given the charge density p.
3.2.1.1: Conformal Mapping

The conformal mapping technique is useful in two-dimensional electrostatic problems. Due to this
limitation it has not been a popular modeling procedure, except in certain cases where the behavior of the
potential function may be essentially considered two-dimensional even though the problem is three-
dimensional, for example for calculating fringing fields in a parallel plate capacitor [6].

This technique involves determining an analytic function F of the complex variable z, which maps the
complex Z plane (or the XY plane) onto another plane W such that W=F(z). Since F is analytic, the real

and imaginary parts of W, say u and v respectively, must satisfy the Cauchy-Riemann conditions

du _dv oJu _ ov

9x 9dy dy  ox

Consequently, u and v must satisfy the Laplace equation and can be used to represent the potential and

(32)

field functions in the Z plane.



28

The analyticity of F also assures that the angle between any two intersecting curves in the XY plane
will be preserved in the u-v plane as well. If F is chosen appropriately, it is possible to transform a problem
involving uniform fields in the u-v plane, to the XY plane, such that the boundary conditions are satisfied
in the XY plane. The angle preserving property of the transformation guarantees the orthogonality of the
potential and field curves (i.e. between the constant u and constant v lines) in the XY plane as well.

The main problem in this technique is determining the function F with the necessary properties.
Experience and intuition are often the guiding factors in this process. One class of transformations which

has been found very useful in some microstrip related problems is the Schwarz transformations for

polygons.
3.2.1.2: Integral Solutions for Potential

The image-based techniques and the SOV technique can both be related to the potential of a point
charge in the medium. The potential of a point charge in a medium is known as the Green function of the
medium. In this section, the concept of the Green functions as applicable to electrostatic problems is
discussed. Green functions are useful as solution techniques in many problems such as full-
electromagnetic calculations [15] or diffusion problems.

Consider two arbitrary scalar fields ¢ and y defined in a volume V bounded by a surface S. The

divergence of the vector fields $Vy and yV¢ is given by

Ve (oVy) = ¢V2y + Vye Vo (33)
and
Ve (yV9) = yV2+Vye Vo (34)
respectively.
Subtracting (34) from (33) one has
Ve (¢Vy) - Ve(yVh) = ¢V2y-yVZ (35)

Integrating both sides of (35) over volume V and applying the divergence theorem one has
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[ Ov2y -y av = §oVy-yve) onds = §62 -y )as (36)
v 5 s
where fi is the unit outward normal vector to the surface S enclosing the volume V.

Let ¢ be the potential resulting from a localized charge density p(r'), and W be the potential due to a point
charge placed at a point r'. The potential functions are related to the charge densities by the Poisson

equation. Thus

v = -£ @7
and
2 w _ O(r=1)
Vi (r,r) = — (38)
Resubstituting the Poisson equation into (36) and using r' as the integration variable, one has
o = [pP(IV(L) dr+ s§(wg’—;— ¢g—‘:)d5' (39)
v s

¢(r) is the potential at point r due to the charge p(r"). y(r, r') is the potential in the medium due to a point
charge placed at r' and is known as the Green function. It depends on the coordinates of the observation
point r and also the source point r'. The above is a convolution relationship, which relates the known
density p(r') to the potential function ¢(r) by convolution with the Green function.

If the Green function is known, (39) provides a technique for determining the potential at any point in
the volume V due to a known arbitrarily distributed charge density. The method of images and the SOV
technique are two different approaches to evaluating the Green function.

In the absence of any boundaries, that is in the free-space case, the function y(r, r') reduces to
1/ (4ne|{' - :f'|) , Where r is the observation point and r' is the source point. In this case, if the field term in

the surface integral falls faster than r'! at large distances from the source, then as the surface S is taken to
infinity, the surface integral term vanishes and the potential function ¢(r) is related to the charge density

through the well known relation
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o) = lﬁ%ﬂcﬁf (40)
The function (r, r'), in the presence of finite boundaries can be thought off as consisting of two parts, the
first is the free-space Green function and the second is the potential due to charggs outside the volume V,
distributed so that the required boundary conditions are satisfied on S [7].

The Method of Images

The method of images is a simple technique to determine the Green function. In this method, point
charges are distributed in space in order to achieve the required boundary conditions.

To illustrate this technique we consider a simple example where the Green function in the volume
enclosed by two ground-planes inclined at an angle , is to be found. (Fig. 9)

If 271/6 is an integral value (e.g. six in Fig. 9), then the image charges for Dirichlet boundary conditions
can be found by dividing the entire plane into 27/6 divisions and placing image charges as shown in Fig. 9.
The potential at any point ‘r’ in the enclosed region can be found by summing the potential contributions
due to each point charge. The interpretation of the Green function given in the last paragraph of the
previous subsection can be clearly understood in this example. The charges outside of the volume enclosed
by the planes A and B are placed so as to obtain the necessary boundary conditions on A and B.

The method of images can be extended to problems with dielectrics as well. Shown in Fig. 10 are the

image charges required to represent the potential due to a charge Q inside the medium of dielectric

-q(5)

o)

\* -q(1)

A

-9(3)
+q (4)

Figure 9: The Inclined-Plane Problem
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constant €, in the presence of a ground-plane. The image charges shown give the potential at any point

inside the medium 2 by the formula

&) ‘s § s ' 1)

where r', is the location of the n-th image charge. The images are determined by first finding the image at
the dielectric interface, next reflecting the images in the ground-plane and so forth.

In the presence of multiple dielectrics, the method of images leads to several nested infinite-series. In
fact the method becomes unusable beyond three or four dielectrics, as the image charges in an N-layer

medium consist of N-1 nested summations, with each summation index going to infinity. This problem is

K%Q q

-kQ .

Medium 1 (&) §

KQ

Medium 2 (g,) Q ¢
1 ‘
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kK ¢

KRQ ¢

Figure 10: Two-Layer Dielectric Problem
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worse in finite-boundary problems, as the images are required to match the boundary conditions on the
side faces of the medium which adds more levels of nested summations.

Ref. [16] demonstrates a scheme to avoid the multiple levels of nesting. In this reference, the authors
replace the surface of each dielectric layer with a charge sheet to model its effect. This technique however
increases the size of the matrix relating the potential and the charge and requires higher inversion time.

The Separation-of-Variables Technique

The separation-of-variables technique is a classical tool of electromagnetic theory which has been
utilized for analyzing problems long before the advent of modern digital computers. In this method, the
partial differential equation representing the action of the Laplacian operator on the potential is reduced to
ordinary differential equations in the coordinate system of choice. The technique relies on the assumption
that the potential can be represented as a product of functions, each dependent on a fewer number of
coordinate variables than the overall potential function. For example, consider the Laplace equation in the

rectangular coordinate system. We have

2 2 2
vzp=28,2¢,90 42)
9x° 9y~ 9z
If we assume that
¢(x,y,2) = X(x)Y(¥)Z(2) (43)

then we can separate the Laplace equation as

2 2 2
1dX 1dY 147
Xax’ Ydy2 24

o
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Since the second derivatives of X, Y and Z must depend on x, y and z respectively, each of these terms

must be equal to a constant. If we set

2 2 2
1dX __21dY _ @21dZ_.2

= =0 ; K = 'Y
Xax? Ydy2 Z4?

45)

where o + Bz = 'yz, then it can be seen that the solutions for X and Y are of the form exp (*iox)

exp (£iBy) and that for Z is of the form exp (+yz) . Using this information and the knowledge of the
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boundary conditions, it is possible to find a solution for ¢ from X, Y and Z.

The SOV technique in different coordinate systems is discussed in [7]. The potential in the cylindrical
coordinate system can be expanded in terms of Bessel functions. In spherical coordinates, the potential can
be expressed in terms of Legendre polynomials. These solutions are not discussed here. Substrate
geometries in semiconductors conform to the rectangular system. Further, expansions based on Bessel
functions or the Legendre polynomials are computationally time consuming, and these functions are not an
attractive choice as basis functions.

In order to compute the potential due to a point charge in the rectangular coordinate system, one can
resort to two techniques. The first technique involves integrating over the point source discontinuity, and
matching potential and field boundary conditions in the plane of the point charge. The second technique
involves expressing the potential as an eigenfunction summation [7]. The second method can be
considerably slower to converge than the former and is not discussed. A discussion of the first technique is
reserved until Section 3.2.3, in which the Green function is derived for the substrate problem using this
technique.

3.2.2: Use of the Green Function for Parasitic Extraction

Once the Green function of the medium has been determined by using either of the techniques
discussed above, it is possible to compute the potential resulting from any known charge distribution in the
substrate. The use of the Green function for parasitic extraction is demonstrated by using the example in
Fig. 11. Fig. 11 considers a single-layer dielectric of infinite lateral extent and a finite thickness ‘d’. Two
contacts are defined on the surface, and the equivalent capacitances between the two surface contacts are
to be determined. It is assumed that the Green function G(r, r') is already known.

If the contacts are treated as equipotential boundaries on part of the surface, the problem would be a
mixed boundary value problem, with the normal field specified on part of the surface and the potential on
the rest. This class of problems possesses a unique solution to the Laplace equation. However, very few
mixed-boundary value problems are amenable to direct solution techniques, and a purely theoretical

solution often requires making approximations of treating certain quantities as perturbations etc. In many
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cases, a rigorous solution may not even exist. Several mixed-boundary value problems are discussed in
[17].

The Green function technique solves this problem by finding charge distributions on the contacts which
provide an approximately constant potential on the surface of the contacts. A unit charge is distributed on a
contact and the potential resulting from this charge distribution on the same contact and all other contacts

is determined by means of the integral relation

o(r) = Ip(r')G(r, r')dBr'+£§( %%—q:%g)ds' (46)
v S
In the case of the mixed-boundary problem treated here or for Dirichlet boundaries the second term can be

set to zero and the integral equation reduced to

o) = [p)GE )Y 7)
v
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Figure 11: Green Function based Extraction of the Substrate Macromodel
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This simplification is not possible in Neumann boundary problems [7].
The potential at any point of the contact can be taken as representative of the contact potential, or the
average potential over the volume of the contact can be treated as the contact potential. If the second

definition is chosen then the integral equation in (47) is replaced by

3 = \l,| [ [pGava, (48)
A7

where V; and V; are the volumes of contact-i and contact-j respectively and p is the charge distribution on
contact-j. §; is the average potential on contact-i induced by the charge distribution p on contact-j. If a

uniform charge distribution is chosen over the volume of contact-j such that p = Qj/ Vj, then (48) becomes

5 = VQ\% [ [Gavay, (49)
iTivyy,

By considering all combinations of contacts, in an N-contact problem, a matrix of coefficients relating the

potentials on various contacts to the charges Q is generated such that

[8 = (P11Q (50)

The matrix [P] is known as the ‘coefficient-of-potential’ matrix. The inverse of this matrix relates the
charge vector to the potential vector and is the matrix of capacitive coefficients. It is also known as the

‘coefficient-of-induction’ matrix. If we represent this matrix by [c], we have

[q] = el (@) 3))

The charge on any contact-i can be expressed in terms of contact potentials and the contact-to-contact

capacitance as

Q; = Cip (@) +C;y (B, - D)) +... + Ciy (P, - D) (52)

C,p is the capacitance between contact-i and the ground point. Expanding the i-th row of (51) and

comparing with (52) we have
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N
Cim = —CimiCio = cii"'( cim] (33)
m#i

m=1

A single contact can be divided into sub-contacts for improved accuracy. The charge on the contact is then
found by setting all the sub-contacts to unit potential. A typical charge distribution on contacts in the two-
contact problem of Fig. 11a is shown in Fig. 11b, where the charge density is depicted by the density of the
hatched lines. Usually it is necessary to subdivide the contacts to obtain accurate results. Different authors
use different subdivision schemes. The simplest scheme is to use uniform divisions. However, it is usually
a non-optimal solution and a more efficient solution is to use finer grids near the edges of the contacts and
coarse grids in the interior of the contact [18].

It must be clarified that while in the numerical scheme discussed earlier the entire substrate is meshed,
this technique requires only the contacts to be meshed. This results in significantly smaller matrices. These
matrices are however dense, compared to the numerical scheme which results in sparse matrices.

A uniform charge density has been used in this section. This is not necessary and spline
approximations [19] can also be used. However using splines makes the evaluation of (48) more
complicated.

3.2.3: Extraction of Substrate Parasitics

The integrated-circuit substrate can be treated as a distributed resistance at low frequencies. Under this
approximation the substrate can be treated as the specific case of a generalized multilayered dielectric
problem. In this case, we regard the substrate as an equivalent dielectric composed of several layers, each
of which has a dielectric constant proportional to the resistivity of the corresponding resistive substrate
layer. The resistive problem and the dielectric problem are equivalent in the electrostatic limit. In the
resistive case the parasitics consist of resistors and relate the contact voltages and the contact currents. In
the dielectric case the parasitics are capacitors and relate contact potentials and contact charges. The
boundary conditions between layers in the resistive case require that the normal component of the current

density at the interface of two neighboring layers, say ‘i’ and ‘i+1°, be equal, that is

Jn = c‘iEi =0 Ei+| (54)

i+1
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The boundary conditions at the dielectric interface between two dielectric layers require that the normal

component of the electrical displacement be equal, that is

D, = &E; =&, ,E . (33)

In both the resistive and the capacitive cases, the potential satisfies the Laplace equation. The parasitic
capacitance and the resistance extracted in the two cases are also in the same proportion. The capacitance
between any two contacts ‘i’ and ‘j’ is defined as the ratio of the charge on contact-j to the potential of

contact-i, which can be set to unity. By use of Stoke’s theorem that can be shown to be

C= -éiE ods (56)

where S is the surface area of the contact and E is the electric field in the medium.

In a similar manner the resistance between the contacts can be defined to be

A

= ~ofE o ds (57
5
where ¢ is the medium conductivity.

By treating a generalized dielectric problem, it is possible to include the susceptance of the substrate by
considering complex dielectric constants and determine the contact-to-contact impedance in the frequency
domain.

Fig. 12a depicts the cross-section of the equivalent dielectric substrate. The substrate consists of N
layers of dielectric constants € (k= -N to 0) of thicknesses dj respectively. The bottom plane is considered
to be an ideal ground contact at potential zero, and the normal electric field is considered zero on the side
faces and on the surface.

The derivation of the Green function is shown in the Appendix A3.1. Here we consider only the case
when both the point charge and the point of observation are in the same dielectric layer gy. To a first order
the contacts are assumed to be planar and on the surface with z=z'=0.

The Green function is then given by
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- - S S max ) oo max) o (nmy)
GV Y) e piag = (GO)z i 0+[mz-"nngofmcos( = )cos( = )cos( = )cos( > )J (58)
where Cp,,=0 for (m=n=0), C;;=2 for m=0 or n=0 but m#n and C; = 4 for all (m>0) and (n>0). Gy is

the term representing the m=n=0 case and is shown in (62).

tanh d) +T
= ot AN s T Ty (59)
o aby, e By + ytanh (v, d)
where
2 2
oo = () +(F) ()

By and Iy are computed recursively from equations
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Figure 12a: Substrate Cross-Section
, b ,b
, v as, by a4, Dg
B 31, b2 az, bz
Contact-i Contact-j
aj, by a5, b, as, by as, by
he————e

Figure 12b: Contact Coordinates
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€ €
ﬁc:osh2 9, - sinh’ ®y . (k_‘l - l)cosh (8,) sinh (8,)
[Bkjl = sk sk k-1 (61)
€ T,
T ( 1- ek—"—)cosh (6,) sinh (8,) ,cosh’(6,) - X=tsinn*(8,) |L ¥~
& &
where 1<k €N and 8,=y,(d-dy), Bo=1 and T=0.
For m=n=0
1 _In
0™ abey X B_N (62)
where
€e-1
—_— 0
R
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& k

where By=1 and I'y=d.

If surface contacts are considered, then the volume integrals in (49) are replaced by equivalent surface
integrals, that is
Q
% =5% ! é[ ds,ds; (64

Jllj

The above definition is used to find p;; = ¢i/Qj for any two contacts i and j defined on the surface by X and
Y coordinates (a;, a5), (by, by) and (a3, 24) and (b3, by) respectively, as shown in Fig. 12b. ‘py’ is then

given by

T, 2,2 sy mM7T— |- sin{ MmT— sin| mT— )-sin{ mT—
N ab < a a a a
2

P = absNBN+ Z z fmncmn 2 4 (a,-2,)) (34-—33)

m=0n=0 mnw

(sn{ovez)- sz sn{ ) - s )

(by=by) (by—b;)

(65)

Three-dimensional contacts, where the Z-dimension must be included are considered in Appendix
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A3.2. The three-dimensional nature of the contacts will be of importance only when the side-wall areas of
the contacts are comparable to the bottom-wall areas. In most applications, this is not the case and a simple
two-dimensional calculation should suffice. However, the three-dimensional structure can be included with
a small computational penalty by using the method discussed in A3.2.
3.2.3.1: Fast Computation of the Coefficient-of-Potential Matrix

The doubly infinite series in (65) is slow to converge, requiring large upper limits M and N for the

indices m and n to achieve an acceptable error. For a single layer, we have from (59)

_ tanh(y,.d)

mn abymnso (66)

To consider the worst possible case for convergence, consider the case in (65) where mmn(((a4(2)-a3(1y)/a)
<< 1, n7(((bgez)-b31)»/b) << 1 and Yypd > 1. This will be the case for small contact areas and large
substrate dimensions (a, b) and (d > a, b). In this case the series for p; can be approximated by
M N ]

This series begins to converge once the conditions m7(((a42)-a3(1))/a) << 1 and nw(((by(z)-b3(1))/b) <<
1 are no longer satisfied at sufficiently large values of m and n. Before that however, the series above
behaves as a divergent series. Hence in order to get accurate results, the upper limits M and N must be
sufficiently large.

For J contacts on the surface, the size of the [P] matrix is 2, If each element of the series in (65) is

computed J2 times using a direct computation approach, then this method will not possess much advantage
over the numerical scheme. In fact this problem has traditionally led to a rejection of the series form of the
Green function for parasitic extraction. However, this problem can be eliminated by use of the Discrete
Cosine Transform as described below.

By use of the identity

sin(mn%)sin(mu?) = 0.5( cos(an;aj)) + cos(m‘n:(—ai:—aj))) (D))
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(65) can be rewritten as a sum of 64 terms of the form

é“ i:: cos( mu( 21278 j %, 4))005(1:%( Pra?t : % 4)) ©®

2,2
a’b £ C

2 2 4mn-mn°
mnTw

where k| =

Let the ratios of the contact coordinates and the substrate dimensions be expressed as ratios of integers

such that

2 = —P',F = 6 (69)
Then (68), summed to upper limits P-1 and Q-1, can be expressed as

8 S22 22524)

m=0n=0
The two-dimensional Discrete Cosine Transform (DCT) of any series ky,, is defined as

Kpq = Pz-': Qzl kmcos(mng)cos(nn%) (71)
m=0n=0

The DCT can be computed in a very efficient manner by use of the Fast Fourier Transform algorithm as

shown in Appendix A3.3.

Eq. (70) cannot directly be considered to be the DCT of kp,, because of the presence of the terms
(P12+P3,4) and (q) 2+q3 4)- These indices have an upper limit going up to 2P and 2Q respectively unlike
the indices in (71) which are restricted to P-1 and Q-1. However, the properties of the DCT shown in (72a-

c) allow the computation of (70) from the DCT of kp, as expressed in (71).

Kor-pg =Kpq (722)
Kp20-9 = Kpq (72b)
Kep-po =Kpqg (72¢)

By use of the DCT, computation of the [P] matrix proceeds in the sequence of steps shown below.

1] Input substrate data. This includes the thickness and dielectric constants of the various dielectric
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layers composing the substrate.
2] Compute £, as shown in (59)-(63) and Ky,
3] Compute the DCT of kp,,.

4] Read in contact X and Y coordinates and compute the equivalent integér representation of the

coordinates as in (69).

5] Compute (65) using (68).

6] Generate matrix [P] by computing all possible combinations of contacts. B

7] Invert [P) to generate [c] as in (51) and extract contact-to-contact parasitic as in (53).

8] If recomputation needs to be done with different contact coordinates go to step 4 above.

Once the DCT of k,, has been computed, it can be stored as a matrix and need not be recomputed for
different surface contact configurations. This feature makes this method particularly suitable for
optimization related tasks, where the designer wishes to experiment with the layout of the contacts. An
updated [P] matrix can be generated by simply accessing the appropriate elements of the DCT array.

The new [P] matrix, resulting from varying the contact coordinates, differs from the old one only in
those elements which correspond to the displaced contacts. If only a few contacts are displaced, then the
inverse of the new [P] matrix can be computed from that of the old one in a very efficient manner by use of
the Sherman-Morrison formula as discussed in 3.2.4.2. The DCT computation itself is very fast, as it relies
on the FFT algorithm.

As stated in the paragraph preceding (48), it is possible to regard the potential at any point on the
contact as the contact potential, or one may average the potential over the volume of the contact. Using the
average potential as is done in (65) results in a symmetric [P] matrix. Symmetric matrices have several
advantages over asymmetric matrices with regards to computational efficiency. One advantage is that only
one half of a symmetric matrix needs to be computed. It is also easier to invert a symmetric matrix as
discussed below.

3.2.4: Matrix Inversion

Once the [p] matrix has been computed from the 2D FFT array, the matrix must be inverted to obtain
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the [c] matrix. The matrix is first decomposed using the symmetric Choleski LU-decomposition technique
[19], followed by an inversion of the L matrix. The capacitors are then extracted from the inverse of the
[L] matrix.!
3.2.4.1: The Symmetric Choleski Decomposition

This technique for LU decomposition is convenient for symmetric matrices. The U matrix is a

transpose of the L matrix. The L matrix is determined by solving the following equations for the elements

of the matrix.

1, 0 .. 0

Iy -1y P11 P21 -+ Pnt

Iy bpp oo Of[0 1y oo 1y _ |P21 Pz -+ Py2 73)
[ T | | I I e | o] o |

]nl l112 lnn 00.. lnn Pt Pn2 «+* Pnp

The solution to the above set of equations can be found by the following algorithm.

j-1
Pyj— Z Laljn
— n=1 g o= -
I = —— j=1,..k-1 74)

N}

k-1
2
by = (pkk— > 1knJ k=1,.,N (75)
n=1]
where N is the size of matrix A. The above decomposition requires approximately N3/6 multiplications.
Since [L] is a lower triangular matrix, so is [LT!. The inverse of [L] can be computed in a
straightforward manner [19] and requires approximately N3/6 multiplications. The matrix of capacitive

coefficients [c] is the product of [L]'l and {[L]T}'l. For a single calculation of the capacitances, it is
unnecessary to compute [c], as shown below. Avoiding computation of [c] reduces the total multiplication
count in the algorithm.

In order to extract the contact-to-contact capacitance from any one contact (assume ‘i’) to all other

contacts, all the subdivisions of contact-i are set to unit potential, while all other contact subdivisions are

1. If [P] is not symmetric then regular LU decomposition must be used, and both L} and [U] need to be inverted. Thus symmetric [P)
matrices are advantageous.
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set to zero. The capacitance connected between contact-i and contact-j is then given by the ratio of the total
charge on contact-j to the potential on contact-i which is set to unity.

Let contact-i have N subdivisions, and contact-j have M; subdivisions. Further, let the charge on the n-
th subdivision of ‘j’ be given by an, while the element of [c] representing interaction between the m-th

division of ‘i’ and the n-th division of ‘j’ be given by cm,,ij. Then the capacitance between contact-i and

contact-j is given by

(76)

Gy = ngdn = E ( ;;102“‘) = Y ][9]

n=1'm= ij

¢j“=0,¢;=l

where ¢mi is the potential on the m-th subdivision of contact-i and [c]=([L]T)'l [L]'l.
If the expression for [c] is used in the calculation, it can be seen that it is unnecessary to compute [c]
explicitly. The matrix [L]'l is first multiplied by the vector [¢], which extracts an N by N sub-matrix from

[LY'L. This sub-matrix is then multiplied with (15! to obtain G-
3.2.4.2: The Sherman-Morri ormu

In certain substrate parasitic extraction tasks, the circuit designer may wish to experiment with the
layout of a few devices. If only a few devices are displaced, then only those elements of the [p] matrix,
which relate the displaced contacts with the other contacts, are changed. In order to recompute the
substrate macromodel in such a case, it is unnecessary to perform the LU decomposition and the inversion
steps by the use of the Sherman-Morrison formula.

Consider the layout in Fig. 13. If contact-i shown in the figure is moved to a new location, then only
those rows and columns of [p] which involve the subdivisions of contact-i, will be affected. We shall
assume that the contact-i is transformed to contact-i* in a sequence of steps (1 to 4 in Fig. 13) in which
each of the subdivisions is moved to the new coordinates.

Consider the displacement of i, to i;*. This displacement causes one row and one column of the [p] matrix

to change. Let the changes to the row be represented by a vector Op, and the changes to the column by

dp.. Op, is the transpose of 8p,. Let [p] be changed to [p]+3p;, represented by [p’], where the elements of
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Figure 13: Layout-Optimization Problem
Op, are added to the appropriate row of [p] which we refer to as row-k. The inverse of [p’] is related to the
[p]'1 or [c] by the following relation.

[c], ([c] dp,)
1+0p, e [c],

[Pl =I[el- an

where [c]y is the k-th column of matrix [c]. The above is the Sherman-Morrison formula. A similar
approach is followed to compute the effect of 8p, on the inverse of the matrix.

The procedure is repeated for displacements 2-4 as well. Each step of the Sherman-Morrison formula
requires 2N? operations. This is a significant improvement over the N3 order of the matrix inversion
process.

3.2.5: Improvements to the Model
3.2.5.1: Lateral Variations in the Dielectric Constant

The Green function technique is limited to planar structures and it is usually difficult to develop
analytical models for handling lateral variations in the dielectric constant. If these variations are localized
and small, then their boundaries can be treated as equipotentials. The more general case of large regions of

lateral variation in the dielectric constant requires a combination of analytical and numerical techniques.
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An example of a large lateral variation is a deep and wide oxide trench on the surface of the substrate.
The algorithm for tackling problems with lateral resistivity variations is explained by considering a

specific example shown in Fig. 14a. The macromodel for two contacts shown above is to be extracted,

given a large area of dielectric constant £ between the two contacts. As shown in Fig. 14b, where only the

top layer of the substrate has been shown, the problem can be considered to be a superposition of two

Contacts (3...N)

representing lateral variation

in dielectric constant.

Figure 14b: A Technique to Model Lateral Dielectric Constant Variations



problems.

The first problem consists of the original contacts and several equivalent contacts (3-N) in the region

where the lateral variation in the dielectric constant was located. The dielectric constant of the entire top-

layer is assumed to be €y and the capacitance mesh for contacts 1-N are computed using the Green

function technique. In the second problem the equivalent capacitance matrix for a material of dielectric

constant £'-gy is calculated. This is a simple grid representation of this material. This grid is then placed in

parallel with contacts 3-N in the circuit simulator in order to compute the effect of the lateral variation in

the dielectric constant.

This method should be used only in places where the accuracy may be seriously compromised if the

lateral variation is not considered. This is so because the additional contacts used to represent the lateral

variations increase the size of the [P] matrix and also increase the matrix size in the circuit simulator.

3.2.5.2 Reducing the Complexity of the Substrate Problem

The number of model elements generated by the substrate simulator grows approximately as N(N+1)/2,

for N contacts on the surface. The substrate model is included in a circuit simulator. With the 0(N2)

growth of the substrate-model impedance matrix size, it is easy to see that the substrate sub-circuit can

slow down the circuit simulator operation for large values of N. For example, the substrate simulator will

generate approximately 500,000 resistors for 2 1000 contact problem. The substrate simulator will itself be

slow because the inversion of the dense [P] matrix is an O(N?) operation.? It is thus necessary to explore

algorithms which can reduce the size of the impedance matrices extracted by the substrate simulator.

One such algorithm, which is used to make the admittance matrix [y] sparse, is presented in this

section. Consider the hypothetical problem shown in Fig. 15a below. The substrate shown in the figure has

N contacts on the surface. Each contact is connected to ground by an arbitrary impedance. This impedance

can include the reactance of the substrate capacitance and any external impedance connected to the contact

on the surface of the substrate. When all the impedance values are zero, that is, all the contacts are at

perfect grounds, the only current-flow path that can exist between any pair of contacts i and j is modeled

2. After the first inversion is performed, optimization will not be slow, if the Sherman-Morrison formula is employed, as discussed in
Section 3.2.4.2.
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Figurel5a: Direct and Indirect Current-Flow Paths

by the coefficient y;; of the admittance matrix, depicted by the shaded line in the figure. If, however, the

impedances Z; shown in Fig. 15a are nonzero, the dominant current path will not be the direct-path yj;, but
will consist of the intermediate paths between the contacts as shown in the figure in solid lines. It is
possible that the current flowing through the intermediate paths exceeds the direct-path current. In such a
case, the coefficient y;; can be set to zero in the matrix [y], without significantly compromising accuracy.
Hence if all impedance values Z; are known, then for any row ‘i’ of the matrix [y], all the elements yj;, for
which the indirect current paths dominate, can be set to zero.

Quantitatively, when contact-j is at ground and contact-i is at unit potential, the voltages at all other
contacts are given by the following equation, where for simplicity, the contact-impedances have been

considered to be resistive (Ry).

i ]
1
(Yn "‘f) Y12 Yik Yin
l - - - -
y (y +d ) y y Vi Y1
21 2*g; 2k 2N v, -
“ee ] v = oon (78)

Yri1 Yk2 (Ykk + R—k) YN k Yui
' N IAC I

M IN2 YNk (yNN + R_)
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Once the voltages Vy are computed from the above equation, the current I; can be computed from the

following equation

N
L=y+ Y vV (79)
k=1 ki, k=]
‘yji” can be ignored or set to zero whenever the following condition is satisfied
N .
2 ViV > % (80)
k=1 ki, kaj

The following strategy has been employed to implement the above scheme (Fig. 15b). To find the
interactions between any contact-I and other contacts, the surface of the substrate is partitioned with

contact-I at the center. All interactions in the partition which includes contact-I, called the central partition,

Complete problem Partitioned lem
Central partition / Central contact Equivalent contact to model P and Q
I
v
n’ W’
P Q K
'm - 1H 1
n
m i

v

Expand central partition to include Is (80) satisfied by all contacts
another contact. ' in the central partition?
No
Yes
A

Regenerate partitions with J as
the central contact

Figure 15b: Partitioning of the Substrate Probiem
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are computed explicitly. The interaction between I (called the central contact) and the contacts lying
outside the central partition are not computed explicitly. Instead equivalent contacts, placed at the center of
the other partitions, are used to model the influence of the contacts belonging to those partitions on the
contacts in the central partition. The area of an equivalent contact in a partition is set equal to the sum of

the areas of all contacts lying in that partition. The central partition is expanded to include contacts until

the condition expressed in (80) is satisfied>. This step is iterated for all contacts, by treating each contact as
a central contact and by generating new partitions to compute direct interactions for each contact. These
steps are shown in Fig. 15b.

An exponential-square partitioning scheme is shown in Fig. 15b. The central partition and the eight
partitions in its immediate neighborhood are of minimum area. The subsequent partitions grow by powers
of three for distant contacts (Fig. 15c). Similar partitioning schemes have been used in the past in
algorithms which employ the multipole approach [20].

The size of the [P] matrix to be inverted is reduced considerably by the use of the equivalent contacts

to model distant contacts. A reduction in the size of [P] lowers the substrate simulator inversion time

Chip Boundary

—Sd | m /.7 gl

. ] . /
Central HIK
—

Contact

Equivalent
contact .

Figure 15c: An Exponential Partitioning Scheme

3. A fixed ratio of the LHS and the RHS of (80) can also be used as the threshold.
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significantly. This technique has been applied to large problems, for example, the partial admittance matrix
of a 2500 contact problem was extracted in 67 minutes on a DEC Alpha workstation.

The partition technique shown above has not been optimized. More robust and accurate schemes need
to be researched. There are some problems with this form of partitioning. One problem is that since the
partitions are changed for each contact, the size of the equivalent contacts in non-central partitions are also
different. Thus the boundary conditions can be different for each contact. If contact-i is a central contact,
with contact-j inside the central partition, then the y;; obtained from this partition can, in general, be
different from the value y; obtained when ‘j’ is the central contact and ‘i’ is within the central partition.

The capability to generate equivalent contacts to simplify the inversion is made possible by the use of
the DCT. This feature is not possible if the Green function is computed explicitly.

3.3: Comparison of Techniques

Two techniques have been presented in this chapter for computing the substrate macromodels. The first
technique is purely numerical while the second utilizes a combination of numerical and analytical
methods. In this section, a general comparison of the techniques will be carried out. The advantages and
the disadvantages of each technique will be listed and discussed.

The primary advantage of the integral-equation technique is the speed of computation, which was
found to be significantly superior to the numerical technique. Simultaneous-Over-Relaxation was
employed in the purely numerical technique. A comparison of the computation time required in two
problems is shown in the tables below. The first problem is that of a single square contact on a uniform
substrate. The computation time for the numerical and the DCT based techniques are compared. The
computation time in the numerical scheme is small for a small number of grid points, but becomes large as
the number of points is increased. It can be seen from Table 1 that the accuracy of the result in the
numerical technique is poor for a small number of grid points. Table 1 also lists the computation time if the
[P] matrix is computed explicitly without using the DCT. As can be seen the computation time is large. For
J contacts the time required in the direct computation will increase as J2. Thus the Green function must be

computed by using the DCT.
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The second problem considered is that of four contacts laid out in a row. The time required to compute
the ten element macromodel is shown in Table 2. The computation time of the DCT based technique is
again seen to be superior.

The time required to compute the DCT was seventy five seconds for a 512*512 point DCT. This is a
setup time and is not a part of the actual computation time. All of the above simulations were performed on
an IBM RS 6000 workstation.

The memory requirement is defined as the number of double precision’ words required in each
technique. For achieving good accuracy, the memory requirement of the numerical technique is seen to be
very large. The major memory utilization in the DCT based technique is for the storage of the DCT
elements. Thus the memory requirement for the DCT technique is nearly the same for both the problems
simulated. Another advantage of the DCT technique can be realized by generating the [P] matrix directly
from the DCT array during computation. By adopting this procedure the [P] matrix does not have to be
stored explicitly. The computational penalty is small, since the calculation of the p-coefficients from the

DCT array simply requires sixty four additions, as discussed in Section 3.2.3.1.

Technique Memory Computation time (s) Resistance ()
FD (3920 pts.) 19k 15 233
FD (6480 pts.) 32k 35 273
FD (13520 pts.) 67k 75 298
FD (35280 pts.) 176k 180 311
FD (109520 pts.) 547k 674 318
Green function 10k 190 345
DCT 263k 1 340

Table 1: Resistance of a single contact to the backplane using the three techniques

Technique Computation time (s) Memory
DCT 2 263k
FD (50000 pts.) 1174 250k

Table 2: Four-contact problem using the DCT and the FD Techniques
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A problem with the numerical technique is that the number of mesh points rises rapidly with the
number of contacts, since the X and Y extent of each contact must be meshed fine enough to provide
reasonable accuracy. The mesh extends on the areas of the chip not occupied by the contacts as well. In
small problems with few contacts, it may be possible to make the mesh coarse in regions far away from the
contacts. This will most probably not be possible in a large problem with several hundred contacts. To
illustrate the problem we consider a hypothetical case consisting of hundred surface contacts, distributed
on the surface such that the X and Y coordinates of no two contacts overlap. Let the X and Y dimensions
of all contacts be meshed into five points along the two axes. Let the region between any two contacts be
also similarly meshed into five grid lines in the X and Y directions. The number of X and Y grid lines will
thus each be in the order of a thousand. The number of points on the surface will be in the order of a
million. Further, to simulate the vertical extent of substrate, if we conservatively use twenty planes, then
the total number of grid points will be in the order of several million. If the resistivity varies significantly
in the vertical direction, then the number of Z-planes required will increase. The computation time for
problems of this magnitude will always be large, regardless of the technique used to solve the system of
equations. The power of the DCT based technique lies in the fact that meshing needs to be done only in the
region of the contacts, not in the bulk.

Another disadvantage of the numerical technique is that for optimization, if a single contact is varied,
then the entire problem has to be recomputed. This is not a problem with the DCT technique since the
Sherman-Morrison formula can be utilized very efficiently for this process.

An advantage of the purely numerical technique is its versatility. The technique can be used to model

lateral variations in resistivity without any overheads, unlike the DCT based method.
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Chapter 4: Substrate Coupling in Integrated Circuits

In this chapter, the effects of substrate coupling in integrated circuits are considered. The chapter
begins with a discussion of substrate coupling in different substrate types. Two types of substrates are
analyzed (Fig. 1). These substrates have been chosen as they are widely used in industry. Other substrate
cross-sections can be simulated by using the technique as well. The conclusions regarding the nature of
coupling are behavioral and the exact magnitude of coupling must be simulated for individual cases.

Substrate taps and guard rings are commonly used in mixed analog-digital designs. Typical
improvements in isolation, which may be expected from the use of these grounding schemes in different
substrate types are presented in the following section. An attempt is made to provide simple guidelines for
effective guard ring layout. The cases where guard rings may not be useful are also discussed. Since guard
rings can take up a significant amount of chip area, this knowledge is useful. It is also possible that the use
of guard rings can actually worsen isolation. This issue is also addressed in this chapter.

Substrate coupling can have different types of effects in different circuit applications. In general these
effects may be divided into two types. The first class of effects involve those in which one circuit
influences the performance of another on the same substrate. The second class of effects are those in which
the finite substrate impedance effects the performance of a single circuit block, without interaction from
other circuits. An example of the first class of interaction is the noise injection into a low-noise amplifier
(LNA) in the presence of a switching ring oscillator on the same substrate. The lowering of the noise
figure and the bandwidth of an LNA due to the substrate parasitic belong to the second class of effects.
Several such circuit-level effects of substrate coupling are discussed by using the simulator described in
the previous chapter and the circuit simulator SPICE.

4.0: Substrate Coupling in Different Substrate Types

Shown in Fig. 1 are two substrates which are studied and compared in this section. The figure is
repeated here for convenience (Fig. 16). The first substrate consists of a thin surface buried-p region of 1-
2um thickness and a highly resistive bulk region of resistivity in the range of 10-30Q-cm. This substrate is

used in certain BiCMOS processes. The low-resistivity surface-layer serves as a channel-stop layer for
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MOSFETS, reduces CMOS latch-up and raises the surface inversion potential under the field oxide. The
second substrate is used in CMOS processes. The epi-layer thickness is approximately 5-15um with a
resistivity of about 5-20Q-cm. Some processes have a thin channel-stop implant at the surface,
approximately 0.5-1um thick, with a lower resistivity in the range of 0.5-1Q-cm. The bulk region is
heavily doped, with a resistivity of about 10-100mS2-cm, and a thickness in the range of 100-400um. This
substrate is called the low-resistivity substrate.

The simulation technique discussed in Chapter 3 is applied to study the substrate coupling in these
substrates. The behavior of the substrate model elements in the low- and high-resistivity substrates is
presented in Section 4.0.1. The isolation provided by the two substrates between single-ended contacts is
-discussed in the next section. Differential circuits are known to provide better isolation than single-ended
circuits. Typical improvements in isolation, achievable on the two types of substrates, are discussed in
Section 4.0.3. Substrate coupling is strongly dependent on the load-impedances used on-chip. An analysis
of this dependence is presented in Section 4.0.4. As discussed in Chapter 2, some devices inject and
receive substrate noise by non-capacitive mechanisms. Substrate coupling caused by these effects is
discussed in Section 4.0.5.

In the simulations discussed below, different values have been used for layer resistivities as shown in

Fig. 16. These values are indicated in each of the simulations, and referred to as ph;_3, and pl(;4) in the

1 lpm 4 ™ p-type ~ IQ-cm (ply)
lum p-type ~ 0.1 Q-cm (phy) A
X 10pm p-type ~ 10-15 Q-cm (ply)
Y
r 3
400pm
p- sub ~20-50 Q-cm (phs) 300pm p+ sub ~ 1mQ-cm (pl5)
A v
Backplane contact epoxy (phs) Backplane contact epoxy (ply)

Figure 16a: High-Resistivity Substrate Figure 16b: Low-Resistivity Substrate
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case of the high- and low-resistivity substrates respectively. The bottom layer in both substrates is the
epoxy material used to attach the die to the package. A high-resistivity epoxy is used in some packages,
while a conducﬁ§e material is used in others. The value of the resistivity used in the particular experiment
is indicated. The thick line at the bottom of each figure illustrates the die header metal. Other relevant
variables, such as contact-to-contact distances and junction capacitance values, are also mentioned in each
section.
4.0.1: Variation of Model Elements as Functions of Position and Contact Area =

This experiment demonstrates the behavior of the substrate model elements as functions of area and the
distance between them. This section merely serves to illustrate the behavior of model elements. Circuit
related issues are discussed in later sections.

The resistance of a square surface-contact to the backplane is shown in Fig. 17a and Fig. 17b, for a

high and a low-resistivity substrate respectively. The contact is placed at the center of the substrate. The
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Figure 17a: Resistance to the Backplane in a High-Resistivity Substrate
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Figure 17b: Resistance to the Backplane in a Low-Resistivity Substrate

variation of the backplane resistance as a function of the contact dimension is shown in each figure.

The resistance in the high-resistivity substrate shows a weak logarithmic dependence on the dimension
of the contact, while the resistance in the low-resistivity substrate is a much stronger function of the
contact dimension (In (R) o ~In (a) ). In the case of the high-resistivity substrates, the presence of the
low-resistivity epi-layer on the surface of the high-resistivity bulk region tends to increase the fringing
fields. Thus the effective contact area appears to be much greater than the physical contact area. This
explains the weak dependence of the resistance on the contact area. In the low-resistivity substrates, the
presence of the thick low-resistivity bulk region very close to the surface reduces fringing fields. Thus a

nearly inverse dependence of the contact resistance on the contact area is observed. The pl;=1 case does
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not satisfy the inverse dependence very well for small contact areas, since the presence of the low-
resistivity epi-layer increases the fringing effect.
The dependence of three model-elements, in a two-contact problem, as a function of the distance

between the contacts is shown in Fig. 18c-e. The layout of the problem is shown in Fig. 18a. Fig. 18b
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depicts the model for the two-contact problem. The three resistance elements as a function of the distance
between the contacts for the two substrate types are shown in Fig. 18c-e. Contacts 1 and 2, shown in Fig.
18a, are moved apart along a central axis as indicated in the figure.

The contacts are assumed to be equidistant from the center for all values of 8. Hence the resistors Ryg
and Ry, in Fig. 18b are equal, and only one of them is shown in the figures. The element R;, in a low-
resistivity substrate, with an infinitely large value of the epoxy resistivity, is shown in Fig. 18¢ 4. R;g and
Ry are omitted from this graph since they are infinitely large. Ry, increases unti.l the distance between the

two contacts is about 40ium, and then becomes independent of distance. The current flow in this case is
mostly through the low-resistivity bulk and not through the surface as the surface resistivity is high. Thus
the behavior shown in Fig. 18c can be expected. The implications of this behavior for isolation are

discussed later.

The model elements for a low-resistivity substrate with epoxy resistivity of zero are shown in Fig.
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Figure 18e: Model-Element Variation in a High-Resistivity Substrate

4. Aninfinitely large epoxy resistivity is approximated in the tool by using a very large value of pl, compared to Pli-3)y
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18d. The value of R, is seen to rise rapidly to a very large value, as a function of distance. The presence

of the low-resistivity region very close to the surface leads to this dependence. The bulk region acts as a
very good ground-plane and prevents lateral flow of substrate current. Ryg is small and asymptotes to a
constant value after SOjum separation.

The behavior of the model elements for a high-resistivity substrate is shown in Fig. 18e. The
resistance between the two contacts increases monotonically as can be expected. The resistance to the
backplane is not a monotonic function of separation. It is large when the twd Eontacts are close, which
implies that a significant portion of the current flow is in the surface region. As the distance between the
contacts increases, most of the current flow is to the backplane, which causes a decrease in the resistance
to the backplane. When the contacts are brought near the edge of the substrate, the effective resistivity of
the substrate increases, as the resistivity beyond the edge is infinite. This leads to the increase in the
backplane resistance for a large & in Fig. 18e.

The examples considered in this section are simple. These examples merely serve to illustrate that the
behavior of the model elements is physically correct and can be intuitively explained.

4.0.2: Isolation between Single-Ended Contacts with Capacitive Injection and Reception Mechanisms

In this section, the isolation between single-ended contacts on the same substrate will be examined.
Isolation between contacts is defined as the ratio of the voltage swing on the receiver contact to the voltage
swing on the injector contact. The isolation between two contacts depends on several factors besides the
substrate model elements. These include the contact-to-substrate capacitance, the backplane contact
impedance, the frequency of operation and the load impedance connected to the receiver contact. The
receiver contact load may be, for example, the load resistance connected to the collector of a BJT. The
collector of the device acts as a receiver due to the collector-to-substrate capacitance. The load has a
significant influence on the magnitude of the isolation since the voltage on the receiver node depends on
the value of the load. The variation of substrate coupling as a function of the load impedance will be
examined in Section 4.0.4. For determining all the other dependencies of substrate noise, the receiver

impedance will be considered to be a 50Q resistance. The definition of isolation is illustrated in Fig. 19a,
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with all the above mentioned factors included. The backplane impedance has been assumed to be
inductive. This represents the inductance of a bond-wire connected to the backplane to achieve a ground
contact. In order to simulate substrates without a ground contact, phs and pl; can be made very large
compared to phy;_z) and pl(;_3) respectively (Fig. 16). The surface-layout of the problem simulated is
shown in Fig. 19b.

In order to be accurate, the bond-wire inductance between the node shown as contact-2 and the output

at V., must be included in the model. However, this study is simply behavioral. A complete model must
be used for a specific simulation. By default, the two contacts are assumed to be squares of S0um sides.
Low-Resistivity Substrates

The isolation between two surface contacts for a low-resistivity substrate (for pl, = o and pl, = 0 y

is shown in Fig. 19c and Fig. 19d for two values of the contact-to-substrate capacitance 0.3pF and 0.8pF

respectively. If these junctions were formed by NMOS devices with a combined device drain and source

area of 2500 um?, then the per unit area depletion capacitance values for these processes would be

12x 107 and 32x 10~ F/m? respectively, which are fairly typical numbers. The parameters varied in

Contact-1 Contact-2
J: Csub1 =T Cau2
@) Vi z e <
Ria N :H:_*
R Substrate R

Iz Model 2 L 50pum

= | «——1000 pr——»|
I= 201og[i”]
inj
Figure 19a: Substrate Model Figure 19b: Contact Layout

5.The case pl, = oo cannot be simulated by using a very large backplane impedance with the model values for the pl, = O case. The

two problems have different boundary conditions. Setting pl, = e simulates the absence of a backplane (Neumann boundary condi-
tion). In the latter case, the backplane is always an equipotential face, regardless of the value of |
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this study are Lgyg, the distance between the two nodes and the frequency (0.1GHz and 1GHz).

Curves (1) and (2), in Fig. 19c and Fig. 19d, represent the isolation for the case pl, = e« at 100MHz
and 1GHz respectively. The isolation is seen to be almost independent of the distance between the two

contacts. This is due to the fact that the resistance Ry, is much smaller than the reactance of Cgy,; and
Csub2 at the frequencies shown here. Thus V., is related to Vi by the ratio of the resistor Ry, and the
reactance of the series combination of Cgyp; and Cgp,. This is not a favorable environment for applications

requiring high isolation since increasing the separation between the injector and receiver contacts is not

helpful.
For the case pl, = 0 and L, ,#0, (curves 3-8), the isolation becomes independent of distance after a

certain critical distance. Su et al. [21] found this critical distance to be four times the epitaxial thickness in

their experiments. In fact, this distance is a function of the backplane impedance and varies from 2.5-5
times the epitaxial layer thickness (10um) for Lgyg in the range of 1-5nH at 1GHz. For L, = 0, the

isolation continues to increase with increasing distance.
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The isolation is very sensitive to the backplane impedance in these substrates. For a constant contact-to-
contact distance, the variation in the substrate isolation is very large over the range of backplane
inductance considered. Providing a small backplane impedance is critical in these substrates. If we assume

that the reactance of the Cgyp; and Cgy is small, the load resistance is small and R;, can be ignored (Fig.

18d), then the isolation between the contacts is governed by the following impedance

ngszg

Y

This is the impedance looking into the substrate between contacts 1 and 2 (Fig. 19¢). The assumptions

Zyy (0) = Ry + Ry @1

made here are not restrictive and are applicable in many cases where substrate coupling is significant. The

sensitivity S; |

z
(7l is given by
8n

2
gEd,_ (Azah iz _ (R, IR,)

i _ (82)
'gnd ( (ALgnd) /Lgnd) (ng " Rzg) 2 + ((“)Lgnd) 2

where (R IRy) = (R;XRy)/ (R, +R,,) .
The sensitivity is large for R, Ry, » (@L,,,) which implies that for small values of Lgpg, a small

change in Lgyq will cause a large fractional change in the isolation. This behavior is evident in Fig. 19c and
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Figure 19e: Equivalent Substrate-Impedance Model
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The backplane inductance becomes a more severe problem for isolation between large contacts. This is
so because the resistance to the backplane falls almost inversely with contact area. Thus Z';,(j®) at high
frequencies falls inversely with area too which implies that the high-frequency isolation worsens almost
linearly with area. The reactance of Cgy,}, also falls as the inverse of contact area. Thus the isolation will
degrade considerably with area in these substrates.

The isolation values are seen to be very good for small ground-plane inductance values (curves (7)-

(10)), especially at 100MHz. This is expected since as discussed in the previous section the low-resistivity

bulk restricts lateral current flow.
Comparison of Fig. 19c and Fig. 19d shows that the isolation degrades as the capacitance Cgy,
increases.

High-Resistivity Substrates

The isolation between two surface contacts for a high-resistivity substrate (for ph, = e and

ph, = 0) is shown in Fig. 19f and Fig. 19g. Cg, has been set to 0.3pF in Fig. 19f and to 0.8pF in Fig.
19g.

Curves (1) and (2) depict the isolation for ph, = . In this case, the isolation is seen to be weakly
dependent on the distance between the contacts at 1GHz. This is so because the value of R, is comparable
to the reactance of Cgy, at this frequency. At 100MHz, the capacitive reactance is much larger than R;,.
Thus the isolation is independent of distance as in the previous section.

For ph, = 0 the isolation is seen to be weakly dependent on the value of the backplane inductance,
unlike that in the low-resistivity substrates. This is due to the significant surface conduction in these
substrates. Curves (4) and (6) almost coincide in both Fig. 19f and Fig. 19g, which implies that almost all
of the coupling takes place through the surface-layers. Since a significant part of the current flows at the

surface, substrate taps can be expected to be more efficient in these substrates compared to the low-

resistivity substrates. This is indeed the case as will be discussed later.
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The effective substrate impedance Z'j5(jw) in these substrates is a much weaker function of contact
area. Thus the isolation does not degrade as rapidly as in the previous case with area. This is especially
true for larger areas, when the capacitive reactance of Cgy, is small, and the isolation between the two
contacts is dominated by Z'15(jw).

Another consequence of the surface conduction is that the isolation continues to improve as the

distance between contacts increases, even for finite values of the backplane impedance.
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4.0.3: Improvement in Isolation in Differential Circuits with Capacitive Injection and Reception
Mechanisms

Differential circuits are often preferred over single-ended circuits in noisy environments. This is so
because the noise appears as a common-mode signal on the differential outputs. The differential noise
signal is typically several orders of magnitude smaller than what would be observed in a single-ended
implementation of the circuit. The use of differential circuits in applications requiring a high power-supply-
rejection-ratio (PSRR) is a typical example.

In this section, the use of differential circuits to reduce substrate noise is discussed. As in the previous
section, the two types of substrates shown in Fig. 16 are used to study the improvement in substrate noise
isolation by the use of differential circuits.

The layout of the structure considered is shown in Fig. 20a below. The differential circuit consists of
two 200 x 10 |,Lrn?' contacts placed at the center of the substrate-surface. The surface injector is a single

50 x 50 }.Lm2 contact. The injector contact is varied along an axis as shown in the figure. The equivalent

circuit model is shown in Fig. 20b. If the injector contact is moved along the central Y-axis instead of the

central X-axis, the circuit will be perfectly balanced with respect to the substrate, and the differential
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Figure 20a: Differential Receiver Layout Figure 20b: Substrate Model
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substrate-noise-isolation will be infinite. The asymmetric axis-orientation used in this simulation results in
the worst-case differential substrate-noise-isolation. The differential receiver contacts in Fig. 20b are
assumed to be identical.
Low-Resistivity Substrate

The results of the simulations, for a low-resistivity substrate, are shown in Fig. 20c. Two substrates

with pl, = = and pl, = 0 were used in this simulation. The isolation in Fig. 20c falls rapidly with

distance between the contacts and is insensitive to the backplane impedance. As the distance between the

contacts increases, the direct coupling terms R,3 and Rz increase rapidly in curves (3-10). Thus the

coupling takes place almost entirely through the low-resistivity bulk region. As discussed earlier, the
presence of the low-resistivity bulk region close to the surface reduces the fringing fields. Another
consequence of the reduction in the fringing effect is that the resistances to the backplane are almost
independent of the location of the contact on the surface of the substrate. Two contacts with the same area
will have nearly the same resistance to the backplane, regardless of their contact coordinates.
Consequently, voltage excursions of the bulk region or the backplane are conveyed to the two contacts of
the differential circuit with an equal amplitude. This leads to the excellent differential isolation seen in Fig.
20c.
High-Resistivity Substrates

The simulation results with high-resistivity substrates are shown in Fig. 20d. The isolation improves
significantly by using differential circuits. However, the improvement is not as much as in the case of low-
resistivity substrates. This is due to the large surface component of the substrate currents. Contact-2 shields
contact-1 from the injected noise. Thus most of the injected noise appears on contact-2 which results in a
relatively smaller improvement in isolation.
The Effect of Circuit-Mismatch on Isolatio;

The simulations considered earlier assumed perfectly matched differential circuits. This situation is
idealized, and practical differential circuits always suffer from component mismatch. The effect of

component mismatch on differential-circuit substrate-isolation is presented in Fig. 20e in low-resistivity
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substrates. The layout of Fig. 20a is considered but the substrate-capacitors in the receiver-pair are
assumed to be mismatched by five percent.

It can be observed from Fig. 20e that a slight mismatch in the differential pair can significantly reduce
the isolation. The degradation is especially severe for distant contacts. The isolation in Fig. 20c is very
large due to the idealized situation assumed there. Mismatches between circuit elements lead to common-

mode substrate injection and reception, which make differential circuits exhibit single-ended behavior.
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Figure 20c: Differential Isolation in Low-Resistivity Substrates
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4.0.4: Dependence of Substrate Coupling on Load Impedance

In all of the earlier examples the load impedance at the receiver has been assumed to be 50Q. The load
impedance on-chip may be lower or higher. In this section, an earlier simulation is repeated with different
values of the load resistance. The exampie shown here treats only the low-resistivity substrates, as the
observations made here are valid for both types of substrates. Fig. 21 shows the isolation between contacts
1 and 2 in Fig. 19a for a fixed distance of 90jum between the contacts. The Lgy4 is fixed at 3nH and Cgyp, at
0.8pF.

Usually the load resistance value is chosen such that the capacitive reactance of the device-to-substrate

capacitance is larger than the load in the frequency band of interest®. In other words, the pole frequency at
the load due to the substrate capacitance is much higher than the highest frequency of interest. In such a

case, it is reasonable to assume that the load impedance does not effect the voltage division ratio in the
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Figure 21: Variation of Isolation with Load-Resistance

6. The impedance of the load is the effective value of impedance seen looking into the device from the substrate. This definition of load
includes the effective value of the load, including the effect of any feedback which may be present around the circuit.
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substrate macromodel. Referring to Fig. 19a, we observe that the voltage at the internal substrate node (2*)

is independent of the load impedance to the first order. The voltage at the load (V) can be calculated

using the voltage division ratio of the load resistance and the substrate capacitance. If the above

assumption regarding the load pole frequency is used, then V., for different load values can be calculated

by simply changing the voltage division ratios between nodes 2 and contact-2 in Fig. 19a. This implies
that for most frequencies of interest the behavior of substrate noise is the same as in Fig. 19¢c-g, scaled up
or down by the load value. |

The above approximation is valid if the received substrate noise is in the same frequency band as the

circuit itself. If the frequency of the substrate noise signal is higher than the receiver circuit’s load-Cgy,

pole, then the value of the load changes the degree of coupling. This behavior is seen in Fig. 21. The pole
frequency with the highest load value of 1kQ is approximately 200MHz. Thus at 100MHz the isolation
scales linearly with the load resistance. This is not the case at 1IGHz. The pole frequency equals 1GHz for
a load resistance of 200Q. Deviations from a linear increase at 1GHz are seen in Fig. 21 for load
resistances greater than 200Q.
4.0.5: Behavior of Substrate Coupling with Non-Capacitive Reception and Injection Mechanisms

The behavior of substrate coupling as a function of distance, Lgyg, and frequency which has been
studied in the previous sections assumes capacitive injection and reception mechanisms. In this section, the
behavior of substrate coupling with non-capacitive means of reception and injection will be considered.
Such mechanisms include the body effect and hot-carrier injection due to avalanching in MOSFETs.

A linearized model of an NMOS device including the body effect is shown in Fig. 22a. The substrate
model remains the same regardless of the mechanism of injection, since the carrier transport is by drift,
and the medium can be considered to be a multilayered impedance.

The signal path from the body to the drain is traced in Fig. 22b, with the gate connected to ground.
The gain from V}, to V4 is given by the following equation
_ (Caps—8mp) Ry

\
o= g _mb d 83)
vy 1+R,Cys



77

G
\Y
gs Em'gs @ @gmbvbsé Cdb
S
Vbs
1 .\ T .
Substrate model
Vsub

Figure 22a: Small-Signal Model of a MOSFET

The input impedance looking into node-B is given by

1

z = (84)

in T EmRa ), ¢ .
\T+R,Cps ) ¥ o0

In the absence of the body effect, the noise reception mechanism would be identical to that discussed
in earlier sections. With a nonzero body effect parameter gy, the only difference that will be observed in
the reception of substrate noise is that there will be noise-reception at very low frequencies as well. The
behavior of substrate noise with respect to the other parameters (distance, area and backplane impedance)
will be the same as the capacitive case.

As above, the substrate model remains unchanged regardless of the capacitive or non-capacitive
nature of the injection mechanism. The only difference between these mechanisms is that the non-
capacitive injection mechanisms are effective at DC and low-frequencies as well.
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Figure 22b: Body-to-Drain Gain in a MOSFET
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MOS devices possess non-capacitive injection and reception mechanisms. Therefore substrate-
coupled noise can be important at low-frequencies too. In fact it is possible for the MOS device to be more
sensitive to substrate noise at low-frequencies than at high frequencies. The input impedance looking into
node-B in Fig. 22b is very large at low frequencies. Thus the voltage division ratios inside the substrate are
not influenced by the device at low-frequencies. The factor gy, can also be large enough that the substrate-
to-drain gain is significant (gmpRy). As in the earlier cases, differential circuit topologies and good
backplane contacts are effective techniques for noise reduction.

Non-capacitive injection and reception mechanisms are not a major problem in bipolar technology
since the only significant injection and reception mechanisms are capacitive. The parasitic pnp transistor in
Fig. 2a could become forward-active and inject noise into the substrate (Chap. 2), but that can be avoided
by proper biasing.

4.1: Guard Rings and Substrate Taps
4.1.1: Guard Rings in Different Substrate Types

Guard rings and substrate taps are often used to reduce substrate coupling. In this section, the
effectiveness of guard rings in different substrate types will be discussed. General guidelines for effective
guard ring layout will be proposed.

A guard ring is shown in Fig. 23a. The ring is a surface-region heavily doped with the majority-carrier
dopant and is intended to form a Faraday shield around any sensitive devices which need to be protected
from substrate noise. The ring could also be placed around the noise injectors. The operation of the guard
ring is shown in Fig. 23b. The model for the substrate with and without the guard ring is shown. The guard
ring is effectively a current sink. By placing a current sink between the two contacts, the direct coupling
model element Ry, between contacts 1 and 2 is increased. Thus with the ring connected to ground, the
isolation between the two contacts increases. Lg, represents the inductance of the bond-wire and the pin
used to ground the ring. Ly is the backplane impedance connected to the substrate.

Contact-2 is effectively shielded from contact-1 by the ring, if the presence of the ring makes R, large

and the reactances of Lgyg and Ly (Xgng and X, respectively) are small at the frequency of interest.



79

p+ diffusions

Figure 23b: Equivalent Substrate Model without and with a Guard Ring

If Xgpq is large, then the current flow through the backplane can dominate and if X, is large, then the
dominant current flow will be through the resistors R;g and Ry, Thus care must be taken to keep these
inductances small for the guard ring to be useful.

Guard Rings in Low-Resistivity Substrates

The effect of placing a 10um wide guard ring between two square contacts of area 2500;1m2 is
examined here. The layout is shown in Fig. 23c. In Fig. 23d, the isolation between the two contacts as a
function of distance is examined at two frequencies 100MHz and 1GHz. This simulation is similar to the
simulations presented in Section 4.0.2. Cgy;, has been chosen to be 0.8pF. Ly, is stepped between 0 and
3nH, while Lgyg is varied from O to SnH.

Fig. 23d and Fig. 19d show the isolation for the two contacts, with the same set of parameters, with the
guard ring included in Fig. 23d. On comparing the isolation in these two figures it can be seen that the

improvement in isolation for the same separation of the contacts and the same value of Lgygq is in the range
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of 7-10dB. The isolation is a weak function of the guard ring inductance Lo

Large gains in substrate isolation are achieved only by lowering the backplane inductance. This
behavior can be expected in low-resistivity substrates because current flow in these substrates is mostly
through the bulk, while the guard ring is an effective current sink for only the surface component of the
current.

For an ideally grounded guard ring at 1GHz, the isolation seems to be improving when the contacts
come closer together for an Lgyg of 3nH and 5SnH. This behavior is observed because the guard ring acts as
a good ground for contacts close to it, especially since at high frequencies the backplane impedance is
large and surface currents tend to increase slightly.

In low-resistivity substrates, the most effective way of improving isolation is to provide a very good
ground contact to the backplane. Surface isolation structures similar to guard rings are not very effective in
these substrates.

Guard Rings in High-Resistivi ity

A similar simulation was performed for the case of high-resistivity substrates as was done in the above

50um

«—— 1000pm —%

Figure 23c: Guard Ring Layout
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subsection. The layout is shown in Fig. 23c. The results of the simulation are shown in Fig. 23e. Compared
to the previous case, guard rings in high-resistivity substrates are very effective. Comparing Fig. 23e with
Fig. 19g, we observe that large improvement in isolation is obtained with the ring. It can also be seen that

lowering the value of L, improves the isolation by large numbers. As was discussed earlier, a large
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fraction of the substrate current flows at the surface in these substrates. Hence the guard rings act as very
good current sinks. The following study of guard rings will be restricted to this type of substrates only.
4.1.2: Optimal Sizing and Placement of Guard Rings in Single-Ended Circuits

Guard rings were shown to be effective means to reduce substrate noise in high-resistivity substrates in

the previous section. In this section the optimal sizing of guard rings in these substrates, in order to
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Figure 24a: Guard Ring Layout Figure 24b: Guard Ring Grounding Schemes

minimize the total noise appearing at the receiver node, is discussed. This section deals with single-ended

circuits. Differential circuits are considered in the next section.

4.1.2.1: Guard Rings with Different Grounding Schemes

A single guard ring is assumed to be laid-out around the receiver contact as shown in Fig. 24a below.

The injector and the receiver are assumed to be capacitively coupled to the substrate. The substrate

Case A

Internal Ground

V. Bond-wire for
ig .
internal ground contact

Figure 24c: Guard Ring with an External Ground Connection
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contacts are shown by 1 and 2, for the injector and the receiver. The noise-injector is modeled by a
sinusoidal AC source Vjy;, and the noise received is depicted by V,. We assume at first that the guard ring
is connected to the ground through an independent bond-wire (Case A), modeled by an inductance L as
shown in Fig. 24c. The voltage V,, could be referred to the internal ground (Vo-Vigj or to the global ground
if the signal is measured externally. With regards to the isolation provided by the ring in case A, the
reference against which V, is measured is not important, at least in a behavioral sense. If the voltage V,, is
referred to the global ground, then the impedance between the internal and glch:al grounds, is merely an
addition to R). On the other hand, if V,, is referred to the internal ground, then the signal across R; will be
directly proportional to the value of V, referred to the global ground. Only the former case, when the
signal is measured with reference to the global ground, is considered here. A detailed analysis of case A is
reserved for the next section, where isolation with noise injection through the guard ring is considered.

When the ring is connected to the internal ground (Case B), it becomes necessary to identify the
reference potential as in Fig. 24d below. These two cases are considered explicitly in the simulations.

The variation of isolation as a function of guard ring width and the bond-wire ground inductance Ly, is
considered in Fig. 24e-g. The substrate parameters are mentioned in the figures. The dimensions a, b and d,
shown in Fig. 24a are kept constant and the width of the ring (w) is varied. Case A is shown in Fig. 24e,

while case B is considered in Fig. 24f-g. In Fig. 24e and Fig. 24f, the isolation is defined as the ratio of V,

Case B

vgr (Vig) ——a —

Figure 24d: Guard Ring with an Internal Ground Connection
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and Vig; in dB. The isolation in Fig. 24g is defined to be (V,-V)/Vip; in dB.
We observe from Fig. 24e-f, that increasing the thickness of the guard ring from 2 to 34um, provides a
small improvement in the isolation but only for the case Lg=0. For other values of L, the isolation

actually worsens. Thus in both these cases, it is advisable to use thin guard rings.
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Further examination of Fig. 24e and Fig. 24f reveals that the isolation in Fig. 24e is significantly better,
which leads us to the conclusion that if the signal V, is to be referenced to an external ground, the guard
ring must be connected to ground through an independent bond-wire. It can further be observed that the
isolation in Fig. 24f, for large values of the bond-wire inductance, is worse than that without the guard ring
at all. Thus the guard ring must be connected to an internal ground, only if the signal is measured with
respect to the internal ground. It can be seen from Fig. 24g that the isolation provided by an internally
grounded guard ring is excellent, if the signal is measured with reference to the internal ground. Further,
the isolation is practically independent of the value of the bond-wire inductance.

Crcv and Cyy; have been assumed to be 0.8pF for the simulations.
4.1.2.2: Optimization of Guard Ring Widths

Guard rings are often connected to ground by the use of a separate ground-pin (case A in the previous
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Figure 24g: Isolation with an Internally Grounded Guard Ring
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section). The associated bond-wire can pickup noise from adjoining bond-wires, and inject noise into the
circuit. The optimization of the guard ring size with a noisy ground-connection is treated in this section.
Only case A is considered here. In case B, the influence of noise on the guard ring bond-wire can be
minimized by referring the receiver voltage to the internal ground.

To obtain an understanding of optimization problem, the substrate model with ph, = e will be
considered. This is done because the substrate model is simpler for this case. In Fig. 25a below, the lengths
a and d are kept constant. The width of the ring is varied and the optimum size of the ring is determined.
Contact-1 is the injector and contact-2 is the receiver. The injector voltage is shown as Vjp:. The bond-wire
used to ground the guard ring can also pickup noise from adjacent pins due to bond-wire mutual

inductances. This noise is modeled by the generator Vjy;;. The problem at hand is to reduce the influence
of Vjp; on Vy, while simultaneously keeping the effect of Viy; low’.

We assume, for ease of analysis, that the impedances Z;; and Z, are small. These impedances model

the reactances of the device-to-substrate capacitors. Hence node-1 in Fig. 25b is voltage driven and node-2

sees the resistance R|. This approximation will be valid at very high frequencies.The isolation between

nodes-1 and 2 is then determined by the reduced model shown in Fig. 25c.

Figure 25a: Guard Ring Layout Figure 25b: Substrate Model

7. Not placing the ring avoids the injection of Vjy;; altogether. In some applications, where Vinj1 is large, it is possible that adding the
ring actually increases the noise.
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Under the approximations stated earlier and provided that R, is small, the total output voltage at 2 can

be shown to be

V,=Rx {(_1_ + oL )v. .,{ g ]v. : } (85)
Rlz ngrRZgr +joL (ngr + R2gr) n ngrRZgr +joL (ngr + RZgr) injl
Let us first consider the case when Vjy; is zero. The effect of increasing width (w) is that Ry, increases

and Ryg, and Ry, decrease. At low frequencies the isolation between the contacts is determined by R;, and

therefore for low-frequency operation a wide ring is beneficial. At high frequencies, however, the second
term in the bracket starts becoming significant. In fact at very high frequencies, the isolation is governed

by the sum (Ryg+Ryg). If this sum is small at these frequencies, the isolation can actually be worse than
that achievable without the ring. Further, as R,z and Ry, are reduced, the frequency at which the ring
begins to lose its advantages is also lowered (@~ (RygRogr)/L(Rjg+Rog)). It must be mentioned
however, that this pole frequency is usually very large for typical values of Lg,. If Vjy is nonzero, we
observe a potentially more serious problem with a very wide guard ring. At low frequencies the noise term
Vinj1 appears at the output scaled by the ratio Ry/Ryg;. This ratio can be significant if Ry is too small®,

An area-efficient way to increase Ry, while keeping ‘w’ small, is to make ‘d’ small in Fig. 25a.
However making ‘d’ small also decreases Rygy, which leads to a higher dependence of V; on Viy;;. If Vig;

is significant, then ‘w’ and ‘d’ must both be made large. Another option is to place the ring around the

Figure 25¢: Modeling Bond-Wire Noise in a Guard Ring

8. It is assumed that R, is always smaller than all the other resistors.
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injector contact. It can be seen from (85) that the dependence of V; on Vjy; is symmetric in Rygr and Rogy.
Thus increasing Ryg, and reducing Ry, simultaneously has no effect on Vj if Vjy; is the only noise source.
However the effect of Vjy;; on Vj is significantly reduced by using this arrangement.

The alternate scheme of placing the ring around the noise-injectors may not always be preferable to the

scheme shown in Fig. 25a. The principal cause of the appearance of the noise Vigj1 is the mutual

inductance which is present between the pins and bond-wires in a package. A usual design practice in
mixed analog-digital circuits is to place the analog and digital portions of the ;:ircuit in different parts of
the substrate. The pads are also laid out such that the analog and digital bond-wires are placed in different
sections of the package. If layout constraints force the bond-wire used to ground the ring to be located in
proximity to the digital bond-wires, then it is possible that the magnitude of Vinj1 may increase
significantly compared to the other case. The ideal scheme for isolating the sensitive circuits from the
noisy circuits is to place the ring around the noisy circuits and lay out the bond-pads such that the guard
ring bond-wire is placed along with the analog-section bond-wires.

The above discussion is not definitive but is meant to shed light on some of the trade-offs involved in
the design of optimal guard rings. In the rest of the section results from simulations are presented.

The noise appearing at contact-2 of Fig. 25b for a one-Volt swing on contact-1 is shown in Fig. 25d-g.
The dimensions of the contacts and the ring and the substrate data are presented in the figures. The width
of the ring is swept from 4um to 32um in increments of 2jum and the output signal is measured. Caup is
assumed to be 0.8pF in all the simulations.

Fig. 25d and Fig. 25e depict the substrate noise coupling in substrates without backplanes. Fig. 25f and
Fig. 25g depict the case with ideally grounded backplanes. In each figure the isolation at two frequencies,
100MHz and 1GHz is shown. The guard ring bond-wire inductance is stepped from 0 to 8nH in steps of
2nH. The isolation without the guard rings at the two frequencies is mentioned in each graph.

A common conclusion which can be made from each of the graphs is that at high frequencies (~1GHz),
thin guard rings provide better isolation than wide rings. The evidence of the existence of an optimum

guard ring width is found in the isolation curves at 100MHz in all the curves for different values of the



91

inductance to ground. In Fig. 25d, for example, the optimal guard ring width for a 2nH ground path
inductance is 15um. The minimum is shallow. Thus the best rule for sizing guard rings is to use minimum
width rings and ensure a very good ground connection to the ring. The presence of the ideally grounded
backplane improves the isolation by 5-10dB compared to the case without the backplane. This suggests
that the primary path to ground is provided by the surface ground rings and not by the backplanes in high-
resistivity substrates.

It was mentioned earlier in this section that it is possible to place a guard ring around either the receiver
or the injector contact. The dependence of the received noise on the noise terms Viy; and Vig;; is shown in
Fig. 25h and Fig. 25i respectively, with the ring placed around the injector and the receiver in each figure.
The layout parameters and the substrate parameters used are shown in the figures. The bond-wire
inductance is assumed to be 4nH. The upper curve in Fig. 25h is the isolation from Vjy; without the guard
ring. It can be seen that the noise isolation provided by the ring, from the substrate injector is nearly the
same, regardless of whether the ring is placed around the injector or the receiver. The isolation from Viy;;
(Fig. 25i) is better by approximately 20dB in the case when the ring is placed around the injector rather
than around the receiver.

As a specific example, consider the case when the bond-wire adjacent to the guard ring bond-wire
carries a current of ImA at 1GHz and has a mutual inductance of 1nH with the guard ring bond-wire. Viy;
will thus be 6.3mV. If the ring is laid-out around the receiver, then the voltage appearing on the receiver
due to Viy;; will be 1.41mV. If the ring is laid around the injector, the noise at the receiver due to Viy; will
be 0.14mV. These voltages will scale linearly with the magnitude of the current in the adjacent bond-wire.
For a 1V swing at 1GHz at the injector, the noise appearing at the receiver is 5.623mV. If the guard ring is
placed around the injector, then the noise induced by Viy;; will exceed that caused by Vjy; for current

values exceeding 35mA. If the ring is placed around the receiver, the noise caused by Viy;; will dominate

for current amplitudes greater than 3.5mA. 9

9. The noise without the guard ring can be shown to be 22mV. Therefore it is advantageous to use a guard ring in this example.
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4.1.3: Guard Rings in Differential Circuits

It was mentioned earlier that the improvement in isolation in differential circuits in high-resistivity
substrates was not as significant as in low-resistivity substrates. The reason for the excellent differential
isolation in low-resistivity substrates was found to be that the heavily-doped bulk, which lies in close
proximity to the surface, acts as a good ground-plane. As a result, noise signals coupled to the substrate
appear as common mode signals on the differential outputs. Guard rings in high-resistivity substrates also
act as ground-planes in close proximity to the devices. Hence it can be expected that differential isolation
in high-resistivity substrates will be improved in a similar fashion by the use of guard rings. The effect of
guard rings in differential circuits is studied in this section. Differential receivers with single-ended
injectors are considered here.

We consider the differential substrate-contacts, without and with a surrounding guard ring shown
below in Fig. 26a and Fig. 26b respectively. For the purpose of simulation, the guard ring shown in Fig.
26b is connected to ground through the bond-wire inductance Lg,, which is stepped over three values, 0,
4nH and 8nH. The width of the ring is stepped from 10um to 48um in steps of 2pum. The results of the

simulation, that is, the differential and common-mode isolation values are shown in Fig. 26c.

it

ot | [ ]

_f

w

100um

1000 pm Ly 1000 pm

Figure 26a: Layout without Guard Ring Figure 26b: Layout with Guard Ring
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It can be observed from the figure that the differential mode-isolation improves slightly by the use of
thick guard rings. Unlike the isolation in the single-ended case in the previous section, the isolation value
is independent of the value of the bond-wire inductance. Thus the isolation improves by a significant
amount, and is independent of the impedance to ground. Common-mode isolation, however, does worsen
with increasing ring thickness, for nonzero values of the bond-wire inductance. Thus in differential
circuits, as in the single-ended case, it is advisable to use thin guard rings.

The relative independence of the differential-mode isolation on the value of 'I.lg,'is similar to that seen

earlier in low-resistivity substrates in Section 4.0.3. In both cases, the presence of an equipotential region

Lgr=8n

Lg=dn,

Isolation (dB)

10 20 ' 30 20
w (Lm)

Figure 26c¢: Isolation in a Differential Circuit with a Guard Ring
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in proximity to the circuits makes the noise a common-mode signal and is rejected. The presence of circuit
mismatches will degrade isolation, as discussed in Section 4.0.3.

Circuits with differential injectors and receivers will show similar improvements in isolation in the
presence of a guard ring around the receiver or the injector. These circuits have not been discussed
separately in this section since the mechanism which leads to the improvement in isolation is the same as
that discussed above.

4.1.4: The Use of Dual Guard Rings

The effect of one guard ring placed around the injector or the receiver has been discussed in the
previous sections. It is also possible to place guard rings around both the injector and receiver contacts.
The isolation between two single-ended contacts, with a guard ring placed around each contact is
examined in this section. The layout is shown in Fig. 27. The results of the simulation are shown in Table
3. The isolation at 100MHz to 1GHz, without guard rings, with a guard ring around the receiver contact
only and with two guard rings, is shown in the table.

The guard rings shown in Fig. 27 can be connected to ground separately or together. In the latter case,

Vinj Vrcv

O.SpFJ_ Agisog

50pum

10pum

50pm

Figure 27 : Contact and Guard Ring layout
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however, the two guard rings appear to act as one large ring, and all the conclusions of Section 4.1.2 are
applicable. Hence the guard rings are assumed to be grounded separately. The relevant layout-data is
shown in Fig. 27. The guard rings are assumed to be connected to ground through independent bond-wires.
The bond-wires are modeled by 5nH inductors. The injector and receiver contacts are squares of 50um
sides. The substrate capacitance is assumed to be 0.8pF.

The improvement in isolation by placing two rings is seen to be significant, especially at low
frequencies. Using two guard rings requires two package pins which may riot always be possible. If,

however, two pins are available, then using two guard rings is advisable.

Case Frequency Isolation(dB)
No Guard Rings 100MHz -62
1GHz -34
Guard Ring around receiver only 100MH2z -99
1GHz -45
Two Guard Rings 100MHz -130
1GHz -57

Table 3: The Effect of Guard Rings on Isolation

4.2: Effects of Substrate Coupling on Circuit Performance

In the previous sections, the dependence of substrate macromodels and isolation on various substrate
parameters and the design of optimal guard rings was discussed. In this section, the effects of substrate
coupling on circuit operation will be addressed.

Substrate coupling influences circuit performance in various ways. The effects discussed here include
power loss in the substrate, degradation of circuit noise performance, change in circuit bandwidth and
change in circuit gain. As mentioned earlier, some performance changes are caused externally by coupling
between circuits while others are local or internal to one circuit. The specific nature of the performance
change has been mentioned in eaqh of the analyses presented below. Techniques to reduce the degradation

caused by substrate coupling are also mentioned for each effect considered. Finally some catastrophic
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effects of substrate coupling which can lead to a complete failure of the circuit are also mentioned.
4.2.1: Power Loss in the Substrate

Silicon substrates are lossy in nature and hence are modeled as distributed resistors as discussed in
Chapter 3. The loss in the substrate lowers the efficiency of circuit components and must be minimized.
Substrate power-loss can be caused by current-injection into the substrate by active and passive devices
and is an effect internal to the device. The current-injection mechanisms of various devices were discussed
in Chapter 2. Capacitive current-injection takes place in passive devices such as resistors, capacitors,
inductors and interconnects and also in active devices through junction capacitors formed by the substrate.

The performance of inductors is significantly influenced by the presence of the substrate-parasitics.
This is due to a large oxide parasitic-capacitance to the substrate, which strongly couples the inductor to
the substrate. The functional dependence of substrate power-loss on parameters such as the parasitic-
capacitance and the substrate parameters is similar in all devices coupled capacitively to the substrate.
Hence only inductors are discussed in this section.

Inductors are implemented on-chip in planar spiral forms (Fig. 28a) and are increasingly being used in
radio-frequency circuits for personal-communication applications. A first-order model of the inductor is

shown in Fig. 28b where the inductance is depicted by L. The series loss in the inductor is modeled by Ry,

C,; and Cg, represent the effective oxide-capacitance to the substrate, while Rg; and Rg; model the

Cu

Oxide

Silicon substrate

Figure 28a: Spiral Inductor Figure 28b: Inductor Model
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substrate parasitic. The inter-turn capacitance of the inductor is modeled by Cy. This model of the inductor
is valid if the inductor is used below its self-resonance frequency. More detailed inductor models are
presented in [22]‘.

The three major parameters of interest in the inductor are the value of the inductance L, the self-
resonance frequency of the inductor and the quality factor or ‘Q’ of the inductor. The quality factor is
defined as the per-unit-cycle energy stored to the power loss in the inductor. Typical Q factors of inductors
fabricated in silicon processes are in the range of 3 to 10 [22]. The power-loss in the inductor is determined
by the series and substrate resistors shown in Fig. 28b. The series loss is determined by the resistivity of
the material used to fabricate the inductor and the length of the inductor winding. The substrate-loss term
depends on the resistivity of the substrate. The substrate model-elements shown in Fig. 28b can be
computed using the simulator described in Chapter 3. The dependence of substrate loss on substrate
resistance is considered here.

For ease of analysis, we consider the case when one end of the inductor is connected to an AC ground

(Fig. 28c). The inductor is assumed to be driven by a current source i;,. Simple circuit analysis shows that

the loss in the substrate depends on Ry; in Fig. 28c by the following behavioral equation

f, (@R,

Loss = 7
f,(@)R%; +f; (W) R, +f, ()

(86)

where fj, f5, f3 and £ are functions of frequency ‘e’ and depend on L, Cy}, C; and Ry,

Ry
L

w(¥) T e §

Figure 28c: Current-Driven Spiral Inductor
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The above dependence suggests that the loss in the substrate is minimized either by a very large R or

by a small R; 10, In fact it can be shown that the substrate loss is maximized for the following value of Ry,

at any frequency ®.

2 2
N IQ-m L(Csl+Cu)) +0'R%:(C,, +Cpp
slmax = C 2
1 ’J (l—mzLC") +m2R23,Cﬁ

When the inductor is used at a frequency much smaller that the self-resonance frequency of the structure,

R

1))

Rsimax is approximately equal to 1/wCg;. C; can be estimated from the size of the inductor and the
thickness of the oxide. To minimize the substrate loss in the inductor, the substrate underneath the inductor

can be doped to make Ry either very large or very small compared to Rgjmax-

The expression for the Q of the inductor is not derived here. The design-rule discussed here will suffice
at frequencies below the self-resonance of the inductor. Experimental work is required to verify the above
result.

Similar analyses can be performed for other devices too. In all cases, the substrate loss is maximized
when the substrate resistance is nearly equal to the magnitude of the reactance of the device-to-substrate
capacitance.

The substrate injection in some devices can contain a DC component, for example the avalanche
induced substrate injection in NMOSFETS, the leakage current in diodes formed with the substrate or
through the parasitic pnp transistor in npn BJTs (Chapter 2). These injection mechanisms lead to a DC
power loss in the substrate. The leakage current in substrate junctions can be minimized by suitably
adjusting the process to reduce the maximum fields in the depletion regions. Avalanche injection in
NMOSFETs and the current levels in the parasitic pnp devices in npn BJTs can be reduced by biasing the
devices such that the substrate injection is minimized [3]. This may not always be possible since the device

bias-levels are decided by more important circuit issues. Therefore the most practical way to reduce the

DC IR loss is to provide a low-resistance path to ground. DC current injection into the substrate can lead

10. It is assumed that R is large enough so that the inductance L is not significantly reduced by an induced image in the substrate.
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to more harmful effects and these are discussed later.
4.2.2: Degradation of Circuit Performance due to Substrate-Coupled Noise

In this section, the changes in the performance of circuits due to substrate noise are considered.
Substrate noise injection may be internal to a circuit or a device or may be external, coupled from one
circuit to another. Low noise-power-levels are important in several circuits such as low-noise-amplifiers
(LNAs), oscillators, mixers and high-resolution AD converters. Noise injection is important in passive
components which have a large substrate parasitic capacitance such as inductors or long interconnects, as
well. An amplifier consisting of a single bipolar transistor is considered below to illustrate the internal and
external mechanisms for noise injection.
Noise-Figure Degradation in a L.ow-Noise Amplifier

The noise mechanisms in the substrate which can lead to a possible degradation of the noise figure of

the amplifier are shown in Fig. 29a. The substrate is lossy and is modeled by resistors Ry, and R, which

represent the bond-pad to substrate-ground and the collector-to-substrate-ground model-elements
respectively. The thermal noise in a resistor R can be modeled as an Additive White Gaussian noise

(AWGN) of power-spectral-density 4kTR [2]. The noise sources modeling the thermal noise of Rsbp and
Rg; are shown in Fig. 29a as V2, and V2, respectively. Cibp is the bond-pad capacitance and Cj, is the

collector-to-substrate capacitance of the BIT. V2, models the noise due to other switching devices which

may be present on the same substrate and is considered later. Experimental work studying the effect of the
substrate loss on the noise-figure of bipolar transistor amplifiers was recently presented in [23).
The effects defined as being internal to the circuit are considered first, that is V2, is assumed to be

'\_’znz is amplified by the transistor and adds to the noise power-spectral-density

zero. The noise source
(PSD) at the output and will therefore be more harmful to circuit performance than ‘\7'2,,1. The expression
for the output PSD without the substrate noise sources is derived in [2). The power-spectral density of the

noise contribution at the output due to Vz,,z is given by the following expression
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2.2.22 22
dv’, _ 4kTg, R, R 70 CsbpRyy )
= (88)

) ((a—mz (b+ cRsbp) )2 + (o2 (d+ eRsbp) 2)

},d= (r, +r)RC

where a = R +r_+1r,, b = RsrﬂranCsbp, c= (Ri+r)r1, (C“Csbp sbp ¥ (Ry+r)r,C

and e = (R;+1 +1)C,, . In the above equations, 1y, is the base resistance, Ry is ﬁe source resistance, ry
is the small-signal base input resistance and C; is the small-signal base-to-emitter capacitance. The total
impedance of Cgy, and Ry, is assumed to be large, so that the noise contribution of the other sources is not
changed by the loading of Cg,p, and Rgpp. It can be shown that the contribution of Ry, to the output noise

is maximized when

“ o 22 2

st ® wc +e¢

If ry, is small compared to R; and 1, and Cg, is small compared to C, then Rgyp in (89) is given by the

simple expression below.

_ 1
RsbP - mcsbp (0)
Ve
Re
vol
Q
* K frmd Csl
——Csbp
L Rsl Rsz
Ry =
P Vo1=4kTRg; T2
nc
V2,=4k TRy, L 1
== —MWWA

Figure 29a: Noise Sources in a Single-Transistor
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Thus, as in the previous section, if both the frequency of operation and the bond-pad capacitance are
known, then the substrate resistance must be either much greater than or much smaller than the reactance
of the capacitance. The latter case can be achieved by the use of a bond-pad shown in Fig. 29b. In this
figure a bond-pad with a grounded low-impedance shield underneath is shown ([23], [24]). If the bond-
pads are made from the second or third-layer metallization then the shield can be formed by a lower metal
layer or by a n+-shield underneath the bond-pad. Shields implemented in the n+-layer are preferable to p+ -
shields because the depletion capacitance between the n+-shield and the p-type substrate isolates the shield

from the substrate.
The contribution of Rg; to the output noise power-spectral density is given by the following equation
2 2.2
dv,  4KTR,0'CR

= o1
A LR AR o e

This contribution is maximized for the following value of R,

1+0°CR?

R = 51-tcl
sl mcsl (92)

Bostavegpply ond-pad in second level metal (M,)

Oxide

p-type silicon substrate

Figure 29b: Bond-Pad with Low-Impedance Shield
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Once again the noise is maximized when the substrate resistance is approximately equal to the reactance of
the collector-to-substrate capacitance.

The influence of the switching noise on the output noise in the circuit is more difficult to model as it is
difficult to make any generalizations regarding the nature of this signal. The switching ‘noise’ may in fact
be deterministic and not random at all. Even if the switching activity is random, it is difficult to determine
a priori the distribution or the frequency dependence of the noise. In specific cases, circuit simulations,
which incorporate knowledge of the switching activity, can be carried out.

In order to illustrate some of the trade-offs involved in LNA designs, in the presence of switching
noise, we consider the example shown in Fig. 29c. A tuned LNA is shown in the figure. The load
impedance is tuned to achieve a center-frequency of 900MHz. It is assumed that the inductor and the bond-
pad used in the LNA are shielded. Thus the only noise sources contributing to the output noise are the
device noise sources and the switching noise coupled to the output. The relevant device parameters and the
inductor Q are shown in the figure. The input voltage source is assumed to be ideal.

All the switching noise-sources are combined together as a single large noise-source of area

500*500pm2, coupled to the substrate through a capacitance of 40pF". The switching noise source is

"‘ Q of inductor (@900MHz) = 5
—L c=6.24pF Transistor R,=260Q/AF
R=5.65
Vol

LPF

=

=L C = 18fF*AF

swn‘40PF Fv-zswn

J\NW\,

Figure 29¢: Modeling of Switching Noise Sources

L.
:_L: p

i
I

11. Typical device-parameter values have been assumed. These number may vary, depending on the process.
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assumed to be AWGN, and is filtered by a low-pass filter in order to restrict the bandwidth of the noise.
The layout of the LNA and the switching noise-source is shown in Fig. 29d.

The area of transistor Q; in Fig. 29c is stepped from twice to twelve-times the minimum device size.
This ratio is called AF in Fig. 29c and Fig. 29e. The device bias is adjusted in order to achieve a gain of 5
(14dB) at the center frequency. The total noise at the output of the amplifier, with an ideal voltage source
driving the input, in shown in Fig. 29e. Curve ‘a’ in Fig. 29¢ shows the output noise voltage considering
only the device noise sources. Curves ‘b’, ‘c’ and ‘d’ show the total output noise when the total switching
noise-voltages in a 1GHz bandwidth are 10mV, 100mV and 1V respectively. The total output noise in
curve ‘a’ decreases as the device area is increased. This is due to the decrease in the value of the base
resistance r,. Curve ‘b’ shows the existence of an optimum device area. The output noise decreases at first
as the area is increased and then increases for device areas greater than five times the minimum device
size. The initial decrease is due to the decrease in the base resistance, while the increase is due to the
increase in the collector-to-substrate capacitance of the device. The output-noise is dominated by the
switching noise in curves ‘c’ and ‘d’ and the output-noise is a monotonically increasing function of the
device area.

In order to decrease the influence of the switching noise on the output noise of the amplifier, guard

rings and backplane contacts can be employed. The optimum device area for minimizing the output noise

1000 pum

Switching

Noise-source 500 pm

LNA (4501m,450pm)

t0pn 3] I

100"“‘1 o@D

Figure 29d : Layout of LNA and Switching-Noise Generator
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can then be recomputed.

Oscillators are susceptible to substrate-noise in a similar manner. A very important specification for an
oscillator is the phase-noise performance [25]. The phase-noise of an oscillator can be degraded by the
thermal noise of the substrate resistor or by the external switching noise coupled into the circuit. As in the
LNA, the thermal noise of the substrate can be reduced by doping the substrate suitably, and external noise
can be reduced by the use of guard rings in high-resistivity substrates or good backplane contacts in low-

resistivity substrates.

Total Noise Voltage at the LNA Output (LV)

2
- B . B
le2 a
7
2 4 6 8 10 12

Transistor Area-Factor (AF)

Figure 29e: Total Output Noise vs. Device Area
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4.2.3: Change in Circuit Bandwidth

Circuit bandwidth is a critical parameter in amplifier design. Circuit bandwidth can be changed in at
least two ways due to the substrate-impedance. The substrate acts as a feedback path, which can lead to
significant changes in circuit-bandwidth. Yet another mechanism is the change in the device-to-substrate
depletion capacitance of devices caused by a change in the substrate bias resulting from the flow of DC
currents in the substrate. As discussed in Section 2.0.1, DC currents are injected into the substrate by the
avalanche-induced substrate currents in NMOSFETS, the leakage currents ‘in device-to-substrate pn
junctions and the parasitic pnp transistor in npn BJTs. Experimental evidence of the change in depletion
capacitance in NMOSFETs was shown in [26). These two mechanisms are discussed below.
4.2.3.1: The Su a Feedback Path

In order to examine the feedback path which exists through the substrate, we consider the BJT
amplifier shown in Fig. 30. The partial circuit diagram of a cascade of common-emitter amplifiers is
shown in the figure. Cg, is the capacitance between the bond-pad and the substrate and Ry, is the

substrate resistance from the bond-pad to the ground. Cg, is typically in the range of 0.5pF to 1pF while

Rypp Can vary from a few ohms to a few k2, depending on the substrate type used. Cy)(5) and Ryy(y) are the

Figure 30: Feedback through the Substrate
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collector-to-substrate capacitances and the substrate resistances respectively for Qje). Ryj2 models the
interaction of Q;and Q, through the substrate.

If the substrate model is not included in the circuit simulator, then the collector-to-substrate capacitors
in Fig. 30 will be connected to the ground. With the substrate model included, a feédback path between the
collector and the base of transistor Q, can be seen from the figure. If Rg; and Ry, are large compared to the

reactance of C;; and C;;, at the frequencies of interest, and if Ry, is small, then the series combination of

Cs; and Cy; appear as a Miller-multiplied capacitance at the collector of —Qliz. This effect can be
significant if Q, provides a large gain. For example, if C;; and Cg, are 0.2pF each and Q, has a gain of 10
then the Miller-multiplied term at the collector of Q; will be 1pF. This capacitance will add directly to the
C, of Q; and will lead to a large fractional change in the bandwidth of the circuit.

Possible solutions to this problem include the use of a guard ring around the collector of Qy, the use of
a good backplane contact to reduce R;; and Ry,, the use of differential circuits and the use of feedback
around the amplifier. The use of feedback may not always be sufficient, depending on the application. The
reduction in the bandwidth of a series-series feedback amplifier is discussed in [27], where the inclusion of
the substrate macromodel in the circuit simulator is shown to cause a reduction in the circuit bandwidth
from 1.9GHz to 1.8GHz, which represents a five percent change.

The substrate acts as a feedback path in MOS amplifiers as well and the lossy Miller effect discussed
above can be seen there as well. A DC feedback path can also exist in MOS amplifiers due to the body
effect and the drain-to-body transconductance (gg,) caused by hot-electron induced holes (Chapter 2).

These effects can be studied in specific cases by using the simulator discussed earlier.
4.2.3.2: Change in Depletion Capacitance

If a DC current is injected into the substrate by any mechanism, the substrate potential will change due
to the voltage drop in the substrate. The change in the substrate potential will vary across the substrate,

which can be predicted by considering the complete substrate-macromodel in the circuit simulator. The

12. This can be the case, for example, in a high-resistivity substrate if the transistors are in close proximity, have large substrate capaci-
tance, and the substrate is connected to ground by the use of small surface substrate contacts.
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depletion capacitance of a reverse-biased pn junction depends on the DC bias value by the following

relationship

Cio

1
(1 +Vbias]n
Yoi

where Vy;,s is the DC bias in the substrate, i, is the built-in potential of the junction and ‘n’ is an

G = (93)

empirical exponent. ‘n’ depends on the doping profile. Using the above equation, it can be shown that a

small change AVy,;, in the substrate potential will cause the following change in the junction capacitance

aC, = 3. L8V bias) W) 94)

J n [1 +vbias]
Yoi

Thus if Vi, is initially zero, n is assumed to be!3 2 and y,; is assumed to be 0.7V, then a 0.1V increase in

Vpias Changes C; by approximately seven percent. If the bandwidth is dependent on the junction
capacitance with the substrate, then this change would represent a seven percent change in the bandwidth
of the circuit.

A circuit technique to reduce this problem is to make the bandwidth dependent on a passive capacitor
built on the chip. A processing technique to reduce the change in the junction capacitance values is to
connect the substrate region in the vicinity of the device to ground, which could be done by using a guard
ring.

4.2.4: Change in Circuit Gain

The change in the substrate bias can cause a change in the depletion capacitance which exists between
the device and the substrate. In MOS transistors a DC change in the threshold voltage V, can also result. A
change in the threshold voltage will lead to a change in the gain of the device and also the bias quantities
in the circuit. As discussed in [2], a change of AVy;, in the substrate potential changes the drain-current I3

of a MOSFET by the following relation

13. An abrupt junction is assumed.



111

Al = g_ AV 95)

bias

The change in the bias level for each circuit or device can be obtained from the circuit simulator.
4.2.5: Catastrophic Consequences of Substrate Coupling

It was shown in Section 4.2.2 that when the substrate acts as a negative feedback path, the bandwidth
of the circuit is changed due to the lossy-Miller effect. A much more serious consequence is observed
when the substrate appears to be a positive feedback path.

As an example, the cascade of common-emitter stages considered in Fig. 30:is considered once again,
but with one more transistor added to the chain, as shown in Fig. 31 below. As can be seen from this

circuit-diagram, a positive feedback path now exists through the collector of Q3 and the base of Q,. The
isolation in high-resistivity substrates is in the range of -45dB to -35dB (Fig. 19g). Thus if Q, and Q; have
a combined gain greater than 40dB, it is possible to observe a loop-gain greater than unity through the
substrate. This could lead to oscillations of the circuit and will lead to circuit-failure.

Similar positive feedback paths through the substrate can also exist in MOS amplifiers even at low-

frequencies as discussed earlier. It is thus very important to ensure that sufficient isolation is provided

Ve

Ry Re2 R,

Q;

Figure 31: Positive Feedback through the Substrate
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through the substrate, when high-gain amplifiers are implemented, or when high-gain paths exist in a
circuit. Latch-up in CMOS circuits is a classic case of positive feedback through the substrate and has been
extensively studied in the past [1]. Guard rings and backplane contacts can be used to reduce the loop-gain
through the substrate. Low-resistivity substrates are in fact popular choices for CMOS fabrication because
of their latch-up suppressing properties. In these substrates the contact-to-contact coupling term is very
large which reduces the loop-gain of the positive feedback path causing latch-up (Fig. 18d). The utility of
the substrate simulator is apparent in this situation, for predicting, identifying and’solving the problem.

Yet another catastrophic failure can be caused when a device-to-substrate gets forward-biased by a
voltage spike, or by large DC currents injected into the substrate by any of the three mechanisms identified
earlier. Turning on of a substrate diode can cause a large current flow into the substrate and can lead to
permanent destruction of the IC.

4.3: Conclusion

This chapter has been devoted to the circuit effects of substrate coupling and techniques to suppress
them. Substrate isolation in different substrate types was discussed extensively. It was shown that low-
resistivity substrates can provide excellent differential mode isolation and can provide good single-ended
isolation in the presence of a good ground-plane contact. The ‘distance-independent-isolation’ property of
these substrates was discussed in detail. Isolation in high-resistivity substrates was shown to be relatively
independent of the backplane impedance. Guard rings were found to be effective in these substrates, and
the optimal sizing of guard rings in these substrates was discussed. It was demonstrated that the isolation
provided by narrow guard rings is as good and in some cases better than that provided by wide guard rings.
It was ;hown that guard rings provide very good isolation in differential circuits on high-resistivity
substrates. Several circuit effects of substrate coupling such as bandwidth reduction, noise-figure
degradation, substrate power-loss and circuit-failure mechanisms were discussed in the last part of the
chapter. It was shown that in many circuit applications, it is important to know a priori the effects of

substrate coupling and to take the necessary design steps to avoid these effects.
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Chapter 5: Experimental Verification

Experimental verification of the modeling techniques discussed in Chapter 3 is presented in this
chapter. DC measurements were performed on a chip consisting of several p+-to-p contacts. The
experimental results are presented and correlated against the predictions of the simulator. A good match is
observed between the simulated and experimental results. This experiment is used to verify the predictions
of the simulator rather than explore the circuit effects of substrate coupling. An analysis of the sources-of-
error is also performed in this chapter.

5.1: Test-Chip Description

A die-photo of the test-chip is shown in Fig. 32a. The cross-section of the test-chip substrate is shown
in Fig. 32b. The substrate is of the high-resistivity type discussed earlier in Chapter 4. It consists of two
layers, a low-doping high-resistivity bulk of resistivity 20Q-cm and a low-resistivity surface buried-p
region of resistivity 0.1Q-cm. The test-chip consists of twenty ohmic substrate-contacts (p+to-p). The
minimum contact size is 2jum by 2um, while the largest contact size is that of the center square contact,
which is 125um to a side. There are four rings surrounding the center contact. The innermost ring is a large
p+-contact while the outer rings consist of several individual p+ substrate-taps connected in parallel on the
surface by metal interconnects. The contact-to-contact distances vary from 2um to 100um. The die
measured 950um by 875um. A gold ohmic-contact was made to the back surface of the die and was

connected to ground during the testing.

5.2: Measurement Procedure

Two experiments were performed on the test-chip. In the first experiment, a DC bias of 0.1V was
applied at one contact, and the voltage appearing at another contact, with all other contacts at ground, was
measured. Two values of DC bias were chosen for this purpose (0.1V and 1V) in order to ensure that the
junction nonlinearity or high-field effects in the bulk do not interfere with the measurement. It was found
that some of the contacts exhibited weak nonlinearity at 1V and therefore data was extracted at 0.1V bias
only. The linearity around zero-bias was verified by using an IV curve-tracer. For any pair of contacts I

and J, the voltage measured at contact-J (Vj) with 0.1V applied at contact-I is given by the following
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equation

0.IR;,

Vi= Ryy+Ryo ©0)

where Ry is the resistance between contacts I and J and Ry, is the resistance between contact-J and ground.
The ratio of Vy and Vj is shown in Fig. 32c.

The admittance matrix was experimentally determined, in the second experiment, and compared
against simulated data. This extraction was performed on two test-chips. One contact was kept at a fixed

DC bias of 0.1V as above and the current exiting the other contacts was measured.

5.3: Simulation Procedure

The two experiments discussed above were repeated on the simulator as well. The DCT technique
discussed in the previous sections was used for the simulation. A minimum feature size of approximately
1pm and junction-depths of 0.5 pm were used in the simulation. The substrate model is shown in Fig. 32b.

5.4: Discussion of Results

Experimental and simulated results are compared in the plots shown in Fig. 32c and Fig. 32d. The data
from the voltage-ratio experiment is shown in Fig. 32c. Voltage-ratios greater than 0.5 imply a strong
coupling between two contacts. It can be seen from the figure that the match between the measured and
experimental data is to within fifteen percent for voltage-ratios greater than 0.5. The match is good for
voltage-ratios larger than 0.1. Below a ratio of 0.1 however, the matching between the experimental and
the simulated values degrades considerably.

Fig. 32d shows the current exiting the contacts at ground with the center square contact at 0.1V. The
current varies from 2mA to 40mA which implies that the smallest contact-to-contact resistance is 252.
The match between experimental and simulated data is seen to be very good for this case.

Sources-of-Error
One of the sources-of-error in these experiments is the approximate substrate-profile used in the
simulations. The exact values of the bulk and the epitaxial layer resistivities can vary from one test-chip to

another. Further, the step-profile assumed in Fig. 32b is an approximation to the physical case of a
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gradually varying profile.

The approximate nature of the resistivity profile can be identified as a possible source-of-error from
the data points for voltage-ratios less than 0.1 in Fig. 32c. The simulated values are observed to be
consistently lower than the experimentally measured data, which implies that the potential falls-off faster
in the simulation than in the physical substrate. The potential roll-off is directly dependent on the substrate

profile. Further, while the exact match between the experimental and the simulated data degrades at low

|
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Figure 32a: Die-Photograph
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Figure 32b: Substrate Cross-Section
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voltage-ratios, the two sets of data show a good correlation, which indicates the presence of a systematic
error. An approximate substrate-profile will cause a systematic mismatch between the data.

The experimental data is noisy at small voltage-ratios. This possibly could be measurement-related
noise. This issue needs to be investigated further. Parasitics not included in the simulator, for example, the
contact resistances, are yet another source-of-error. These parasitics especially impact measurements

between contacts with small contact-to-contact resistances.

0.10

Voltage-division-ratios (Simulated value)

0.01

0.10
Voltage division ratios (Experimental value)

Figure 32c: Simulated vs. Experimental Results
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-
o

Simulated value (mA)

10
Experimental value (mA)

Figure 32d: Simulated vs. Experimental Results

The good match obtained between the measured and simulated values implies that the simulator is
accurate. Greater accuracy can be achieved by the use of more accurate substrate-profiles. The simulation
technique can be extended to several vertical layers with ease, without major computational overhead,
which is one of the attractive features of the technique. The test-chip used for experimental verification
provided a severe test for the capabilities of the simulator. This was due to the wide variation in the
contact-size and the contact-to-contact distance in addition to the small dimensions of the minimum-size

contacts and the small distance between the closest contacts.
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Chapter 6: Conclusions and Future Directions

Substrate coupling in integrated circuits is a challenging design problem. This phenomenon is one of
the major hurdles in the design of highly integrated mixed analog-digital circuits. The problem will
become a significant issue in future generations of high-speed digital circuits as well. This thesis addresses
efficient modeling of substrate coupling and examines the related isolation and circuit issues. A fast,
memory-efficient and accurate modeling scheme has been presented. The use of this scheme makes it
possible to optimize layout in order to minimize substrate coupling at the design stage. Experimental
verification of the models has been obtained. Optimal guard ring sizing in the presence of external noise
sources has been addressed. Several circuit-level effects of substrate coupling and their solutions have also
been discussed.

There are several problems which deserve further attention. The capabilities of the simulator can be
enhanced in several ways. Lateral resistivity-variations were addressed briefly in Chapter 3. The ability to
incorporate these variations in a memory-efficient manner is an interesting problem. More efficient
partitioning techniques can be explored (Section 3.2.5.2), to reduce the size of the substrate matrices.

DC experimental verification was presented in this thesis. Experiments involving simple structures
have been presented in [21] and [28]. More work needs to be done on the circuit-level aspects of substrate
coupling at high-frequencies. Several theoretical predictions on guard rings were made in Chapter 4 which
need to be experimentally verified at high-frequencies.

The magnitude of substrate coupling depends strongly on the type of the package used in the IC. This
dependence can be caused by several factors. For example, the value of the bond-wire inductances or the
availability of good backplane contacts in a package will influence the degree of coupling. A comparison

of substrate coupling in new packaging technologies such as Multichip-Modules also needs to be

performed.
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Appendix A3.1: The Electrostatic Green Function in the Substrate Medium

Consider a point charge placed at point (x', y', 2') in the upper most layer of the multilayered dielectric
as shown in Fig. Al. The potential due to the point charge will be the solution of the Poisson equation, that

is

S(x-x)8(y-y)8(z-2)

VG (x,Y,2X,Y,2) = (A1)
En
Let G = X(x,x)Y(y, ¥)Z(z, z'). Substituting in the above equation, we have
dz 2 2 ' ' .
YZ'—)§-+Z‘X5-§+XYL,Z‘= S(x-x)8(y-y)d(z-2) (A2)
dx dy A EN

m, X nmy
Assume X = cos = Y = cos - where m, € [0,),n € [0,e) , to satisfy the

boundary condition of zero normal E-field on the side walls.

We have from (A2)

5. 5 o) (A2 - (20 . ()] - Semmsaomsienn g

dz 3Y]

Multiplying both sides by cos(mf?()cus(ﬂ?) and integrating over x and y from O to aand Oto b

Figure A1: Multilayered-Substrate Model
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respectively, we get

UGB 22l )

LetZ'(z,2") = Z(z,2) cos(l%x')cos(%y')

Substituting the above expression in (A4), we have

abjdZ 2 _ d(z-7
#-te) - 2220 a9

2 2
where ¥, = = (an) + (%) . For z#2' the RHS of (AS) is zero. A general solution to (AS) would

be of the form Z = Bsinh (y,,,(d +2)) +Tcosh (Y,,,(d+2)) .
We assume that the source point and the observation point are in the uppermost layer that is
—d, < (z,2) 0. We first consider the solution for Z in the region z < z', which is referred to as Z\. The

solution for Z in the bottom dielectric layer (gp) must be of the form

Z' = B,sinh (Y, (d+2)) +Tgcosh (Y, (d+2)) (A6)

where Bg and I’y are constants.

Since the backplane has been assumed to be at zero potential, we have I'y = 0. Thus

Z' = Bysinh (Y, (d+2)) (A7)

At the interface between dielectric layer &j and €;, two boundary conditions need to be satisfied i.e. the

potential and the normal component of the electric displacement must be continuous. This condition will

be valid in general at any interface between dielectrics. Specifically, the set of equations relating (B, ')

t0 (By.1,Tk.1) can be represented in the matrix form as in (61)
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g
-s-ﬁ-l-coshz(ek) - sinhz(ek) , (—k"—' - l)cosh (8,) sinh (8,)
[ﬁkj] = ek 81: k-1 (61)
T,
N (1 - ais'—‘)cosh (6,) sinh (8,) , cosh’(8,) — %’—lsinhz(ek) k-1
k k
where 8, = v (d—d,), 1Sk<N, By = 1.0 and Ty = 0
In the uppermost layer we have
Z' = Bysinh (v, (d+2)) +Tycosh (Y (d+2)) (A8)

where ~d, <z<2'<0. The field must satisfy the zero normal E-field condition at (z=0). Thus in the

region z' < z< 0, the potential, denoted by Z*, must be of the form

Z" = I'ncosh (v,,2) (A9)
Applying symmetry on the function Z, i.e. requiring that Z must be symmetric under the interchange of the

source and the observation points, we see that Z°® and Z! must be of the form

2" = C(Bysinh (Y, (d+2)) + Fyycosh (Y, (d+2))) cosh (¥,2) (A10a)

Z' = C(Bysinh (Y, (d+2)) +ycosh (¥, (d+2))) cosh (¥,,,2) (A10b)
From (A10a) and (A10Db) it can be observed that if z and z' are interchanged, then Z" goes into Z! and vice
versa. (A10a) and (A10b) also satisfy the requirement that the potential must be continuous at z = z'.
To determine the constant C, (AS) is integrated over the discontinuity at z=z' which yields
Z'+d

dZ 4
ez = (Al1)
dz 2-3

abey
Atz = 7'+3, Z is given by Z" while at z = z-8, Z is given by Z. Substituting (A10a) and (A10b) in (A11)

and solving for C, we get

4
C=
abeyY, (Bycosh (Y,,,d) + Tysinh (Y,,,d))

(Al12)

Thus for m>0 and n>0 we have
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G - i i {4 (BNsinh (ymn (d+ Z)) + l"Ncosh (ym (d+2))) cosh (ymnz“)
aDE Ty (B COSh (Ypg@) + [ygsinh (7, -0)) X

m=lncs]

mnx mnux' nxn !
cos{ P2 Jos ) con{ 22 ) os{ 221 ) (A13)
where z,=max(z, z') and z; =min(z, z').

For the case when (m=0, n>0) or (m>0, n=0), the form of (A13) remains the same except that the

multiplicative constant 4 is replaced by 2. For the case (m=n=0) we see from (AS5) that the general solution

for Z must be of the form Z = Az+B. Following a similar argument as presentedti'n the derivation of (A13),

Z!in the gg layer is given by

Z' = a(z) (z+4d) (A14)

The function Z! in any layer ‘k’ will be given by

Z' = a(z) (Bz+T)) (A15)

Equating the potential and the field at every interface, we have the following matrix relation between (By,

) and (By.g, i)
&-1
[Bk] = & lbk-l] (A16)
I [8—":1- 1]:1 g e
& k
where Bg=1.0 and I'g=d,

The solution for Z* must be of the form Zu = b(z') . Applying the symmetry argument we have

Z' = C(Byz+Ty (Al72)

Z' = C(Byz +Ty) (A17b)

Integrating (A5) over the discontinuity at z =z" we get
c=—1_ (A18)
abeyBy

Thus, for m=n=0 we have
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N
Gy = ey (Byz+ T (A19)
The final expression for G is then given by (58).
The Green function for a multilayered substrate with a ground-plane has been derived here. The case

of a two-layer substrate without a backplane has been analyzed in [Al].
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Appendix A3.2: Derivation of the Coefficients of Potential

Equation (65) gives an expression for the coefficient-of-potential between two contacts i and j. This
expression uses the definition in (64) for planar surface contacts. Equation (65) can be derived as a special
case of three-dimensional contacts with a finite thickness.

Consider two contacts ‘i’ and ‘j’ with X, Y and Z coordinates [(a;,a;), (by,by), (-c2,0)] and [(a3,a4), (b3,bys),

(-c4,0)] respectively, as shown below.

0,0, i (a3,b3,0)

(az,bz,-CZ)

Figure A2a: Contact Layout

Using the volume definition for ‘pij’ from (49) we have

0 bsa; o b3,
Py = V_I\TJ j J’ J’ j J’G(x, ¥, z, X, ¥, z') dxdydzdx'dy'dz' (A20)

—¢;b3a3-C, b3

where V; D (a(z’,;)-a(1,3))(b(2,4)-b(1'3))(c(2‘4)) and G is given by (58). The order of integration can be
changed as G is separated into X, Y and Z-dependent functions. If the integrations over X and Y
coordinates are performed first we have, excluding the m=n=0 case,

00

o= 5 5 {{ ] T s ) o))

—C4—C,y

(sin n522) - sin( et ) s ) - sn 2

— (A21)
mn” (a,-2a;) (by—b;) (c;) (a4—a3) (by—by) (cy)

where Z(z, z') is given by the term in brackets in (A13). Z(z, z') can be rewritten in a more convenient form

as



4 (Bytanh (llnjd) +Ty)
absl\‘ymn (BN + l-‘Ntanh (Ymnd) )

2(z,2) = (

4
cosh (ymnzl) + m

128

sinh (YppZ,) Jcosh (VennZa) (A22)

where z,=max(z, z') and z) =min(z, z). Two integrals need to be computed in (A21). These are called I;

and I, and are defined below.

00 00

I = | [ cosh(¥pyz,) cosh (Yp,z,) dzdzily = | [ sinh (¥p,2,) cosh (¥,2,) dzdz’

=C4—Cy =¢4=C;

(A23)

In order to compute the above surface integrals, the proper values of z; and z,-must be used as shown in

Fig. A2b below. This choice is required in the expression for I, alone, since I; is symmetric in z; and z,,.

AZ
- z'
=222
z>z -4
Zy=2,2=2
—z’
z<z v
Figure A2b: Plane of Integration
We have
stnh (Y, .¢,) sinh (Y,,,c,)
1= 2
‘Ymn
The second integral can be written as
0o 2 0 z'
L = [ cosh(vy,2) [ sinh(v,,2)dzdz+ [ cosh(y,,2) [ sinh (1,,2) dzdz'
2 - ) -
0 e
[ sinh (Y42 dz [ cosh (y,,2) dz
=< —C4

which yields

(A24)

(A25)
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c sinh (Y, c.) cosh (YmnCy)

12 = 'Y—— 2 (A26)
mn 'Ymn
where cg=max(c, ¢4) and cg=min(cy, ¢4).
For the case when ¢, and c4 are small, we have
y
I, =c,c,0l, = —-%'-‘csc: (A27)

The ‘py;’ term excluding the (m=n=0) case is thus given by
{35 gt sn) ) e - 2]
pij = z ; mnm mn—w sin mu; - Ssin mﬂ; sin mn; - sin mﬂ;

(sin(am2) - sinl et ) ) sin( w2 - sn( n22 )

(a2 (53-8 (3q=55) (5,57 N
For cg=0, the above equation reduces to (65), except for the (m=n=0) term.
In order to compute the (m=n=0) term we use (A19), thatis G, = (Byz,+Ty)/ (abeyBy)
The contribution to ‘p;;’ from this term, denoted by pij°° is given by
. 00
= | [ze2aw (A29)
245 %,
Using Fig. A2b, we get
1 0z 0z =G4
Py = m{ [ [ Byz+Tdzdz+ [ [ (Byz+Ty)dzdz +c, [ (Byz' +Ty) dz'} (A30)
274 N —€—C, —c,—¢, <
which yields
1 et ¢
0 L _ |- |38
Py = c2c4abeNBN( BN[ 7% ] +Ty (°2°4)] (431

Forc;=0, pj, = Ty/ (abeyBy) asin (65).
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Three-Dimensional contacts:

Eq. (65) shows the pj-coefficients for the case of two-dimensional contacts. There are several
techniques to extend the technique to three-dimensional contacts as well.
The most accurate technique is to divide the Z-direction in the regions of the contacts into distinct layers.
A contact would thus consist of several two-dimensional sheets of charge as shown in Fig. A2c below. The
DCT for each unique interaction term for different z- and z'-values can be computed as shown for two
contacts in Fig. A2d. The number of DCTs that need to be computed grows “as n(n+1)/2 for n vertical

layers. If the technique is kept general enough for optimization, then it becomes necessary to store all the

DCT series completely. This limits the technique to about three vertical layers”'. However if the generality

Substrate surface

Vertical
layers

Restricted range for Contact-
3. Store p- coefficients for
enclosed spaces only.

Figure A2c: Substrate Problem with Restricted Contact Movement

Top layer of substrate

Figure A2d: Modeling of the Vertical Extension of a Contact

14. Three layers require storage for six DCT series.
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of the technique is reduced somewhat, by restricting the field in which each contact can be moved, then
only the corresponding terms of the DCT need be stored, and the technique can then be extended to a
greater number of vertical layers (Fig. A2c). A problem with this technique is that the size of the [P)
matrix can become very large. If each contact has n vertical subdivisions, then the size of the matrix
increases by nZ.

A better technique for contacts with a small vertical extent is to use (A28). Here two DCT terms need

to be calculated. The first series consists of terms of the form (azb2 X fmn)/ ( m2n2n4) and the second

one consists of terms of the form Lazbz)/ (Zabst2n2n4) . The individual p-coefficients are a sum of

the surface DCT term as in (65) and a second term scaled by —(csci)/ (c,c4) . The second term

represents the monopole contribution from the vertical charge distribution of the contact. In forming the
[P] matrix using this algorithm, the depths of the contacts can be included by simply adding the second
term to (65), with the appropriate scaling factor. The size of the matrix is unchanged. If all the contacts are
of the same depth, then the monopole contribution can be computed exactly by computing the DCT of the

complete expressions for I; and I shown in (A24) and (A26).
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Appendix A3.3: The Discrete Cosine Transform

The cosine transform of a two-dimensional series f; is defined as

M-1N-1

- 3 Ses()e() 4
m=0n=0
This sum can be computed efficiently using several techniques as discussed in [A2]. An FFT based
technique is discussed here.

The technique is based on reflecting the data f,; about m=M and n=N such that

fo (2N-g) = fon (A33a)
foM-m),n = fma (A33b)
faM-m), (2N-n) = Tan (A33c)
Further by requiring that
foo = fmo = fon = fun = fva (A34)
Eq. (65) can be rewritten as
2M-12N-1
1 .2mkn
3 E le2)

where i = /=1 . The term in brackets can be recognized to be the 2M x 2N two-dimensional FFT of the

sequence f,,
More efficient techniques based on recursion can also be implemented. For an M xM order DCT
computation this technique is 0(4M21n(4M2)). If f,, are real data, the FFT can be reduced to order

2M21n(2M2). A discussion of the two-dimensional FFT can be found in [A3].
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