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Abstract

Post Routing Interconnect Performance Optimization
by

Tianxiong Xue

Doctor of Philosophy in Engineering-Electrical Engineering and Computer Sciences
University of California, Berkeley

Professor Ernest S. Kuh, Chair

Due to the recent advances in silicon technologies, interconnect delay and crosstalk noise
have become important concerns in high performance circuit design. Both of these are routing-
dependent, i.e., they are determined by the routes of interconnects on the chip. Therefore, it is
appropriate to address these concerns at the post routing level when the interconnect performance
can be measured accurately and the routing resource available for optimization is known. In
this dissertation, we present post routing performance optimization methods which improve the
interconnect delay, delay skew and crosstalk risk of the chip after a feasible routing solution is
obtained.

In the first part of the thesis, the post routing interconnect optimization problem is in-
vestigated. The goal is to improve the chip performance by optimizing the performance of critical
nets under routing resource constraints. Since our optimization process does not invalidate the
current routing solution of the chip, the time-consuming iterative layout process is avoided. For
optimization of a distributed RC line topology, we develop a multi-link insertion and wiresizing
approach which improves the maximum delay and delay skew of the net simultaneously without
any restriction on its routing topology. For optimization of a lossy transmission line topology, we
design a sensitivity-based wiresizing algorithm which computes the maximum delay and its sensi-
tivities with respect to wire widths analytically using high order moments. Experiments show that
both approaches can achieve significant improvement in interconnect performance, and the delay
estimation methods used are accurate for guiding interconnect optimization compared with SPICE.

In the second part of the thesis, the post global routing crosstalk risk estimation and

reduction problem is discussed. The aim is to minimize the crosstalk risk at global routing level



so that a risk-free final routing solution can be obtained. The entire optimization process is
region-based and consists of three key components: crosstalk risk estimation, bound partition-
ing and risk reduction. The crosstalk risk of each region, which indicates whether a risk-free
global routing solution of the region is possible, is estimated based on the region’s crosstalk risk
graph. During bound partitioning, the risk bound of each sensitive net is adjusted appropriately
among its routing regions for accurate risk estimation. For regions with high risks, net rip-

ping up and rerouting is applied so that the maximum crosstalk risk of the chip can be reduced.

Professor Emest S. Kuh
Dissertation Committee Chair
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Chapter 1

Introdu(:tion

1.1 Computer-Aided VLSI Design

The last two decades have witnessed rapid development in Integrated Circuit (IC) tech-
nologies. Today, one single Pentium micro-processor has over 3 million transistors and operates at
a frequency of over 100 MHz. If Moore’s Law which predicts that the power and complexity of
a chip doubles every 18 months continues to hold in the future, IC circuits having over 20 million
transistors and operating at 1 GHz will become reality by the year 2000. It is simply impossi-
ble to handle circuits of such complexity in detail even for the most experienced designers, and
thus Computer-Aided Design (CAD) for Very Large Scale Integrated (VLSI) circuit which aims at
managing complex designs in a timely manner has become an indispensable part of semiconductor
industry.

For the tractability of the process, computer-aided VLSI design is typically divided into
well-defined stages (Fig. 1.1):

e Behavioral Synthesis: As the first step in the design process, it quantitatively specifies the
“behavior” of the system in the form of a high level language, and defines the functionalities

of components needed to implement the design.

e Logic Synthesis: At this level, the logic structures representing the functionalities of circuit
components are derived in terms of boolean expressions and optimized with such metrics as:

chip area, timing, power, etc.

e Physical Design: During the layout process, the circuit is represented as a netlist and a set of

geometric patterns which perform the intended functions of the corresponding components.
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Figure 1.1: Overview of Computer-Aided VLSI Design
These geometric objects are placed and connected appropriately in order to generate a final
mask for circuit fabrication.

The last stage in the design process, Physical Design, contains our area of interest and

can be further divided into the following steps:

o Partitioning divides the circuit into a set of sub-components, each containing a number of
functional blocks.

o Floorplanning and Placement determines the shape, size and location of each block on the

chip.

o Global Routing generates the routes of interconnect wires connecting the blocks among the

routing regions on the chip.
o Detailed Routing assigns the interconnects to routing tracks within each region.

o Compaction adjusts the spacing between interconnect wires such that certain metrics in

design can be improved.
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Figure 1.2: Flows of Physical Design

The work in this thesis focuses on performance optimization at the post routing level.

Both Physical Design and VLSI Design are iterative in nature, either within each step or
between steps in the process. Most stages in the design flow share similar optimization objectives
such as minimizing chip area, interconnect delay, power consumption, etc. Since the early 80’s,
great progress has been made in automatic synthesis at all stages for efficient design representation
and optimization. Nevertheless, the growing complexities and aggressive performance requirements
for circuit designs under advanced silicon technologies have raised many new problems yet to be

solved and much work remains to be done in computer-aided VLSI design.
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Figure 1.3: Modeling of Interconnects on the Chip

1.2 Interconnect Performance Optimization

1.2.1 Motivation

One of the most important challenges facing the physical design community today is
the increasing dominance of interconnect performance in VLSI circuit design. Interconnect wires
introduce capacitive, resistive and inductive parasitics into the circuit and can affect its operations.
As silicon technology moves rapidly into the deep sub-micron territory, i.e., 0.35m and below, the
dimensions of devices and interconnect wires are scaling down constantly. As a result, the delay
due to active devices in the circuit has decreased, while the parasitic effects of interconnects have
increased significantly and begun to dominate the circuit performance. This situation is aggravated
by the fact that the advanced technologies make the production of larger chips economically feasible,
resulting in increases in the lengths of interconnect wires and their parasitic effects.

Fig. 1.3 shows the modeling of a pair of interconnect wires on a chip, whose parasitics,
wire resistance R;y:, wire capacitance C'i,; and coupling capacitance C',,,, can be expressed simply
as:

PL Con=ELW Cop=-21H (1.1)

HW - Wep

Rint =

where L, W, H are the length, width and height of the interconnect wire respectively, W, is the
separation between interconnects, ¢, is the thickness of the oxide separating interconnects and
substrate. p and ¢, are the resistivity of the material and the permittivity of the oxide respectively.

When the technology is scaled down by a factor of S and the chip size is increased by
a factor of Sg, the scaling effect on interconnect geometries, parasitics and RC delays can be
summarized in Table 1.1 [Bakoglu 90]. Under Ideal Scaling, all interconnect dimensions are scaled

down by the same factor 5. As a result, the interconnect delay along the wire measured by the RC
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Table 1.1: Scaling Effect of Interconnects

| Parameter | Ideal Scaling | Quasi-Ideal Scaling |
Thickness (H) 1/S 1/v/S |
Width (W) 1/5 1/5
Separation (W,,) 1/S 1/8
Oxide thickness (toz) 1/8 1/VS
Length (L) Sc Sc
Resistance (R;n;) $2S¢ S§3/25,
Coupling Cap. (Ceoup) Sc V8Sc
Capacitance (C;p;) Sc Sc
RC delay (tp) S3Sc $>/28q

product grows in a fourth-order fashion for Sc = S, due to the significant increase in interconnect
resistance. Thus, it may start to dominate the chip performance under deep sub-micron technologies.
To reduce the interconnect delay, other non-uniform scaling methods such as Quasi-Ideal Scaling
can be adopted, which scales the vertical dimension only by factor +/S and thus reduces the delay
by factor v/S. However, since the wires become “taller” and “closer” to each other under such
non-uniform scaling, other unwanted side effects are introduced due to the increased coupling
capacitances (by factor V/'S) between interconnects.

Since both the interconnect delay and coupling capacitance have increased significantly
after scaling, they have become very important issues to be dealt with under deep sub-micron
technologies. In current estimates [Bakoglu 90], interconnect delay contributes up to 70% of
the clock cycle in dense and high performance circuits, and thus must be reduced in order to
further improve the operating frequencies of circuits. Crosstalk noise due to coupling capacitance
is another serious concern especially under non-uniform scaling. If un-optimized, it may cause

additional signal delay, logic hazards and even malfunctioning of the circuit.

1.2.2 The State of Art

In recent years, performance-driven physical design has become an active topic of CAD
research, which aims at improving the interconnect performance of circuits at various stages in the
layout process. Unlike conventional methods in physical design, which only attempt to generate
a feasible layout solution of the chip with minimum area, performance-driven physical design has

multiple objectives, which in addition to wirability and area minimization, include other important
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Figure 1.4: Conventional vs. Performance-driven Routing

metrics under deep sub-micron technologies, such as interconnect delay, clock skew, crosstalk noise,
etc. The difficulty in generating a feasible layout solution having satisfactory chip performance
is further aggravated by the fact that these multiple objectives are usually incompatible with each
other. For example, improving interconnect delay may often require topology changes of wires that
result in longer routes, more routing space consumption and larger chip area.

One key to performance-driven physical design is the performance-driven routing problem
in which the objective is to generate routing topologies of nets under the current routing condition
of the chip such that their interconnect performance in terms of delays and skews are satisfactory.
In routing formulation, each net consists of a set of terminals carrying the identical signal from the
source (output of a gate) to several sinks (input of gates). The difference between performance-
driven and conventional routing can be further explained by the two different routing topologies of
a 6-pin net shown in Fig. 14. .

- The topology of a conventional routing method minimizes the total wire length of the
net. A performance-driven routing method, however, may produce a different topology of the net.
Although its total wire length is larger than that by conventional method, its interconnect delay at
the maximum delay node 1., i.€., the time taken by the signal to reach certain voltage threshold at
Tmaz. is Smaller due to the much shorter path length from the source to n,,4;. The maximum delay
skew of the net (maximum difference between node delays) also becomes smaller in the topology
by performance-driven routing.

Current approaches to performance-driven routing focus on either the pre-routing level or

the performance-driven placement and global routing phase.

o At the pre-routing stage, methods are developed to generate routing topologies of nets which

minimize their interconnect delays or skews via topology construction or wiresizing.
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o During placement and global routing, timing violation checking is applied to nets’ topologies
which estimates the current interconnect performance of nets and prohibits changes in nets’

topologies that may lead to unsatisfactory net performance.

Both approaches can improve interconnect performance at certain stages in the layout process.
However, due to the lack of routability considerations and the inherent incompatibilities between
layout objectives, they can not guarantee satisfactory performance of a chip after its final layout
solution is generated.

Despite its growing importance in high performance circuit design, crosstalk noise esti-
mation and reduction has not been well addressed so far. Previous approaches focus mainly on the

late stages in the layout process: post processing (compaction) and detailed routing.

e At the post processing stage, existing methods try to reduce the coupling noise between

interconnect wires by adjusting the separating space between them.

e At the detailed routing stage, current approaches minimize the crosstalk noise at each indi-

vidual net within a routing region by assigning them appropriately to corresponding tracks.

Although these localized approaches can reduce the crosstalk noise to a certain extent, their effec-
tiveness often depends on the layout solutions from higher levels (e.g. global routing) since the
routing flexibility in adjusting routes of nets is very limited at late stages in the layout process.

In summary, current approaches for interconnect performance optimization are often
insufficient to generate final layout solutions with satisfactory performance in terms of routing area,
interconnect delay, skew and crosstalk noise, etc. For satisfactory results, interconnect performance
must be addressed comprehensively at not just one, but multiple stages in the layout process, and

more effective methods for interconnect delay and crosstalk synthesis are very much in need.

1.2.3 Contribution - Post Routing Performance Optimization

Since both the interconnect delay and crosstalk noise are routing dependent, i.e., they are
determined by the topologies of interconnect wires routed on the chip, it is appropriate to address
these issues at the post routing level when a feasible routing solution of the chip has been obtained.
From the chip routing solution, the current interconnect performance can be estimated accurately
and those nets critical to chip performance can be identified and the routing resources available
for their optimization can be computed. Therefore, we propose the post routing performance

optimization process in performance-driven physical design, which consists of two main parts: post
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routing interconnect performance optimization and post global routing crosstalk estimation and
reduction (Fig. 1.2).

For interconnect performance optimization, methods are proposed for both distributed
RC line and lossy transmission line topologies covering on-chip as well as off-chip interconnects
in deep sub-micron IC, MCM and PCB circuit. The basic idea of these approaches is to achieve
satisfactory chip performance by improving the maximum delay and skew of those critical nets using
the routing space still available on the chip at the post routing stage. Unlike previous approaches at
the pre-routing stage or during the placement/routing process, our methods consider the routability
of those nets’ topologies being optimized and keep the current routing solution feasible during
the performance optimization process. With such routing resource-constrained optimization, the
potential conflict among multiple objectives in performance-driven routing - routing feasibility
and performance - may be resolved. The proposed approaches serve as complements rather than
substitutes to other performance-driven routing methods, and they can be applied to any routing
topologies which are either un-optimized or have been improved in other ways. If satisfactory
chip performance can be achieved under current routing constraints, our post routing optimization
approaches can speed up the physical design process by avoiding the time-consuming iterations in
layout that is not guaranteed to converge.

To achieve a crosstalk risk-free layout solution of a chip, it is important to pursue crosstalk
estimation and reduction not only at the detailed routing level as in previous approaches, but also at
higher levels in the layout process such as the global routing level. At the global routing stage, an
overall estimation of the current routing and crosstalk situation of the chip can be obtained and it
is possible to adjust nets’ routes globally on the chip for crosstalk reduction due to the high degree
of routing flexibility available. By allowing early crosstalk estimation of the chip, the crosstalk
synthesis in global routing can identify and eliminate crosstalk violations in a timely manner without
progressing further into the detailed routing stage. In addition, it partitions the risk tolerance bound
of each net - the maximum amount of noise it can tolerate without causing malfunctioning of the
circuit - amoﬂg its routing regions on the chip and thus permits constraint-driven crosstalk synthesis
for each routing region at later stages in the optimization process. As its output, the post global
routing crosstalk risk estimation and reduction approach generates a global routing solution of the
chip in which every region is crosstalk risk-free, plus the partitions of bounds which reflect the
current crosstalk situation of the chip. This information can greatly aid a crosstalk-driven detailed
router in generating a final risk-free solution without time-consuming layout iterations and route

adjustment.
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1.3 Organization of the Thesis

This thesis consists of two parts. The first part describes the post routing interconnect
performance optimization (Chapter 2 and 3); The second part is on crosstalk estimation and reduction
at the global routing level (Chapter 4 and 5).

Chapter 2 presents approaches to post routing performance optimization of distributed
RC line topologies via link insertion and wiresizing. First, the theoretical soundness of the link
insertion approach for interconnect delay and skew reduction is established. Second, both single and
multiple link insertion and wiresizing algorithms are developed which aim at achieving satisfactory
chip performance with minimum new link routing area.

Chapter 3 discusses the post routing performance optimization of lossy transmission line
topologies via high order moment computation. Anexact moment matching model is first introduced
which allows higher order moments (sensitivities) to be computed recursively from lower order
moments for tree networks. Then, a sensitivity-based wiresizing approach for maximum delay
minimization of an existing topology is designed.

Chapter 4 analyzes the region-based crosstalk estimation method at the global routing
level. A crosstalk risk graph is first constructed for each routing region representing its crosstalk
situation. The crosstalk risk of each region, which indicates whether a risk-free routing solution of
the region is possible, is then quantitatively defined and estimated using a graph-based optimization
approach.

Chapter 5 presents approaches to crosstalk risk reduction at the global routing level. For
accurate risk estimation using the method in Chapter 4, the initial partitions of nets’ risk tolerance
bounds are adjusted appropriately among their routing regions via integer linear programming. If
positive risk regions still exist after bounds partitioning, global routes adjustment is applied for
crosstalk risk reduction.

The thesis concludes with Chapter 6, which summarizes the contributions and proposes

future directions of this work.
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Chapter 2

Post Routing Optimization of
Distributed RC Lines

2.1 Introduction

The recent advent of sub-micron and deep sub-micron technologies has led to continuous
scaling down in feature sizes and increase in chip area. As a result, interconnect delay has become a
dominant factor in chip performance and must be addressed properly in performance-driven physical
design for high density ICs and MCMs. Next generation of layout tools must have the ability to
produce feasible solutions for sophisticated routing problems and guarantee their performance.

Many performance-driven routing algorithms have been proposed in recent years. Un-
like conventional routing approaches which minimize the total wire length of the net, the ob-
jective of performance-driven routing is to construct routing topologies which minimize the in-
terconnect delays of nets. Some methods adopt a geometric approach to delay minimization
[Cong 92, Cong 93b, Hong 93], which considers both the total wire length of the net and the
path lengths between source and sinks during topology construction; others [Boese 94, Hong 93]
adopt Elmore delay[Elmore 48] or its upper bounds as the optimization goals. In addition,
[Cong 93a, Sapatnekar 94, Hodes 94] employ interconnect wiresizing techniques to minimize the
maximum delay of a tree topology by adjusting its wire width under Elmore delay model. In
[McCoy 94], a non-tree routing approach is proposed, which greedily adds new edges into an ex-
isting tree topology based on a geometric routing graph as long as that leads to reduction in the

maximum delay of the net.
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Another category of problems closely related to performance-driven routing is clock
routing, which aims at minimizing the maximum delay skew among sinks of a net. Numerous
approaches have been proposed for zero-skew solutions. [Tsay 91] proposes the first approach
for clock skew minimization using Elmore delay model. [Edahiro 91] etc. develop the DME
method which builds a zero-skew clock tree with minimum total wire length in a bottom up and
top-down fashion. [Zhu 93, Pullela 93] employs sensitivity-based wiresizing method to minimize
the clock skew of a given routing topology. Recently, DME method has been extended to allow the
construction of minimum wire length routing tree with skew within prescribed bounds[Cong 95,
Huang 95].

Most of these existing performance-driven and clock routing algorithms can be charac-
terized as pre-routing optimization methods, i.e., they construct the optimal routing topology for
each net individually on a regular grid routing graph without considering its routability on the entire
chip. During the chip routing process, all these initial optimal net topologies are to be routed on the
chip simultaneously and they may compete for the limited routing resources available. As a result,
some of them may not be realizable because of the routing congestions and blockages on the chip
and are therefore subject to significant modifications in order to generate a feasible solution of the
chip under routing resource constraints. Due to the changes in their topologies, the performance of
these nets, which are optimized in initial construction, may no longer be satisfactory. For example,
the initial topology of the 3-pin net in Fig. 2.1 generated by the pre-routing optimization method
minimizes the net’s maximum delay at sink 2. During the routing process, part of the initial topology
is ripped up and re-routed in order to avoid congested routing regions on its original route. Due to
the prolonged path length from source to the maximum delay sink 2 after routing, the maximum
delay of the net increases and may no longer satisfy its specified requirement.

Beside the lack of routability considerations, most pre-routing methods set maximum
delay or skew minimization as their objectives, which often comprises other important goals in
routing such as routing area minimization. In most real design situations, minimizing the net
routing area is the objective of optimization, while the maximum delay and skew of the net are only
required to satisfy certain specified bounds. The difficulty with constraints specification at the pre-
routing stage is that, although some initial information on interconnect performance requirements
of the chip can be specified by the user, the actual critical nets and the constraints on their maximum
delays or skews are routing-dependent, which can only be known exactly after a routing solution of
the chip is obtained. Therefore, the constrained optimization problem can not be handled efficiently

by those pre-routing methods.
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Figure 2.1: Problem with Pre-routing Optimization

Since pre-routing approaches cannot guarantee net performance after routing, timing
violation checking is required during the routing process, which checks the nets’ delays and skews
and prohibits topology changes that may result in unsatisfactory net performance. However, timing
violation checking also has some difficulties in generating a solution with satisfactory performance

for the following reasons:

e Since the critical nets on the chip may keep on changing during the routing process, timing
checking may have to be carried out on most nets in the circuit during the routing process,
which is very time consuming. For fast checking, over-simplified delay models are often
used in actual implementations which may cause inaccurate delay estimations and mis-guided

topology modifications.

e Since timing violation checking prohibits certain nets to be rerouted during the routing
process, it may seriously restrict the routing flexibility of the chip and result in infeasible or

over-constrained routing solutions that are un-optimized in chip area.

o Finally, the primary objective in routing is to generate a feasible routing solutiori under limited
routing resources. For that purpose, the topologies of certain nets may have to be ripped-up

and re-routed even if that may result in timing violation of these nets.

Due to these difficulties, timing violation checking also cannot guarantee the chip performance after
the routing is completed.

To overcome these limitations, we propose the post routing performance optimization
approach [Xue 95a, Xue 95b] in this chapter, which is one extra step in the performance optimization

process applied after a feasible routing solution of the chip is obtained (Fig. 2.2). From the chip
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Figure 2.2: Post Routing Performance Optimization

routing solution, the critical path and critical nets of the circuit can be identified and the performance
constraints for these nets in terms of their maximum delay and skew requirements be computed.
In addition, the routing space available on the chip can be estimated based on the densities and
capacities of its routing regions. Using these information, the proposed optimization process
achieves satisfactory chip performance by improving the maximum delay and skew of those critical
nets to satisfy their corresponding specifications under routing resource constraints. The current
routing solution of the chip is kept feasible during the optimization process, which helps to speed up
the design process by avoiding the iterations in layout flows often required by the existing routing
tools which are time-consuming and not guaranteed to converge.

The basic approach for post routing optimization is link insertion and wiresizing, which
establishes new interconnect wires having the shortest feasible lengths between the source and
nodes in the existing topology of each critical net, and wiresizes each inserted link non-uniformly
under routing resource constraints for performance optimization. The objective is to satisfy the
performance requirements of each net with minimum link routing area consumption. Since the size
of a chip is largely determined by the few congested regions in its routing solution, most routing
regions on the chip are not fully occupied and have plenty of routing space left. These available
routing resources can be utilized by the proposed approach for link insertion and wiresizing.

Compared with previous performance-driven and clock routing methods, the proposed

approach has the following advantages:

1. It achieves reduction in both the maximum delay and skew of a net as shown by analy-
sis in Section 2.3, while previous clock routing algorithms often sacrifice delay-for skew

minimization.

2. It is formulated as a constraint-driven optimization process instead of maximum delay or

skew minimization and thus allows the trade-offs between routing area and net performance.

3. It is applicable to any arbitrary topology including tree and mésh structure, while most
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Figure 2.3: Link Insertion vs Wiresizing

previous methods restrict topologies to trees. Although tree structure is the most efficient for
total wire length minimization in conventional routing, it does not necessarily correspond to
good net performance in performance-driven routing and it limits the flexibility in routing

topology construction.

Since link insertion changes both the net topology and its admittances, it has advantages
over wiresizing-only approaches for performance optimization as demonstrated by the example in
Fig. 2.3. Due to its existing topology, wiresizing on Topology 1 alone can never reduce the skew
between sink 1 and 2 to zero. On the other hand, Topology 2 with a new link added between the
source and sink 2 achieves larger reduction in maximum delay, zero skew between the sink 1, 2 and
less routing area consumption compared with double wiresizing of Topology 1.

It is worth noting that the proposed link insertion and wiresizing approach is aimed at
complementing, not replacing other methods for performance improvements such as topology con-
struction, wiresizing, buffer insertion, etc. It can be applied to any routing topology - un-optimized
or improved by other approaches - in order to achieve further improvement in its performance so
that a satisfactory solution of the chip can be obtained under the current routing conditions without
the expensive iterations in layout process.

The rest of this chapter is organized as follows. Section 2.2 discusses the delay model for
distributed RC line topologies; Section 2.3 analyzes the theoretical soundness of our link insertion
approach for performance improvement; Section 2.4 investigates the single link insertion and
wiresizing method; Section 2.5 discusses the multi-link insertion and wiresizing method; Section
2.6 shows experimental results which demonstrate the effectiveness of our approach for post routing

performance optimization; finally, Section 2.7 gives concluding remarks.
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2.2 Interconnect Delay Modeling

2.2.1 Problem Formulation

In early technologies, the resistance of the interconnect wire was negligible compared to
the driver resistance and the interconnect delay estimation modeled the total interconnect capacitance
of the net as the capacitive load at the source. Due to the scaling down of geometric features under
deep sub-micron technologies and the increase in chip area, the interconnect resistance increases
drastically along with the interconnect capacitance, and it can no longer be ignored in interconnect
delay estimation. To take interconnect resistance into account, we model each interconnect wire
segment under deep sub-micron technologies, as a distributed RC line, which unlike lumped circuit,
has the interconnect resistance and capacitance distributed uniformly along the wire. In the following
analysis, the interconnect routing topology of critical net n on the chip is formulated as a distributed
RC line network and denoted by N. N can be any arbitrary topology and is not restricted to tree
structures. |

For routing topology /N, we adopt the convention that its ground node is not numbered, its
source consists of a voltage source in series with a driver resistance R, inserted between the ground
and reference node n,.¢, which separates the source from the rest of the topology (Fig. 2.4). The
remaining nodes in [V are numbered from 1 to | N|. The loading capacitance at every sink node in
N is denoted by C;. The two key elements in delay estimation of RC network N is its resistance
matrix, R = [R;;], and its capacitance vector ¢c= [C;]. Each entry R;; in R is equal to the potential
in volts at node i if a 1A current were injected into node ; while all nodes in N other than j were
open circuited[Ruehli 86]. By its definition, R;; is the mutual resistance between node 7 and j,
which reflects how the voltage and current changes at one node may affect the other. In the special
case where N is tree-structured, R;; is simply the total resistance along the common path shared
by node ¢ and j. Each item C; in the capacitance vector ¢ is the ground capacitance at node j € N,
which includes both the sink capacitance at j and the capacitances of wires connecting to j under

7 lumped model.

2.2.2 Elmore Delay Model

We use Elmore delay for delay and skew estimation, which is the first order moment of

the impulse response [Elmore 48]. The Elmore delay at node 7, D;, can then be expressed as,

D,-=/(;ootz’),-(t)dt=/Ooo(ve-v;(t))dt @.1)
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Figure 2.4: Formulation of Distributed RC Line Network N

where v;(t) and v, are the current and final voltage at node i, respectively. For an RC network, the

the voltage difference between v, and v;(t), is given by:
Ve — v;(t) = E Ri;C;0;(t) (2.2)
2
Substituting Eqn (2.2) into Eqn (2.1), the Elmore delay at node i is:
Di =} Ri;C;(vj(00) - v;(0)) = 3_ RyiC; (23)
j j

According to Eqn (2.3), the Elmore delay at node  takes into account both the interconnect resistance
along the path from the source to node ¢ and the interconnect capacitance of the rest of the topology.
It is the most accurate delay metric known that can be analytically computed as a function of
interconnect resistance and capacitance, i.e., the geometric parameters of the wires. For exact
Elmore delay computation, each distributed RC line can be represented by the equivalent I lumped
model (Fig. 2.4), in which R and C are the total resistance and capacitance of the wire segment,
respectively. This modeling is not only valid for tree structures, but also for any arbitrary topologies
which may contain meshes[Yu 95].

[Robinstein 83] shows that the response waveforms at nodes in a distributed RC line
topology is monotonic, indicating that the impulse response at node ¢ is non-negative. The 50%

delay of the step response, 7;, can then be expressed as:
i
/ v;(t)dt = 0.5 (24)
0

i.e., the 50% delay ; is the median of the impulse response. Since [5° v;(t)dt = 1, the non-
negative impulse response ¥; (t) can be treated as a distribution function and the Elmore delay is its
mean according to Eqn (2.1). Therefore, Elmore delay D; estimation approximates the actual 50%
delay 7; (the median) by the mean. When the impulse response is symmetric, its mean equals its

median and Elmore delay estimation is accurate. However, the actual impulse response is always
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skewed asymmetrically towards left (Fig. 2.5), thus making its mean an upper bound on its median,
i.e., Elmore delay is an upper bound on the 50% delay. [Gupta 95] indicates that D; is also the
upper bound on 7; for any monotonic input signals besides the step input, and D; asymptotically
approaches 7; if 9;(t) becomes “less skewed” under the conditions that: 1. node i is far away from
the source. 2. the rising ramp of the input signal is slow.

Unlike simulation which requires perfect fitting between actual and approximated wave-
forms, the delay estimation used in guiding the construction of routing topologies is only required
to have high degree of reliability, not precise accuracy. Here, high reliability means that the optimal
solution constructed using Elmore delay estimation is also nearly optimal in terms of actual delay
measured by SPICE simulation. [Boese 93] shows that although Elmore delay may not be the
most accurate metric for delay estimation, it is very reliable for the construction distributed RC line
topologies, which is also witnessed in our experiments. Therefore, Elmore delay is chosen for delay

estimation in our proposed post routing performance optimization approach.
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2.3 Analysis of Network with an Inserted Link

2.3.1 Definitions

For performance analysis, D, is denoted as the maximum node delay of topology N,
i.., Dmor = maz{D;|i € N}. The delay skew between node i, j is defined as DS;; = D; — D;
and the maximumdelay skew in N is: DSmax = maz{DS;;|i, j € N}. To study the impact of link
insertion on delay and skew of the net, we establish a new routing topology (/N),, by introducing
an additional link e, between n,; and node n chosen in N. The wire resistance and capacitance
of ey, are denoted by R., and C,, respectively, the interconnect delay introduced by e,, due to R,
and C.,, is denoted by D,,. Denote the resistance matrix of (N), by Ry, the delay at node i and
the delay skew between node ¢, j in (N), by (D;), and (DS;;)n, respectively. Since the inserted
link between n..; and node in NV does not affect the driver resistance R, of the net (which is part of

R;; between every pair of node ¢, j € N), Ry is excluded from R;;s in the following discussions.

2.3.2 Changes in Node Delay

For node delay analysis, we first compare the entries in resistance matrices of N and
(N)n, i, R= [R;;] and R,= [(Ri;)s]. The inserted link e,, at node n introduces extra admittance
at n, and thus causes reductions in the mutual resistances between node n and the rest of nodes in
N. Since e, may provide an additional path to n,.; via node n from each node in N, it may affect
the mutual resistance R;; between node pairs ¢, j # n as well. The change in R;; due to the inserted
link at n is determined by the following factors: 1. The wire resistance of the inserted link R, ; 2.
The resistance at the chosen node R,y; 3. Values of R,; and R,;, i.e., how strongly node i, j are
related to n. Intuitively, an insertion link at node » has strong influence on its neighboring nodes,
plus, a link having small resistance introduces large admittance into the topology, resulting in large
reduction in resistances between nodes. The mutual resistances between nodes after link insertion

can be quantitatively expressed by the following Lemma (its proof is given in Appendix Al):

Lemma 2.1 (Mutual Resistances after Link Insertion) When link e, is inserted between the reference
node n,.s andnode n € N, the mutual resistance between node i, j € N, (Ri;)n, can be expressed

as.

Rni .
R + B, [0 23)

Lemma 2.1 indicates that mutual resistances between node pairs can be reduced via link

(Rij)n = Rij —

insertion. Since Elmore delay is determined by the product of R and ¢ according to Eqn (2.3), link
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insertion has the potential to achieve reduction in node delays. On the other hand, the inserted link
en also introduces certain amount of wire delay D, into the topology due to its own wire resistance
R., and capacitance Ce,,. The delay at node ¢ after link insertion at node n can be expressed by the

following theorem based on Lemma 2.1:

Theorem 2.1 (Node Delay after Link Insertion) When a link e,, is inserted between n,. 1 and node
n € N, the delay at node i € N afier link insertion, (D;)n, can be expressed as:

R;,

(Di)n = D; - m(

Dy — D.,) + R4Ce, (2:6)

Proof:
In our proof, the delay changes due to interconnect and driver resistance are separated,
and (D;), can be expressed according to Elmore delay definition as:
(Di)a = Y _(Ri;)n(Ci)n + R4Ce,
J
which can be further divided into delay contributions from nodes in original network N and from

the inserted link, respectively:
= 2 (Ri)alCida+ X (Ri)a(Ci)n + RiCe,
JEN Jj€en

Since D,,, is the delay of e, due to its own wire resistance and capacitance, it can be easily shown

that the delay introduced by e, after it is inserted at node » € N can be expressed as:

Therefore,
(D = T RiCs= X e RuiCs + oD, + RiC.,
jeN jen ftnn nn + He,
Di- ﬁ(p — D.,) + RiC,
0O

It can be seen from Theorem 2.1 that whether the delay at node ¢ can be reduced after
link insertion depends on the mutual resistance between node 7 and n, R;,, and the wire delay of e,,,
D.,,, which is typically much smaller than the delay at the node it connects, i.e., D, < Dy, unless
the length of the inserted link is much larger than the total wire length of the net. Therefore, link
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Figure 2.6: Decomposition of N

insertion at node 7 leads to delay reduction at node ¢ if the delay reduction due to reduced mutual
resistances between nodes offsets the delay increase due to its wire capacitance.

To analyze the impact of R;, on delay reduction, we decompose topology N into several
sub-components Ny, N, ..., Ny at its reference node n,..;. These sub-components branch out from
nres and connect to each other via n,.s only, i.e., the removal of n,. 4 results in the decomposition
of N into k+ 1 disjoint components. In graph theory terminology, 7,1 is denoted as an articulation
point of N (Fig. 2.6). Suppose node = is chosen within the sub-component Ny, the value of R;y, is

analyzed in the following cases:

1. If node ¢ belongs to the same sub-component as =, i.e., i,n € N, R;, # 0 and the delay at

node 7 can possibly be reduced by link insertion at node n according to Theorem 2.1.
2. Ifnode i € N, R;, = 0, indicating that the delay at node 7 can not be reduced by link e,,.

If nyes is not an articulation point of N, i.e., there exists only one component at n,.. ; and
N = N, the delay at every node in V can possibly be reduced, so does the maximum delay of
the net (Dmaz)n = maz{(D;)n|¢ € N}. The delay reduction under the situation when n,. is an
articulation point of V and there exist multiple sub-components rooted at n,.s can be handled by

inserting links to each sub-component containing the maximum delay node(s).

2.3.3 Changes in Delay Skew

The reductions in delays at different nodes in N after link insertion are influenced by
their mutual resistances with n, and therefore can be different: The delays at nodes “closer” to n

i.e., having larger R,;s, are reduced more than those at nodes “further” away from n. Due to the
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unbalanced reduction in node delays, the delay skew between nodes may also change, which can

be expressed by the following corollary obtained directly from Theorem 2.1.

Corollary 2.1 (Delay Skew after Link Insertion) When a link ey, is inserted between n,.y and node
n € N, the delay skew between node pair i, j, (DSi;)n, can be expressed as:

Rin — Rjn
Rpn + R.,
According to Corollary 2.1, the change in delay skew between node , j is determined by

(DSij)n = DS - (Dn — De,) 2.8)

the difference between their mutual resistances with node n: RS(¢, j, n) = Ri, — Rjn, assuming
that D., < D,. To study the impact of link insertion on RS (%, j, n), we further decompose
component N into two sub-components, Ny and Ny». Here, n is an articulation point of N and
N2 is a branched out component from n, connecting to Ni, and rest of the topology only at n (Fig.

2.7). The value of RS (3, j, n) is investigated under the following cases:

1. If both ¢,j € Ny, each path from i,j to the n,.; must pass through node n. Thus,
Rin = Rjn = Ran and RS(2, j,n) = 0, which implies that the inserted link does not affect

the delay skew between node z and j.

2. If i € Nypand j € Niy, Rin = Rnn > Rjn and RS(3, j, n) > 0, the delay skew between ¢, j

decreases as the result of the link insertion.
3. Ifi € Ny and j € Ny, Rin # Obut R;, = 0, thus RS (%, j,n) > 0 and (DS;;), decreases.
4. Ifboth ¢, j & Ny, DS;; will not be affected by the link insertion.

The delay and skew analysis in this section indicates that, unlike previous methods which
often sacrifice delay for skew minimization, the proposed approach can achieve reduction in both
node delay and delay skew simultaneously if a link is inserted appropriately between n,.; and node
in N. This establishes the theoretical soundness of the link insertion and wiresizing algorithms for

post routing performance optimization, which are discussed in the following sections.
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24 Single Link Insertion and Non-uniform Wiresizing

In this section, we investigate the method of inserting an additional interconnect wire into
the existing topology of a critical net obtained from a routing solution and adjusting its wire width
appropriately so that the performance of the net can be best improved. This link insertion and
wiresizing approach at the post routing level is formulated as a constrained optimization process,
which instead of minimizing the maximum delay and skew of the critical net, minimizes the routing
resource needed to achieve satisfactory net performance:

Improve the performance of a critical net to satisfy its specified requirements by introduc-
ing minimum amount of link routing area into its existing topology via link insertion and wiresizing
under routing resource constraints.

The reasons for choosing link area as the optimization objective are as follows:

1. It minimizes the wire capacitance of the inserted link and thus is consistent with interconnect

delay and power reduction.

2. It saves available routing space in the regions on the chip for the possible inserted links in

other critical nets and further performance optimization at later stages in the layout process.

3. The performance of critical nets is only required to satisfy certain specified constraints in
most cases, minimizing delay or skew may consume more routing resources than necessary

and result in un-optimized chip area.

Denote AD,, and AD S, as the reduction in maximum delay and delay skew, respec-
tively. ADp,,; exists at the maximum delay node n,,4,, ADS,,., exists between n,,,, and the
minimum delay node 7,,;, in N. According to Eqn (2.6) and (2.8), AD,,., and ADS,,,, due to

link insertion to n can be expressed respectively as:

ana:
(ADma:x)n R—_*_RL(Dn - Den) - Rdcen (29)
nn en
anos"l - Rﬂmin
(ADSmaz)n = R..+R - (Dn = De,,) (2.10)
nn en

which indicate that the reduction in maximum delay and delay skew are determined by the following

two factors:

o The choice of node n for link insertion.

o The R, C values of the inserted link e, i.e., the length and width of e,, which are determined

by link insertion and wiresizing.
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These two issues are discussed separately in the following sections.

24.1 Node Choice for Link Insertion
24.1.1 Upper Bound on Performance Improvement

Although the choice of node for link insertion and the geometric dimensions of the inserted
link can both influence the reduction in maximum delay and skew of the net, the upper bound on
the best performance improvement achievable is determined by the node choice as shown by the
following corollary, which is obtained directly from Eqn (2.9) and (2.10) with R,,,C., — 0.

Corollary 2.2 (Upper Bound on Net Performance Improvement) The upper bounds on maximum
delay and skew reduction via link insertion and wiresizing are determined by the choice of node n

for link establishment, i.e.,

(ADma.J:)n < (ADmaz)n = %ﬂiﬂDn (2.1D)
nn
(ADSpas)n < (BDSpan)y = Smmesn = Bnmnn 1, 2.12)

Rnn
Since Rn,...n < Ran (i€, Ry, ..n/BRnn < 1), according to Corollary 2.2, only those
links which are inserted to nodes having large delays and are “close” t0 7,4, (i.€., having large
Ry,,...n) can have significant impact on maximum delay and skew reduction. Therefore, only those
nodes in the neighborhood of n,,,, need be considered as possible candidates for link insertion. In
particular, the link to the maximum delay node n,,,, has the greatest potential for maximum delay

and skew reduction as shown by the following theorem (its proof is given in Appendix A2):

Theorem 2.2 A link to npyq, has the largest upper bound on both maximum delay and skew

reduction.

Theorem 2.2 implies that the maximum delay node n,,,, is a good candidate node for
link insertion. However, the best node choice is also influenced by the geometric dimensions of
the feasible links to the nodes, which are determined by the current routing conditions on the chip.
For example, if the link t0 70z, €n,,.. is very long due to the detours under routing congestions,

it may not have the best effect on performance improvement due to its large R, and D,

€nmazx
compared to links to other nodes which have much smaller lengths. For constrained optimization,
a link is preferred over others if it can achieve the best performance improvement under same
routing area consumption. In the next two sections, the node choice problem is discussed under two

mutually-exclusive situations characterized by node delays, net topology and potential link lengths.
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24.1.2 Situation I

Denote I,, as the length of the feasible link e,, inserted between 7, 7 and node n, p, as
the length of the route from node n to n,.s through the existing topology N (when multiple routes
exists between n and n,.; in a non-tree topology, p,, denotes the shortest one). Situation I is then

defined under the following two assumptions:

Al. nyqz is unique.

A2' lnmaz/ln S pnma:/pn’ vn € N

Al states that there is one unique maximum delay node in N. A2 asserts that the ratio
between lengths of inserted links to 7., and n is no larger than the ratio between the lengths of
paths from these two nodes to the source through the existing topology. According to Eqn (2.6),
the maximum delay reduction favors a short link to node having large delay and Theorem 2.2
indicates that a link to n,,,; has the best potential for performance improvement. Under these two
assumptions in Situation I, n,,, is the best node choice for link insertion as stated by the following

theorem (whose proof is given in Appendix A3):

Theorem 2.3 (Choice of Node for Link Insertion: Delay) With the same routing area consumption,
the link t0 1o, achieves the largest reduction in D, ., compared with link to any other node under
Al and A2 in Situation I.

According to the analysis in Section 2.3, link insertion may lead to simultaneous reduction
in both the delay and skew of a critical net. Since maximum delay skew DS, is defined as the
difference between the maximum and minimum delay of the net, larger reduction in D, ., may also
result in larger reduction in DS,,4; if Dpye. is reduced more than D,,;,. Therefore, conclusion
similar to Theorem 2.3 can be also drawn about the reduction in DS, ., which is formally stated
as follows (its proof is given in Appendix A4):

Theorem 2.4 (Choice of Node for Link Insertion: Skew) With the same routing area consumption,
the link 10 Nz achieves the largest reduction in DSy,,, compared with link to any other node

under Al and A2 in Situation I.

Theorem 2.3 and 2.4 indicate that maximum delay and skew reduction are consistent in
Situation I when a link is inserted between n,.s and 7,,,,. For constraint-driven performance
optimization, whose objective is to achieve satisfactory net performance with minimum link routing

area consumption, the following corollary can be established:
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Figure 2.8: Link curves of Dy, and DS,,,, vs Routing Area

Corollary 2.3 (Node Choice: Situationl) For the same amount of reduction in maximum delay and
delay skew, the link 10 1o, consumes minimum amount of routing area compared to links to other
nodes under Al and A2 in Situation I.

Proof: .

Assume that the route (length) of the inserted link e,, to node = is fixed, then the increase
in its link routing area due to wiresizing leads to reduction in its resistance R, and increase in its
capacitance C,,. With appropriate wiresizing of the link, which will be discussed in later sections,
the maximum delay and skew of the net decreases as the link routing area increases until the wire
delay due to C,,, dominates the delay reduction due to reduced mutual resistances. Therefore, two
curves, denoted by Cur,, and Cury,,,., can be plotted for links to node » and n,,,, respectively,
representing the trade-offs between the link routing area and maximum delay (skew) of the net
during link insertion and wiresizing (Fig. 2.8).

According to Theorem 2.3 and 2.4, the link to n,,,, achieves smaller D,,q, and DSyaz
compared with the link to node n under same link routing area consumption, i.e., Cury,,,,. is
“lower” than Cur,. Therefore, for any performance specification on Dy,q; and DSy,q. Which is
achievable by links to both nodes, the link to 7,,,, consumes less routing area than the link to node
n, i.e., the link to n,,,. is the most link area-efficient compared to links to other nodes for the same
amount of improvement in net performance.

m}
Figure 2.8 also implies that a link to n,,,, can possibly achieve larger reduction in D,

and DS,,,., with less routing area compared with links to other nodes, which is witnessed during
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Figure 2.9: Conditions under which A1 in Situation II holds

our experiments.

2.4.1.3 Situation II

Situation II considers the node choice problem in the cases when at least one of the two

assumptions in Situation I no longer holds, i.e.:
Al. There exists multiple maximum delay nodes in the net.
A2. 3n € N,st,ln,.../1n>> Prpas/Pn-

A2 happens if the path lengths from node n and 7np,q; to n,es through topology N, p,
and py,,,,, respectively, are comparable, but one of the following conditions about the link length is

true:

1. lp,,,. is much longer than [,, due to the possible detours of e, to avoid routing congestions

under the current routing conditions of the chip (Fig. 2.9a).

2. Node n is actually much “closer” to the source than n,,,, in terms of Manhattan distance.
Asaresult, l,, < ! (Fig. 2.9b).

Nmaz

According to Eqn (A.7) to (A9), ln,.../ln > Rnpuinmes/Bnn and (ln,.../1n)? >
Dynoz/ Dy, hold under A2 in Situation II. In this case, node n could be a better choice for link
insertion compared to 7, for performance improvement according to Eqn (2.6) and (2.8), due to
its relatively short link length to ..

If Al in Situation IT holds, N,,o is denoted as the set of nodes having the maximum delay
in the net, i.e., Nmaz = {p|Dp = Dmaz,p € N}. Since the lengths of links to different nodes in

Npor may be different, the effectiveness of these links for performance improvement also varies.
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Furthermore, if Al and A2 in Situation II are both true, the best node choice for link insertion may
not even belong to Np,,.. Therefore, there is no longer a definitive node choice for link insertion in
Situation II that can be determined simply from the configurations of the net topology N. Instead,
multiple nodes in N which have the potential to achieve good performance improvement should be
considered and N, is denoted as the set of possible candidate nodes for link insertion.

Define (ADmaz)n ((ADSmoz)n) and (ADpez)n ((ADSmaz)n) as the lower and upper

bounds on maximum delay (skew) reduction by link to n, respectively; ((ADmaz)ny (ADmaz)n)

and ((wSma,)n,M) are the performance intervals of node =, indicating the potential

improvements in performance that could possibly be achieved by a link to node n. The actual

improvements in performance after insertion and wiresiiing of a link to n always fall within its

performance intervals, i.e.,

(ADmaz)n < (ADmaz)n < (ADmaz)n and (ADSmaz)n < (ADSmaz)n < (ADSmaz)n
According to Eqn (2.11) and Eqn (2.12) in Corollary 2.2, the upper bounds on performance

improvement by link e,, are given by:

ano: TADC Y anun -R min”
(ADma:c)‘n = R < Dm (ADSma:c)n = —R—nDn (213)
nn nn

The lower bounds on performance improvements are computed by assuming that e,, is un-optimized

with minimum wire width wg (denoted by ey), i.e.,

R n anczn - R
rmes (Dn - Den())’ (ADSmax)n =

(ADma.r)n = R

T ~22% (D — 2.14
nn + Ren(, (D Deno) ( 1 )

Rnn + Re nt)

Node p should not be considered for link insertion if there exists node g s.t. (ADmgz)p <
(ADpmgosz)q OF m < (ADSpoz)g, i.€., their performance intervals do not intersect and the
best performance improvement possible by link to p is not as good as the least achievable by link to
q. Therefore, Nqnq can be established by comparing the performance intervals of nodes. First, the
performance intervals of each node is computed according to Eqn (2.13) to (2.14) and node n having
the largest lower bound on performance improvement is identified. Then, each node whose interval
intersects with that of n (which indicates that it has the potential to achieve better performance
improvement than »), is added into N,nq. Since a link to a maximum delay node has the largest
upper bound on reduction in both Dy,,q; and DS,;,,, according to Corollary 2.2, intervals of nodes
in Ny, 4. definitely intersect with the one having the largest lower bound, and N,,02 € Neana. The
candidate node set can then be constructed as follows:

Candidate Node Set Construction Algorithm {
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1. Compute delays of nodes in topology NV, identify N4z, set Neand = Naz-
2. Estimate the performance interval of each node in the net.

3. Identify node n having the largest lower bound on performance improvement, set Nogng =
Neena U {n}.

4. Add every node p whose performance interval intersects with that of node 7 into N,gpng.

}

The N,4nq s0 constructed contains all candidate nodes for link insertion that can possibly
achieve the best improvement in net performance. An alternative way to construct N,gp,q at Step 4
is to compare the performance specifications of the net P;,s with the performance intervals and add
each node whose intervals contain P;, to Ncand. This approach is valid if P,,s are achievable by a

single inserted link.

24.2 Link Insertion and Wiresizing

Although the choice of node for link insertion dictates the upper bounds on possible
performance improvements by the link, the actual route and wire width of the inserted link determines
its routing area and the actual reduction in maximum delay and skew of the net. Therefore,
appropriate link insertion and wiresizing is critical for constrained optimization, which aims at

achieving satisfactory net performance with minimum routing area consumption.

24.2.1 Problem Formulation

Suppose link e,, inserted between n,.; and node n € N, consists of k wire segments,
each having its distinct length and width in a certain routing region on the route of e,. Define
ke, = (l1,...,1) and w,, = (wy,..., w) as the length and width vector of e,, (W, ) and
(We,, )ub as the vectors of lower and upper bounds on w., respectively, i.e., (We, )i < We, <
(We,,)us. Here, (W, )1 is usually set to the minimum wire width wq allowed for any interconnect
wire on the chip, (W.,, )45 can be estimated based on the routing soruce available in the regions along
the route of e,. The R, C values of each segment i € e,, R;, C;, are functions of its length /; and

width w;, and can be expressed as:

R; = roi—i, Ci = colyw; 2.15)

i
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where rq, co are the unit resistance and capacitance of the wire under minimum width wp, respec-
tively. Notice that Eqn (2.15) is only the most commonly used expression for B; and C;, more
sophisticated expressions for R; and C; can also be used in place of Eqn (2.15) without affecting
the validity of the entire optimization approach. According to Eqn (2.15), the total R, C values of
link e,,, R., and C,,, can be computed by:

k k
I;
Re =19 E ;, Ce =0 E l,-w,- (2.16)
i=1 ¢ i=1

For constrained performance optimization, we measure the performance of the net by
K, which is the relative difference between the maximum delay (skew) and its corresponding

constraints, i.e.,
Kp=(P—-Py)/Py 2.17)

where P is the current maximum delay or skew of the net, P, is its specified constraint. Define
Koz = maz{K gelay, Kskew}- According to the definition in Eqn (2.17), K e, < 0 implies that
the performance requirements for the maximum delay and skew of the net are both satisfied, i.e.,

the performance of the net is satisfactory.

2.4.2.2 Link Establishment

Eqn (2.6) and Eqn (2.8) in Sec. 2.3 indicate that both the maximum delay a;ld skew
reduction favor the inserted link e, to have small R, and C,, which are both proportional to the
length of /., according to Eqn (2.16). Plus, inserting a short link is consistent with routing area
minimization. Thus, link e, should be established between node n,.; and n with the shortest
feasible length in order to achieve the best result during constrained optimization.

The shortest possible length of e,,, (l¢,, ) min, is equal to the Manhattan distance between
the two nodes. However, the actual feasible length of e,,, l.,,, may be longer than ([, )min due to the
possible detours of e,, to avoid congested routing areas on the chip. In addition, the routing space
available in the routing regions along the route of e,,, which determines the upper bound on wire
width (We,, ))ub, should also be considered when e,, is routed since w,,, also affects the performance
of the net. Therefore, a shortest path algorithm should be adopted for the establishment of link
en between n,.; and n, which includes the routing congestions of the chip in its cost function for

routing.
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24.2.3 Non-Uniform Link Wiresizing

Once the route of link ey, is determined, its length vector 1. is fixed and its width vector
W,,, becomes the only adjustable variable during performance optimization, i.e, the maximum delay
and delay skew of the net both become functions of w,,,. According to Eqn (2.6) and Eqn (2.8), the

maximum delay and skew of the net after link insertion at node n can be expressed as:

ana:‘n _
(Dmaz(wen))n - Dmal‘ - Rnn + Ren (we") (Dma-"" Dcma: (wen))
+R4Ce, (We,) (2.18)
ana,n - anmn
(Dsmu:r: (wen))ﬂ - D‘Smax - Rnn + Re" (wen) (Dmax Dema: (wen)) (2'19)

Unlike in the case of I, Ce, (W, ) is proportional to we,', while R, (w,,) is inversely
proportional to w,,, according to Eqn (2.16). Thus, both (D2 (We,,))n and (DSpmaz(We, ))n are
non-monotonic, non-convex and non-posynomial with respect to w., and the wiresizing of the
inserted link should be formulated as a constrained optimization process which can be stated as
follows:

Determine the optimal wire width vector of the inserted link s.t. the performance of the
net satisfies its specified requirements and the total routing area of the link is minimized.

The routing area of the inserted link e,, is defined as the product between its length and

width vectors, which is a function of w,,, during the wiresizing:

Areae, (We,) = L., W, (2.20)

Denote Dpqz,, and DSz, as the specified constraints for the maximum delay and

skew of the net respectively, the constrained optimization problem can then be formulated as:

Minimize Area, (We,)
Subject to:
(Dmaz(Wen))n < Dmaz,,
(Dsﬂ’lax(wen ) )‘n S DSmaz,p

(Wen)leWe.. S (we,.)ub

In actual implementation, only one of (Dpoz(We,))n and (DSpmez(We, ))n needs to be
considered as active constraint during the optimization since the maximum delay and skew reduction

are consistent according to previous analysis.
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2424 Wiresizing Analysis

The formulation of the inserted link as a sequence of wire segments routed through various
routing regions on the chip allows non-uniform wiresizing of the link, i.e., each wire segment of
the link may have its distinct wire width. Non-uniform wiresizing provides extra flexibility in
optimization compared to uniform wiresizing which enforces same wire width for the entire link

(the later is actually a special case of the former), and its advantages can be summarized as follows:

e The delay introduced by the inserted link e, is influenced not only by the values of its wire
resistance and capacitance, R., and C,,,, but also by the way they are distributed along the
link. Under fixed link route and routing area, the distribution of R, and C, are determined
by the wire width vector w,,, which can be adjusted via wiresizing of the link. Intuitively,
large capacitive loads should be placed close to the source so that they will only be charged
through small amount of wire resistance and contribute little to the delay of the net. Therefore,
non-uniform wiresizing may result in smaller delay introduced by the inserted link and better

improvement in net performance compared with uniform sizing.

o The upper bound on the wire width of the link, (w,,, )5, is determined by the routing resources
available along the route of the link in the current routing solution. Due to the difference
in routing congestions in different regions on the chip, the allowance for wiresizing of each
segment of the link may vary significantly. Unlike uniform sizing, which require an identical
wire width for the entire link that can be to be no more than the minimum width upper
bound along the route, non-uniform wiresizing is better suited to handle the various upper
bounds situation by allowing w,,, to follow (w,, )b closely in the routing regions of e,,.
Therefore, it may yield a wiresizing solution of the link having smaller R, and achieving

better improvement in net performance than uniform sizing.

From the analysis above, the following conclusion can be drawn about the wiresizing of
the inserted link:

Proposition 2.1 For the optimization of an inserted link, non-uniform wiresizing can achieve better
improvement in net performance compared to uniform sizing with the same routing area consump-

tion.

Analogous to the proof of Corollary 2.3, two curves, Cury,,, and Cur,y;, can be plotted

representing the trade-offs between improvement in net performance and the link routing area under
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the uniform and non-uniform wiresizing of a link to node n, respectively. Since Cury,, is “lower”
than Curyy; according to Proposition 2.1, the following corollary can be established similar to
Corollary 2.3.

Corollary 2.4 For the same amount of reduction in maximum delay and skew of the net, the

non-uniform wiresizing of an inserted link consumes less routing area than the uniform wiresizing.

24.2.5 Sequential Quadratic Programming (SQP)

Due to the non-convex nature of (Dpmaz(We,))n and (DSmaz(We,))n as functions of
We,, according to Eqn (2.18) and (2.19), the link wiresizing process formulated in Sec. 2.4.2.3 is a
non-linear programming problem, which is solved in our approach using the Sequential Quadratic
Programming (SQP) method also known as “Constrained Quasi-Newton Method”. SQP is an
iterative procedure which attempts to solve the Kuhn-Tucker (KT) necessary condition for optimality
of the problem using the quasi-Newton method for non-linear equations. At every iteration, a
Quadratic Programming (QP) sub-problem is formulated based on an approximation made of the
Hessian of the Lagrangian function, which solution is then used to establish a new search direction
for the optimization. The basic idea of SQP can be described as follows:
Suppose that the constrained optimization problem is formulated in general as:
Minimize f(z)
Subject to: gi(z) £0,i=1,...,m
Denote L(z, A) = f(z) + 3_; Aigi(z) as its Lagrangian function with );s as its Lagrangian multi-

pliers, its KT equation can then be expressed as:

h(z,\)=0L/0z = fo+gTA = 0 (2:21)
where f; = 0f/0z, 9. = [0gi(z)/0z], A = [Ai].
Applying quasi-Newton method to solve the non-linear equations, we obtain:

fo+ BAz +gTX =

0 (2.22)
g(z)+g:0z < O

where A’ = A 4+ A) and B approximates the Jacobian of h (Hessian of L) by f + gZ .
Since Eqn (2.22) is the KT equation of the following QP problem with the quadratic

approximation of L as its objective:

minimize f(@)+ fTAz + 1/2A2T BAz (2.23)
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s.t. 9i(z) + 9-82 < 0

A QP sub-problem of Eqn (2.23) can be solved at each iteration during the optimization process for
constrained optimization mimicing Newton’s method. The solution of the QP problem is then used

to form a new iterate
Tky1 = Tk + Az

where o is determined by a line search procedure so that a sufficient decrease in a merit function
is obtained [Brayton 81]. B approximating the Hessian matrix is updated at each iteration by any
quasi-Newton method of update. Analysis [Brayton 81] shows that SQP method can guarantee
super linear convergence by accumulating second order information regarding KT equations and is

efficient for solving non-linear optimization problems.

2.4.3 Single Link Insertion and Wiresizing

Based on the previous analysis on node choice for link insertion and approach for link
construction, a single link insertion and wiresizing algorithm is designed. It establishes a link
between n,.y and the node chosen for best performance improvement with the shortest feasible
length and wiresizes the link using a constrained optimization approach. The objective is to
achieve satisfactory net performance with minimum link routing area. The constrained optimization
of the inserted link terminates when the performance requirements of the net are satisfied, i.e.,
Komazr = maz(Kgelay, Kskew) < 0, or no further improvement in net performance can be obtained.

Single Link Insertion and Wiresizing Algorithm{
1. Initialization:

1.1 Inputcritical net topology N and its specified performance constraints Ps,s on maximum

delay and skew.

1.2 Calculate the node delays, identify maximum delay node(s) and initial performance gap

K 0z before optimization.

1.3 Estimate the lengths and wire width upper bounds of the shortest feasible links from

Tres to nodes in N under current routing conditions of the chip (Sec. 2.4.2.2).
2. If assumptions Al and A2 in Situation I are satisfied:

2.1 Establishlink e, .. to maximum delay node 7,,,05.
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2.2 Wiresize e,,,,, for performance improvement (Sec. 2.4.2.3).
3. Else (Situation II):

3.1 Construct candidate node set N, for link insertion. (Sec. 2.4.1 3).
3.2 Estimate the routing area of link to each node n in N.4,,4 under constrained optimization.

3.3 Choose the link that can achieve satisfactory performance with minimum routing area.

}

2.5 Multi-Link Insertion and Wiresizing

The problem of node choice for link insertion discussed in Sec. 2.4.1 is based on the
original net topology and it implicitly assumes that the maximum delay node(s) do not change during
the optimization. Since insertion and wiresizing of link e,, to the current node choice n results in
different amount of reductions in delays and skews at different nodes (largest at the maximum
delay nodes according to our node choice method), the maximum delay node(s) as well as the ratio
between nodes delays may change. When this happens, continued wiresizing of link e,, may no
longer be able to improve the net performance with the best link area efficiency and some other
node 7’ in the topology may emerge as the new best node choice for link insertion and wiresizing.
Due to this possible change in best node choice during the constrained optimization process, and
the fact that optimizing multiple links can achieve better performance improvement than optimizing
a single link only, multi-link insertion and wiresizing algorithms are designed, whose objective is
similar to that of the single link optimization:

Insert and wiresize multiple links to nodes in critical net topology N s.t. the performance
requirements of the net are satisfied with minimum total link routing area consumption under routing

resource constraints.

2.5.1 Sequential Link Insertion and Wiresizing

We first discuss a sequential link insertion and wiresizing algorithm, which always inserts
and wiresizes a link to the current best node choice for performance improvement during the
optimization process. Initially, a link e, is established to node n which is chosen based on the
original net topology, node delays and estimations on feasible link lengths before optimization.

Then, link e, is wiresized to satisfy performance constraints reduced gradually from the original
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Doz (DSmaz) 0 D, (DSmaz,,) under the wiresizing formulation described in Sec. 2.4.2.3.
This process continues until the best node choice for link insertion and wiresizing changes from n
to n’ based on the estimation of current node delays. When this happens, the optimization switches
from sizing e,, to the optimization of link e, between n,.s and n’ instead. This sequential link
optimization process continues until the net performance requirements are satisfied (i.e., Koz < 0)
at any step in the algorithm.

Sequential Link Insertion and Wiresizing Algorithm {

1. Initialization:

Same as Step 1 in the single link algorithm.
2. Choose the best node n for link insertion.
3. While performance requirements of the net are not satisfied (K. > 0):

3.1 Establish link e, between n,; and node n.
3.2 Wiresize link e, to satisfy a gradually reduced performance constraints (Sec. 2.4.2.3)
until a different best node choice emerges.
3.3 Identify the new best node choice n’.
3.4 If e, between n,s and n' already exists:
Set n = n/, goto Step 3.2 to wiresize e, instead.
3.5 Otherwise,
3.5.1 Estimate the routing area of link e, having minimum wire width, Area. (wo).
3.5.2 If continued sizing of e,, can not achieve K., < O or it consumes more additional

area than Area, (wo):

Set n = n’, goto Step 3.1 to establish e,.
3.5.3 Otherwise,

goto Step 3.2 and continue sizing e, .

There are several points worth mentioning about this sequential link optimization algo-
rithm:
1. Since same node may repeatedly become the best node choice during the optimization process,

link e,,» between n,..; and n’ may already exist when n’ is identified at Step 3.3. In that case,

the algorithm simply switches to wiresize e, instead of e,, (Step 3.4).
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2. The establishment of a new link consumes certain amount of link area Area._,(wo), even
under minimum wire width wg. Therefore, continued wiresizing of the current link e,
is preferred if it can lead to satisfactory net performance with less additional routing area
assumption than Areagr (wo) (Step 3.5.3). Otherwise, link e, to n’ is established and
wiresized in place of e,, (Step 3.5.2).

2.5.2 Optimal Multi-Link Insertion and Wiresizing

The sequential link insertion and wiresizing algorithm described above is greedy in nature,
since it always inserts and wiresizes a link that is best for performance improvement at the current
step during the optimization process. Thus, the final solution it generates may not be the global

optimal one due to the following reasons:

e The net performance improvement achievable by links to different nodes are not independent
of each other. Therefore, a best node choice by the sequential algorithm at the current
optimization step may not the best for a global optimal solution which includes a set of
inserted links. In other words, it may preclude further performance improvement and savings

in subsequent steps of link insertion and result in local optimality.

e A definitive node choice for link insertion may not always exist due to possible ties among
multiple node choices that could lead to equal performance improvement and link area
consumption at certain step in the optimization process. In that case, any arbitrary tie-
breaking strategy may cause the sub-optimality of the final solution. For optimal results, each
link to one of these tied nodes should be tried and compared.

In order to generate a multi-link solution which achieves satisfactory performance with
minimum total link routing area, we design an optimal multi-link insertion and wiresizing algorithm.
It adopts a recursive Branch-and-Bound approach, which at each step during the optimization,
considers a set of candidate nodes N,ng (constructed similar to the algorithm in Sec. 2.4.1.3) for
possible link insertion and wiresizing. During the Depth-First-Search process, if the optimization
of the current link e, to a node 7 in Ncgna results in larger total link routing area than the best
solution obtained so far that achieves satisfactory net performance, link e, is pruned and the search
backtracks to the previous step to try another node in N.,,4 for link insertion. This Branch-and-
Bound method is applicable to link insertion and wiresizing in searching for an optimal solution

since the total link routing area increases monotonically with the insertion and wiresizing of links
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into the existing topology. The entire algorithm is outlined below in which size_sol (er) is denoted
as the current wiresizing solution of link e,,.

Optimal Link Insertion and Wiresizing Algorithm {

1. Initialization:
Same as Step 1 in the single link algorithm.

2. Denote the initial routing topology as Ny, call Add-Link(Ny).

}
Add-Link(N ) {
1. Identify the candidate node set N 4,4 for link insertion (Sec. 2.4.1.3).
2. For eachnode n in Nygpnq:

2.1 Establish link e,, between n,.y and node n.

2.2 Wiresize link e, to n to satisfy a gradually reduced performance constraints (Sec.
2.4.2.3) until maximum delay node(s) changes or performance requirements for the ent

are satisfied.

2.3 If current total routing area of topology N, Area(N) U size_sol(e,), does not exceed

the best solution, Area(N,,;), obtained so far:

2.3.1 If performance requirements are satisfied:
Nopt = N U {sizing_sol(e,)}.

2.3.2 Else
Call Add-Link(N U {sizing_sol(es)}).

2.4 Prune e, restore topology N and node delays to the values before e, is introduced.

}

Notice that a node n may repeatedly appear in Ncanqs along a path in the Branch-and-
Bound searching tree from root to the leaf. Its first appearance leads to the insertion of link e,
to n, while its later appearances cause the continuous wiresizing of e,,. The size of the candidate
node set | N ,nq| at each iteration is small since only links to a few nodes in the topology may
have significant impact on the performance improvement of the net according to the analysis in

Sec. 2.4.1. Therefore, the optimal multi-link insertion and wiresizing algorithm is feasible in real
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Table 2.1: Interconnect parameters

| Technology | R4(Q) | ro(Q/um) | co(fF/pm) | C.(fF) |
[ IC 270 0.112 0.039 1.0
MCM 25 0.008 0.06 1000

applications as shown by our experimental results. In cases where very fast solution is needed,
either the single link (Sec. 2.4) or the sequential link insertion and wiresizing algorithm (Sec. 2.5.1)

can be used instead.

2.6 Experimental Results

The link insertion and wiresizing algorithms for post routing performance optimization
have been implemented and tested on a DEC 5000/125 workstation. Since interconnects are typically
modeled as distributed RC lines under deep-submicron IC and certain types of MCM technologies,
our methods are tested under both 0.5 micron IC (courtesy of Micro-electronics Center of North
Carolina) and MCM technologies (courtesy of Prof. Wayne Dai of UC Santa Cruz from data
provided by AT&T) respectively (Table 2.1). Here Ry is the driver resistance of the net, rq, ¢ are
unit resistance and capacitance of the wire with minimum width wg, C; is the loading capacitance

at each sink.

2.6.1 An Example

We illustrate our link insertion and wiresizing methods using a 8-pin net under MCM
technology, whose original topology before optimization is shown in Fig. 2.10. The response
waveforms at the maximum delay node 7mmq, and minimum delay node n,,;,, before optimization
obtained by SPICE3f5 simulation are shown in Fig. 2.15 (a). It can be observed that the rising
portion of the un-optimized waveform at n,,,; is not “sharp” and there exists a large gap between
waveforms at n,,,; and n,;,i,, indicating a significant maximum delay and delay skew. For
satisfactory chip performance, the performance specification of the net requires that its D,,,; and
DSyq- be reduced by 50% and 70%, respectively.

We first show the optimization results by the single link insertion and wiresizing algorithm.
It chooses node = for link establishment based on the original routing topology and wiresizes it

either uniformly, i.e., the entire link must have the same width, or non-uniformly, i.e., each wire
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segment of the link is allowed to have its distinct wire width in its routing region. The optimization
solutions are shown in Fig. 2.11. Notice that the length of the inserted link e,, is longer than the
Manhattan distance between the source and » due to possible detours under routing congestions in
the current routing solution of the chip. The wire width of the inserted link is measured in terms of
the minimum wire width wo and its upper bound w, is set to 4xwg in our testing. In both sizing
solutions, the net performance is improved significantly, and the non-uniform wiresizing achieves
better performance improvement (47% vs. 45% in Dz, 69% vs. 68% in DS,,...) and less link
area (20mmxwg vs. 24mmxwyo) than uniform wiresizing. However, the best results by single link
methods fail to satisfy the performance requirements of the net.

To achieve satisfactory net performance, we apply the multi-link insertion and wiresizing
algorithm (both sequential and optimal methods yield the same solution for this example). First,
link e, is established to the chosen node n and wiresized gradually until maximum delay node
changes and a new node n’ emerges as the new best node choice for link insertion (Fig. 2.12(a)).
Since continued wiresizing of link e, alone can not achieve satisfactory net performance, we stop
optimizing e, and establish the second link e,: between n,.; and 7’ instead. Link e, is then
wiresized until the performance requirements of the net are satisfied. The final solution shown in
Fig. 2.12 (b) consumes a total link routing area of 16mmxw,. Therefore, the multi-link insertion
and wiresizing algorithm can achieve better performance with less link area consumption compared
to single link optimization.

Fig. 2.13 shows the area-performance trade-offs between the maximum delay (skew) of
the net and the total link area during the optimization by single link uniform sizing, single link
non-uniform sizing and the multi-link approaches, respectively. Here, both D], .. and DS, are
measured as the percentages of their original values before optimization. Point p, in the two figures
marks the insertion of link e, into the topology. Initially, the curves by single link non-uniform
sizing and the multi-link approach overlap, since both methods are optimizing the same link. At
point p,, another link e, is introduced by the multi-link approach, which speeds up the reduction in
both the maximum delay and skew of the net. It can be observed from Fig. 2.13 that the multi-link
method achieves the best improvement in performance with the least amount of total link area
among the three approaches.

Fig. 2.14 and 2.15 compare the response waveforms at the maximum and minimum delay
nodes of the net before and after optimization respectively using SPICE simulation. It can been
seen that the waveform at n,,,. rises much faster and the “gap” between the waveforms at 1,4,

and n.,;» is “narrowed” significantly after optimization, indicating significant reduction in both the
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maximum delay and delay skew of the net.

An important concern in adopting Elmore delay as the performance measure during the
optimization process is its “fidelity” in guiding the optimal routing topology construction. To verify
this, we compare the percentages of reductions in Dy, and DS, of the net measured by Elmore
delay and SPICE simulation (measured at 50% voltage threshold), respectively. The difference
between the corresponding ratios is only 1 — 2%, indicating that Elmore delay is highly reliable for
guiding the optimization of distributed RC line networks. Similar conclusions about the fidelity of

Elmore delay for performance-driven routing have also been made in [Boese 93].

2.6.2 Benchmark Testing

For post routing performance optimization, the optimal multi-link insertion and wire-
sizing method has been applied to topologies of critical nets in actual circuits after their global
routing solutions are obtained. Four test circuits from the CBL/NCSU building-block benchmarks,
ami33, zeroz, hp and spert are used, the first three are IC circuits and the last one is a MCM
circuit. The placement/global routing solution of these chips are generated by a performance-driven
placement[Esbensen 96] and global router[Wang 96] respectively. Once their global routing so-
lutions become available, the critical nets in these chips can be identified and their performance
requirements in terms of their maximum delay and skew specifications are known. In addition, the
routes, lengths and upper bounds on wire widths of the shortest feasible links to nodes in those
topologies from their sources can be estimated based on the current routing solutions of the chips.
With these information, the optimal link insertion and wiresizing algorithm described in Sec. 2.5.2
can be applied.

Table 2.2 - 2.5 show the testing results on critical nets from circuit ami33, reroz, hp and
spert, respectively. The average number of pins of these critical nets varies from 9 to 44. The
total wire length of each topology is measured in terms of the number of units it crosses on the
global routing graphs of these chips and the area of each inserted link is measured in unit x wo.
The performance requirements for maximum delay and skew are so specified that the performance
of these critical nets can be significantly improved by inserting no more than two links into their
original topologies. Recall that K, is the relative difference between the current net performance
and its corresponding specification. It can be observed that K, is pretty large before optimization
(whose average is in the range from 1.0 to 1.9), indicating that the original net performance is

far from being satisfactory. After multi-link insertion and wiresizing, satisfactory performance
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(K maz < 0) is achieved for all critical nets with no more than two links inserted. On average,
Dioz and DSy, are reduced by 29% and 54% respectively for IC circuits; the reduction is even
larger for MCM circuit at 50% and 60% respectively. The total link routing area introduced into
each topology counts for 30% to 90% of its original net routing area, i.e., less than double sizing
the original net in the worst case, which is moderate compared to other wiresizing approaches.
Notice that the performance improvement listed in these tables are not the best achievable, since
the constrained performance optimization terminates for link routing area efficiency as soon as the
performance requirements of the nets are satisfied. For example, if the optimization of net RX A8
in circuit spert continues, Do, and DSy,q, can be further reduced to 51% and 59% respectively,
with a higher link area utilization at 1486. On the other hand, the performance improvement in net
RX A8 by two inserted links is bounded, which can not reach 60% and 70% reduction in maximum

delay and skew respectively if the performance requirements of the net are so specified.

2.7 Conclusions

This chapter discusses the post routing performance optimization of distributed RC line
topologies, which unlike previous methods for performance-driven and clock routing at the pre-
routing level, achieves satisfactory chip performance by improving the performance of those critical
nets via constrained optimization after a feasible routing solution of the chip is obtained. The
basic approach for post routing optimization is link insertion and wiresizing, which can reduce the
maximum delay and skew of a net simultaneously to satisfy their specified performance constraints
by introducing new interconnect wires into its topology. This is accomplished without invalidating
the current routing solution of the chip, therefore the proposed approaches can speed up the chip
design cycle by avoiding the time-consuming iterations in the layout process. In addition, our method
no longer restricts routing topologies to tree structures and thus allows more flexibilities in routing.
Both single and multi-link insertion and wiresizing algorithms are analyzed and designed, which aim
at achieving satisfactory net performance with the best link area efficiency. Experimental results
on critical nets in actual routed circuits demonstrate that our approaches can achieve significant
reduction in both the maximum delay and delay skew of all critical nets tested with moderate link

routing area consumption.
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Table 2.2: Test Circuit ami33 (IC)
Crit. | No. | Total Spec. (-%) Before After Optimization
Net | Pins | Length | Dyor | DSmoz | Kmaz | Dmaz(-%) | DSmez(-%) | Kmaz | Link Area
P2F | 47 1760 32 50 1.0 34 51 -0.01 370
PIF | 44 1431 28 52 1.1 30 53 -0.02 710
P1G | 50 1541 24 54 1.2 26 55 -0.01 534
POW | 35 1540 38 66 19 38 66 0.00 340
| avg | 44 | 1578 | 30 | 55 | 13 | 32 | 56 | -0.01 | 488 |
Table 2.3: Test Circuit zeroz (IC)
Crit. | No. | Total Spec. (-%) Before After Optimization
Net | Pins | Length | Dyyar | DSpaz | Kmaz | Dmaz(-%) | DSmaz(-%) | Kmez | Link Area
PH1 72 528 40 60 1.5 45 60 -0.01 240
VD1 | 20 495 40 60 1.5 42 60 -0.01 331
PH2 | 28 448 6 30 04 7 32 -0.02 284
NPH2 | 20 377 15 46 0.7 15 48 -0.02 344
[ avg [ 35| 462 | 25 | 50 | 1.0 | 27 | 50 | 002 [ 300 |
Table 2.4: Test Circuit Ap (IC)
Crit. | No. | Total Spec. (-%) Before After Optimization
Net | Pins | Length | Dpar | DSmoz | Kmez | Dimez(-%) | DSmaz(-%) | Kmez | Link Area
vdl 14 219 20 50 1.0 24 51 -0.02 219
mk1 8 189 35 60 1.5 37 60 -0.02 147
busa2 | 7 196 15 50 1.0 15 52 -0.01 200
busal | 7 161 30 60 1.5 30 _60 0.00 194
[ avg | 9 | 192 [ 25 | 55 | 13 | 27 | "~ 56 | 001 | 190 |
Table 2.5: Test Circuit spert (MCM)
Crit. | No. | Total Spec. (-%) Before After Optimization
Net Pins | Length | Dpay | DSmaz | Kmer | Dimaz(-%) | DSpaz(-%) | Kmax | Link Area
RYA11 9 510 56 70 23 59 70 -0.01 512
RXAS8 9 593 46 54 1.5 48 55 -0.02 607
RXA6 9 642 50 60 2.6 50 60 0.00 620
RXA20 | 9 517 55 64 19 57 65 -0.02 387
RXAW | 9 533 45 52 1.1 45 52 0.00 471
[ avg [ 9 [ 559 [ 50 [ 60 | 19 | 52 | 60 |-001] 519 |
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Chapter 3

Post Routing Optimization of Lossy

Transmission Lines

3.1 Introduction

The post routing performance optimization methods discussed in Chapter 2 are designed
for interconnects modeled as distributed RC line topologies. Such modeling is appropriate for on-
chip wires under deep sub-micron IC and some types of MCM technologies, where the resistance of
the interconnect wire dominates its inductance and the transmission line effect can be ignored. The
modeling of interconnects in other MCM and PCB circuits, however, is quite different. Due to their
relatively large cross-sections, long interconnect lengths and large distances above ground planes,
these off-chip wires usually have low resistances, large inductances and significant time-of-flight for
signals traveling across the interconnects. Therefore, it is appropriate to model these wires as lossy
transmission line (distributed RLC line) topologies, which beside wire resistances and capacitances,
also take into account the inductances distributed along the interconnect wires.

Due to the strong inductive effect of lossy transmission line topologies, the estimation
of their interconnect delays during performance optimization is difficult. Unlike in the case of
distributed RC lines, Elmore delay[Elmore 48] is no longer accurate for guiding the optimization
of transmission line topologies, since it does not incorporate the inductance of the wire in its
computation. Several estimation methods other than Elmore delay have been used for delay
estimation in recent years. [Wang 94, Zhu 93] adopt the S-parameter macro delay model for

maximum delay and skew minimization, but the sensitivity computation in these methods uses finite
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difference approximation which requires expensive analysis. [Menezes 94, Menezes 95) adopt high
order moments for delay and skew minimization. The moment and sensitivity model they adopt
during computation, however, requires decomposition of each wire into a sequence of segments,
which is computationally inefficient. In addition, the methods in [Menezes 94, Menezes 95] can
only be applied to distributed RC line topologies and they assume perfect shapes of output waveforms
for delay and sensitivity computation which are unrealistic in real design.

As discussed in Chapter 2, the wiresizing of an existing topology is an effective approach
to interconnect optimization and is especially well-suited for post routing performance optimization
since the available resources in the routing regions can be incorporated easily as sizing constraints
during the optimization. Methods in [Cong 93, Sapatnekar 94] can be applied to distributed RC
line topologies only, because they adopt Elmore delay for performance estimation. For delay and
skew optimization of lossy transmission line topology, [Menezes 94, Menezes 95, Zhu 93] adopt
the Levenberg-Marquardt method which uses sensitivity information for least-square minimization,
i.e., it minimizes the differences between delays at different sinks or between current and targeted
delay values. These matching-based methods are better suited for generating zero-skew solutions
rather than maximum delay minimization, since the later requires target delay specification for each
sink of the topology. In addition, these approaches are inflexible for interconnect performance
optimization since they strictly enforce the final delay and skew values allowed.

In this chapter, we present an analytical delay sensitivity computation method and a
sensitivity-based wiresizing algorithm for lossy transmission line topologies [Xue 96a, Yu 96]. As
a post routing performance optimization process, it minimizes the maximum delay of a lossy trans-
mission line topology identified as critical for chip performance, using the routing resource still
available on the chip. For interconnect delay estimation, it computes the maximum delay and
its sensitivities with respect to the widths of wires in the topology via high order moments. For
moment computation, an exact moment matching model[Yu 95, Yu 96] is adopted to represent each
transmission line in the topology, whose parameters can be computed efficiently from the parasitics
of the interconnect wires. Compared to other interconnect modeling methods[Bracken 92, Zhu 93]
which are often computationally expensive, the model we adopted achieves analytical sensitivity
computation and calculates higher order moments (sensitivities) recursively from lower order mo-
ments for tree networks. The obtained delay sensitivities are then used to guide the wiresizing of
the topology for maximum delay minimization. This sensitivity-based wiresizing algorithm can
achieve optimal interconnect performance under routing resource constraints. Experiments show

that the delay approximation using high order moments is very accurate compared with SPICE sim-
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ulation and the proposed algorithm can reduce maximum delay by average of over 60% with small
penalties in routing area. Besides delay minimization, our approach also reduces the overshootings
of response waveforms and generates final wiresizing solutions of topologies which are robust under
parameter variations in the manufacturing process.

The rest of the chapter is organized as follows. Section 3.2 discusses the moment
models of lumped circuit elements and lossy transmission lines; Section 3.3 analyzes the delay and
sensitivity computation via high-order moments; Section 3.4 describes the sensitivity-based delay
minimization algorithm; Section 3.5 shows experimental results which demonstrate the effectiveness

of our approach; Finally, Section 3.6 gives concluding remarks.

3.2 Moment models

The methods for delay and sensitivity computation via higher order moments are based
on the moment models of circuit elements, which include both the lumped elements and lossy
transmission lines. Denote NN as a lossy transmission line topology, consisting of floating resistors,
inductors, lumped capacitors and lossy transmission lines. Denote V (s) and I(s) as the Laplace
transform of the node voltage and current vectors of this linear circuit in the frequency domain, both

can be expanded into Taylor series at s = O as,
V()= Vo= VIs+ V22 4 4 (~1)PVPsP + ... (3.1)

and
I(s)=I°—I's+ I’ 4 ...+ (=1)PIPsP + ... (3.2)

Here, V? and I? are called the p-th order voltage and current moment vector, respectively. A circuit
N? induced from NV by setting its voltage and current vectors to V? and I? is called a p-th order
moment model of N.

A circuit model describing the relationship between the voltage and current moment of
an element is called its moment model. A model relating a p-th order voltage moment with the j-th
order current moments (j < p) or relating a p-th order current moment with the j-th order voltage
moments (j < p) of a circuit element is called a p-th order moment model. The moment model for
the lumped circuit elements and lossy transmission lines are discussed separately in the next two

sections.
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PR 0T B

Figure 3.1: Moment Models of Lumped Circuit Elements

3.21 Moment model of lumped circuits

For 2-terminal lumped circuit elements: resistance R, inductance L and capacitance C,

their corresponding moment models can be computed as follows:

1. For resistance R, VP = RI?, i.e., the p-th order moment model of a resistance R is itself, as
shown in Fig. 3.1 (a).

2. For inductance L, V? = —~LI?P~1, i.e., its p-th order moment model is a voltage source with
its direction opposite to that of the inductance current and its value determined by L and 171,

as shown in Fig. 3.1 (b).

3. For capacitance C, I? = —CVP~!, its p-th order moment model a current source with its
direction opposite to that of the capacitance voltage and its value determined by C and V7!,
as shown in Fig. 3.1 (c).

For the moment models of both capacitance and inductance, the moment computation can
be implemented recursively from low orders up to high orders, where the p-th order moment model
is an independent voltage (for inductance) and current source (for inductance), respectively. For
a given lumped circuit, its p-th order moment model can be formed by replacing each element in
the circuit with such model. Once all the p-th order moments of the node voltages and currents are
found through circuit analysis, the (p+ 1)-th order moment model of the circuit can be formulated.
In this way, the moment computation can be implemented recursively from order O to any order
desired.

3.2.2 Moment model of lossy transmission line

Denote T'L as a uniform lossy transmission line withr, [, ¢ being its resistance, inductance

and capacitance per unit length respectively. Define d as its wire length, thus, R = rd, L = Id and
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C = cd become its total wire resistance, inductance and capacitance respectively under fixed wire
width. Denote V (z, s) and I (z, s) as its line voltage and current moments at coordinate x along the
line, where z = O and = = d correspond to the two ends of the line, respectively. The Telegrapher’s

equations of the line can then be expressed as follows:

dV(z,s) _ _ _

T = TI(:B,S) sl](x,s) (3.3)
dl =z,
_%s-). = —scV(z,s) G4

These two equations are in fact the KVL and KCL equations for an infinitesimal section
of the line at coordinate x. Similar to Eqn (3.1) and (3.2), V/(z, s) and I(z, s) can be expanded into

Taylor series as:
V(z,s) =Voz) - V(z)s + V2(2)s® +... 4+ (-1)PVP(2)sP + ... 3.5)

and
I(z,s) = I°%z) = I'(z)s+ I*(z)s* + ...+ (= 1)PIP(z)sP + . .. (3.6)

Substituting Eqn. (3.5) and (3.6) into Eqn. (3.3) and (3.4), the coefficients of s? (p =
0, 1,2, ...) on both sides of the equations satisfies,

dVP(z) -

-1
- rI?(z) + 1P~ (z) X))

dIP(z) _ p-
o = VP~ (z) (3.8)

To obtain a moment model for the transmission line T'L, we integrate both sides of Eqn
(3.7) and (3.8) along the wire [Yu 95, Yu 96]. First, a relation between the p-th order current

moments at 2 and d can be established via integration of Eqn.(3.8) from d to z.

P(z) - IP(d) = ¢ /d "yl (y)dy (3.9)
In the special case when z = 0, Eqn (3.93 becomes

1°(0) = IP(d) — ¢ /0 Y1 (g)dy (3.10)

Define UP as the mean of the p-th order voltage moment V?(z) along the line (which is

also called the p-th order mean for simplicity), i.e.,

1 d
UP = 2/0 VP (y)dy 3.11)
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Thus, Eqn (3.10) can be simply written as:
I*°(0) = I?(d) - cuP™! (3.12)

Here, CUP~! represents the total p-th order current moment through the capacitance of the line.
Next, we derive an equation relating the p-th order voltage moments at 0 and z by
integrating both sides of Eqn (3.7) from O to = and using Eqn (3.9):

VP(2) = VP(0) = —ralP(d)+lzIP~)(d) - re fo : /d Y VP1(2)dzdy
+e /0 : /d Y VP2(2)dzdy 3.13)
where V1 is defined as 0 when p = 1. In the special case when = = d, Eqn (3.13) becomes
VP(d)—VP(0) = —RI?P(d)+ LIP"\(d)—rc /0 ’ /d " vr-1(y)dyde
+le /od /: VP2 (y)dydz (3.14)

It can be shown via integration manipulations that

d prr . d .
/ / Vi (y)dyde = — / Vi (2)de (3.15)
0 Jd 0
Thus, the double integrals in Eqn (3.14) can be transformed into single ones, and Eqn (3.14) becomes

V?(d) - VP(0) = —RIP(d)+ LI""!(d)
d d
+rc/ VP~ (z)dz - lc/ zVP~2(z)dz (3.16)
0 0
Define W? as the mean value of weighted p-th order voltage moments along the line with
the weight equals to the relative distance z /d (which is called the p-th order z-mean for simplicity),

ie.,
1 d
P— »
w dz./o zV?(z)dz 3.17)

Eqgn (3.14) can be rewritten as:
VP(d) — VP(0) = —RI?P(d) + LI?"'(d) + RCWP~! - LCWP~2 (3.18)

In Eqn (3.18), the first part, — RI?(d) + LI?~'(d), represents the contribution to voltage
moment from the load current 7(d). Since /(d) can be regarded as a current component flowing

through the whole line, its effect is the same as if it passed through a lumped RL branch. The second
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Figure 3.2: Moment Model of Lossy Transmission Line

part, RCW?P~! — LCWP~2, represents the voltage drop caused by capacitance currents. For this
part, the z-mean W characterizes the contribution to voltage moment from the capacitive currents.
The weight z/d is introduced in W because the current flowing through the capacitance at position
z only causes a voltage drop in the region [0, z].

For equivalent circuit derivation, Eq.(3.18) can be rewritten as:
VP(d) = V?(0) — RI?(d) + E? (3.19)
where E? is defined as
E? = LI~ (d) + RCWP-! — LCWP-? (3.20)

To summarize, Eqn (3.12) and (3.19) characterize the the 2-port equations for the lossy
transmission line T'L. The equivalent p-th order moment model for T'L is shown in Fig. 3.2. In
this lumped model, V?(0) and V?(d) are regarded as node voltages, I7(0) and I7(d) are regarded
as node currents at the two ends of the line, respectively. CUP~! and EP are independent current
and voltage sources respectively, since they are only dependent on voltage and current moments of
lower order. Clearly the crux of this transmission line modeling lies in the computation of U” and

W?, which is discussed in the next subsection.

3.2.3 Computation of U? and W?

The voltage moment expression in Eqn (3.13) can be rewritten as:
VP(z) = VP(0) + (—rIP(d) + UIP~)(d))z + reAP~\(z) — lcAP2(z) (3.21)

where
Ai(z) = - /0 /d Y Vi(2)dzdy (3.22)
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Table 3.1: Coefficient Array C

According to the definition of U?, W? in Eqn (3.11) and (3.17), we have:

U? =V?0) + %(—RI”(d) + LIP~Y(d)) + RCXP~' — LCXP? (3.23)
and
WP = %V”(O) + %(—RI”(d) + L1*~Y(d)) + RC 2P~ — LCZP? (3.24)
where
. 1 4 .
X = = | Alz)dz (3.25)
d? Jo
. d .
7 = 4 / 2 A (z)dz (3.26)
d* Jo ‘
Denote 19, V0 as the 0-th order current and voltage moments of the topology, respectively.
Since
VO(z) = VO(0) - rI%d)z (327
we have
v’ = vo%0) - %RI°(d) (3.28)
WO = %VO(O) - %Rlo(d) (3.29)

The high order UPs and W?s can be calculated from current moments and lower order X and Zs.
According to Eqn (3.25) - (3.22), X 7 and Z7 can be computed recursively starting

from j = 0, and a coefficient array C used for characterizing X7 and Z7 is shown in Table 3.1

[Yu 95, Yu 96]. It can be observed that X? and Z” are polynomials of variables V*(0) and I*(d)

where k ranges from 0 to p. For 0-th order moments,

X% = ¢ V%0) + c2(~RI%(d)) (3.30)
Z° = VO0) + ca(~RI%d)) (3.31)
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For higher order moments computation, an operator called shift() is defined which has

the following properties:
e Foraterm A = ¢; P where P is independent of c;, shift(A) = c;i4, P.
e Foraterm A = B + C, shift(A) = shift(B) + shift(C)
And the following recursive formulas can be obtained from Eqn (3.25) - (3.22):

XPH = ¢ VPH(0) + o(—RIP*(d) + LIP(d)) + RCshift(XP)

—LCshift(X?P~1) (3.32)
ZP*! = VP (0) + cs(—RIP*Y(d) + LI?(d)) + RCshift(ZP)
—LCshift(ZP!) (3.33)
For example,
X' = oVY(0) + ca(—RI'(d) + LI°(d)) + RCshift(X?)

= V'(0) + c2(~RI'(d) + LI°(d)) + RC(csV°(0) + cs(—RI®(d)))  (3.34)
Z' = V'(0)+cs(—RI'(d) + LI°(d)) + RCshift(2Z%)
= V'(0) + c3(—RI'(d) + LI%(d)) + RC(csV°(0) + es(—RI®(d)))  (3.35)
Initially, 19(d) and V%(0) can be found via circuit analysis by replacing each transmission
line with a resistance. After the p-th order moments of the original network are obtained, V?(0)
and I?(d) are known, X7, Z?, UP and W? can then be computed and the (p + 1)-th order moment
model of the circuit can be formed.

The moment models discussed here is used to compute the interconnect delays and

sensitivities as described in the following section.

3.3 Delay and Sensitivity Computation via Moments

3.3.1 Delay Computation Based on High Order Moments

For lossy transmission line topology N of critical net n, each wire segment in N is
formulated as an uniform RLC transmission line. The transfer function at node ¢ € N in frequency
domain, H;(s), is defined as:

Hi(s) = s) =mo—ms+mys... (3.36)
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where V;;,(s) and V;(s) are the Laplace transforms of input signal v;, () and output response at node
i, v; (t), respectively. m,s are the moments of H;(s) under Taylor expansions. Since L{5(t)} = 1,
hi(t) = L='{H;(s)} is the impulse response at node i. Under g-pole approximation, H; (s) can be
expressed as:
g k.
Hi(s) = ) —2 (3.37)

=1 s_pJ

where p;s and k;s are the poles and residues of H;(s), respectively.
Due to the wire inductance and capacitance of the transmission lines, signal takes certain
flight time, 7;, to propagate along the path from source s to node ¢ € N, and the actual transfer

function at ¢, G;(s), becomes:
Gi(s) = H(s)e ™™ =my— mis+mhs?... (3.38)

where m; s are the moments of G;(s), which are in fact the n-th order voltage moments V" (s)

discussed in the previous section assuming impulse signals at the source. Since,
e =1 —s1; + (s13)%/2— ... (3.39)

The relations between moments m,s of H;(s) and m/s of G;(s) can be established according to
Eqn (3.36) to (3.39):

! U l ! 2 !
mo =My, M| =My — Tymy, My =my+T17/2mg— T;m),... (3.40)

Since L{u(t)} = 1/s, the step response at node i in the frequency domain, V;(s), can be
computed by:
1~ ki on,
Vi(s) = Gi(s)/s==)_ —I—em (3.41)

sj:ls—pj

And the step response in the time domain, v;(t), becomes:

9 L.
vilt) = =), E’-(1 — ePi(t=7)) (3.42)
=1 pJ

Interconnect delay ¢4; at node ¢, defined as the time taken for the response waveform at i to reach
certain specified voltage vy, can then be expressed as:

9 L.
-3 k—’_(l — Pt =7i)y =y, (3.43)
=1 pJ
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where k;, p;s can be obtained from moments, mg, m;, . . ., according to Eqn (3.36) and (3.37):
ki 1
my = ()" Y L(=)", 0<n<2g-1 (3.44)
j=153 £

In the special case of 2-pole approximation, i.e., ¢ = 2, analytical expression of k;s and p;s can be
obtained using up to 2-nd order moments [Kahng 93):

2
p|'2 = — (345)
—m) + \/4m2 - 3m%
ki=-k = —; (3.46)

\/41712 - 3m%

3.3.2 Delay Sensitivity Computation
3.3.2.1 Delay Sensitivity w.r.t. Wire Width

Under g-pole approximation, the sensitivity of delay at node 7 with respect to width of

wire segment ! in topology N can be expressed using high order moments as:

Oty & bty Omy,
Ju = 2= G, Bu) G47
and 0t4, /0m,, and 8m, /dw,; can be computed respectively by:
Otq, _ Otq; Ok; 6tdi Op;
om, Z(ak gms T dp; am,,) G.48)
om,, _ an OR, + om, 8L, + om,, 8C; (3.49)

m OR; 0wy, OL; 0wy 8C) 0wy
where Ry, L; and C; are the total resistance, inductance and capacitance of wire [, respectively.
Therefore, the computation of delay sensitivity with respect to wire width wy, 8t4, /6w,
using high order moments can be divided into two parts: the computation of delay sensitivities with
respect to moments, Otq; /0m,,, and moment sensitivities with respect to wire width, 8m,, /0w, for

each momentm,, 0 < n <2¢—1.

3.32.2 Computation of 9t4,/0m,

The computation of 94, /0m,, involves the calculation of 24,’s sensitivities with respect
to k;, p;s, and k;, p;s’ sensitivities with respect to moments. These sensitivities can be computed
by differentiating Eqn (3.43) and (3.44), respectively.
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By differentiating Eqn (3.43) with respect to k;, p; at t4;, we can obtain 9ty /0k; and
0Otq, /0p; from:

Ly Lontamnd 4 (3 et TG = 0 G50
pj P u-l

ki _ Lc% Pilta;=7i) 4 kj(te; — ) ePilta;—m) 4 (Zk epu(te; 'T‘))atd' =0 G5
p} p] p; u=l1

To find 0k;/0m,s and dp;/dmys for a certain m,,, we differentiate both sides of Eqn
(3.44) with m,, and obtain 2q linear equations:

g R
Omy _ s((-Lywrr O | D"+ DE; 3”1 ), 0Sug2g-1 (3.52)

j=1 pj omy, p;‘+2

where dm, /m, = 0, if u # n; and dm,/Om, = 1, otherwise. 2g variables, dk;/dmyns and
0p;/0mys, can be obtained by solving the 2¢ equations in Eqn (3.52).

Again, in the special case of 2-pole approximation, 0k;/8m,s and 8p;/0m,s can be
computed analytically by differentiating Eqn (3.46) directly without solving the linear matrix in
Eqgn (3.52):

Ok1/Om, = —0ks/Omy = by | (3.53)
\/(41712 - 3mf)3
Ok\/Omy = =8ky/0my = —————4— (3.54)
\/ (4my — 3m?)3
8p1,2/6m 2 (-3 =) (359
1,2 1 = = — i G —_—_— .
(—m; £ \/4m2 —3m3)? \/4ma — 3m?
= - 2 (2 (3.56)

Op12/0my = —_—)
(—my £4/4my —3md)2 | /4m; — 3m?

3.3.2.3 Computation of dm;/dw;

Since OR;/0w;,0L;/0w; and OC;/0w; can be easily obtained by differentiating the
expressions of Ry, L; and C) which are functions of wy, the calculation of 8m,, /8 R;, dm,/dL; and
dm,, /8C) becomes the major part in computing dm,, /dw; using Eqn (3.49).

According to the relations between m,,s and m/s specified in Eqn (3.40), moments m,s
and their sensitivities with respect to R;, L; and C; can be obtained by computing m/ s and their

sensitivities first, i.e.,

dmo/dw; = dmy/Ow;, Om, /0w = Om} /0w — T;:0mf/Ow, .. 3.57)
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Since ms are in fact the n-th order voltage moments V'"s discussed in the previous section under
impulse signal, the method for high order moment and sensitivity computation is presented in the
following section based on the exact moment matching model [Yu 95, Yu 96] for lossy transmission

line introduced in Section 3.2.

3.3.3 Recursive Moment and Sensitivity Computation for Tree Network

In the following discussion of recursive moment computation for tree network N, the
transmission line connecting to node £k € N from root direction is numbered k, Ry, Ly, Cy are
denoted as the wire resistance, inductance and capacitance of transmission line k, respectively. Ciy
is denoted as the loading capacitance at node k, son(k) is the set of son nodes for a non-leaf node
k, which connects to k away from the root in the tree topology. 6 is denoted as the abbreviation for
differentiation, dy/dz, where z is a variable representing either R, L, or C value of any transmission
linein V.

Using the exact moment matching model for lossy transmission line discussed in Section
3.2, moments and sensitivities of NV can be computed efficiently from lower orders to higher orders
in a recursive manner. Notice that for tree topology N, node 0 and d in the model refer to the near
and far end of the transmission line from the root, respectively.

Moments and Sensitivities Computation Algorithm {

1. Start from 0-th order moments of the topology:
The equivalent 0-th order moment network of N is formed simply by replacing each loading
capacitor with an open circuit and each transmission line with a resistor. It can be easily

shown that for each transmission line:
Vi=1,1=0,U0%=1,W°=1/2 (3.58)

Here, U? and W? are the means of voltage moments defined by Eqn (3.11) and (3.17),

respectively.

2. Compute (p + 1)-th order moments recursively from p-th order moments:
For the computation of (p + 1)-th order moments, we construct the p-th order moment model
of N, NP, which has exactly the same moments as N up to p-th order at each node by
replacing each transmission line in /V with its p-th order moment model as shown in Fig. 3.2.
The (p + 1)-th order moments and sensitivities of N can then be computed in a bottom-up

and top-down fashion:
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2.1 Compute current moments | P+lg and their sensitivities from leaves to root (bottom up):

2.1.1 For each transmission line k € N, its current moment and sensitivity at the near

end can be computed by Eqn (3.12) and its differentiating form:

IP+1(0) = Ip+l(d) - CrU?
6£P+l(o) — 6£?+'(a‘) - Jfk Ur - Ckgg" (3.59)

2.1.2 If the farend d of line & is a leaf node of N, we have:
IHd) = -CaVE,(d) (3.60)

2.1.3 Otherwise, the current moment and sensitivity at the far end can be computed from

its son nodes as:

e = -CaVPd+ Y, I2Y0) 3.61)
Jj€son(k)

D = g @y T 6O (3.62)
j€son(k)

2.2 After IP*!s and their sensitivities are calculated, the voltage moments V?*!s and
sensitivities are computed from root back to leaves (top-down):
For each transmission line & € N, the voltage moment and sensitivity at its far end is
obtained from Eqn (3.19) and (3.20),

vPrl(d) = VvPHY(0) - RiIP*(d) + EPH!
EP*' = LiIP(d) + RCyWP — LiCWP™!

and their differential forms are,

S = YN0 gRapHl(g) - Ryl . gEEY (3.63)
SEFT = SLIP(d) + Lyl 4 SRECLWP + RuCHWP + RyCroW”
~8Le WPt — LSk WPt — LiCrs " (3.64)

Notice that for each node k € N, VP+'(d) = Vf"" (0),Vj € son(k).

2.3 Compute UP*! WP+ and their sensitivities for each transmission line &:

Once the (p + 1)-th order current and voltage moments are obtained, the UP+!, WW»+!
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of each transmission line £ can be computed using Eqn (3.23) and (3.24):

Urtt = vPH(0) + 1/2(-ReIP*'(d) + LiIP(d)) + RiCi X?
—LiCiXxP!

wrtl = 172vP*1(0) 4+ 1/3(- ReIPY'(d) + LiIP(d)) + RiCi 2P
—LiCr 27!

where X?, Z? are calculated recursively using Eqn (3.31) to (3.33).
Similar to the sensitivity computation in previous steps, 87"*', $¥**' and §X**', §2"*'

can be obtained by differentiating these equations.

Notice that for each transmission line k € N, §8, 6L« §Cx = 1, only when z represents
the respective Ry, Lk, Cy. variable of line k; in all other cases, 62, §Lx, §C = 0. The complexity
of Step 2 of the algorithm is linear to the number of nodes, i.e., the number of wire segments |N|,

in the tree network /N. The complexity of computing moments of V up to p-th order is therefore,
O(IN|p).

3.4 Delay Optimization Based on Sensitivity Analysis

Once the sensitivities of node delays with respect to the widths of wire segments in an
existing topology of a critical net are computed using the methods discussed in Section 3.3, they
can be utilized in a sensitivity-based wiresizing algorithm which minimizes the maximum delay of
the net. This optimization process improves the net performance by adjusting the widths of wires
in the existing topology appropriately using the routing space still available on the chip at th post

routing stage.

3.4.1 Problem Formulation

Denote w = (wy,...,w,) and 1= (ly,...,1,) as the respective width and length vector
of a lossy transmission line topology IV having n = | N| wire segments. The R, L, C values of each

transmission line £ € N can be expressed simply by:

l -
Ri=ro sy Li= low—);, Ck = colpwy (3.65)
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where rg, lp and ¢ are the unit resistance, inductance and capacitance of a wire having minimum
width wo. Eqn (3.65) is the simplest way to represent the interconnect parasitics of a lossy
transmission line, more accurate expression for R, L, C values under various interconnect modelings
can be used in place of Eqn (3.65) without invalidating the sensitivity-based optimization discussed
in this section.

During the wiresizing of routing topology IV at the post routing stage, the length vector
of N, 1, is fixed and w is the only adjustable vector. Since topology N is obtained from a feasible
routing solution of the chip, the upper bound on the wire widths of N, w,;, can be specified based
on the available space in the routing regions on the route of N. The lower bound on w, wy, is
defined as the minimum wire width wq allowed for the topology. Together, w,; and wy;, define
the boundaries of a n-dimensional feasible space .S for w during the wiresizing. The objective
of sensitivity-based delay minimization is to find a width vector wopy in the feasible space S via
directed search such that the maximum delay of N as a function of w is minimized at wopt. Since
the maximum delay of a lossy transmission line topology, t4,,,,., can not be analytically expressed
as a function of w, it is calculated using Eqn (3.43) at each w in the feasible space. This constrained
wiresizing problem can be formulated as:

Minimize tdmas (W)

Subject to:
Wip SW S Wyp

For lossy transmission line topology, the delay at each node i consists of both the flying
time on the path from the source to 7 and the rising delay of the response waveform at i. According
to Eqn (3.65), the wiresizing of N can improve the maximum rising delay of the topology, while
the signal propagation time from source to each node, determined by 3", \/L;C; of each segment ¢

on the path, is independent of w.

3.4.2 Sensitivity-based Wiresizing Algorithm

The sensitivity-based wiresizing algorithm is an iterative optimization process using the
directed search method. Starting at a feasible point w € S, it analytically computes the maximum
delay sensitivities with respect to the widths of wires in the topology via high order moments and
adjusts the width of the most sensitive wire appropriately within S for maximum delay minimization.
The entire algorithm is outlined as follows:

Sensitivity-based Wiresizing Algorithm {
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1. (Initialization) Choose the initial feasible point w € S, set the wire width increment Aw and
sensitivity threshold e.

2. (Direct Search) Repeat

2.1 (Moment and delay computation) Compute the high order moments and the maximum

delay t4,,,. of N atw.

2.2 (Delay sensitivity computation) Compute the sensitivity vector of the maximum delay
atw,dtq, . /0w.

2.3 (Wiresizing) Choose a sizable wire ¢ at w having maximum |8t4,, . /Ow;|:

2.3.1 If 0tq,,,, /O0w; > O, decrease w; by Aw.

2.3.2 otherwise, increase w; by Aw.

2.4 Update Aw accordingly.

3. Terminate when max |9¢4,,,./0W]| < €.

}

Wire ¢ is defined as sizable at w if it can be adjusted by Aw within S, i.e., w; — Aw > Wy,
when 0t4,,,./0w; > 0, and w; + Aw < w;,, when 8t4,_/0w; < 0. Aw may not be fixed in the
wiresizing process, which can be reduced gradually at Step 2.3 as w approaches w,; to allow fine
adjustments of wire width within the feasible space. The algorithm usually starts at w having the
minimum width wo for all wires and always chooses the steepest descent direction at each iteration
in order to speed up the convergence of the algorithm and to minimize the maximum delay with the

least amount routing resource consumption.

3.4.3 Algorithm Analysis

It is observed during our experiments of the sensitivity-based algorithm that the mono-
tonicity property for the wiresizing of tree networks, i.e., wires should be non-increasingly sized
on any path from the source to a sink for maximum delay minimization, still holds for lossy trans-
mission line topologies, as also witnessed by results obtained with other methods [Menezes 95,
Wang 94, Zhu 93]. This observation can be explained as follows. According to Eqn (3.62) to
(3.64), the moment (voltage) sensitivities at the maximum delay node with respect to the resistance
and inductance of a wire include currents from its entire sub-tree, while its sensitivities with respect

to the wire capacitance are computed based on the path from source only. Therefore, the maximum
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delay sensitivities with respect to the wires near the source are dominated by the resistive and
inductive sensitivities and are much larger than its sensitivities with respect to the wires near the
leaves. In another words, the widths of those wires close to the source have much higher impact
on node delays than those near the leaves. This implies that, for delay optimization, the widths of
wires near the source should be sized up compared to wires near the leaves and the wire widths
of the topology should be non-increasing on any path from the source to sinks. In addition, a
monotonically-sized path can lead to faster rising slope of the waveform and smaller delay at the
sink than a non-monotonically sized one according to the properties of waveform transmission
[Bakoglu 90].

The monotonicity property for wiresizing implies that there exists an optimal ratio r,p;
among widths of wires in NV for any structurally unsymmetric tree network N, which uniquely
defines a width vector wopt at which the maximum delay of N is minimized in the feasible space
S.

Property 3.1 For a structurally unsymmetric tree network N, there exists an unique point Wopy € S

such that maximum delay of N is minimized at Wop.

In the general cases where tree topologies are structurally symmetric, we define Wopy as
the set of points at which maximum delay of N is minimized. Due to the existence of the optimal
width ratio r,,; of N, the delay at any non-optimal point w € S can always be reduced by adjusting

the width of at least one wire in N so that the current wire width ratio at w, r, becomes closer to
Topt-

Property 3.2 Foranypointw & W, the maximum delay can be improvedin at least one direction,
i.e., there exists at least one wire i satisfying |0tq,,,, /Ow;| > 0, such that ty_, (W) < t4,... (W),

where W is obtained by adjusting w; with Aw.

The two properties above indicate that, although the maximum delay of N may not be a
convex function of w, the sensitivity-based wiresizing algorithm will not be "trapped” at any local
optimal point in the directed search process. In fact, it can always move to a new point in the
feasible space S having a smaller maximum delay until a global minimum point is reached. For
example, Fig. 3.3 shows the maximum delay of a transmission line topology (Testing Topology
One in Section S) plotted as a function of the widths of three wires in it (while the widths of the
other wires remain unchanged). It can be seen that although the maximum delay function is not
convex, t4,,,. (W) at any point w € S can be improved in at least one direction on the function

surface until it reaches a global optimal point in S.
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Figure 3.3: Example: Maximum Delay vs. Wire Widths

3.4.4 Other Advantages of the Algorithm

Besides maximum delay minimization, the sensitivity-based wiresizing algorithm de-
scribed in Section 3.4.2 also reduces the overshootings of response waveforms at sinks of the

topology and generates a final wiresizing solution robust under parameter variations.

3.44.1 Overshooting Reduction

Under lossy transmission line formulation, the damping condition of the topology is
largely determined by the ratio between the driver resistance Ry at the source and the characteristic
impedance Z of wires connecting to it [Bakoglu 90] (if there are multiple wires connecting to the
source, the actual characteristic impedance Z can be computed as Z = Z||Z,...). f Ry < Z, N
is under-damped and strong transmission line effect may cause overshootings of the response wave-
forms at sinks in N, resulting in waveform oscillations and possible malfunctioning of the circuit.
According to the analysis in Sec. 3.4.3, the solution by the sensitivity-based wiresizing algorithm
follows the monotonicity property, which implies that the wires connecting to the source should
have the largest widths in N. Since characteristic impedance is proportional to wire capacitance and
inversely proportional to wire inductance [Bakoglu 90], it is inversely proportional to wire width

according to Eqn (3.65) and can be reduced remarkably after wiresizing. As the result, the ratio
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between Ry and Z; becomes much closer to 1 and the overshootings of the response waveforms

can be largely eliminated due to improved dumping conditions.

3.44.2 Robustness under Parameter Variations

Another advantage of the sensitivity-based wiresizing is its ability to generate final so-
lutions robust under parameter variations. During the manufacturing process, the widths of in-
terconnect wires in the routing topologies may vary from their computed values in layout design.
This fluctuation in wire widths may affect the optimality of the solutions obtained in routing in
terms of their interconnect performances. Therefore, for the best performance of the circuit, the
sensitivities of maximum delay with respect to the widths of wires in the topology should be
minimized so that interconnect performance is affected little by the changes in wire widths. The
sensitivity-based wiresizing algorithm in Sec. 3.4.2 generates the optimal solution wgp, satisfying
max |0t4,,,. /0Wop:| — 0. This implies that the maximum delay will vary little when w fluctu-
ates around Wop during manufacturing, i.e., the wiresizing solution Wy, is robust under parameter

variations.

3.5 Experimental Results

The sensitivity-based wiresizing algorithm using high order moments has been imple-
mented and tested on a DEC 5000/125 workstation. Various groups of interconnect parameter
values are tested on each of the three testing topologies shown below to verify the effectiveness
of the algorithm. In our experiments, 2-pole approximation is used for delay estimation and opti-
mization. Although larger number of poles can be used in our optimization method, experiments
demonstrate that 2-pole approximation is accurate enough for guiding the delay minimization as
illustrated in Sec. 3.5.1. For all testing topologies, the response waveforms at the maximum delay
node by 2-pole approximation and simulation using SPICE3f5 are compared and the maximum
delays are measured at threshold voltage of 0.5. The upper bound on the width of each wire during
wiresizing is set to 6xwg, where wy is the minimum wire width allowed for an interconnect wire.

The first testing topology (Fig. 3.4) is a tree network consisting of seven lossy transmission
lines. Each wire segment is 0.01m in length and the loading capacitance C at each node is 1pF.
For the testing results shown in Fig. 3.5 to 3.7, the values of interconnect parameters of Topology
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Figure 3.4: Testing Topology One

One are set as follows (Results under other groups of parameter values are listed in Table 3.2):

Rs=15Q, R=2800Q/m, L=38z10pH/m, C = 30pF/m

3.5.1 Accuracy of Delay Approximation via Moments

Unlike moment matching method in simulation, whose goal is to achieve perfect fitting
between the actual and approximated waveforms, interconnect performance optimization via mo-
ment computation only requires accurate delay approximation, i.e., the waveform generated via
high order moments should well follow the rising slope of the actual response waveform. There-
fore, fewer poles are actually needed in our sensitivity-based wiresizing approach compared to
matching-based simulation methods.

Fig. 3.5 and 3.6 show the response waveforms at the maximum delay node of Topology
One before and after optimization, generated by 2-pole approximation and SPICE simulation
respectively. It can be seen that the waveforms by 2-pole approximation match well with the rising
slopes of the actual response waveforms by SPICE. The difference between the delays measured
at 0.5V is small, and the actual delay is cut by nearly the same amount as the estimated one after
optimization. This demonstrates that 2-pole approximation is very accurate for delay estimation of
lossy transmission line topologies. It can also be observed that the overshooting of the response
waveform is eliminated after the optimization, verifying our analysis in Sec. 3.4.4.1. Furthermore,
the 2-pole approximation generates the waveform three orders of magnitude faster than SPICE

simulation due to the efficiency of our moments computation method.

3.5.2 Accuracy of Sensitivity-based Delay Analysis
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Figure 3.7: Accuracy of Sensitivity-based Delay Analysis

To investigate the accuracy of sensitivity-based wiresizing via high order moments, we
pick a feasible width vector w = (1, 1,1, 3,2.4, 1.2, 1.2) of Topology One and compute the sensi-
tivity vector of the maximum delay node 7 at w: 9t4,,,, /0w = (15,-3,-3,-16, —14,10, —12).
Ot4,,,. /0w indicates that, if only one wire width is allowed to be increased by Aw in the feasible
space, the wires in N can be ordered as (4, 5, 7, 2&3, 6, 1) according to the changes they cause in
td .m0, from maximum decrease to maximum increase. This order suggests that the maximum delay
atw, tq,,,. (W), can be reduced most by sizing up wire 4, while it is most penalized if width of wire
1 is increased.

Fig. 3.7 shows the actual changes in maximum delay by sizing up each wire in N one
at a time, measured by the actual response waveforms at the maximum delay node generated by
SPICE. It can be observed that they follow the same order as predicted by 9ty .. /0w and are
proportional to the sensitivities estimated, i.e., the maximum delay will decrease if wire 4, 5, 7, 2&3
are sized up, while it will increase if the widths of wire 6, 1 are increased. This demonstrates that
the sensitivity-based delay analysis is very accurate. It can also be seen from 0t4,,,_ /0w that the
widths of wires closer to the source have larger impact on maximum delay than those further aways
from it along the path from the source to the maximum delay node 7, which is consistent with our

analysis on the monotonicity of wiresizing for delay minimization in Sec. 3.4.3.
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Table 3.2: Maximum Delay Minimization for Testing Topology One
Parameters Before Optimization After Optimization
Im Maximum Delay Maximum Delay
Ry R L C | Area | 2-pole | SPICE | Area | 2-pole | Cut | SPICE | Cut
Q| Q | nH | pF | mxwy | ps ps mxwp | Pps -% ps -%
15| 800 | 380 | 30 | 0.07 197 157 0.16 76 61 71 55
10 | 1600 | 380 | 60 | 0.07 217 151 0.17 72 66 60 60
25 | 3200 | 1520 | 15 | 0.07 432 365 0.24 141 67 131 64
3.5.3 Delay Minimization

3.5.3.1 Testing Topology One

For maximum delay minimization, Fig. 3.8 shows the trade offs between the maximum

delay and total routing area of Topology One during wiresizing, starting with minimum width wy

for all wire segments in the topology. It can be observed that the maximum delay of the topology

can be cut significantly by the sensitivity-based wiresizing approach with small increase in routing

area.

For further testing of the wiresizing algorithm for delay minimization, various groups

of interconnect parameter values are tested on Topology One and the results of maximum delay
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Table 3.3: Maximum Delay Minimization for Testing Topology Two

Parameters Before Optimization After Optimization
/pm Maximum Delay Maximum Delay
R L C Area | 2-pole | SPICE Area | 2-pole | Cut | SPICE | Cut
Q | pH | fF |pmxwy| ps ps umxwo | ps -% ps -%

0.15] 246 | 0.176 | 850 343 294 2870 123 | 64 103 65
0.15] 246 | 1.76 850 359 300 2610 156 | 57 126 | 58
0.15 10246 | 1.76 850 380 307 2673 179 | 53 141 54

minimization are listed in Table 3.2. On average, the maximum delay is reduced by 65% and
60% after wiresizing, measured by 2-pole approximation and SPICE simulation respectively. The
difference between the delay cutting ratios is less than 5%. The routing area becomes 1.71 times

larger after wiresizing, indicating a good area-delay trade off.

3.5.3.2 Testing Topology Two

The second testing topology is a tree network studied in [Kahng 93, Zhou 94). The driver
resistance is set as 10Q, and the loading capacitance at each sink is 2pF.

It can be seen from Table 3.3 that, under various groups of interconnect parameter values,
the maximum delay of Topology Two is cut by average of 58% and 59%, measured by 2-pole

approximation and SPICE simulation respectively. The difference between the two cutting rates is
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Figure 3.10: Testing Topology Three
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Table 3.4: Maximum Delay Minimization for Testing Topology Three

Parameters Before Optimization After Optimization
lunit Area | Max Rising Delay | Area Max Rising Delay
Rs| R L C | unit | 2-pole | SPICE | unit | 2-pole | Cut | SPICE | Cut
Q| Q | nH | pF | xwp ns ns Xwo ns -% ns -%
151150200 | 50 | 0.82 | 1.05 0.78 144 | 033 | 69 | 020 | 74
50 1300|400 10 | 0.82 | 0.85 0.73 135 035 [ 59 | 026 | 64
50| 75 | 200| 10 | 0.82 | 0.56 0.54 1.07 1 023 | 59 | 020 | 63

only 1%. The routing area increases an average of 2.19 times after wiresizing.

3.53.3 Testing Topology Three

73

The third testing topology is one of the benchmarks of 1993 IEEE Multi-Chip Module

Conference (MCMC-93), provided by Performance Signal Integrity, Inc.

Table 3.4 shows that, with an average of only 57% increase in the routing area of Topology

Three, the optimization via wiresizing cuts its maximum delay measured by 2-pole approximation

and SPICE by average of 62% and 67% respectively under various groups of parameters. The

difference between the two reduction rates is within 5%.

3.54 Summary

Each optimal solution in Table 3.2 to 3.4 is generated in less than 10 seconds of CPU time

on a DEC 5000 workstation, due to the efficient moment and sensitivity computation at every step

during the wiresizing process.
From the experimental results of these testing topologies, it can be observed that:
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1. The sensitivity-based wiresizing algorithm can reduce maximum delay significantly by aver-
age of over 60%. The delay sensitivities computed using high order moments are very reliable
in guiding the wiresizing process. The increase in routing area after wiresizing is moderate,
ranging from 0.57 to 2.19 times of the original net area under minimum wire width. This

indicates that our approach can achieve good area-delay trade offs.

2. The accuracy of the delay approximation using high order moments is very good, the difference
in delay cutting rates measured by 2-pole approximation and SPICE simulation respectively
is only 1 to 5%. This demonstrates that 2-pole approximation provides good estimation for

guiding the performance optimization of lossy transmission line topologies.

3.6 Conclusions

This chapter discusses the post routing performance optimization of lossy transmission
- line topologies, which are typical for modeling off-chip interconnects under MCM and PCB tech-
nologies. A sensitivity-based approach is presented which improves the performance of an existing
routing topology by adjusting the widths of its wires under routing resource constraints. The maxi-
mum delay and its sensitivities with respect to the width of each wire in the topology are computed
via high order moments based on an exact moment matching model for each lossy transmission
line. Compared with previous approaches, it achieves analytical moment (sensitivity) computation
and calculates higher order moments (sensitivities) recursively from lower order moments for tree
networks. Experiments show that the delay estimation using high order moments is very accurate
compared with SPICE simulation and the sensitivity-based wiresizing approach can reduce max-
imum delays of the testing topologies significantly with small penalties in routing area. Besides
delay optimization, the final solutions generated by the wiresizing algorithm also eliminate the
overshootings of the response waveforms and are robust under parameter variations during the

manufacturing process.
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Chapter 4

Post Global Routing Crosstalk Risk

Estimation

.4.1 Introduction

4.1.1 Motivation

Due to the scaling down of device geometries in deep-submicron technologies, intercon-
nect wires are placed in increasingly closer proximity and higher density (Sec. 1.2.1). As a resul,
the coupling capacitance between adjacent nets has increased significantly and the crosstalk noise
it causes has become an important concern in high performance circuit design. If un-optimized,
crosstalk noise may cause signal delay, logic hazards, and even malfunctioning of a circuit.

The crosstalk noise is routing-dependent, since the coupling capacitances between nets
are determined by the routes of interconnect wires on the chip. Therefore, similar to interconnect
performance optimization discussed in Chapter 2 and 3, it is most appropriate to address crosstalk
risk estimation and reduction at the post routing stage in layout after a feasible routing solution of
the chip has been obtained.

According to the circuit layout flow, crosstalk synthesis can possibly be pursued at two
levels in the routing process: the detailed routing level and the global routing level. Inspite of its
increasing importance in high performance circuit design in recent years, crosstalk minimization
is still a largely un-addressed problem and most of the previous approaches to crosstalk synthesis
in routing are localized optimization methods at the post processing or detailed routing level
[Chen 92, Chaudhary 93, Gao 93, Gao 94, Kirkpatrick 94]. They adopt net-based approaches which
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Figure 4.1: An Example

estimate the crosstalk noise at each net in a channel or switchbox individually and reduce the coupling
between adjacent wires within each region via spacing (adjusting the separation space between wires)
[Chen 92, Chaudhary 93], track permutation [Gao 94] or assignment (assigning nets appropriately
to tracks) [Kirkpatrick 94]. Although these methods can achieve some reductions in the crosstalk
noise of a circuit, they alone are often insufficient to achieve a crosstalk risk-free final layout solution
of the chip since the optimization at the detailed routing level has very limited routing flexibility,
i.e., it can only adjust the routes of nets locally within one routing region, not globally among all
regions on a chip. Consequently, their effectiveness for crosstalk reduction depends heavily on the
global routing solution of the circuit, and they often fail to achieve satisfactory results especially for
those regions having high densities of sensitive nets and limited routing resources. For example,
it is impossible to avoid crosstalk noises among three nets that are sensitive to each other and are
routed in a region having only four routing tracks at the detailed routing level (Fig. 4.1).

Due to the limitations of these localized approaches, it is important to address crosstalk
optimization not only in detailed routing, but also in global routing as well. Unlike “net-based” risk
estimation and reduction “within” each routing region at the detailed routing level, the approach
at the global routing level should be “region-based”, which estimates the crosstalk risk for each
routing region on the chip as a whole and reduces the risks by adjusting nets’ routes globally
“among” routing regions on the chip. Instead of generating a specific risk-free final solution for
each region, its objective is to produce a global routing solution of the chip in which there exists a
risk-free final solution of each region. The differences between net-based and region-based methods
are summarized in Table 4.1.

The crosstalk synthesis in global routing can significantly improve the chances of gener-

ating a final risk-free routing solution of a chip for the following reasons:

1. It allows global estimation of the crosstalk violations on the chip and avoids the time-
consuming iterations in routing by identifying and eliminating the crosstalk violations at an

early stage. In many cases, once the nets routed through a region are known, it is possible



CHAPTER 4. POST GLOBAL ROUTING CROSSTALK RISK ESTIMATION 79

Table 4.1: Net-based vs. Region-based Crosstalk Synthesis

|_Approach | Net-Based | Region-Based ]

Based on Detailed routing solution Global routing solution
Estimation Coupling noise on each net Crosstalk risk of each region
Adjustment | Among tracks within one region Among regions on a chip

Objective | A specific risk-free final solution | The existence of a risk-free final solution

to identify the feasibility of a risk-free final solution of the region before moving further to
the detailed routing stage. For example, from the density and capacity of the region shown
in Fig. 4.1 (obtained from a global routing solution), it is quite clear that a risk-free routing
solution of the region is not possible regardless of the choice of the detailed routing methods

and the current global routing solution must be adjusted for crosstalk avoidance.

2. Synthesis at the global routing level, which allows the routes of nets to be adjusted globally
among all routing regions on the chip, provides much more routing flexibility for crosstalk

risk reduction than those at the detailed routing level.

3. Whether a net is subject to crosstalk violation depends not only on the coupling noises from
its adjacent nets, but also on its risk tolerance bound - the maximum amount of crosstalk noise
it can tolerate without affecting the functionality of circuit. Therefore, the crosstalk synthesis
should be formulated as a constrained optimization instead of noise minimization problem as
in most previous methods. Typically, the risk tolerance bound is specified for each sensitive
net which may suffer crosstalk noises within all of its routing regions on the chip. Thus, for
constrained crosstalk synthesis of each region using risk tolerance bounds as constraints, the
bound of each sensitive net must be partitioned appropriately among its routing regions on the
chip (Fig. 4.2). Again, this risk tolerance bound partitioning problem can only be addressed
at the global routing level based on an overall estimation of the current routing and crosstalk

situation of the chip.

4.1.2 Algorithm Overview

In this and next chapter, we present a post global routing crosstalk optimization approach
[Xue 96b, Xue 96c], which to our knowledge, is the first to estimate and reduce crosstalk risk at the

global routing level. Given as its input a feasible global routing solution of the chip, sensitivities and
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risk tolerance bounds of nets, our approach produces a risk-free global routing solution in which all
regions on the chip are free of crosstalk violations. Compared to the original global routing solution
before optimization, this risk-free solution is a much better starting point for a crosstalk-driven
detailed router to generate a risk-free final routing solution of the chip, i.e., much of the routability
problems at the detailed routing level due to crosstalk violations can be eliminated at an earlier
stage. In addition, it generates partitions of risk tolerance bounds of nets among their routing
regions which reflect the current crosstalk situation of the chip. These partitioned bounds in each
routing region provide necessary constraints (which are otherwise not available) for the constrained
crosstalk optimization of each routing region at later stages in the layout process (Fig. 4.3).

The entire post global routing optimization approach iterates among three key components
(Fig. 4.4): crosstalk risk estimation, risk tolerance bound partitioning and global routes adjustment.
The region-based crosstalk risk estimation first constructs a crosstalk risk graph for each routing
region representing its crosstalk situation based on the initial partitions of nets’ risk tolerance
bounds. The crosstalk risk of the region, which indicates whether a risk-free routing solution is
possible, is then quantitatively defined and estimated using a graph-based optimization approach.
For accurate risk estimation, the impact of bound changes on regions’ risks is analyzed and the
current partitions of nets’ risk tolerance bounds are adjusted via integer linear programming to
minimize the positive risks on the chip. If positive risk regions still exist after bound ﬁartitioning,
global routes adjustment is applied. First, nets whose removal leads to the elimination of positive
risks of the chip are identified, then they are ripped-up and re-routed with minimum cost alternative
routes which consider both the routing congestions and crosstalk risks of routing regions on the
chip. The entire iterative optimization process continues until a risk-free global routing solution is
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obtained. ;

The rest of this chapter focuses on the methods for crosstalk risk estimation (the bound
partitioning and risk reduction problem are discussed in Chapter 5) and is organized as follows:
Section 4.2 presents the graph-based crosstalk representation; Section 4.3 introduces the quantitative
definition of crosstalk risk of each routing region; Section 4.4 analyzes the region-based crosstalk
risk estimation methods; Section 4.5 shows some experimental results of risk estimation via graph
construction.

4.2 Crosstalk Risk Representation

4.2.1 Definitions

For graph-based crosstalk risk representation at the global routing level, G = (V, E) is
defined as a regular-grid global routing graph imposed on a chip (Fig. 4.5), in which each edge
e € F represents a horizontal or vertical routing region on a routing layer. Denote N as the set of
nets routed on the chip. Under global routing formulation, the pins of each net n € N are mapped
onto node set V of G, i.e., n € V, and the route of = consists of a series of routing regions on
the chip, i.e., route(n) C E. The set of nets routed in e is denoted as N(e). According to this
formulation, each net n € N (e) is allowed to to be routed in only one direction, either horizontally
or vertically within each region e € route(n) and it occupies an entire track in the region. Once
the size, wire pitch of the chip and the graph pitch of G are known, the number of available routing
tracks in region e can be specified, which is denoted as the capacity of e, C(e). The crosstalk
synthesis discussed in this thesis focuses on the intra-layer crosstalk noise between parallel coupled
wires on the same layer, and it considers every routing region of a chip simultaneously during
optimization for both two-layer and multi-layer design styles.

Although coupling capacitance exists between every pair of adjacent nets, crosstalk noise
between some adjacent net pairs may not affect the proper functioning of the circuit due to logical
and temporal isolétions [Kirkpatrick 94]. For example, net : may be immune from the noise spike
caused by the signal switch on its adjacent net J if these two nets are not active at the same time. This
implies that not every pair of nets is subject to crosstalk concern during crosstalk synthesis and the
crosstalk sensitivity, S;;» can be specified for each net pair (%, 7). For digital circuits, S;; € {0, 1}
and S;; = 1 implies that nets ¢, § are subject to crosstalk concern during optimization, otherwise,
they are regarded as “crosstalk-safe” when routed in adjacent tracks. S;; can also be a real number,
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representing the amount of interactions between nets ¢, j. Once S;;s are known, sensitive net set

N, C N is defined as the set of nets that are sensitive to at least one other net on the chip, i.e., '
N, = {i|3j € N,s.t. S;; # 0} and N,(e) C N(e) is defined as the set of sensitive nets routed in

region e, i.e., Ny(e) = {i € N(e)|3j € N(e),s.t. S;; # 0}.

In our discussion, it is assumed that crosstalk noise exists only between net pairs routed
in adjacent tracks in a region, noise between nets one or more tracks apart can be ignored. Denote
noise(i, j) as the crosstalk noise between adjacent net pair 7,j. Since it is determined by the
coupling capacitance between ¢, j, which is directly proportional to their coupling wire length,

noise(i, j) can be measured by:
noise(t, j) = Si;len(s, j) 4.1)

Here, len(%, j) is the potential coupling wire length between nets ¢ and j, if they are placed in
adjacent tracks.

Define Bound(i) as the risk tolerance bound of sensitive net i € N, i.e., the maximum
amount of crosstalk noise ¢ can tolerate without affecting the functionality of the circuit. Thus, net
t is “safe” from crosstalk violations if and only if the summation of noises from all of its adjacent
nets along its route is less than Bound(?), i.e.,

> D noise(i,je)= Y. E Sijlen(i, j, €) < Bound(z) 4.2)

e€route(s) j€Adj(i,e) e€route(s) j€Adj(i.e)
where Adj(3, e) is the set of nets adjacent to net ¢ in region e, len(i, j, €) and noise(i, j, €) are
the potential coupling length and crosstalk noise between nets i, j respectively if they are adjacent
in region e. Both the sensitivity information and risk tolerance bounds of nets can be extracted
using temporal and functional analysis or specified by user. They are given as input to our crosstalk
optimization process together with a feasible global routing solution of the chip (Fig. 4.3).
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Since crosstalk noise at net ¢ comes from all regions on its route according to Eqn (4.2),
Bound(i) must be partitioned accordingly among route(¢) for region-based crosstalk estimation
and constrained optimization of each routing region on the chip. Denote Bound(i,e) as the
partitioned risk tolerance bound of net ¢ in routing region e € route(e). The partition of Bound(3)
can then be expressed as:

Bound(?) = E Bound(i,e) “4.3)

e€route(i) _
The risk tolerance bound partitioning methods for accurate risk estimation is discussed in Chapter
S.

4.2.2 Crosstalk Violations and Risk-free Routing Solution

Although the crosstalk noise at each net ¢ in region e, determined by its couplings with its
adjacent nets, can be calculated exactly only from a detailed routing solution of e, we can identify
whether there a routing solution of e may exist in which each sensitive net is free of crosstalk
violations once a global routing solution of e is obtained and N,(e), C(e) are kﬁown.

4.2.2.1 Crosstalk Violations

Since each net routed in region e occupies an entire track in the region under global
routing formulation, no two nets share the same track in e. Therefore, each net i € N,(e) can be
adjacent to no more than two nets in its above and below tracks in e and the crosstalk violation may

occur at net ¢ in region e only in the following two cases:

e Case 1. The noise from one of ¢’s adjacent nets in e violates its risk tolerance bound, i.e.,
3j € Adj(i,€) s.t. noise(i, j, e) > Bound(i, e)

e Case 2. The summation of noises from both of i’s adjacent nets in e violates its bound, i.e.,
37, k € Adj(i, €) s.t. noise(i, j, €) + noise(i, k, e) > Bound(i, €)

These two cases are referred to as crosstalk violation Case 1 and 2 in later discussions.

4.22.2 Risk-Free Global Routing Solution

In our following discussion, a routing solution of region e at the global routing level is
defined as a routing order of nets in NV (¢) in adjacent tracks (including empty ones) in e ranked from
one side of the region to the other. If there exists a routing order of region e according to which each
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net is free of crosstalk violation, it is denoted as a risk-free routing solution of e and e is defined
as risk-free (nets that cause crosstalk violations at ¢ under Case 1 and 2 can not be placed adjacent
to ¢ in a risk-free routing solution of region e). If every region on the chip is risk-free, the current
global routing solution of the chip is defined as risk-free. Although multiple risk-free solutions of
aregion may exist at the global routing level, the goal of our region-based crosstalk risk estimation
method is to identify the existence of one such solution for each region on the chip, not to find a
specific one. Notice that the risk-free solution defined here at the global routing level is for the use
of risk estimation and reduction purpose only, it does not necessarily correspond to the final routing
solution of the region which is to be generated at later stages in the layout process.

4.2.3 Graph-Based Crosstalk Representation

\
To identify the existence of a risk-free global routing solution of each routing region, we

introduce two types of crosstalk risk graphs to represent its crosstalk situation considering violation
Case 1 and 2 defined in Sec. 4.2.2.1.

4.2.3.1 Crosstalk Risk Graph

_From the global routing solution of a region e (Fig. 4.6(a)), its capacity C (e) and sensitive
nets set IV, (e) are known. For the crosstalk representation of region e, a weighted crosstalk risk
graph, CRG(e) = (N,(e), E;(e)) is first introduced (Fig. 4.6(b)). Each node ¢ in CRG(e)
corresponds to a sensitive net routed in e, its weight represents the partitioned risk tolerance bound
of net 7 in e, B(4,e). The weight of each edge between nodes i, j is the potential crosstalk noise
between nets ¢, j in region e, noise(e), if they are routed in adjacent tracks, and edge (i, j) € E,(e)
if and only if noise(%, j, €) is less than the partitioned risk tolerance bound of both nets in region e,
ie.,

noise(i, j,e) < Bound(i,e) and noise(i, j,e) < Bound(j,e) 4.4)

According to Eqn (4.4), each edge (%, 7) in CRG/(e) implies that nets ¢, § can be routed
in adjacent tracks without causing crosstalk violations at nets z, j. Therefore, the crosstalk repre-
sentation by CRG(e) excludes crosstalk violations under Case 1. However, the net compatibility
represented by CRG(e) is only pair-wise, i.e., the fact that nets j, k are compatible with net i
separately does not guarantee they can be placed adjacent to ¢ at the same time, since the summation
of noises from j, k may cause crosstalk violation at : under Case 2. For example, although both
nets c, d can be placed adjacent to a separately according to Fig. 4.6(b), the total noise from c, d
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Figure 4.6: (a) Routing Solution of Region e (b) CRG(e)

violates the risk tolerance bound of net a in e and thus they are not allowed to be adjacent to a

simultaneously in a risk-free routing solution of e.

4.2.3.2 Constrained Simple Path Sub-graph

For further crosstalk representation, we define a constrained simple path sub-graph of
CRG(e), CRG.sp(€) = (Ns(e), Ep(e)) where Ey(e) C E,(e) (Fig. 4.7). CRGsp(e) contains
simple path segments only (isolated nodes are regarded as special simple path segments), i.c.,
degree(i) < 2 holds for every node i in CRG ,,(€). In addition, the weight of each node
i € CRGsp(e) is larger than the summation of weights of its adjacent edges (which are no more
than 2). In other words, the summation of the noises from nets j, k is less than the partitioned risk
tolerance bound of net ¢ in ¢, if nodes j, k are adjacent to node i in CRG 5 (€), ice.,

noise(i, j, ) + noise(i, k, €) < Bound(i,e), (i,7), (i, k) € Ep(e),Vi € Ny(e) 4.5)

According to Eqn (4.5), crosstalk violation under Case 2 is also excluded for each net with
respect to its adjacent ones according to the crosstalk representation by C RG,,(€). One important
difference between CRG(e) and CRG.,p(e) is that, CRG(e) is uniquely determined once the
crosstalk information and the routing solution of e are known, while numerous C RG.,p(€)s of
CRG (e) exist as its constrained simple path sub-graph. For example, the minimum CRG_,,(e) of
CRG((e) is the one consisting of isolated nodes only with no edges. On the contrary, our focus in
crosstalk estimation is to construct a CRGsp(e) from CRG/(e) having the maximum number of
edges, as discussed later in Sec. 4.4.
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Figure 4.7: Constrained Simple Path Sub-graph CRG,,(€)

4.3 Region-based Crosstalk Risk Definition

Based on the crosstalk risk graphs introduced above, our region-based crosstalk synthesis
method quantitatively defines and estimates the crosstalk risk of each region as a whole at the global

routing level.

43.1 Risk-free Routing Solution vs. Crosstalk Risk Graph

As previously analyzed, the objective of region-based estimation is to determine whether
there exists a routing solution of each routing region on the chip in which every net is free of
crosstalk violations under Case 1 and 2. According to the definition of CRG.,,(e), every net i
in region e is free of crosstalk violations if it is routed in adjacent tracks with nets j, k under the
condition that nodes j, , k are adjacent in that order on a simple path segment in a CRG .,y (e).
Therefore, nets ny, . . ., n, are crosstalk risk-free in region e if they are routed in e in the same order
as their corresponding nodes appear on a simple path segment p=(n1,...,np) in a CRG4p(€),
i.e., each simple path segment p € CRG,p(e) corresponds to a risk-free routing order of a subset
of nets in N,(e). For example, path segment p = (b, ¢, f) in Fig. 4.7 corresponds to a risk-free
routing order of nets b, ¢, f in the region.

In graph theory, a Hamiltonian path in graph G is defined as a special simple path segment
that visits every node in G exactly once. According to this definition, a CRG_,,(e) is a Hamiltonian
path itself if it contains just one simple path segment (recall that isolated nodes are regarded as
special segments). From the definition of a routing solution in global routing in Sec. 4.2.2.2, a
Hamiltonian path in C RG_,p(e) corresponds to a risk-free routing solution of all the sensitive nets
N, (e) routed in e. Thus, region e is identified as risk-free if a Hamiltonian path exists in one of the
CRGsp(e)s of CRG(e).
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Proposition 4.1 A routing region e is risk-free in global routing if one of its CRG y(e€)s has a

Hamiltonian path.

4.3.2 Shields

By its definition, a Hamiltonian path in CRG,(e) is a simple path segment having
|N,s(e)| — 1 edges. Due to the configuration of CRG (e) of region e, it is not always possible to
find a CRG.sp(e) € CRG(e) which contains a Hamiltonian path. For example, no CRGp(e)
may contain a Hamiltonian path if C RG(e) itself has less than | N,(e)| — 1 edges. When multiple
simple path segments exist in a C RG,,(€) of region e, the nets corresponding to the end nodes of
these path segments can not be routed adjacent to each other in region e free of crosstalk violations
under Case 1 or 2.

To generate a risk-free routing solution of the region, we introduce the concept of shields,
which are the non-sensitive nets or empty tracks in the region, each having zero crosstalk with other
nets and infinite risk tolerance bound. These shields can be used to separate those nets corresponding
to the end nodes of the simple path segments in CRG,p(e) so that they are no longer subject to
crosstalk violations. From graph point of view, each shield s can “connect” two disjoint simple path
segments p; and p; in a CRG p(e) into a longer path segment, p; U {s} U p5, which corresponds to
a risk-free routing order of nets on both p; and p;. Therefore, if there are enough shields in region e
to connect all the simple path segments in CRG,p(e) together as one, a risk-free routing solution
of region e can be found and e is risk-free in global routing.

Fig. 4.8 shows an example of shield application. Two disjoint path segments (a, d) and
(b, c, f) are connected together via shield node g to form a Hamiltonian path, which corresponds to
a risk-free routing solution of the region in the order of (a, d, g, f, c, b).
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4.3.3 Analytical Crosstalk Risk Definition
4.3.3.1 Shield Estimation

Denote P(e) as the number of simple path segmentsina C RG 5, () of CRG(€), Sauvait(€)
as the number of shields available in region e and S,...4(€) as the number of shields needed in e
to generate a risk-free routing solution of the region. According to the shield definition, S,,.1(€)

equals the total number of empty tracks and non-sensitive nets in e and can be expressed as:
Savm'l(e) = C(e) - INS(C)I (4'6)
To estimate Sy..q4(e) in region e, the following lemma is introduced first:
Lemma 4.1
P(e) = |Ns(e)| - | Ep(e)l @m
where N;(e), E,(€) are node and edge set of a C RG .4p(€), respectively.
Proof:
Consider an initial graph G consisting of |V| isolated nodes only, which corresponds to
|V| simple path segments. Since each edge links two path segments (including isolated nodes)
together as one, it can reduce the number of simple path segments in G by 1. Therefore, for a

CRG_.sp(e) having | E,(e)| edges, the number of its simple path segments is reduced by |Ep(e)l
from its initial value | N;(e)|, i.e.,

P(e) = [Ns(e)| - | Ep(e)]

According to Lemma 4.1, Sy..4(€) of region e, which is determined by the configuration
of CRG ,(e), can be calculated by the following theorem:

Theorem 4.1
Sneed(€) = | Ns(e)| - |Ep(e)| ~ 1 4.8)

Proof:
By its definition, Speeq (€) is the number of shields needed in region e to connect all simple
path segments in C RGsp(e) into a Hamiltonian path. Since each shield can “adhere” two disjoint
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simple path segments together as one and thus reduce the number of path segments in C RG csp(€)
by one, Speed(e) can be expressed as: |

Shneed(e) = P(e) - 1 4.9
According to Eqn (4.7), we have:

Sneed(€) = |Ns(e)| - |Ep(e)| -1

(m]

4.3.3.2 Risk Definition

According to Theorem 4.1, the number of shields needed for a risk-free routing solution
of region e is related to the number of simple path segments in one of its CRG ,p(e)s. The possible
CRG.sp(e)s of a CRG(e) are not unique, plus, there may exist multiple CRG s, (e)s having the
same number of edges | E,(e)|. For risk estimation, we are interested in the existence of a risk-free
routing solution of region e, which is determined by the number of shields currently available,
Savait(€), and the minimum number of shields needed in e, Speecd—min(€). Sneed—min(€) can
be estimated based on a special CRG.sp(€) of CRG(e), CRG csp—maz(€), having the maximum
number of edges, |Ep—maz(€)|. Therefore, the risk of region e, Risk(e) is quantitatively defined
as the difference between Syced—min (€) and Sayqit(€), which can be uniquely specified for region
e once its C RG((e) is known.

Risk(e) = Sneed—min(€) — Savait(€) = 2INs(€)] = | Ep-maz(€)] - C(e) — 1 (4.10)

The example in Fig. 4.7 corresponds to a CRG sp—mar(€) of CRG(e) of region e
shown in Fig. 4.6, having C(e) = 6, |Ns(e)| = 5 and |Ey—maz(e)| = 3. Thus, Sevai(e) =
Sheed—min (€) = 1 and Risk(e) = 0, i.e., there exist a risk-free routing solution of the region using
a shield as shown in Fig. 4.8.

Risk(e) indicates whether region e is risk-free in global routing. If Risk(e) < 0, there
are more than enough shields in region e to generate a risk-free routing solution of e and e is defined
as risk-free. Otherwise, Risk(e) is the minimum number of extra shields needed in e for a risk-free
routing solution, which should be minimized during the risk reduction phase discussed in Chapter
5. According to this analysis, the following proposition can be established.

Proposition 4.2 The current global routing solution of the chip is crosstalk risk-free if and only if
Risk(e) < 0 holds for every routing region e on the chip.
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4.4 Crosstalk Risk Estimation

44.1 Problem Analysis

According to Eqn (4.10), the key to the crosstalk risk estimation of region e is to identify
IEp_maz(e)l, the maximum number of edges possible in a constrained simple path sub-graph of
CRG(e), CRGcsp—maz(€). Similar to the non-uniqueness of Hamiltonian path in a graph, there
may exist multiple C RGcsp—moz(€)s of CRG(e), all having | Ey_42(€)| edges. For crosstalk risk
estimation, one of these C RG csp—maz(e€)s is constructed. The construction of a CRG cop—maz(€)
from CRG(e) can be formulated as a generalized approach for finding a Hamiltonian path in a
graph and the following theorem holds:

Theorem 4.2 The construction of a C RG csp—maz(€) from CRG (e), i.e., the crosstalk risk estima-

tion problem, is NP-complete.

Proof:

We establish the proof by reducing the Hamiltonian path problem for an arbitrary graph
to the CRG csp—maz(€) construction problem in polynomial time.

A Hamiltonian path in graph G is the largest possible maximum simple path sub-graph
G sp—maz Of G, since it has only one simple path connecting all nodes in G. In other words, if a
Hamiltonian path exists in G, it is also 8 G s5—maz of G and can be found via G yp—mq, construction
method. Therefore, the problem of finding a Hamiltonian path in G can be reduced in polynomial
time to the problem of constructing 2 C RG csp—maz(€) from CRG (e) by setting C RG(e)’s nodes’
weight to infinity and edges’ weight to 1, which effectively eliminates the noise constraints in
CRG csp—maz(€)-

Since no transitive relations hold for the sensitivitiesand coupling wire length between net
pairs, i.e., S;; isindependent of S;; and S, len(i, j, €) isindependent of len (i, k, €) and len(j, k, €),
the potential crosstalk noise noise(s, 7, e) between nets 4, j in region e is also independent of
notse(t, k, e) and noise(j, k,e). This implies that the possible edges and their weights among
nodes in CRG (e) are not related to each other, ie, CRG (e) is a totally arbitrary graph.

Since finding a Hamiltonian path in an arbitrary graph is known to be NP-complete,
the construction of a CRG csp—maz(€) from CRG(e), i.e., the risk estimation of region e is also
NP-complete.

(m]
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4.4.2 Crosstalk Risk Estimation Algorithm

Due to the non-uniqueness of C RG ¢sp—maz (€)s of CRG (e) and the various possible ways
of applying shields to connect the simple path segments in them, there may exist many possible risk-
free routing solutions of region e. For crosstalk risk estimation, we are interested in the existence of
a risk-free routing solution of region e rather than finding a specific one, which is the task of later
stages in the layout process.

Due to the NP-complete nature of the crosstalk estimation problem, we develop a two-
step iterative algorithm to construct a CRG ¢sp—maz(€) from CRG (e). First, we construct an initial
CRG sp—maz(€) by sequentially removing minimum number of edges from CRG (e). Seéond, the
graph is iteratively improved to include more edges so that local optimal solution can possibly be
avoided. Since we are not confined.to keep any specific configuration of CRG ¢sp—maz(€) for risk
estimation, edges can be inserted or removed from C RG .p(e€) freely during the graph construction

process.

4421 nitial CRG cspmaz(€) Construction

Define the degree of edge (i, j) in CRG(e), degree(i, j), as the summation of its node
degrees in CRG (e), i.e., degree(i, j) = degree(:) + degree(j). If degree(i, j) > 4, the degree of
at least one of 1, j is larger than 2, which is not allowed in CRG csp—maz(€)-

For the construction of the initial CRG csp—mqz(€), edges are removed sequentially
from CRG/(e) until the degree of each node is no more than 2 and the noise constraints for
CRG csp-maz(€) are also satisfied. According to the definition of edge degree, those edges having
the largest degrees should be removed from C' RG (e) first in order to minimize the number of edges
which need to be deleted under the node degree constraints for C RGcsp—maz(€). To this end, the
following two heuristics are adopted:

H1. Remove edges with the largest degrees first.
H2. Among edges having the same degree, remove those having the largest weight (noise) first.

H2 is applied here in order to speed up the satisfaction of noise constraints for CRG csp—maz(€).
Denote the set of edges removed during the initial CRGsp-maz(€) construction as
Eem(e), the algorithm can then be outlined as follows:
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Initial C RG cop—maz(€) Construction Algorithm {
1. Set initial graph G(e) = CRG(e).
2. While there exists node ¢ in current G(e) with degree(i) > 2:

2.1 Compute degrees of edges in G(e).
2.2 Remove edges from G(e) according to H1 and H2.

3. While there still exist crosstalk violations at nodes:

Remove edges from G(e) according to H2.

4. Output G(e) as the initial CRG csp—maz(€).

4422 Iterative CRG sp—maz(€) Improvement

In Sec. 4.4.2.1, the initial CRGcsp—maz(€) is constructed from CRG/(e) in a greedy
fashion. To avoid a local optimal solution, we design a two-phase improvement process which
incrementally adds new edges into the initial CRGcsp;maz(e). These two phases iterate until no
. further increase in the number of edges in current C RG csp—maz(€) can be obtained.

Phase I:

Since edges are removed sequentially from CRG(e) during the initial construction
step, some removed edges in the process can possibly be “safely” added back to the current
CRGsp-maz(€). Therefore we check if any previously removed edges in Eyem(€) can now be
re-inserted into C RG cop—maz(€) Without violating its node degree and noise cohstraints. The com-
plexity of this phase is the size of Ey.p,(€) C E,(e), i.e., O(|Es(e€)|).

Phase II:

To further improve the C RGsp—max(€) obtained after Phase I, we apply the so-called
k-Opt heuristics in Phase II, which is similar to the one used by [Johnson 90] to solve the Traveling
Salesman Problem. k-Opt checks whether more than & previously removed edges can be added back
to the current C RG csp—maz(€) when k edges randomly picked from it are removed. A successful
application of k-Opt results in at least one more edges in CRG csp—maz(€). If k-Opt heuristics
is applied with k ranging from 1 to |E,(e)| — 1, i.e., an exhaustive search on all possible edge
configurations, a globally optimal CRGcsp;ma,(e) can be found. However, this is not feasible in
practice due to the O(| E,(e)|*+!) complexity of k-Opt. In typical global routing situations, each
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routing region contains 10-30 tracks and routed nets, thus, the number of nodes in the corresponding
CRG(e) and CRG cop-maz(€) is also within the same range. For graphs of this size, 1-Opt and
2-Opt are sufficient to yield excellent results for iterative C RG csp—maz (€) improvement as shown
by the experimental results in Sec. 4.5.1.

4.5 Experimental Results

Therisk estimation method discussed in previous sections has been implemented on a DEC
5000 workstation. To verify it effectiveness, we tested separately the graph construction approach
on graph examples and the region-based estimation method under various crosstalk specifications
on a circuit from the CBL/NCSU building-block benchmarks.

4.5.1 Examples of Graph Construction

We first apply the two-phase CRG sp—maz(€) construction method to three graph ex-
amples adopted as C RG(e)s in our experiment. These graphs are often used in the study of the
Hamiltonian path problem in graph theory. Since the focus in this part of experiment is on the
construction of a maximum simple path sub-graph of these examples using the proposed two-step
method, we ignore the crosstalk noise constraints for CRG csp—maz(€) by setting the weight of
its edges and nodes to 1 and oo, respectively. Risk estimation results under various crosstalk

specifications are investigated in Sec. 4.5.2.

4.5.1.1 Test Example One

Fig. 4.9 shows the CRG(e) of a fully-routed routing region having 20 sensitive nets
and routing tracks. After the initial CRG csp—maz(€) construction step in Sec. 4.4.2.1, one of the
Hamiltonian paths of the graph is found which has 19 edges (Fig. 4.10). According to the risk
definition in Eqn (4.10), Risk(e) =220 — 19— 20 — 1 = 0, i.e., region e is crosstalk risk-free.

45.1.2 Test Example Two

The CRG(e) shown in Fig. 4.11 is for a routing region having 15 sensitive nets and
routing tracks. Fig. 4.12 shows its initial C RGcsp—maz(€) constructed as in Sec. 4.4.2.1, which
contains two disjoint simple path segments and 13 edges. The initial risk estimation is: Risk(e) =
2%15-13-15 -1 = 1, indicating one more shield is needed in region e for a risk-free
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Figure 4.9: CRG(e) of Test Example One
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Figure 4.10: A CRG ¢sp—~maz(e€) of Test Example One
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routing solution. For more accurate estimation on the region’s risk, the iterative CRGsp—maz(€)
improvement method in Sec. 4.4.2.2 is used. When 1-opt is applied to the initial C RG ;sp—maz(€),
two edges, b and c, which are removed during initial C RG ¢sp—ma(€) construction, can be added
back into CRG csp—mas(€) after edge a is deleted from it. As a result, the number of edges in
CRG ¢sp—maz(€) is increased by 1 and a Hamiltonian path of CRG (e) is found (Fig. 4.13). The
final risk estimation based on the improved graph becomes: Risk(e) =2%15-14-15-1=0,
indicating that region e is risk-free in global routing.

4.5.1.3 Test Example Three

As analyzed in previous sections, it is not always possible to find a Hamiltonian path in a
C RG(e) even when the two-step C RG csp—maz (€) construction method is applied. Fig. 4.14 shows
the CRG (e) of a routing region e having 16 sensitive nets and tracks. Its final CRG csp-maz(€)
after improvement (Fig. 4.15) still contains 3 disjoint simple path segments. This indicates that at
least 2 more shields are needed in region e for a risk-free routing solution of e, i.e., region e should
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Figure 4.11: CRG(e) of Test Example Two
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Figure 4.12: An Initial CRG csp—mqz(€) of Test Example Two
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Figure 4.13: A Final C RGcsp—maz(€) of Test Example Two After Iterative Improvement
have at least 18 tracks to be risk-free in global routing.

45.2 A Testing Circuit

For crosstalk estimation of an entire circuit, we test the region-based risk estimation
method on a global routing solution of circuit ami33 which is one of the testing circuits constructed
from the CBL/NCSU building-block benchmarks and used in our experiments. The specification
of ami33 is listed in Table 4.5.2, where G s;.. refers to the size of global routing graph of the chip
specified by its number of rows and columns. The number of routing regions in global routing
equals rowxcol. ,

The feasible placement/global routing solution of the chip is generated by a performance-
driven placement [Esbensen 96] and a global router [Wang 96], respectively. In our experiments,
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Figure 4.14: CRG (e) of Test Example Three
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Figure 4.15: A Final CRG cgp—maz(€) of Test Example Three

Table 4.2: Specifications of Circuit am:33
Circuit | # macro cells | # nets | # pins | Gz (row x col)
ami33 33 123 | 442 28x 23

two types of crosstalk specifications are used:

o Net sensitivity ratio: the percentage of net pairs in the circuit that are subject to crosstalk risk

concern (i.e., S;; = 1) during the optimization.

o Risk tolerance bound of net: the percentage of total wire length of each net that is allowed to
be coupled with its sensitive nets during optimization.

Since there is no standard benchmark having these crosstalk information, our approach estimates
the average crosstalk risk of all routing regions on the chip under various possible values of both
net sensitivity ratio, ranging from 60% to 100%, and the risk tolerance bound of each net, ranging
from 5% to 100%.

Fig. 4.16 illustrates how the average risk of regions on ami33 changes under different net
sensitivity ratios and risk tolerance bounds. Here, the results are measured with the risk tolerance
bound of each net partitioned uniformly among its routing regions (results under more accurate
bound partitionings are shown in Chapter 5). It can be observed that the crosstalk risk decreases
as the risk tolerance bound increases and net sensitivity ratio decreases. This is due to the fact
that nets having larger bounds are less vulnerable to crosstalk violations and fewer shields, whose

number equals positive risk, are needed in each region on the chip when fewer net pairs are subject
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Figure 4.16: Region-based Crosstalk Estimation under Various Parameters

to crosstalk concern. The risk estimation of the entire circuit takes approximately 1 second of CPU
time.

The testing results on ami33 illustrate the relation between regions’ risks vs. the sensi-
tivities and risk tolerance bounds of nets in a circuit. Region-based risk estimation is the core of
both the risk tolerance bound partitioning and risk reduction methods that are to be discussed in
Chapter 5, more testing results involving the risk estimation method discussed in this Chapter will
be presented in Sec. 5.5.
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Chapter 5

Crosstalk Risk Reduction at the Global
Routing Level

5.1 Introduction

Once the crosstalk risk of each routing region on the chip is estimated using the graph-
based approach in Chapter 4, those regions having positive risks can be identified. According to the
risk definition in Eqn (4.10), the total positive risk of these regions, }_(Risk(e) > 0), equals the
total number of extra shields needed to generate a risk-free global routing solution of the chip. The
objective of crosstalk reduction at the global routing level can then be stated as:

Eliminate those positive risk regions so that every routing region on the chip has a risk-free

global routing solution.

5.1.1 Approaches to Crosstalk Risk Reduction

As analyzed in Chapter 4, there exists a one-to-one correspondence between the crosstalk
risk graph of region e, C RG(e), and its risk estimation, Risk(e). In other words, once the CRG (e)
of region e is constructed, the number of edges | Ep—mqz(€)] in its maximum constrained simple path
sub-graph C RG sp_ma(€) can be computed and Risk(e) is uniquely determined by Eqn (4.10):

Risk(e) = 2|N(e)| — | Ep-maz(€)| - C(e) = 1

Since the capacity of region e, C/(e), is fixed during global routing, the two adjustable
variables in Risk(e) are:
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1. The number of edges in CRG sp—maz(€), | Ep—maz(€)|, Which can be estimated once CRG (e)

is known.

2. The number of sensitive nets routed in region e, | N;(e)|, determined by the global routing

solution of the chip.

Notice that the configuration of C RG/(e) is determined by the partitioned risk tolerance
bounds B(z, e)s of sensitive nets in N,(e), once the global routing solution and the sensitivities

between net pairs are known. Therefore, there are two ways to reduce Risk(e) of positive risk
region e:

1. Adjust the partitioned risk tolerance bounds B(z, e)s so that more edges can be added into
CRG(e) and CRGsp—maz(€), ie., larger | E,_pmqz(€)] value. During this bound partitioning
process, the current routing solution of the chip remains unchanged. This approach is
discussed in detail in Sec. 5.3.

2. Change the current routing solution by reducing the number of sensitive nets N, (e) routed in
e via net ripping-up and re-routing (Although reducing | N, (e)| may also affect | Ep— maz(€)|,
it does not cause increase in Risk(e) as analyzed in Sec. 5.4). This approach is discussed in
detail in Sec. 54.

5.1.2 Examples

We use examples to further illustrate how the risk tolerance bound partitioning and net’s
ripping-up and re-routing affect the configuration of C RG ,,— s and the risk estimation of routing
regions.

Fig. 5.1 shows the C RG sp—mazS of two routing regions, Region 1 and 2. They have 5 and
4 routed sensitive nets respectively and each has 5 routing tracks, i.e., C(1) = C(2) = 5, N,(1) =
5,N,(2) = 4. Sensitive net f is routed through both regions, which has a total risk tolerance
bound of 5 units, Bound(f) = 5. The CRGsp—mass in Fig. 5.1 are configured under Partition
One of Bound( f) among Region 1 and 2: Bound, (f) = Bound, (f,1) + Bound;(f,2) =2 +3.
According to the risk definition in Eqn (4.10), Risk;(1) = 2*5~3—-5—-1=1 > 0 and
Risk)(2) = 2%4-3-5-1= -1 < 0, ie., Region 2 is risk-free under Partition One of
Bound(f), while Region 1 is not, which needs one extra shield in it to have a risk-free routing
solution.
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§.1.2.1 Risk Tolerance Bound Partitioning

To achieve more accurate crosstalk estimation considering the crosstalk situations of both
regions, we generate Partition Two of Bound(f) by increasing Bound(f,1) from 2 to 3 and
reducing Bound(f,2) from 3 to 2, i.e.,, Boundy(f) = Boundy(f,1) + Boundy(f,2) = 3 + 2.
The partitioned bounds of other nets remain unchanged. Due to the increase in Bound(f, 1), edge
(a, f) € CRG(1) with weight 1.5, which violates Bound, (f, 1) = 2 (noise(a, f) + noise(c, f) =
2.5, causing violation Case 2) and is excluded from CRG ;p—ma<(1) under Partition One, can now
be included into it. As aresult, Risky(1) =2+5-4—-5—1 = 01is reduced from 1 to 0, indicating
a risk-free estimation for Region 1 can be found. On the other hand, edge (f, g) with weight 2.5 is
removed from C RGsp—maz(2) since it violates Bound; (e, 2) = 2 (violation Case 1) under reduced
Bound(f,2). Nevertheless, Risky(2) = 2%4 ~ 2 — 5 — 1 = 0 is still non-positive, since there is
one empty track in Region 2 that can be used as a shield to connect the two path segments (f) and
(9,1, k) in CRGsp_maz(2) together as one. Therefore, both regions are risk-free under Partition
Two of Bound(f). Notice that the increases in Bound(%, e)s in some regions must be compensated
by the decreases in Bound(%, €)s in other regions on route(3), since the risk tolerance bound of
each net is a constant.

The example above indicates that a smaller and more accurate estimation of regions’ risks
can be obtained if the partitions of the risk tolerance bound of nets are adjusted appropriately among
their routing regions on the chip. Our goal for risk tolerance bound partitioning can then be stated
as:

Fartition the risk tolerance bound of each net among its routing regions to reflect their
crosstalk situations so that the total positive risk of regions is minimized and an accurate estimation

‘of regions’ risks can be obtained.

5.12.2 Global Routes Adjustment

Besides appropriate risk tolerance bound partitioning, another way to eliminate the positive
risk of Region 1 in Fig. 5.1 is global routes adjustment. One possibly way of doing it is to rip-up net
b from Region 1 and re-route it through Region 2. As a result, node b and its connecting edge (b, ¢)
are removed from CRG sp—maz(1), while node b and edge (b, k) are added into CRG sp—maz(2).
where Bound(b, 2) = 3 and noise(b, h, 2) = 2. Since ripping-up net b reduces | N, (e)| by one and
frees one more track in Region 1, the updated Risk(1) becomes: Risk(1) =2%4—-2-5-1=0,
i.e., Region 1 becomes risk-free. On the other hand, although there is one more sensitive net routed
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in Region 2 which consumes an empty tracks there, Risk(2) = 2+*5—-4—-5—1 = 0 is still
non-positive since net b can be adjacent to e without causing crosstalk violations. Therefore, both
Region 1 and 2 are risk-free after globally adjusting the route of net b.

This example demonstrates that we can eliminate those positive risk regions by ripping-up
certain nets from them and re-routing the nets appropriately through other low risk regions on the
chip. Thus, the objective of global routes adjustment can be stated as:

Rip-up a set of nets from positive risk regions and re-route the nets with the best alternative
routes such that every routing region on the chip becomes risk-free in global routing.

For the rest of this chapter, Sec. 5.2 analyzes the impact of bound adjustment on region’s
risk; Sec. 5.3 presents the risk tolerance bound partitioning algorithm; Sec. 5.4 discusses global

routes adjustment via net ripping-up and re-routing; finally, Sec. 5.5 shows experimental results.

5.2 Adjustment in Risk Tolerance Bound

For risk tolerance bound partitioning, we first analyze the impact of risk bound changes

on the configuration of crosstalk risk graphs and the risk estimations of routing regions.

5.2.1 Risk Tolerance Bound vs. Crosstalk Risk Graph

According to the definition of C RG(e) and C RG sp—maz(€), an edge (2, j) fails to appear

in CRG sp—maz(€) only in the following two cases:

1. It is excluded from C'RG(e) if the potential noise between net pair i, j causes crosstalk
violation under Case 1 at either net ¢ or j in region e, i.e.,
noise(i,j) > Bound(i, ) or noise(i, j) > Bound(j, e).

2. Itis excluded from CRG ,p—maz(€) © CRG(e) if one of the followings happens:

2.1 It causes node degree violation at node i or j, i.e., degree(i) > 2 or degree(j) > 2.

2.2 It causes crosstalk violation under Case 2 at either net ¢ or 7, i.e.,
3(¢, k) or (4, k) € CRG sp—maz(€) st. noise(i, j) + noise(i, k) > Bound(i, €) or
notse(i, j) + noise(j, k) > Bound(j,e).

Therefore, an edge (i, j) cannot be included in C RG 5p—m.z(€) under noise constraints if noise(i, 5)

causes crosstalk violation under Case 1 or 2 to happen:
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1. Atboth nets ¢ and 7, and edge (i, §) is denoted as “locked”.
2. Atonly one of nets ¢ and j, and edge (%, 7) is denoted as “half-locked”.

Edge (i, §) is characterized as “free” if it causes crosstalk violations at neither net i nor j.

Given a global routing solution of region e and the sensitivities among net pairs, the
configuration of CRG(e) and CRG,p—maz(€) are determined by the partitioned risk tolerance
bounds of sensitive nets routed in e. By increasing Bound(i,e) or Bound(j, e) appropriately, we
can eliminate the crosstalk violations at net i or j and switch the status of edge (4, j) from “locked”
to “half-locked” or from “half-locked” to “free”. If edge (¢, §) is switched to “free”, it may become
a new edge in CRGsp_maz(e) (When the degree constraints at nodes i and j are also satisfied),
and Risk(e) is reduced by 1 according to Eqn (4.10). On the other hand, reducing Bound(i, €) or
Bound(j, e) may cause crosstalk violations to happen at net ¢ or j and switch “free” edge (3, §) to
“half-locked” or “locked” status. As aresult, there may be one less edge in CRG sp—maz(€) and an
increase in Risk(e). The change in Risk(e) due to adjustment in Bound(i, e) can be characterized

by the following theorem:

Theorem 5.1 The change in Risk(e) of region e caused by adjusting the risk tolerance bound of
net i € N,(e), Bound(i,e), equals one of {-2,~1,0,1,2}.

Proof:

The increase (decrease) in Bound(i, e) can lead to more (less) “half-locked” or “free”
(“locked”) edges connecting to node i. Since CRG sp—maz(€) consists of simple path segments
only, degree(i) < 2 holds for every node ¢ in CRG sp—qz(€). Therefore, the increase (decrease)
in Bound(i, e) can at most add (remove) the two edges connecting to node i into CRG sp-maz(€),
i.e., the change in edge number of CRGsp—maz (€), | Ep-maz(€)}, equals one of {~2,~1,0,1,2}.
According to the definition of Risk(e) in Eqn (4.10),

Risk(e) = 2|Ny(€)| = | Ep-mas(e)| — C(e) - 1
the change in Risk(e) due to adjustment in Bound(i, €) also equals one of {-2,-1,0,1,2}.

(]

§5.2.2 Characterization of Adjustment in Risk Tolerance Bound

Theorem 5.1 implies that the change in Risk(e) is not continuous with respect to the
adjustment in Bound(%, €), since Bound(i, ) may affect the status of connecting edges at node
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in CRG sp—maz(€) and thus | E,_p.2(€)| only when it satisfies or violates the noise constraints for
net . In addition, the impact of adjustment in Bound(i, e) on Risk(e) is bounded by 2. Therefore,
it is possible to characterize the adjustment in Bound(i, €) into discrete amounts according to the
changes it may cause in Risk(e).

For risk reduction, the amount of increase in Bound(i, e), Inc(e), can be characterized

o Inco(i, €): the amount of increase in Bound(i, e) that does not affect Risk(e) but may switch
some edges from “locked” to “half-locked”.

e Inc) (3, €): the minimum amount of increase in Bound(i, €) that creates new “free” edges

and reduces Risk(e) by 1 and 2, respectively.

For further characterization of Inco(i,e), Incor(i,e) < Inco(i,e) is defined as the minimum
amount of increase in Bound(i, ) that can release k “locked” edges connecting to ¢.

Clearly, Inco(i,e) < Inci(i,e) < Incy(i,e). Notice that it is not always possible to
specify Inc(,e) and Incy(i, e) since “free” edges connecting to ¢ may not always become new
edges in C RG sp—maz(€) and contribute to the reduction in Risk(e) due to the constraints on nodes’

degree.
Similar to Inc(e), the amount of decrease in Bound(i, e), Cut(e), can be characterized

e Cutg(i,e): the maximum amount of decrease in Bound(%, e) that does not affect Risk(e)

but may switch some edges from ‘half-locked” to ‘locked”.

e Cut) (i, €): the maximum amount of decrease in Bound(i, €) that reduces “free” edges and

increases Risk(e) by 1 and 2, respectively.

Cutor(i, €) < Cuty(i, e) is further specified as the maximum amount of decrease in Bound(s, )
that switches k edges from “half-locked” to “locked” status.

Again, Cuto(4, €) < Cut;(i,€) < Cuty(i, e) and Cut; 2(%, €) can not be specified if the
removal of certain “free” edges connecting to i does not affect | Ey_m.z(€)| and Risk(e). Since the
increase in Risk(e) caused by reductionin Bound(i, ) isbounded by 2, Cuti(i, €) = Bound(i, €),
where k € {0, 1,2} is the maximum impact on Risk(e) that can be specified.
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5.3 Risk Tolerance Bound Partitioning

5.3.1 Problem Statement

The adjustments in the risk tolerance bound of each net are characterized using the current
crosstalk risk graph and risk estimation of each routing region on the chip, both are obtained based
on the current global routing solution and the partitions of nets’ risk tolerance bounds. Starting with
an initial partitions of bounds, the risk tolerance bound partitioning process iteratively estimates the
impact of bound changes of each net on its routing regions’ risks, and adjusts the current partitions
of bounds appropriately so that the total positive risk of the chip is minimized and the risk estimation
becomes accurate.

The key step in the risk tolerance bound partitioning process is the adjustment of bound
of each net among its routing regions for positive risk minimization. Since Bound(3) is partitioned
among all the routing regions of net ¢, the adjustment in its partitioned bound in one region will affect
its bounds in other regions (and thus their risks) along route(z). Therefore, the risk minimization of
different routing regions are not independent of each other and must be considered simultaneously
during the partitioning process. Due to the discrete nature of Risk(e) as functions of adjustments
in Bound(i, €)s, the risk tolerance bound partitioning process is formulated as an integer linear
programming (ILP) problem.

Within each routing region e, the adjustments in risk tolerance bounds of nets routed in e
are not independent of each other, i.e., although Risk(e) can be reduced by 1 due to the increase
in Bound(i, e) by Inci(i, ) and Bound(j, e) by Inc,(j, e) separately, it may not be reduced by 2
if both Bound(i, e) and Bound(j, e) are increased at the same time. In our ILP formulation, the
impact of the bounds’ adjustments on Risk(e) is linearized, i.e., we assume the changes in bounds of
different nets in e are independent of each other. Despite its inaccuracy, this assumption significantly
simplifies the optimization formulation and can still guide the bound adjustments toward the right
direction for risk reduction. The accurate estimation on regions’ risks can always be obtained for
the next round of adjustments after the current partitioned bounds are updated according to the ILP
solutions.

Since adjustments in Bound(t,e)s may not have immediate impact on Risk(e) if
Iney2(%, €)s or Cuty (2, e)s can not be specified, a two-phase ILP formulation is designed with the
following objectives:

o Phase I: Switch maximum number of edges from “locked” to “half-locked” status so that they
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may later become “free” edges for risk reduction in Phase II.

o Phase II: Minimize the total positive risk of the chip by switching maximum number of edges
to “free” in CRG yp—maz (€) for risk reduction.

These two phases are discussed separately in the following sections.

5.3.2 ILP Formulation for the Release of “Locked” Edges

The risk tolerance bound adjustment for switching edges from “locked” to “half-locked”
status is served as the pre-processing step for risk reduction. Since the release of “locked” edges
does not affect the current risks of routing regions, the adjustments in Bound(%, €)s should be
bounded by C'uty(i, €)s and Inco(z, e)s respectively, i.e., the risk of no region should increase for
the release of “locked” edges in other regions.

In our ILP formulation, ux(,e) and v(z, e) are defined as binary variables indicating
whether k& edges will switch from “locked” to “half-locked” or from “half-locked” to “locked”
status due to respective adjustment in Bound(i, e). In other words, Bound(i, ) will increase by
Incor(t, e) if ui(i, ) = 1 and it will decrease by Cutox (3, €) if vk (i, €) = 1. This ILP phase aims
at maximizing the total number of “half-locked” edges in C RG's of those positive risk regions so
that their risks can be reduced most during the Phase II of the optimization, and it can be formulated

as follows:
Maximize Y. E(e), Ve,Risk(e) >0
Subject to:
> YkurGe)= Y, D ku(je)=E(e) Ve, Risk(e) >0
i€N,(e) k JEN,(e) ¥
Yo Y Ineoli,e)urie) < D D Cutor(i,e)vrlie) Vi€ N,
e€route(s) k eGroute(t) k

0< Euk(i, e)+ ka(i, e) <1, ui(i,e),vi(i,e) € {0,1} Ve € route(i),Vi € N,
k k

The first constraint defines E(e) as the change in the number of “half-locked” edges in
C RG(e) of region e after bound adjustment. Notice that E'(e) is the linearized approximation of the
actual changes, since the bound adjustments of different nets in N,(e) are not independent of each
other. The second constraint specifies the “supply” and “demand” relation for the partitioning of
Bound(i) ofeachneti € N, i.e., theincreases in Bound(3, €)s in some regions must be balanced by
the decreases in Bound(t, e)s in other regions on route(z). Both types of adjustments are bounded
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by Incor(%, e) and Cutor(¢, €), respectively. The third constraint indicates that Bound(i, e) can
only be increased or decreased by a certain amount once at a time for every net ¢ in a region e.
Although only portions of Incos and C'utos are used for bound adjustment in Phase I, the
new bound partitions after ILP may result in changes in regions’ risks. This is due to the fact that
Incs and C'uts are estimated for each net separately, while bounds at different nets in a region may
be adjusted at the same time. As discussed later, Phase I can be integrated with Phase II of ILP for

risk minimization in actual implementations.

5.3.3 ILP Formulation for Positive Risk Minimization

As previously analyzed, Risk(e) can possibly be reduced when edges are switched from
“half-locked” to “free” and become eligible in C RG.sp—maz(€). In Phase II of ILP formulation for
positive risk minimization, 1 5(%, €) and yo—2(e) are defined as binary variables indicating whether
Risk(e) is reduced by 1 and 2 or increased by 0, 1 and 2 due to the respective adjustments in
~ Bound(i,e). In other words, Bound(i, ) is increased by Inc; 2(¢, €} if z12(¢,€) = 1 and it is

decreased by Cuto-2(%, €) if yo-2(e) = 1. The objective of this ILP phase is to minimize the total
positive risk of all regions on the chip and it can be formulated as:
Minimize Y. R(e) Ve, Risk(e) >0
Subject to:

Risk(e)+ Y. (n1(i,e) +2y2(i,€) ~ z1(i, €) — 2z2(i,e)) = R(e) Ve, Risk(e) > 0

1E€N,(e)
Risk(e) + Z (113, €) + 2y2(i, €) ~ z1(¢, €) — 225(3,€)) O Ve, Risk(e) <0
i€N(e)
Z (Inci (i, e)z (3, €) + Incy(i, e)za2(%, €))
e€route(i)
< Y (Cuto(i, e)yoli, €) + Cuty (i, €)y1(i, €) + Cuty (i, €)ya(ire)) Vi€ N,
e€route(i)

0 < zi(i,e) +z2(%,€) + (i, €) + w1 (5, €) + y2(i,e) 1 Ve € route(i),
| (‘.1 e): 32(3': e)n yO(iv 6), yl(iv e)! yZ(iy e) € {0’ l} Vie N,

Similar to the ILP formulation in Phase I, the first constraint defines R(e) as the updated
risk of positive risk region e after bound adjustment. The second constraint indicates that the
adjustments of bounds of sensitive nets among their routing regions for positive risk reduction
should not negatively affect the risks of those non-positive'risk regions on the chip. The third
constraint enforces that the “demands” for bound increases in some regions can be no more than the
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“supplies” from bound decreases in other regions along the route of each sensitive net. The fourth
constraint specifies that Bound(i, e) can be updated only once at a time for each net i and region e.
Like E(e), R(e) is a linearized approximation of the actual risk of region e under the updated bounds
partitions due to the dependencies among the nets’ bounds adjustments. Nevertheless, minimizing

R(e) points to the right direction of bound adjustment for positive risk minimization.

5.3.4 ILP Implementation Techniques

Due to their discrete nature, ILP problems are usually difficult and time-consuming to
solve. To speed up the risk tolerance bound partitioning process, we adopt several techniques in its

actual implementation.

534.1 Integration of the Two Phase ILP

It can be observed that the two phase ILP optimization for release of “locked” edges
and risk reduction discussed separately in Sec. 5.3.2 and 5.3.3 are formulated in similar fashion.
Therefore, it is possible to integrate them into one ILP in actual implementation in order to simplify
the bound partitioning process. One way to achieve this is to treat all “locked” edges as “half-
locked” during optimization and thus skip ILP Phase I of bound partitioning. In other words, it is
assumed that the adjustment in Bound(i, e) can always change the status of edge (3, j) to “free”
and affect the risk of region e regardless of the noise constraints at net j. Although this may over
estimate the improvement in Risk(e) if Bound(i, e) and Bound(j, e) are not adjusted during the
same round of ILP, it nonetheless points to the right direction for adjusting Bound(3, €) and edge
(2, 5) can actually become “free” after no more than two consecutive rounds of adjustments in both
Bound(i, e) and Bound(j, e) (it is regarded as “free” but may actually be “half-locked” after one
round of adjustment). Since the accurate risk of each routing region is estimated based on updated
risk tolerance bounds after each round of ILP adjustment, the inaccuracy during the ILP formulation
does not affect the quality of the final risk tolerance bound partitions.

5.3.4.2 Control of Problem Size

The efficiency of ILP solving process is determined to a large extent by the size of the ILP
problem in terms of the number of variables and constraints in it. In our ILP formulations, binary
variables are adopted and they are further constrained under the restriction that the bound of each
net can only be adjusted once at a time in each region. Still, effective implementation techniques
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need to be adopted in order to solve ILP problems efficiently for testing circuits having large number
of positive risk regions and sensitive nets.

One way to reduce the size of the ILP formulation for risk reduction is to decompose it
into a series of ILP problems of smaller sizes. More specifically, we can substitute the optimization

objective of:
> " R(e) Ve, Risk(e)>0 (5.1)
e
by a series of objectives in the form of:
Y R(e) Ve, Risk(e)=k, k=1,...,mazrisk (5.2)
e

where k is a positive number ranging from 1 to the maximum positive risk of all regions. Thus,
instead of minimizing the total positive risk on the chip, we iteratively minimize the risks of those
regions having a specific positive risk. Since the complexity of solving an ILP problem grows
non-linearly with respect to its size, solving a series of ILP problems small in size with Eqn (5.2)
as its objective is much more efficient than solving one large ILP problem optimizing Eqn (5.1). In
addition, the quality of the solutions by the two approaches are comparable since both Eqn (5.2)
and (5.2) minimizes the positive risks on the chip.

For further reductions in the size of ILP problems, extra constraints can be imposed on
the number of nets whose bounds are allowed to adjusted at the same time within each routing
region, or on the number of regions to be considered in the constraints during the bound partitioning
process. This also allows the exploration of the possible trade-offs between the quality of the bound
partitions and the running time of the ILPs determined by their problem sizes. In other words,
when only rough partitions of nets’ bounds are required, fast partitioning solutions can be obtained
by setting strict limits on the number of regions and nets to be considered at every step during the
optimization.

53.5 Risk Tolerance Bound Partitioning Algorithm

Based on the ILP formulation for bound adjustments, the risk tolerance bound partitioning
algorithm is designed as an iterative optimization process. Initially, the risk tolerance bound of each
sensitive net is partitioned uniformly among its routing regions on the chip. Then the crosstalk risk
graph and risk estimation of each routing region can be computed. At each iteration during the
bound partitioning process, the possible changes in bounds are first characterized for each sensitive
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net among its routing regions, then the current bound partitions are adjusted via ILP formulation to
minimize the total positive risks on the chip. After each round of bounds adjustment, the crosstalk
risk graphs and regions’ risks are updated. This process continues until the positive risks of regions
can not be reduced further and risk estimation of the chip becomes accurate.

Risk tolerance bound partitioning algorithm {

1. Input a feasible global routing solution of the chip, plus sensitivities and risk tolerance bounds
of nets.

2. Initial bbund partitioning:

Partition the risk tolerance bound of each net uniformly among its routing regions.
3. Construct the crosstalk risk graph and estimate the crosstalk risk of each region.
4. While reduction in positive risk is possible:

4.1 Calcuiate I'ncs and C'uts of bound of each net among its routing regions based on their
current C RG's and Risks.

4.2 Solve ILP problem for positive risk minimization, adjust partitions of bounds.

4.3 Update crosstalk risk graphs and risks of routing regions.

}

The regions’ positive crosstalk risks may be over-estimated initially, since the initial
uniform bound partitions may not reflect the actual crosstalk situation on the chip. After risk
tolerance bound partitioning, the total positive risk of the chip is minimized, indicating fewer
regions and nets are subject to global routes adjustment for crosstalk risk reduction under accurate
risk estimations. This speeds up the generation of a risk-free global routing solution of the chip as
shown by the experimental results in Sect. 5.5.

5.4 Global Routes Adjustment

If positive risk regions still exist under accurate risk estimation after risk tolerance bound
partitioning, global routes adjustmentis applied. According to the analysis in Sec. 5.1.2.2, it reduces
the positive risks of regions via ripping-up and re-routing certain set of nets so that a risk-free global
routing solution of the chip can be obtained. These two phases in global routes adjustment are

discussed separately in the following sections.
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54.1 Net Ripping-up

Since adjusting the routes of nets globally may affect the quality of the current global
routing solution of the chip in terms of the routing densities, total wire length, number of vias and
interconnect delays, the number of nets whose routes have to be adjusted for risk reduction should
be minimized. Thus, the objective of net ripping-up can be stated as:

Identify a minimum set of sensitive nets need to be ripped-up from those positive risk
regions so that they can become risk-free.

For each positive risk region e, we define N,.(e) C N, (e) as the minimum set of sensitive
nets need to be ripped-up from it in order to generate a risk-free routing solution of e, i.e., the
removal of nets in N,.(e) from e reduces Risk(e) to non-positive. Intuitively, ripping-up a net from
region e frees one extra track in it which can then be used to separate two sensitive nets subject
to crosstalk considerations in the region, so it can never result in increase in Risk(e). However,
ripping-up different nets in e may have different impact on Risk(e), in particular, the removal of a
nets which has to be shielded from others in the region can reduce the number of shield needed in
e, i.e, the risk of the region. The relation between net ripping-up and risk reduction can be stated
by the following theorem:

Theorem 5.2 The reduction in Risk(e) of region e caused by ripping-up net i from e, Riskge. (i, €),

equals one of {0, 1,2}, more precisely,
Riskgec(i, €) = 2 — degree(i) (5.3)
where degree(i) is the degree of node i in CRG sp_ 0z (€).

Proof:

Ripping-up net ¢ from region e reduces the number of sensitive nets in region e | N,(e)| by
1. From graph point of view, it deletes node ¢ and its connecting edges from CRG sp—maz(€). Asa
result, the number of edges in CRG sp—maz(€), | Ep—macz(€)], is reduced by degree(i). According
to the definition of Risk(e) in Eqn (4.10), the reduction in Risk(e) can be expressed as:

Riskgec(i, €) = 2 % A[N,(e)| — A|Ep—maz(€)] = 2 — degree(i)

Since CRGsp-maz(e€) is a simple path sub-graph, degree(i) € {0, 1,2}. Therefore, Riskgec(:, €)
equals one of {0, 1,2}. |
m]
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According to Theorem 5.2, ripping-up a net whose corresponding node has degree 0 or 1
in CRG sp—maz(€) can reduce Risk(e) by 2 or 1 respectively, since 2 or 1 shields needed to separate
net ¢ from the sensitive nets in its above and/or below tracks are no longer needed. On the other
hand, ripping-up a net having node degree 2 in CRG ,p—maz(€) does not affect Risk(e), since no
shield is needed for net ¢ in a risk-free routing solution of e. Thus, the minimum set of sensitive
nets to be ripped-up from region e for risk reduction can be constructed as follows:

N, (e) Construction Algorithm{

1. Set G(e) = CRGap-maz(€), Nr(€) = 0, R(e) = Risk(e).
2. While R(e) > O:

2.1 While R(e) > 0 and 3 node i € G(e) having degree O:
Remove node i from G(e), Ny(e) = N,.(e) U {1}, R(e) = R(e) — 2.

2.2 If R(e) > O:

2.2.1 Choose a node i € G(e) having degree 1, break ties by selecﬁng the one which
connects to another node j € G(e) also having degree 1.

2.2.2 Remove node 7 and its connecting edge from G(e), N.(e) = N, (e) U {i}, R(e) =
R(e) - 1.

Nodes having degree 0in CRG ;p—maz(€) are chosen first at Step 2.1 since their removal
can reduce Risk(e) most. Each node i having degree 1 connects to another node j having degree 1
or 2 in CRGp-maz(€). AtStep 2.2.2, priority is given to node ¢ connecting to node j with degree
1, since j can become a new 0 degree node after node ¢ and edge (3, ) are removed. This iterative
net selecting process continues until 3-;¢ n, () Riskaec(i,€) > Risk(e), i.e., ripping-up sensitive
nets in N, (e) from e can lead to a risk-free routing solution of e.

5.4.2 Net Re-routing

Once nets to be ripped-up from a positive risk region are identified, they are re-routed
through other regions on the chip. Analogous to net ripping-up, the re-routing of net ¢ in a region €

on its new route may result in increase in Risk(e), i.e.,

Riskin.(t,€) = 2 — degree(?) » 54
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where degree(i) is the degree of node i in CRG sp—maz(€). Therefore, the new altemative routes
of those ripped-up nets should consider the crosstalk risks of regions on the chip, in addition to
other concerns in global routing such as regions’ densities, wire lengths, number of vias, timing
constraints, etc. To this end, we adopt a modified version of the global router developed in
[Wang 96], which is extended from the original one to take into account the regions’ crosstalk risks.
To minimize the increase in positive risk on the chip, it determines the new routes of those ripped-up

nets as follows:

1. Choose those regions having the lowest risks when other routing constraints are satisfied.

2. Among regions having the same risks, choose those in which they may cause the least

increases in risks.

The motivation behind re-routing those ripped-up nets according to these two rules is to minimize
the number of new positive risk regions that may be created in the process so that few iterations in
global routes adjustment are required to generate a risk-free global routing solution of the chip.

54.3 Global Routes Adjustment

The global routes adjustment is the final stage in the crosstalk synthesis process after
accurate estimation of regions’ risks have been obtained via risk tolerance bound partitioning. It is
formulated as an iterative optimization process, which updates the regions’ risks and partitions of
risk tolerance bounds after each round of net ripping-up and re-routing. Its objective is to eliminate
the positive risk regions on the chip so that a risk-free global routing solution of the chip can be
obtained:

Global Routes Adjustment Algorithm {

1. Input a feasible global routing solution, sensitivities and risk tolerance bounds of nets.

2. Estimate the crosstalk risks of regions accurately via graph-based estimation and risk tolerance
bound partitioning.

3. While there exists region e on the chip with Risk(e) > 0:

3.1 Identify the minimum set of nets N, (e) need to be ripped up from region e to reduce its
' risk to non-positive.

3.2 Reroute those ripped-up nets in N,.(e) with minimum cost alternative routes considering

regions’ crosstalk risks.
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Table 5.1: Benchmark specifications

| Circuit | # macro cells | # nets | # pins | G'size (Tow x col) |

ami33 33 123 442 28x23
hp 11 83 309 289 x 228

Xerox 10 203 696 24x 24

ami49 49 408 953 184 x 139

3.3 Update risk estimation and bounds’ partitions after global routes adjustment.

}

5.5 Experimental Results

The risk tolerance bound partitioning and global routes adjustment algorithms have been
implemented and tested on a DEC 5000/125 workstation. Four circuits constructed from the
CBL/NCSU building-block benchmarks, ami33, hp, xerox and ami49 are used in our experiments.
The specifications of these circuits are listed in Table 5.1, where G ;.. refers to the size of the global
routing graph of the chip.

The feasible global routing solution of these chips are generated by a performance-driven
placement [Esbensen 96] and a global router [Wang 96], respectively. In our experiments, circuit
ami33 and zeroz are each tested under two different placement/global routing solutions, denoted
as *.1 and *.2 respectively. The ILPs for bound partitioning are solved by [p-solve optimization
tool. As the testing on risk estimation method in Sec. 4.5.2, the crosstalk information of each
circuit is specified by net sensitivity ratio, which is the percentage of net pairs in the circuit that are 4
subject to crosstalk risk concern, and the risk tolerance bound of each net, which is the percentage
of the total net length allowed for coupling with other sensitive nets. As an integral part of the the
bound partitioning and global routes adjustment algorithms, the risk estimation methods discussed
in Chapter 4 are further tested and verified in our experiments for crosstalk risk reduction.

Fig. 5.4 compares the total number of extra shields needed for a risk-freé glbbal routing
solution, i.e., total positive risk on the chip, for circuit am:33.1 under two different partitions
of risk tolerance bounds: uniform and adjusted by our bound partitioning algorithm.' Here, the
experimental results are obtained under 100% sensitivity ratio, which is the worst situation possible

assuming every pair of nets is subject to crosstalk noise concern during optimization. It can be seen
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Figure 5.4: Uniform vs. Adjusted Risk Tolerance Bound Partitioning

that the risk estimation becomes more accurate under adjusted bounds partitions, and the number
of extra shields needed on the chip is reduced drastically by over 50% for the entire range of bound
specifications from 5% up to 100% of the total net length.

For crosstalk risk reduction, our main focus is on those regions having positive risks on
the chip. Table 5.2 and 5.3 show estimations of positive risk regions under uniform and adjusted
partitions of risk tolerance bounds before and after global routes adjustment, respectively. Here,
results are measured under the most conservative net sensitivity ratio at 100% and the risk tolerance
bound at 50% of net wire length.

~ When applied before global routes adjustment (Table 5.2), adjusted bound partitions
reduce the numbers of positive risk regions, extra shields needed on the chip and nets need to be
ripped up for risk-free routing solution of the chip by average of 40%, 59% and 55% respectively.
This implies that much fewer nets need to be ripped-up and re-routed during global routes adjustment
according to the accurate risk estimation of the chip. In case of circuit ami33.2, global routes
adjhstment is avoided since adjusted partitions of nets’ bounds eliminate all positive risk regions on
the chip.

After only one round of ripping-up and re-routing of those identified nets for positive risk
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Table 5.2: Estimation of Positive Risk Regions Before Global Routes Adjustment
Testing | # positive risk regions total # shields needed # nets to be ripped-up
Circuit | uniform | adjusted [ -% [ uniform | adjusted | -% | uniform | adjusted | -%
ami33.1 7 4 43 27 13 52 15 8 47
ami33.2 | 13 0 100 17 0 100 13 0 | 100
hp 39 39 0 105 59 44 72 48 33
xerox.1 12 5 58 44 10 77 24 5 79
Xerox.2 53 43 19 175 88 50 103 60 42
ami49 | 214 166 | 22 | 375 | 270 | 28 | 232 166 | 28

Table 5.3: Estimation of Positive Risk Regions After Global Routes Adjustment

Testing | # positive risk regions | total # shields needed | # nets to be ripped-up
Circuit | uniform | adjusted | uniform | adjusted | uniform | adjusted
ami33.1 0 - 0 - 0 -

hp 0 - 0 - 0 -
xerox.1 11 0 25 0 14 0
xerox.2 15 0 38 0 23 0
ami49 24 0 48 0 24 0

reduction of the circuits, all three measures on positive risk regions are reduced to 0 under adjusted
bound partitions as shown in Table 5.3 (for circuit ami33.1 and hp, partitions of nets’ bounds do
not need to be adjusted). This indicates that, due to the significantly reduced number of nets need
to be adjusted for risk reduction, one round of global routes adjustment is sufficient to generate a
risk-free global routing solution for each circuit tested. Plus, it demonstrates that our global routes
adjustment method is very efficient for risk reduction since it takes into account the risks of routing
regions on the chip and creates no new positive risk regions during the net ripping-up and re-routing
process. Our experiments also show that there are little changes in routing densities and wire lengths
of nets in the global routing solutions since only the routes of a small percentage of nets on the chip
are adjusted.

5.6 Conclusions

Previous approaches to crosstalk synthesis are mainly localized optimization methods at
the detailed routing level. Due to the limited routing flexibilities, they alone often fail to achieve
satisfactory results for risk minimization. Furthermore, the problem of partitioning the risk tolerance
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bounds of nets among their routing regions, which is critical for constrained crosstalk optimization,
has not been adequately addressed.

In order to achieve risk-free final solutions of chips, we must address the crosstalk
synthesis at the global routing as well as the detailed routing level. This chapter and Chapter 4
proposes a post global routing crosstalk optimization approach, which to our knowledge, is the first
to estimate and reduce crosstalk risk in global routing. Unlike previous net-based approaches, our
method is region-based, which quantitatively defines and estimates the risk of each routing region
on the chip as a whole using a graph-based optimization approach. For accurate risk estimation and
constrained optimization of each region, the risk tolerance bound of each sensitive net is partitioned
appropriately among its routing regions viainteger linear programming. Finally, the routes of certain
set of sensitive nets are adjusted globally among all regions on the chip via net ripping-up and re-
routing in order to eliminate those regions having positive risks. At the end of the optimization
process, a risk-free global routing solution is obtained together with partitions of nets’ risk tolerance
bounds which reflect the crosstalk situation of the chip. These can greatly facilitate the generation
of a risk-free final solution of the chip by a crosstalk-driven detailed router at later stages in the
layout process. The experimental results on CBL/NCSU benchmarks are very promising, which

indicate that our methods are very efficient in generating risk-free global routing solutions of chips.
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Chapter 6

Conclusions

6.1 Summary of Thesis

The interconnect performance issues have become increasingly important and challenging
as they dominate high performance circuit design under deep sub-micron technologies at 0.25.m and
beyond. Different from previous approaches, this thesis proposed a novel direction for interconnect
performance optimization at the post routing level, which reduces the interconnect delay, skew
and crosstalk under constrained optimization after a feasible routing solution of the chip has been
obtained. As complements to optimization methods at other stages in the layout process, our
methods aim at achieving satisfactory performance of the chip while maintaining the wirability of
the layout solution. If successful, they can significantly speed up the circuit design process by
avoiding the time-consuming iterations in layout which are not guaranteed to converge.

The post routing interconnect delay optimization, which improves the performance of
an existing critical net topology under routing resource constraints, is discussed in Chapter 2 and
3 for distributed RC line and lossy transmission line topologies, respectively. These two models
cover all possible interconnect types under deep sub-micron IC, MCM and PCB technologies. For
distributed RC line topologies, a link insertion and wiresizing approach is designed, which improves
the interconnect delay and skew of a critical net by inserting and wiresizing new interconnect wires
into its topology appropriately. Since the inserted wires introduce extra admittance into the topology
and cause un-balanced decreases in the mutual resistances between nodes, both the maximum delay
and delay skew of the net can possibly be reduced. Inaddition, the proposed method can be applied to
any arbitrary routing topologies either un-optimized or which have been improved by other means,
and it no longer restricts topologies to tree structures. For lossy transmission line topologies,
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a sensitivity-based wiresizing method is proposed, which minimizes the maximum delay of the
existing topology by adjusting its wire widths under routing resource constraints. The delay and
its sensitivities with respect to the widths of wires in the topology are computed using high order
moments based on an exact moment matching model for each lossy transmission line. Compared
to other approaches, our method achieves analytical sensitivity computation and calculates higher
order moments (sensitivities) recursively from lower order moments for tree networks. Experiments
shows significant improvement in interconnect performance for both types of interconnect modelings
using the proposed algorithms, which demonstrate the promising potentials of our approaches in
performance-driven physical design.

Chapter 4 and 5 discuses the post global routing crosstalk risk estimation and reduction
method, which to our knowledge, is the first to address the crosstalk synthesis at the global instead
of detailed routing level. In contrast to net-based approaches previously reported, our region-based
approach quantitatively defines and estimates the crosstalk risk for each routing region on the chip
and adjusts routes of nets globally for risk reduction. By estimating the crosstalk risks at the global
routing level, it can identify and eliminate crosstalk violations at an early stage before moving
further into the detailed routing and thus avoid many iterations in the layout process. In addition,
it partitions the risk tolerance bound of each sensitive net appropriately among its routing regions
for accurate risk estimation and crosstalk constrained optimization of each region on the chip. The
objective of our approach is to generate a risk-free global routing solution of the chip in which
every routing region is crosstalk risk-free. Compared to the un-optimized global routing solution,
it is a much better starting point for the crosstalk driven detailed router to produce a final crosstalk
risk-free routing solution of the chip. Experiments shows that our methods are very efficient at
eliminating positive risk regions and generating a risk-free global routing solution of the chip due
to accurate risk estimations and global routes adjustment with crosstalk considerations.

6.2 Future Directions

Dhue to its increasing dominance in circuit performance, interconnect performance issues
should be considered not only in routing, but also at other stages in the layout and VLSI design pro-
cess. In particular, it has to be addressed in performance-driven floorplanning/placement and logic
synthesis in order to achieve satisfactory chip performance under deep sub-micron technologies. To
take the parasitic effect of interconnects into consideration, high level synthesis must possess the
following features:
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e It should perform efficient routability analysis of the chip by generating rough routing topolo-

gies of interconnects to assess the quality of the current design solution obtained.

o It should conduct fast performance analysis on interconnect delay, skew and crosstalk and

adjust the current solution appropriately for performance improvement.

The evaluation of the quality of the current solution in high level synthesis is a very
difficult task not only because of the inaccuracy in routability and performance analysis, but also
due to the inherent conflicts among multiple design objectives. For example, it is difficult to choose
between two placement solutions of a chip, one with minimum chip area but 20% larger critical
path delay than specified, while the other has satisfactory chip performance but 20% bigger area
than the first one. To solve this dilemma, an estimation on the potential performance improvement
that could possibly be achieved at later stages in the design process is absolutely necessary.

The post routing performance optimization methods presented in this thesis is well suited
to meet that need. Besides thé ability of generating interconnect topologies having optimal perfor-
mance at the routing stage of the layout process, they also provide new ways for fast estimation
of the potential improvement in current chip performance. For instance, the proposed approach in
Chapter 2 can estimate the lower and upper bounds (i.e., the performance interval) on interconnect
delay and skew reduction very fast according to the current critical net topology without pursuing
the actual link insertion and wiresizing. If it predicts that satisfactory performance of the first
placement solution given above can be achieved since the maximum delay of its critical nets can be
reduced by at least 20% via link insertion, then that placement may be preferred. On the other hand,
if the performance of the first one can be improved by no more than 20% according to prediction,
the second placement should be considered. Similarly, fast estimation on the crosstalk situation
of the chip can be obtained using our region-based crosstalk synthesis methods once the routing
regions are defined and the rough nets’ topologies are available. It can make the early identification
and elimination of crosstalk violations possible in high level synthesis.

In summary, interconnect performance optimization under deep sub-micron technologies
is by no means a solved problem. It affects routing as well as high level synthesis and must be
addressed comprehensively at various stages in VLSI and physical design process for satisfactory
design solutions. It is hoped that the work presented in this thesis may provide new ways for
effective interconnect performance optimization and its potential can be further explored in a wide
range of applications so that it may contribute successfully to the task of high performance circuit
design.
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Appendix A

Proofs in Chapter 2

A.1 Proof of Lemma 2.1

Lemma 2.1 (Mutual Resistances after Link Insertion) When link e,, is inserted between the reference
node n..f andnode n € N, the mutual resistance between node i, j € N, (Rij)n, can be expressed

as.:
R .
(Riihn = B = gt B i
Proof:

Without any loss of generality, each matrix of N orders nodes in N from 1 to n (i.e., n is
ordered last) in the following analysis.

Denote G = [G;;] as the admittance matrix of N, which represents the admittances
between nodes in V and can be computed according to the resistances of wire segmentsin N. G
is symmetric and strongly dominant diagonally, satisfying the following properties:
Gi>0, G;;<0,j#iamdGy2>-Y;%Gi;, VieN.

By its definition, the resistance matrix R is the inverse of G, i.e., R = G~1. For resistance
analysis, R is further decomposed as R = AB, where both A, B are nxn matrices with:

-1
1 0 .. 0 gi*Y

-1
pe| 0 1 - 0 G5V

oooooo

0 0 ... 0 gD
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and
1 0 ... 0 =G GE ]

0 1 ... 0 -G&YGEY

ooooooooo

0 0 ... 0 1/G&Y

Here, G‘(,','") is the value of G;;, after n — 1 rounds of pivoting on nodes from 1 ton — 1.

According to this decomposition, matrix B and G can be expressed in the following form

-1 0 T
z 1 y 1

where X is a (n — 1)x(n — 1) symmetric matrix and y, z are 1x(n — 1) and'(n — 1)x1 vectors,

respectively:

respectively. Based on this formulation, it can be easily shown via matrix manipulation that:
Bpn = GSL‘;-’) =1, Byj= "'G(n l),J #n (A1)

Since R = AB, R;;s can be expressed as:

G(n—l) , . .
R ij = B,J 5(-;-:'-)-3“1, t # n (A.Z)

G(ﬂ—l)
——G'z:_l), i=n,j#n (A3)

Rnn = T_l), 1= n,j =n (A4)

When a distributed RC link ey, is inserted between n,; and n, the only element that will change in
the new admittance matrix G, is: (Gnn)n = Gnn + 1/Re,,, B, remains the same as B.
Since (Gnn)n > Gna > 0, we have:
(G("'l)),, > G% ") 5 0 (R is non-singular), and
(n—l))n (n-l) <0,i#n.
The mutual resistance ( R;;), after link insertion can then be studied in following two cases:
Case 1. If ¢ # n, according to Eqn (A.1) and (A.2),

(G(n—l))n

( (n-l))n
G(”-’l)

G"'“’ +1/R.,

(Rij)n = (Bij)n P nJ)n

= Bi- nj
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G(ﬂ-l) G("‘-')
—__B
GV T GEY Y uyR,,
(”‘l) /G("-l)

1 /G("“') +R.,
Rtﬂ

— _R.

Run+R., ™

Case 2. If ¢ = n, according to Eqn (A.1), (A.3) and (A 4),
(an ) n

G,
G(’;" 1)

GoV+1/R,,

R.,
Rpn+ R., B

Rij+ ——

nj

= Rij+ Ry;

= Rij-'

(Bnj)n =

nj

126

(A.5)

Eqn (A.5) is in fact a special case of Eqn (2.5) when i = n. Therefore, Eqn (2.5) holds for all

i,j € N.
O

A.2 Proof of Theorem 2.2

For the proof of Theorem 2.2, the following lemma is established first:

Lemma A.1

R”lmn:ﬂmar Rﬂmnznmm > R‘nma:ﬂ Rﬂmt’nﬂ

Rﬂmuﬂmoz Rnn
Proof:
According to the definition and property of resistance matrix:
Ry inn 2 min(Ry,uons Ramasnmia )» thus,
Ropinn Bomoznmes 2 min(Rﬂma:anmuﬂnm:’ anazﬂm:'n Rpn).
Since Ronpoznmos Bnn 2 Mmaz(Ramezn Brmosnmas s Ramaznmin Bnn), We have,
Ry pasnmas Bonn + Rﬂmin"Rﬂma:ﬂmaz = R"mctnRﬂmazﬂmat + an,anm e,

Rﬂmaxﬂmo: - Rﬂma:ﬂmm > R”mc:n Rﬂminn

Rﬂmc: fimaz Rnﬂ
(m}

According to Lemma A.1, Theorem 2.2 can be proven as follows:

(A.6)
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Theorem 2.2 A link10 1o has the largest upper bound on both maximum delay and skew reduction.
Proof:

Since Ry pgzn/Rnn < 1,

(ADmGG)ﬂmo: = -.Dma:c > Rﬂmosﬂ/RnnDn = (ADman:)rn Vn # Rmaz

From Lemma A.1,

TAanco s R Nmaz R mazmin
(ADSmax)nmas = mmes Ru z _n_Dmax
mazNmaz
R’lmuz - R min
> z = nDn = (ADSmaa:)m Vn # Rmax

Rnn

i.e., link to n,,,, may achieve the largest reduction in both maximum delay and skew of the net.
(m}

A.3 Proof of Theorem 2.3

Theorem 2.3 (Choice of Node for Link Insertion: Delay) With the same routing area consumption,
the link 10 Ny o, achieves the largest reduction in Dy, ... compared with link to any other node under
Al and A2 in Situation I.
Proof:

For distributed RC line topology N, the following approximations are made with respect
to the route length p, from node n to n.¢y:

1. The resistance between node n and the source, Ry, is proportional to p,, i.e., Rnn & pn.

2. The Elmore delay at node n due to the contribution from wire resistance and capacitance is

proportional to the square of py,, i.e., Dy, « (pn)2.

Under these two approximations, A2 in Situation I can be translated into constraints on ratios
between node resistances (delays) and ratios between lengths of inserted links:

an”nmu / Rpn 2 Inmo,- / l, and Dmaz/ Dy, > (lnm.,/ ln)zy VreN - (A7)
Since the inserted links to node n,,,, and n have the same routing area, we have:

Cemcz = Cen’ Remo: = (lﬂmoz/ lﬂ)zReu! and D €mazx = (lnmo:/ lﬂ)zD €n (A.S)
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under the following assumptions on the routing area Area,., wire capacitance C, and resistance R,
of the inserted link:

Area, = low., C. xl.w, and R, x l./w, (A9)

Assuming that the maximum delay node n,,,, is unchanged during optimization (the
situation when 7, switches is discussed in Sec. 2.5), the maximum delay of the net after link
insertion to node n,,,- and n can be expressed respectively as follows according to Eqn (2.6):

Rﬂmoz azx
(Dma::)nmag = Dmaa: - R n_: R (Dmax - Demg;) + Rdcema;-
NmazNmax €maz
R mazxT
(Dmax)n = Doz — """—Rﬂ n+. R'n"_(D'n - De,.) + RdCen
n Cn

(Dmoz)nmaz 81d (Dpmaz)n are compared in the following two cases:
Case 1: If l,,,,./In > 1, Dpaz can be approximated by (I,,,.. /1n)? Dy, and D,
(Inmas/1n)*De,, respectively. According to Eqn (A.7) to (A.9),

by

moz

R‘n Nm (In / ln)an n,
maxBmaz D -D mos 2 maz mazNmaz D, — D .
( mes ‘ ) anax"ma: + (lﬂmo:r/ln)zRen ( " ‘ )

Since l,,,,./l» 2 1, it can be easily shown that:

(lnma:/ lﬂ)zRﬂmunmu > anazn
Rﬂmarﬂmas + (lﬂma: / lﬂ)zRen - nn + Ren

When link insertion leads to delay reduction of the net, the delay intreduced by the inserted link is
less than the delay at the node it connects to, i.e., D, < D,,, and thus

Rﬂmoznma: + Remoz

R""'“.:?l"'“ (Dmaz - Demu) 2 "RRJM(DN - De"l)

an“nm” + Rem” n + Ren
Case 2: If lﬂmos /lﬂ < l’ Dma-‘l-' can be aPP!‘OXimated b)’ Dn and Demu b}' Deru i.e-s
R'nm n, Rn n
——— BT TROS Dma -D oz > mexfmoz N
an’nm’ + Reﬂdz ( * ¢ ) annﬂmc: + (lnmo: / ln)zRen (Dn Den)

Rﬂ n
> L Tmazl —
=~ Rpn+R., (Dn - De,)

Since R4Ce,n.. = RaCe, according to Eqn (A.9), (Dmaz)nmes < (Dmaz)n holds in both cases,
i.e., the link t0 74, leads to the largest reduction in maximum delay compared with link to any

other node under the same routing area consumption.
]
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A.4 Proof of Theorem 2.4

Theorem 2.4 (Choice of Node for Link Insertion: Skew) With the same routing area consumption,
the link t0 nymaz achieves the largest reduction in DSy, compared with link to any other node
under Al and A2 in Situation 1.
Proof:

Since DSy, . exists between maximum delay node 7,4, and minimum delay node 7,,;,
of the net, the maximum delay skews after link insertion to node n,,4, and n respectively can be

expressed as:

(DSmaz)nmaz = (Dmaz)nmu - (Dmin)nmz

R - R ;
= D Smaz _ -“NBmazfmaz RmazNmin ( Dmax — Demn:)

Rﬂmasﬂmos + Rema:
= DS _ R‘nma:cﬂmu: - Rﬂmo:ﬂmns D maezr — D, €maz
- mes R‘nmazﬂmaz l + Rcma: / Rﬂmasﬂmo:

(Dsmax)n = (Dmax)u’(Dmin)n

Rn n - Rn inf
— D maz - max N Dn — Den
5 Bom Ry )

ann:ﬂ - Rﬂ-min'n D'" - Den

Rnn 1 + Ren /Rn'n

= DSma.‘n -

According to Lemma A.1,

anunm“ - an“nm.',-, S Rumun - an.',.n
Rﬂmunmcz - Rnn
Similar to the proof of Theorem 2.3, we compare
Dmaz - Demm,- . Dﬂ - Den
T Bepoe R V" T4 BepJRom
under the following two cases:
Case 1: If I,,.,. > Iy, we approximate Dy,qz by (Ino,/In)?>Dy and D, by (In../1n)?De,,

thus,

Drpoz = Depmaz > (nmaz /1n)2(Dn = De,)
l + Remos / R‘nmazﬂma: - ] + (lﬂmoz/ ln)ch,, / Rﬂmoz"ma:
Dﬂ - Den
D ———
= 14 R.,/Rnn
Case 2: If I,,,,,,, < ln, we approximate D,,,... by D, and D,,.. by D.,, again:
Dnmn_z _Demoz__ > Dn_ Den
] + Rema: / Rﬂmaxﬂmcz - l + (lﬂmoz/ lﬂ)zRen/ Rﬂmnznmc:
D,
P L
- 1+R.,/Rnpn
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Thus:

R”mosﬂmcz - R"ﬂmozﬂmivs D Amaz — D emaz S Rﬂma:ﬂ — an D‘n - Den
Rﬂmc:ﬂmcz 1 + Rﬂmaz/ R“mac“ma: - Rﬂﬂ 1 + Rﬁn / Rﬂﬂ

holds in both cases, i.e., (DSmaz)nmoes < (DSmaz)n, the link to .., achieves the largest maximum

delay skew reduction under the same routing area consumption.
a
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