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Abstract

Characterization of Extreme Ultraviolet Imaging Systems

by

Edita Tejnil

Doctor ofPhilosophy inEngineering - Electrical Engineering and Computer Sciences

Universityof California at Berkeley

Professor Jeffrey Bokor, Chair

Theoptical performance ofextreme ultraviolet (EUV) imaging systems is investi

gated. Waveffont-measuring point diffraction inteiferometry is implemented at extreme

ultraviolet wavelengths near 13 nm to evaluate aberrations in near diffraction-limited, all-

reflective, multilayer-coated optical systems intended for use in projection lithography at

critical dimensions of 0.1 pm and below. Measurements at theoperating wavelength yield

the overall EUV waVefront quality, which is influenced both by mirror surface profiles

and by multilayer coatings. The interferometer design, based onthe properties oflight dif

fracted from small pinhole apertures, is suited forhighly accurate measurements of wave-

front aberrations over a wide range of wavelengths.

A phase-shifting point diffraction interferometer is used tocharacterize theaberra

tions of a lOx Schwarzschild multilayer-coated reflective optical system at an operating

wavelength of 13.4 nm. A sub-aperture of the optic with a numerical aperture of 0.07 is

measured to have a wavefront error of 0.090 wave (1.21 nm) rms at 13.4-nm wavelength,

due mainly to astigmatism. Chromatic vignetting effects due to the limited transmission

passbands of the multilayer coatings are observed via measurements at different wave

lengths. The multilayer coating properties that match the measured wavelength-dependent

coating effects are found and compared to the coating characteristics from previously

reported measurements on individual mirrors.

The EUV interferometry experiments indicate measurement repeatability of

±0.008 wave (±0.11 nm) rms at 13.4-nm wavelength in a numerical aperture of 0.07. The
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wavefront measurement accuracy is assessed by defocusing the wavefront, by detecting

known systematic effects, and by investigating the alignment sensitivity. The measure

ment quality is probably limited by reference wavefront errors caused by somewhat over

size reference pinhole apertures. The errors in the reference wave are estimated to be

roughly ±0.015 wave (±0.20 nm) rms in a numerical aperture of 0.07. An independent

qualitative verificationof the interferometricmeasurementsis also obtained firom photore

sist exposure experiments performed on the extreme ultraviolet lithography system for

which the Schwarzschild optic was designed. The image quality observed experimentally

is consistent with calculations that include the effects of the measured aberrations.

The performance of lithographic optical systems is also investigated analytically

by considering the image degradation caused by aberrations. The relationships between

the spatial frequencies of the aberrations, the objectfeature dimensions, and the degree of

partial coherence are explored using the theory of imaging with partially coherent light

The effects of aberrations are also evaluated by using aerial image calculations for aberra

tions having spatial frequencies up to ten cycles over the radius of the imaging system

pupil. The aberrations considered correspond to the spatial-frequency regime represented

by the first several hundred Zemike polynomials. Furthermore, two figures of merit for

quantifying permissible aberrations in imaging systems are proposed.
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1 Extreme Ultraviolet Optics and
Interferometry - An Overview

1.1. Motivation - Extreme Ultraviolet Lithography

Extreme ultraviolet (EUV) projection lithography is a promising candidate for the mass

production offuture integrated circuits with 0.1-pm and smaller features [1-6]. This lithog

raphy technique is an extension of traditional optical projection lithography to extreme

ultraviolet wavelengths. The image of a desired circuit pattem is fonned ona semiconduc

torwafer with anoptical imaging system thatoperates ata wavelength of about 13 nmand

a numerical aperture around 0.1. Unlike conventional lithography based onrefractive opti

cal components, extreme ultraviolet projection lithography utilizes only reflective multi

layer-coated optics because refractive optics are limited by strong absorption of extreme

ultraviolet radiation by all materials.

Oneof the criticalchallenges for extreme ultraviolet lithography is the fabrication andtest

ingoftheoptical imaging system thatproduces theimage ofthemask onthewafer. Inprin

ciple, theall-reflective imaging system with amoderate numerical aperture canprovide the

desiredresolution anda sizeabledepthof focus atEUVwavelengths. In practice, the desire

for nearly diffraction-limited imaging performance at extreme ultraviolet wavelengths

places stringent requirements on the optics fabrication. Residual aberrations may be pro

duced by imperfect optical surfaces as well as by multilayer coating defects [7,8]. The nec-
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essary surface and multilayer quality to obtain acceptable residual aberrations on the order

of 0.02 waves rms [9] at EUV wavelengths is difficult to achieve.To develop EUV lithog

raphy technology, it is important both to experimentally characterize the optical aberra

tions and to understand the effects of residual wavefront errors on the image quality.

Wavefront-measuring interferometry plays a key role in the fabrication, alignment, and

qualification of optical systems, including lithographic stepper lenses. Interferometric

characterization ofEUV projection lithography optics is necessary to achieve theneardif

fraction-limited optical performance required for lithography at critical dimensions of

0.1 Jim and below. To characterize the aberrations, interferometry with sub-nanometer

wavefront-measuring accuracy is required. In addition, measurements at the operational

wavelength of 13 nmareneeded tocharacterize thesystem EUV wavefront, produced both

by the figure of mirror surfaces and by multilayer coating properties.

1.2. Optics and Lithography at Extreme Ultraviolet Wavelengths

1.2.1. Optical Properties of Materials at EUV Wavelengths

Theprimary interactions ofradiation with matter, from the extreme ultraviolet tothe low-

energy x-ray spectral region, are photoabsorption and coherent scattering [10-12]. In the

extreme ultraviolet regime, loosely defined as the wavelength range from 40 ran to 5 nm

(or thephoton energy from 30to250eV), absorption through thephotoelectric effect rep

resents the dominant contribution to the overall attenuation. Except for photon energies

near theelectronbindingenergies, materials may be modeledascollectionsof noninteract-

ing atoms and their optical properties described through theatomic scattering factors [10,
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11,13]. Since the specific chemical state ofthe material isonly relevant near theabsorption

edges, the refractive index can be determined solely from the density of the constituent

atoms and the tabulated atomic scatteringfactors over most of the spectral range.

Material Density
[kg/m^j

6 P lOx attenuation

thickness [nm]
27C phase shift
thickness [nm]

Silicon 2.BB 0.000057B 0.00182 1350 234000

Molybdenum 10.22 0.0765 0.007B5 334 175

Silicon Nitride B.44 0.0257 0.0091B 269 522

Nickel 8.90 0.0515 0.0716 34.3 260

Indium

Antimonide

7.B1 0.0647 0.0700 35.1 207

Cobalt 8.90 0.0660 0.065B 37.6 203

Gold 19.B2 0.100 0.0498 49.3 134

Germanium 5.B2 0.005B9 O.OB19 77.0 2490

Carbon 2.20 0.0B78 0.0674 364 354

PMMA^ 1.19 0.0240 0.00551 446 559

SAL 601'' 1.15 0.0227 0.004B0 570 589

Oxygen gas
at BOOK

0.00171

xP[torr]
3.11x10"®
X P [torr]

1.43x10"^
X P [ton]

1.72x10®/
P [ton]

4.32x10®/
P [ton]

Nitrogen gas
at BOOK

0.00150

xP[torr]
2.79x10"®
X P [torr]

8.20x10"®
xP[ton]

2.99x10®/
P [torr]

4.80x10®/
P [torr]

Table 1-1.Optical properties of selected materials at 13-4-nm wavelength.

The refractive index (n = 1-6-iP), the density, the material thickness needed for optical
attenuation by oneorderofmagnitude, andthethickness needed for2n optical phaseshift
relative to frw space at 13.4-nm wavelength are listed for several materials and gases.
The optical properties of gases depend on the pressure P.

a. stoichiometry: C5Hg02

b. 90% novolak resin (CgOiHg)and 10% melamine (CgHgNg) by volume



At theextreme ultraviolet wavelengths, thecomplex refractive index of any medium, typ

ically denoted by n = 1 - 6 - ip, is very close to one [13]. The refractive indices of several

materials, including multilayer coating materials, efficient absorbers, photoresists, and

gases, are given in Table 1-1 for 13.4-nm wavelength. Since the refractive index compo

nents 6 and P are often comparable in magnitude, the radiation is usually significantly

attenuated before its phase shift changes by a full cycle relative to propagation in free

space. In solid materials, the thickness that produces attenuation of about one order of mag

nitude is commonly in the sub-micron range. Even in gaseous media, the order of magni

tude attenuation lengths are typically less than a few meters for pressures above 100 mtorr.

As a result, the extreme ultraviolet radiation must be manipulated in a moderate vacuum.

1.2.2. Multilayer-Coated Optics for EUV Lithography

The near unit refractive index, in combination with the strong absorption, make refractive

focusing optics at EUV wavelengths unfeasible. Grazing-incidence reflective optics are

possible through the specular reflection at grazing angles of incidence [14]. High reflectiv

ities can be achieved by utilizing the total external reflection from mirrors made of mate

rials that have a refractive index whose real part is less than one. However, the imaging

performance of grazing-incidence mirrors, which operate over a restricted range.of inci

dence angles, is limited by aberrations [15,16]. Diffractive zone plate lenses can achieve

diffraction-limited resolution over a small field of view at EUV wavelengths [17] but

require spectrally pure illumination to avoid chromatic aberrations. The only optical ele

ments that can efficiently manipulate radiation at near-normal incidence angles over a size

able field of view are multilayer-coated mirrors. The capability to deposit the multilayer



coatings [18-20], comprised ofaltemating layers oftwo different materials approximately

one-quarter wavelength in thickness, has enabled the development ofthe extreme ultravi

olet optical systems that achieve near diffraction-limited performance and a large field

size.

The reflective multilayer coatings produce high reflectivities atEUV wavelengths viacon

structive interference of the weak reflections from multiple layer interfaces between two

materials with dissimilar refractive indices. At an incidence angle 9 measured from the sur

face normal, the reflectivity enhancement is possible at a wavelength Xwhen the multi

layer period d satisfies the Bragg condition for m^-order constructive interference, or

mX = 2dcosQ [21].Thus at near-normal incidence the required multilayer period is about

7J2 andthelayerthickness about X/4. Owing tothestrong absorption atEUV wavelengths,

the reflectivity is usually maximized when the moreabsorptive layeris somewhat thiimer

than the more transparent layer [21, 22]. Among the useful multilayer material systems

[23-25], the highest reflectivities, in excess of 70% near normal incidence [13], can be

achieved inprinciple with molybdenum/silicon (Mo/Si) multilayers near.13.0 nmandwith

molybdenum/beryllium (Mo/Be) multilayers near 11.5 nm. Because the throughput of the

EUVoptical system depends critically onthemirror reflectivity [1,2], thedevelopment of

multilayers for EUV lithography applications has focused on Mo/Si [26-34] and more

recently on the Mo/Be [35].

An exampleof the reflective propertiesof a Mo/Simultilayeris givenin Figure 1-1,show

ing the reflectivity and the reflectionphase of a perfect40-bilayercoatingwith a period d

of 6.96 nm and molybdenum-to-silicon thickness ratio T of 0.36. For both transverse elec-



(a)

12.5

e/=io''

13 13.5
Wavelength [nm]
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6 8 10 12 14
Angle of incidence [degrees]

Figure 1-1.Reflectivity and phase of multilayer coatings.

The reflectivity and the reflection phaseof an ideal molybdenum/silicon multilayercoat
ing as functions of (a) the wavelength and (b) the incidence angle, for both TE and TM
polarizations. Themultilayer withN=40 bilayers hasmultilayer period d of 6.96 nmand
molybdenum-to-silicon thicknessratio F of 0.36.

trie (TE) and transverse magnetic (TM) polarizations, the reflectivity and phase are shown

as functions of the wavelengthin Figure 1-1(a) at a 10° incidence angle and as functions

of the angle of incidence inFigure l-l(b) at 13.4-nm wavelength. Sincethemultilayer is a

resonant structure, the high reflectivity is possible within a relatively narrow spectral

region and a limited angular range. As a result, the optical designs for BUV projection

lithography systems mustaccount for the limited passband of the multilayers in order to

achieve uniform transmission through theoptics overtheentirefieldof view [8]. As in the

reflectivity, the resonant natureof the multilayer coatingis alsodemonstrated in the phase

of the reflected wavefront. Within the central transmission lobe, the reflection phase

changes by about half a cycle, as shownin Figure 1-1(a). Since phase nonuniformities over

the mirror apertures in an imaging system correspond to phase aberrations, the multilayer

coatingproperties canaffect the imaging performance. Thusto qualify theperformance of



EUV imaging systems, both the multilayer reflectivity and the overall wavefront phase

must be characterized [36, 37].

1.2.3. Elements of Extreme Ultraviolet Lithographic Systems

The concept of an EUV projection lithography waferexposure system is shown schemat

ically inFigure 1-2. The radiation from anEUV lightsource, collected with a multi-mirror

condenser, illuminates a reflective mask. Then a multilayer-coated imaging system pro

duces a demagnified image of the maskpatternon the wafer. A photoresist material on the

wafer records the image, which is subsequently transferred into integrated circuit device

features. Since the beam is attenuated upon each reflection, the number of mirrors in the

systemmust be small in order to achieve sufficient throughput and to minimize the mirror

reflective

mask

EUV source

multilayer-coated reduction optics

multilayer-coated
condenser optics

Figure 1-2. Extreme ultraviolet projection lithography system.

The all-reflective EUV projection lithography system consists of a radiation source, con
denser optics, a patterned reflective mask, imaging optics, and a photoresist-coated wafer.



heating in the condenser. The smallnumber of surfaces in the imaging optics allows aber

ration correction over a limited field of view. Thus in order to expose a significant area of

the wafer, the mask and the wafer are scanned over the illuminated area of the corrected

field, typically a ringsegment several millimeters wideand several centimeters long.

Thepossible radiation sources for EUV lithography include laserplasma sources [38-41],

synchrotron radiation [24,42], andlithium discharge sources [43]. The lithium discharge

sources, based on a radiative transition in hydrogen-like lithium at 13.5 nm, are in rela

tively early stages of development [43,44]. Thelarge footprint andsignificant costofsyn

chrotron radiation sources have restricted their application to EUV lithography. Currently,

the most promising candidate for a compact EUV lithography source is a laser plasma

source that emits comparatively broadbandEUV radiationfrom a hot denseplasma gener

ated by focused high-power laser pulses. The primary challenge for laser plasmasources

is the mitigation of debris from the target that degrades the light collection optics [41,

45-47].

The condenser optics are required to efficiently collect the radiation from the source and

to uniformly illuminate the mask pattem over the corrected field of view. The angular

spread of thebeam incident ontheobject plane, which determines thespatial coherence in

the image formation, must also be uniform over the field. In addition, the beam angular

divergence shouldbe symmetric with respect to thedesired object features to minimize the

differences in the spatial coherence for different feature orientations. Another challenge is

posedby the relatively largeheiat loadon the first few condenser mirrors in EUVlithogra-



phy applications [48,49]. Several condenser designs for ring-field imaging systems oper

ated with a laser plasma source have been proposed [50,51].

The mask in an EUV exposure system consists ofapatterned multilayer mirror. The circuit

pattern may be etched in the multilayer structure or defined in an absorber material on the

mirror surface [52, 53, 24]. Since the formation of the desired pattern on the wafer relies

on a defect-free mask, printable mask substrate and pattem defects must beavoided [54].

Asa result, EUV mask fabrication depends critically on the defect inspection capabilities,

including the detection ofdefects on the uncoated substrates, within the multilayer coating,

and in the mask pattem [6,55,56].

The performance of the imaging system directly affects the transfer of the mask pattem

onto thewafer. Withall-reflective optics, theEUV imaging systems have moderate image-

side numerical apertures of about 0.1. Aspheric optics are necessary to correct thewave-

front aberrations over the sizeable field ofview with a minimum number of mirror surfaces

[57-60]. Atthedesired demagnification of4 to5,three-mirror designs arefeasible [61] but

four-mirror systems simplify thesystem integration [62-64]. Therequired neardiffraction-

limited optical quality oftheaspheres atEUV wavelengths places stringent demands optics

fabrication and metrology, as discussed in Section 1.3.

Thephotoresist material is needed to record themask image onthewafer. The absorption

of EUV radiation in the photoresist, or any other material, confines the exposed region

within the first few hundred nanometers of the surface. As a result, only relatively thin

resist layers produce feature steep sidewall angles [65-67]. Since resist thicknesseson the

order of 1 |Jim are required to obtain sufficiently low defect density, photoresistswith sur-



face imaging capability must be employed at EUV wavelengths. Other key photoresist

properties include exposure sensitivity, resolution, contrast, etch resistance, linewidth con

trol, and line edge roughness [68, 69]. Both multilayer resists and single-layer silylation

resists are potential candidates for EUV lithography [70-72].

The minimum size of the printable features and the latitude of the fabrication process,

directly related to the resolution and the depth of focus of the imaging optics, determine

the performance of the lithography system. For optics with a given numerical aperture

(NA) operating at a wavelength X, the resolutionR and the depth of focus (DOF) are given

respectively by

(1-1) R=k^^,and

(1-2) DOF =±fe,^
NA

where ki and k2 account for the imaging system performance as well as for other aspects

of the pattern transfer process, such as partial coherence, phase-shift masks, and photore

sist properties. At the 13-nm wavelength and 0.1-NA, resolution of about 0.1 [im with a

focal tolerance of ±0.7 |im can be achieved with near diffraction-limited optical systems

having ~ 0.7 and k2~ 0.5 [1]. At higher numerical apertures, the resolution can be fur

ther improved, in principle. Thus extreme ultraviolet imaging promises the fabrication of

0.1-pm device features with a possible extension to sub-O.l-pm feature sizes. However,
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the ultimate usefulness of EUV lithography depends on the development of several key

components of the exposure system.

1.3. Interferometric Characterization of Extreme Ultraviolet Optics

Thesizeof theprintable image features andtherobustness of the imaging process are lim

itedby the imperfections in the imaging optics. Only neardiffraction-limited optics, with

admissible low-order wavefront aberrations on the order of 0.02 wave rms [9] at EUV

wavelengths (or0.26 nmrms at 13 nm), can achieve the desired performance. The mirror

surface roughness, which reduces the multilayer coating reflectivity as well as the image

contrast, mustbe lessthan approximately 0.1 nmrms[73]. Such stringent aberration toler

ances poseserious challenges notonly for thefabrication of the complex aspheric optical

systems but alsofor the metrology needed for the fabrication, the alignment, and the per

formance characterization. The focus of this discussion is phase-measuring interferometry

used to evaluate the low-orderaberrationsthat critically affect the resolution of optical sys

tems. The metrology ofhigh-frequency aberrations causedby surface roughness is consid

eredelsewhere [74,75]. Ideally, theresolution andtheaccuracy of the interferometers used

for opticalmetrology should besignificantly betterthanthe wavefront undertest, or about

0.01-0.002 wave rms at BUY wavelengths (0.13-0.026 nm rms at 13 nm). Furthermore,

wavefrontphasemeasurement at the operational wavelength is needed to characterize the

possible multilayer coating phase effects.

Many phase measuring methods, including the traditional Twymann-Green or Fizeau

interferometers, rely on reference surfaces, beamsplitters, and long-coherence-length light
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sources [76-80]. Since neither reference surfaces nor beamsplitters with diffraction-limited

optical performance at EUV wavelengths are available, interferometry schemes that

bypass their use are suited for EUV optics testing. Furthermore, because even highly

monochromatized EUV sources have coherence lengths less than a few tens of microns,

common-path interferometry techniques are necessary for testing of EUV optics at their

operational wavelengths,

13.1. Testing of Individual Mirrors

The complete evaluation of individual aspheric mirrors consists of the characterization of

the mirror substrates, the deposited multilayer coatings, andthecoatedmirrors. Oncoated

or uncoated surfaces, the figureerrors are determined with phase-measuring interferome

tryusing laser sources in the visible andultraviolet spectral region. Interferometers based

on reference wavefronts that are generatedby diffractionfrom pinholes and optical fibers

have been demonstrated to evaluate aspheres with 0.5-nm rms wavefront accuracy [81,

57].To prevent excessive fringe densities when the spherical diffractive reference wave-

front is interfered with the aspheric wavefront from the mirror, several subregions of the

aspheric surface may be measured individually and "stitched" together. An alternative

approach to testing aspheres with subnanometer figure tolerances, which utilizes holo

graphicnulls, has also been reported [82].

The multilayer coating properties are currently characterized with reflectometry measure

ments thatprovide a map of thecoating reflectivity overthesurface of themirror [32]. To

probe the phase of the reflected wavefront, interferometric phase measurements at the

operational wavelength of thecoating may be necessary. Since, the test of a single mirror
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almost always requires additional optical components, not readily available at EUV wave

lengths, at-wavelength interferometry of asingle multilayer-coated component has not yet

been attempted.

1.3.2.At-WavelengthCharacterization of Imaging Systems

Several interferometry techniques are available toassess the EUV wavefront, produced by

the mirror surfaces and by the multilayer coatings, in an optical system that can form an

image. Due to the lack oflong-coherence-length EUV light sources, at-wavelength wave-

front characterization of the assembled EUV systems utilizes common-path techniques,

such as point diffraction interferometry [37, 83-88], lateral shearing interferometry

[89-93], and moire interferometry [94].

Inmoire interferometry, theoptical system under testimages a grating in theobject plane

onto a second grating in the image plane. The properties of the optical system may be

inferred from the distortions in the pattern transmitted through the second grating [94].

While moire interferometry may beused with an incoherent source, such as a laser plasma

source, it relies on well characterized gratings and a high-resolution detector in the image

plane.

Lateral shearing andpoint diffraction interferometries detect thebeam diverging from the

image plane of the test optic, allowing relatively straightforward determination of the

wavefront shape. The lateral shearing interferometry measures the derivative of the test

wavefront from the laterally sheared version of the wavefront, produced with a transmis

siongrating placed nearthe image plane. To obtain interference fringes, the testwavefront
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must be spatially coherent over distances that correspond to the shear. The point diffraction

interferometry measures the unknown wavefront directly by interfering it with a spherical

reference wavefront generated by diffraction from a small pinhole in the image plane. In

this case, a high degree of spatial coherence is required to obtain good fringe contrast. In

both the lateral shearing and the point diffraction interferometries, the test optic must be

illuminated with a spherical wavefront from a sub-resolution pinhole in the object plane to

ensure that the measured aberrations are caused solely by the test optic. To transfer suffi

cient flux through the small entrance pinhole, relatively powerful EUV sources are needed

in both techniques. Since point diffraction interferometry also requires spatially coherent

radiation, it is most practical with high-brightness undulator synchrotron radiation sources

[36, 86, 88]. Lateral shearing interferometry has been tested on both synchrotron [91] and

laser plasma sources [93].

1.4. Optical Aberrations and Image Quality in Lithography

The performance of imaging systems in lithography is degraded by wavefront aberrations.

Opticalwavefront errorsover the entire range of spati^ frequencies, from low-order"fig

ure" errors to high-frequency "finish" errors, influence the image quality. Low-frequency

aberrations, with no more than a few cycles of variation over the aperture of the optical sys

tem, correspond to the classical aberrations that degrade the resolution. In optical systems

with circular or annular pupils, the low-order wavefront errors are often described with

Zemike polynomials [95-98], which allow an expansion of the wavefront in terms ofmutu

ally orthogonal aberrations. The high-frequency errors of hundreds of cycles across the

aperture are known to reduce the contrast of the image by producing background flare in
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the image plane. The high frequency aberrations are typically represented in terms ofthe

statistical properties of theoptical surfaces [73, 99-101].

The range ofspatial frequencies between the two extremes, termed mid-spatial-frequency

aberrations, has notbeen extensively studied. These aberrations, with about tento a about

a hundred of cycles over the diameter of the optic aperture affect both the resolution and

thecontrast ofthe image features with dimensions near the diffraction limit [99,102]. The

desire for diffraction-limited optical performance warrants further consideration of the

impact of mid-spatial-frequency wavefront errors on the image quality. In lithography

applications, the interplay of the object pattern size, the degree of partial coherence, and

the aberration frequency requires evaluation.

1.5. Thesis Organizatioii

This thesisconcems the characterization of the optical performance in extreme ultraviolet

imaging systems with point diffraction interferometry. The motivation for this study is the

development of near-diffraction-limited multilayer-coated optics required for extreme

ultraviolet projection lithography at0.1-pm critical dimension and beyond. The principles

of evaluation of wavefront aberrations in optical systems using pointdiffraction interfer

ometry are considered in Chapter 2. In Chapter 3, the properties of diffractive zone plate

lenses are studiednear 13-nmwavelength using transmission measurements and conven

tional pointdiffraction interferometry. Chapter 4 describes thefirst measurements at visi

ble wavelengths to demonstrate thecapabilities of a novelphase-shifting pointdiffraction

interferometer design. In Chapter5, the phase-shifting point diffraction interferometer is
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used at EUV wavelengths to evaluate the aberrations in a multilayer-coated Schwarzschild

objective designed for a proof-of-principle EUV lithography system. The repeatability and

consistency of the interferometry measurements are also considered. Chapter 6 concerns

the measured chromatic effects produced by the multilayer coatings in the two-mirror

Schwarzschild system. In Chapter7, the results of the interferometricwavefront measure

ments are confirmedqualitatively using the consistency between the interferometry-based

calculations of image quality and the developed photoresist patterns printed with the

Schwarzschildobjective. In Chapter 8, the effect of high-orderaberrations on image qual

ity in lithography applications is considered in general, using the theory of image forma

tion withpartially coherent lightandthe verification withimage calculations. In Chapter 9,

the results of this work are summarized and some future research directions are suggested.
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2 Point Diffraction Interferometry for
Testing EUV Optics

2.1. Introduction

Interferometxic characterization of optical aberrations is necessary to achieve near diffrac

tion-limited imaging capability for extreme ultraviolet (EUV) projection lithography.

Both at-wavelength optical system qualification and sub-nanometer wavefront measure

ment accuracy are needed to evaluate future multilayer-coated EUV lithographic optics

with resolution near0.1 jimat the operational wavelength of 13nm [36].

Point diffraction interferometry enables direct wavefront aberration measurements by

detecting the interference between the unknown aberrated wavefront and a reference

wave that is generated by diffraction from a sub-resolution pinhole. Thepinhole must be

smaller than the diffraction-limited resolutionof the optic under test. This type of interfer

ometry, applicable over a wide spectral range including the extreme ultraviolet, can

potentially achieve high absolute accuracy by utilization of a diffractive reference wave-

front. Furthermore, point diffraction interferometers do notrequire long-coherence-length

light sources becausethetest and reference beams follow nearly common paths.

The conventional point diffraction interferometer (PDI) [81, 103-106], developed and

used for a variety of applications, has been proposed as one of the altematives for testing
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of extreme ultraviolet optics [36, 37]. At EUV wavelengths, it has been used to evaluate

aberrations in diffractive zone plate lenses at the wavelength of 13 nm [84, 85,87], These

initial experiments, described in part in Chapter 3, enabled the conception of the phase-

shifting point diffraction interferometer (PS/PDI) [107, 87]. This interferometer design

preserves the advantages of the conventional point diffraction interferometer, yet provides

phase-shifting interferometry capability and significantly higher throughput. The PS/PDI

is more versatile than another previously reported method for incorporating phase-shift

ing in the PDI design [108]. The PS/PDI has been used to characterize a prototype reflec

tive optical system for EUV lithography [86, 88] and is described in further detail in

Chapter 5.

In this chapter, the principles of operation of both the PDI and the PS/PDI are described

and compared. Practical issues relating to the implementation and the accuracy of the two

interferometer designs are also considered.

2.2. Conventional Point Diffraction Interferometer

The principle of characterizing aberrations in an optical system with the conventional

point diffraction interferometer [103-105,109] is depicted in Figure 2-1. The optical sys

tem under test is illuminated by a spatially coherent spherical wavefront from a pinhole

source placed in the object plane of the optic. To ensure a spherical illumination wave-

front, the entrance pinhole must be smaller than the diffraction-limited spot size resolv

able by the test optic on the object side. The "perfect" illumination wavefront becomes

aberrated due to errors in the optical system under test. The unknown aberrated test wave-
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Figure 2-1. Conventional point diffraction interferometer.

Principle oftesting ofoptical systems with the conventional point diffraction interferome
ter.

front is transmitted through a thin semi-transparent membrane, placed near the image

plane. The reference wavefront needed for the measurement is generated by diffraction

from a sub-resolution pinhole in the membrane. To produce a spherical reference wave-

front, the pinhole must be smaller than the diffraction-limited focus of the test optic. The

test and reference wavefronts interfere, and the resulting interference fringe pattern can be

recorded andanalyzed to reveal the aberrations in the optical system.

The pinhole samples the intensity distribution of the test wavefront to produce the refer

ence wave, and as a result, it is notpossible to introduce an adjustable phaseshift between

the test and reference waves. Without phase shifting capability, the pinhole must be

placed a relatively large lateral distance from the test wave focus to produce a sufficient

number of "tilt" fringes for accurate fringe analysis of individual interferograms. Conse

quently, the amount of light incident on and transmitted through the pinhole is small and



the test wave must be attenuated by three to four orders of magnitude in passing through

the membrane to obtain good fringe contrast. Since the reference wave intensity depends

on the lateral distance from the test wave focus, a range of different membrane transparen

cies may be required for fringe contrast control. This can be achieved by using an array of

pinholes in a spatially graded partially transmitting membrane [37, 84] with varying

absorption.

2.3. Phase-Shifting Point Diffraction Interferometer

Although the conventional point diffraction interferometer is attractive for its compact

ness and relaxed temporal coherence requirements, it has practical limitations due to its

low efficiency and lack of phase-shifting. The phase-shifting point-diffraction interferom

eter maintains the appealing features of thePDIandprovides bothphase-shifting andhigh

efficiency. In contrast to the PDI, the PS/PDI employs a low-angle beamsplitter to sepa

rate the test and reference wavefronts, as shown in Figure 2-2(a). A coarse diffraction

grating that splits an incoming beam into multiple diffraction orders is suitable for this

purpose. The wavefront division produces multiple foci in the image plane of the test

optic, of which two are selected with an opaque spatial filter containing a sub-resolution

pinhole anda relatively large window. One of thebeams is spatially filtered with thesub-

resolution pinhole to generate the diffracted reference wavefront, whilethe aberrated test

beam passes through the window without appreciable spatial filtering or attenuation. In

contrast to the conventional PDI, the test and reference wave intensities are not greatly

mismatched and an attenuation of the test wavefront is not needed to obtain satisfactory

fringe visibility. Since the test and reference beams must not significantly overlap in the
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Figure 2-2. Phase-shifting point diifraction interferometer.

Two implementations ofthe phase-shifting point diffraction interferometer. The interfer
ometer utilizes a small-angle beamsplitter (e. g.grating) and a two-pinhole spatial filter in
the image plane. The illuminating beam isdivided by abeamsplitter that either (a) follows
a single-pinhole entrance spatial filter, or (b) precedes atwo-pinhole entrance spatial filter.

image plane, the focal spot separation produced by the beamsplitter must be considerably

larger than the lateral extent of each focal pattern.

Beam division introduces the potential to vary thephase of one beam with respect to the

other, allowing the use of phase-shifting interferometry. The wavefront can be divided

into multiple diffractive orders with a coarse diffraction grating, used either in transmis-



sion or in reflection. Translation of the grating by one grating period introduces a first-dif-

fractive-order phase shift of one full cycle, while the phase of the zero-order transmitted

beam remains constant. A grazing-incidence mirror can also be used as a wavefront

divider. In this configuration, the mirror surface may be rotated about the virtual source

point to introduce a controlled relative phase-shift between the two beams.

2.3.1. PS/PDI Configurations

The numerous possible configurations of the PS/PDI may be divided into two main sub

groups, depicted in principle in Figure 2-2. In the first group represented in Figure 2-2(a),

the small-angle beamsplitter follows the entrance pinhole spatial filter. In the second

approach shown in Figure 2-2(b), beam-splitting precedes the entrance pinhole. When the

beamsplitter follows the object-plane spatial filter, it can potentially introduce aberrations

into the measured wavefront. This is avoided when the beamsplitter precedes the object

plane. To transmit both beams through the interferometer, a two-pinhole filter is then

required in both the object and image planes, as illustrated in Figure 2-2(b). The test beam

is filtered by a sub-resolution pinhole in the object plane, which removes any beamsplitter

aberrations and produces spatially coherent spherical illumination of the test optic, but is

not filtered by the large window in the image plane. The reference beam, passed through

the large window in the object plane without attenuation, is spatially filtered by the refer

ence pinhole in the image plane.

Using the beamsplitter before the entrance pinhole, rather than after it, also offers higher

efficiency and possibly greater fringe contrast. This is illustrated schematically in

Figure 2-3, which shows the power flow through the two interferometer configurations,
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Figure 2-3. Power transmission for two PS/PDI configurations.

A schematic representation the test and reference beam power flow through the phase-
shifting point diffraction interferometer, (a)Thebeamsplitter follows theentrance pinhole.
(b)Thebeamsplitter precedes theentrance spatial filter. Thepinhole transmission is P, the
windowtransmission is unity, the beamsplitter efficiencies are Gq and Gj, and the optic
transmission is 71

given thebeamsplitter power efficiencies Gq andGj, thepinhole filter transmission P, the

window transmission of unity, andtheoptical system transmission T. With thebeamsplit

ter after the entrance pinhole, the relative powers in the test and reference beams are

PGqT and P^GjT, respectively, while with the beamsplitter before the entrance filter, the

relative test and reference powers are GqPTand GjPP, respectively. Since the reference

wavefront is weaker by a factor of P in the former case, the overall transmission is lower

and the fringe contrast may also be smaller than in the latter case.
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The PS/PDI scheme with the grating before the entrance filter is most applicable when the

illumination beam can be tightly focused to allow the low-angle beamsplitter to spatially

separate the foci in the object plane. When the illumination beam is highly aberrated or

originates from an extended source, the beam division must follow the entrance pinhole

spatial filter.

2.4. Practical Issues in Point Diffraction Interferometry

Point diffraction interferometry techniques employ beamsplitters and pinhole spatial fil

ters in the wavefront phase measurements. These key components influence measurement

capability in practice. The spectralbandwidth and the spatial coherence of the illuminat

ing beam also affect the accuracy of the interferometry.

2.4.1. niuminatioii and Reference Pinholes

In pointdiffraction interferometry, the measurement accuracy is dependent on the quality

of both the illumination and the reference wavefronts that are generated by diffraction

from pinhole apertures. Of consequence is the radiation diffracted from a small aperture

and observed in the far field, where the illumination wavefront interacts with the optics

and the reference wavefront is detected. Diffraction theories predict spherical wavefronts

over some finite numerical aperture (NA) in the far field for a given illumination wave

length and pinhole shape and size. Treatments of diffraction from apertures range from

scalarfield approximations [110-113], appropriate for apertures muchlargerthanthe radi

ation wavelength, to the generally applicable rigorous vector field analysis [114,115].
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Most theoretical treatments of pinhole diffraction are limited to uniformly illuminated,

circular or square apertures in thin opaque screens [112, 113, 115, 81]. Scalar diffraction

treatments of uniformly illuminated apertures in thin screens predict that the deviation of

the far field wavefront from a sphere can be arbitrarily small over a finite numerical aper

ture as the aperture size is decreased [81]. However, the vector nature of the radiation as

well as the three-dimensional geometry of actual fabricated apertures can contribute to

deviations from sphericity. Numerical solutions of the rigorous vector field propagation

have been determined for several pinhole geometries in a thick absorptivemedium under

uniform illumination [116]. For pinhole geometries and numerical apertures relevant to

EUV point diffraction interferometry at 0.1 numerical aperture, the calculated deviation

from wavefront sphericity does not to exceed 0.01 wave peak-to-valley at 13.55-nm

wavelength Xfor pinholes smaller than 125 nm (0.92 X/NA) in diameter [116].

Although most studies have focusedon diffraction from uniformlyilluminated apertures,

the illumination of the pinhole maynotbe uniform in practice. Thisis the casefor the ref

erencepinhole in both conventional pointdiffraction interferometry, where the pinhole is

placed off the center of the focal pattern, and in phase-shifting pointdiffraction interfer

ometry, where the pinhole is centered on the focal pattern. In effect, the pinholes "spa

tially filter" the illumination beam to produce the desired spherical wavefront [110, 117,

118]. To be effective spatial filters, the pinholes must be smaller than the diffraction-lim

itedfocus of the test optic, whose central Airy disk [111] diameter is 1.22X/NA. In testing

EUV optical systems with numerical apertures around 0.1, the diffraction angles are mod

erate and pinhole diameters are typically several times greater than the wavelength. As a

result, simple scalar diffraction theory based on Kirchhoff approximation [110, 111],
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which is valid for apertures larger than the wavelength and relatively small diffraction

angles [115], is sufficient to provide useful insight into spatial filtering by pinhole aper

tures.

To determine the proper size of the apertures needed to generate high-quality spherical

wavefronts, spatial filtering of aberrated illumination beams was studied. Although the

exact nature of the wavefront transmitted through a spatial filter depends on the properties

of the illumination beam, much can be learned by considering beam characteristics repre

sentative of practical conditions. For PS/PDI intended for testing near diffraction-limited

EUV optics, it is relevant to consider the spatial filtering of the reference beam that ini

tially contains a relatively small amount of low-order aberrations. Since the pinhole is

centered on the focal pattem, low-order aberrations are transmitted most strongly if the

pinhole is too large, while relatively high-order aberrations are filtered quite effectively.

For optical systems with circular or annular pupils, low-order aberrations are well

described by Zemike polynomials [95-98,119, 121], which form an orthogonal basis set

on a circle or an annulus. The Zemike polynomials represent the aberr^ons in terms of

individual "balanced" aberrations, of which the first few correspond to the classical aber

rations [122, 95]^ including defocus, astigmadsnou coma, and spherical aberration. An

overview of Zemike polynomials is presented in the Appendix.

The far-field peak-to-valleywavefronterror, in cycles or waves, transmitted through a cir

cular pinhole, illuminated with a focused beam containing a single phase aberration, are

shown in Figure 2-4 and Figure 2-5 as a function of the pinhole size and the input aberra

tion magnitude for several different input aberrations. The wavefront errors were calcu-
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Figure 2-4. Spatial filtering of lowest-orderaberrations by circular pinhole apertures.

The peak-to-valley wavefront error, in waves, of an aberrated waveffont transmitted
througha circular pinhole at focus. In each graph, the illumination beam contains a single
balanced phase aberration (Zemike polynomial term), as indicated. The transmitted errors
are shown as functions of input aberration magnitude and spatial filter size.
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Figure 2-5. Spatial filtering of higher-order aberrations by circular pinhole apertures.

The peak-to-valley wavefront error, in waves, of an aberrated wavefiront transmitted
through a circular pinhole at focus. In each graph, the illumination beam contains a single
balanced phase aberration (Zemike polynomial term), as indicated. The transmitted errors
are shown as functions of input aberration magnitude and spatial filter size.
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lated for pinholes in a thin opaque screen using scalar diffraction theory. The tilt and the

defocus terms have been removed, as they correspond only to rotations and shifts of the

coordinate system. The input aberration magnitudes are given in terms of the Zemike

polynomial coefficients, which are proportional to the input peak-to-valley wavefront

error. The pinhole size is given in the "resolution units" of X/NA, where Xis the wave

length and NA is the numerical aperture of both the illumination beam and the desired

portion of the transmitted reference beam. Figure 2-4 shows the spatial filtering of the

lowest-order aberrations, while Figure 2-5 illustrates filtering of several higher-order

aberrations. Although defocus is not an aberration produced solely by the test optic,

owing to the fact that it also depends on the position of the pinhole filter with respect to

the test-wave focus, spatial filtering of a defocused beam gives the tolerance for the dis

placement of the spatial filter from focus. The figures show that smaller pinholes are more

effective spatial filters and that the transmitted deviations from wavefront sphericity gen

erally increase with themagnitude oftheinput aberrations. In addition, higher-order aber

rations su-e filtered more strongly than the low-order errors. Although in practice the

illumination beam contains a mixture of aberrations. Figure 2-4 and Figure 2-5 provide a

guideline for selecting the needed pinhole size for highly accurate phase-shifting point

diffraction interferometry. For testing optics with wavefront errors on the order of 0.02

wave rms, the reference wavefront quality should be at least an order of magnitude better,

or about 0.001 wave rms. Admissible peak-to-valley errors may be somewhat larger, as

they are generally several times the size of the rms errors for most wavefront aberrations.

Given that and the information in the figures, the pinhole diameter of choice should be

roughly one third to one half of the resolution unit of A/NA. In addition to reducing the
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transmitted flux, the use of much smaller pinholes may not improve the wavefront quality

due to polarization-induced aberrations [116].

In the conventional PDI, understanding the reference wavefront quality is somewhat more

complex because the pinhole filter is not centered on the focused beam. It may be placed

almost any place, within the focal pattern with non-zero intensity that produces suffi

ciently high fringe density to enable single-interferogram analysis. In practice, typical

fringe densities may be 10 to 40 fringes, which corresponds to lateral pinhole displace

ment of 5 to 20 X/NAfrom the focal center. Since the pinhole samples the fields in one of

the "rings" of the focal pattem, which are narrower than the central portion of the focus,

the pinholes needed to obtain the desired wavefront quality may be somewhat smaller

than in the PS/PDI. Severalexamples of the wavefront errors transmittedthrough a circu-
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Figure 2-6. Examples of reference wavefront error in PDI.

The calculated peak-to-valleywavefront aberration transmitted through a circular pinhole
as a function of the pinhole diameter.The pinhole is laterally displaced from the focus and
centered on one of the rings of the focal pattem. Several cases are shown, including two
different fringe densities and focal illumination patterns with and without aberrations.
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lar pinhole, centered on a ring ofthe focal pattern, are shown in Figure 2-6. The peak-to-

valley wavefront error, excluding the tilt and the defocus terms, is plotted as a function of

the pinhole diameter, for pinhole positions corresponding to two different fringe densities

andfor illumination beams containing either no aberrations, astigmatism, or defocus. The

defocus curve is again representative of the interferometer sensitivity toerror in the axial

positioning of the pinhole filter. The figure shows that even when the pinhole is quite

small, the transmitted wavefront contains some aberrations. In all cases considered here,

the transmitted wave is dominated by spherical aberration for small pinhole diameters.

For larger pinhole diameters, the transmitted aberrations increase in magnitude and

change in character. For perfect illumination beams, the transmitted wavefront contains

mainly triangular astigmatism and coma. When the input beam is astigmatic, the aberra

tions are also dominated by astigmatism, while when the input beam is out of focus, the

transmitted wavefront includes astigmatism and triangular astigmatism. Themagnitude of

the aberrations appears to confirm thatfor comparable spatial filter diameters, the wave-

front errors transmitted in the PDI are somewhat larger than those in the PS/PDI.

To accurately evaluate EUV lithographic optics with numerical apertures around 0.1 that

operate near 13-nm wavelength using point diffraction interferometry, reference pinholes

with diameters around 50-75 nm are required. The pinholes are fabricated in thin,

absorber-coated membranes. Since the pinhole structureaffects the pinhole flux through

put [116], it important toselect efficient absorber materials, such as nickel or indium anti-

monide, to minimize the thickness-to-diameter aspect ratios. The patterning techniques of

choice include electron beam lithography [123-125] and focused ion beam microfabrica-

tion [126, 88].

31



In testing optical systems with significant demagnification, the required size of the illumi

nation pinhole, relative to the reference pinhole size, scales with the demagnification. As

a result, the illumination pinhole fabrication may not be as challenging as the fabrication

of the small reference pinholes. While microfabrication remains the suitable patterning

scheme for pinhole diameters below 0.5 |im, ofiF-the-shelf laser-drilled pinhole apertures

are available for diameters above 0.5 |xm.

2.4.2. Beam Overlap and Spatial Filtering of the Test Beam (PS/PDI)

In phase-shifting point diffractioninterferometry, the large image-plane window for trans

mission of the test beam affects the measurement in two ways. First, the size of the trans

mission window limits the maximum spatial frequency that can be measured in the test

wavefront. Second, a portion of the wave illuminating the reference pinhole can be trans

mitted through the test-wave window, corrupting the quality of the reference wavefront

with high-spatial-frequency components. Thus the window size and its separation from

the reference pinhole must be selected to fransmit the test-waveaberrations of interest and

to minimize the unwanted reference-wave transmission. The lateral separation of the test

and the reference spots, centered on the window and the reference pinhole, respectively,

must be sufficient to preventsignificant overlap in the window, but not excessive to avoid

fringe densities beyond the spatial resolution of the detector.

A reasonable beamseparation in the focal plane is about twenty times the resolution unit

of AyNA, which produces forty far-field fringes. The test window size may also be about

twenty A/NA. The far-field amplitude of unit-intensity unaberrated test and reference

beams from an optic with a circular pupil transmitted through a square window of size
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Figure 2-7. Transmission of test and reference beams through the test-beam window.

The calculated field amplitudes of diffraction-limited (a) test and (b) reference beams
transmitted through a square window of size 20 X/NA by 20 X/NA. (a) The test beam
focus is centered on the window, (b) The reference beam focus is displaced by a distance
of 20 XTNAin the horizontal direction from the center of the window.

20VNA by 20 A/NA are shown in Figure 2-7(a) and. (b), respectively. The test beam

focal spot iscentered on the window, while the reference beam focus is horizontally dis

placed from the window center by a distance of 20 X/NA. Owing to its sharp boundaries,

the window filter introduces small ripples into the test beam, most pronounced at the

edges of the illuminated region. The window also transmits the high-pass version of the

beam incident on the reference pinhole. Since the high-pass filter is displaced from the

pinhole in one direction, it mainly transmits spatial frequencies from thatdirection, caus

ing the transmitted light to be the strongest along the direction of the beam separation.

Theeffect is most significant at theperimeter of the region that corresponds to the illumi

nation numerical aperture because the beam initially contains a sharp intensity transition

at the pupil edge. An apodization of the pupil illumination havingsmooth intensity transi

tion at the pupil edge would reduce this effect.



The window spatial filter determines the maximum spatial frequency in the test beam that

reaches the detector. Specifically, a window of size N 7JNA by N 7JNA transmits spatial

frequencies of up to 2N cycles across the optic aperture. Since the spatial filter typically

has a relatively sharp cutoff, owed to being a pinhole in an opaque membrane, it intro

duces ripples into the test beam of spatial frequency corresponding to its size. The effects

of the window spatial filter on the test wavefront are quantified in Figure 2-8. For several

input beams that contain the single aberration indicated, the figure shows the rms differ

ence, in waves, between the phase of the input test beam and the phase of the beam trans

mitted by a circular window to the far field. The filter-induced rms phase is shown as a

function of the magnitude of the aberrations in the test beam and the diameter of the win

dow filter. As expected, the filter effects increase with decreasing window size and

increasing magnitude of the test-beam aberrations. The filtering also affects higher-order

aberrations more strongly than lower-order aberrations because they produce foci with

larger spatial extent. In general, a spatial filter, which is significantly larger than the focal

size, efficiently transmits the desired low-order test-beam aberrations. It also contributes

mid-spatial-frequency aberrations, having frequencies determined by its size, that are

most pronounced at the edges of the transmitted beam. In summary, when the test beam is

relatively unaberrated, and the window size larger than roughly 20 X/NA in each linear

direction, the filtering does not significantly change the test wavefront.

Along the direction in which the test and the reference foci are separated, the size of the

test-beam window is limited by the presence of the reference beam. In the orthogonal

direction, the filter size can be as large as practically possible to increase the spatial fre

quency cutoff for that direction.
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Figure 2-8. Spatial filtering of the test beam.

The calculated rms difference, in waves, between the phase of the illumination test beam
and the far-field phase transmitted through a circular window at focus. In each graph, the
illumination beamcontains a single balanced phase aberration, as indicated. The transmit
ted errors are shown as functions of input aberration magnitudeand spatial filter size.
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To understand how the overlap of the test and the reference beams within the window fil

ter affects the detected far-field interference pattern, it is instructive to consider the con

trast of the interference between two fully coherent optical fields, with respective

intensities and /2. The contrast, or fringe visibility, is defined [127] as

(2-1) Contrast =
^max ^min
1 +7 .

max mm

where 7^^ and are the maximum and the minimum intensities of the interference pat

tern. It is plotted in Figure 2-9 as a function of the ratio of intensities in the weaker beam

and the stronger beam. The contrast represents a measure of the severity of the test and

reference beam overlap, which depends on the relative strengths of the two beams. Ide

ally, any unwanted interference should be about an order of magnitude smaller than the
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Figure 2-9. Contrast of two-beam interference.

Contrast of the interference of two spatially coherent beams plotted as a function of opti
cal intensity of the weaker beam divided by the optical intensity of the stronger beam.
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desired interference fringes. Given that typical fringe contrasts in point diffraction inter-

ferometry are greater than about 40%, the unwanted overlap beam should be roughly

threeorders of magnitude smaller in intensity than the desired signal.

The average intensity ofa unit-amplitude, unaberrated reference beam transmitted by the

window filter to the far field is shown in Figure 2-10. Theintensity is plottedas a function

of the window size and the displacement of the window center with respect to the refer

ence-beam focus. For large beam separations andfilter sizes thatare small relative to the

beam separation, the unwanted beam overlap decreases. The profile of the undesired

beam is similar to that shown in Figure 2-7(b). This indicates that the beam overlap is

severe nearthebeamedges but relatively small overmost of the illuminated region. Thus

the average intensity in Figure 2-10 may result in an overly optimistic estimate of the

Logio (Averageintensity)

10 15 20 25 30
Separation of reference focus and window center [X/NA]

Figure 2-10. Transmissionof referencebeam through the test-beam window.

The averagefar-fieldintensityof the referencebeam transmitted by a square the test-beam
window. The intensity is plottedas a functionof the window size and the distance between
the window center and the reference-beam focus.

37



beam overlap effect near the beam edges. The reference beam contribution to the trans

mitted wavefront at the pupil edge couldbe reduced if the illumination of the pupil were

apodized to avoid sharp intensity transitions at the pupil edge, rather than uniform as

assumed in Figure 2-10. Furthermore, the intensities in Figure 2-10were calculated with

the assumption that the test optic does notcontain any mid-spatial-ffequency aberrations.

Such aberrations may exist in real optics and would add to the unwanted test and refer

ence beam overlap within the test-beam window. However, Figure 2-10 suggests that in

practice, the separation of the two image-plane foci should be greater than 20 X^NA

(40 fnnges) and the window size should comparable toorsmaller than that separation.

Both the test-beam spatial filtering and the reference-wave degradation caused by the

window filter would be significant for large aberrations in the optical system under test.

Consequently, the PS/PDI scheme is best suited for characterizing optics with relatively

small aberrations, such as those needed in lithography applications.

2.4.3. Grating Beamsplitter and Fringe Contrast

In phase-shifting point diffraction interferometry, the beamsplitter can either be placed

before the object plane, between theobject plane and the optic, or between the optic and

the image plane. The beam spot separation in the focal plane depends on the angular

spread produced by the beamsplitter and on the position ofthe beamsplitter relative tothe

object/image plane. To obtain the necessary beam separation at focus and maintain high

degree of spatial overlap inside the optical system under test and at the detector, a low-

angle beamsplitter placed a large distance from the object/image plane should be used.
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Here a transmission grating is considered, as it is the most convenient beamsplitter avail

able for use in the EUVPS/PDI. The spatial separation of the adjacent difffactive orders

that is required atfocus is typically 20-30 A/NA, where NA is the numerical aperture of

the beam that illuminates the grating. At EUV wavelengths near 13 nm and numerical

apertures around 0.1, the necessary focal spot separation is typically several micrometers.

On the object-side ofa demagnifying optical system, this separation is greater by a factor

equal to the demagnification. To maintain high degree of spatial overlap ofthe test and

reference beams within the optic and at thedetector, thegrating should be placed near the

pupil plane ofthe optic because the angular beam separation isthen minimized. The grat

ing pitch isdetermined by the desired fringe density (typically 40-60 fringes) because the

number of fringes equals thenumber of illuminated grating lines. As a consequence, the

required grating pitch isquite coarse, typically tens ofmicrometers to about a millimeter.

This is advantageous in phase-shifting interferometry for thecontrol of the grating trans

lation step, which is somefractionof the grating pitch.

When the beamsplitter cannot precede the object plane of the test optic, as shown in

Figure 2-2(b), due to an aberrated or extended illumination source, thebeamsplitter aber

rations may contribute to systematic measurement errors. In a simple planar transmission

grating considered here, aberrations can arise from grating substrate non-uniformities, the

non-planar illumination of the grating, andfrom linepositioning errors in the grating.

The substrate effects may be completely avoided when a free-standing transmission grat

ing can be used. However, a grating substrate that is nonuniform and optically thick may

introduce aberrations into the measurement wavefront. The most commonly used grating
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substrates used to support the grating structureare thin membranes made of either silicon

nitride or silicon. The membrane thicknesses that minimize attenuation at EUV wave

lengths while providing sufficient mechanical strength, vary from about 100nm for sili

con nitride [88] to about 600 nm for silicon [125]. As seen from Table 1-1, in transmission

through600nm of silicon, 13.4-nm radiation incursan optical phaseshiftof 0.0026wave,

relativeto propagation in vacuum. For 100-nm of siliconnitride, the relativeopticalphase

shift is 0.19 wave. Unwanted aberrations may be produced by non-uniformities in the

membrane thickness, which is typically much less than 10% over the 1cm^ or smaller

area of the membrane. Since the membrane substrates are quite optically thin, the aberra

tions produced by thepossible small non-uniformities in thethickness areusually negligi

ble.

In the PS/PDI the planar grating is illuminatedby a beam that is either converging to (or

diverging from) focus. The variations in the incidence angles over the illuminated areaof

the grating produce an aberration that is coma-like in nature. The aberration is produced

tfi

in the non-zero diffractive orders, when the optical path from the grating to the dif-

fractive real (or virtual) focus is not compensated by the tilt introduced by the grating.

Specifically, for an illumination beamof numerical aperture NA, the optical path differ

ence (OPD) has the form

(2-2) OPD = ms
1 1

a/i/NA^-1 Vl/NA^-I +P'
pcos6

= ms
fl P ]3 3 P ]5 5 P ]7 >

2 ^a/i/NA^-L
8 ,7i/NA^-1> 16 ^.a/i/NA^-L J

40
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where (p,0) are the normalized beam coordinates in the far field (|p|<l)» m is the grating

difffactive order, and s is the spot separation at focus. The OPD was found under the

assumption that the beam spot separation is much smaller than the distance between the

grating and the beam focus, or equivalently, that the grating pitch is much greater than the

wavelength. The aberration has a strong dependence on the numerical aperture, as illus

trated in Figure 2-11 that shows the peak-to-valley OPD in the first diffiractive order for

typical focal spot separations. At low numerical apertures, the aberration is dominated by

primary coma (p^cosG), but higher-order coma terms become important above 0.1 NA.

Equation 2-2 indicates that the variation in the incidence angles over the grating does not

aberrate the undiffiracted zero-order beam, but can result in significant aberrations in the

non-zero diffiractive orders for beam numerical apertures above 0.1. For example, at a
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Figure 2-11. Aberrations of a grating illuminatedby a converging/diverging beam.

The peak-to-valley coma aberration vs. munerical aperture of the illumination beam. The
aberration, produced in the non-zero grating orders when a planar grating is illuminated
by a beam converging/diverging to/fi'om focus, depends on the separation of the grating
dif&active orders at focus.
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numerical aperture of 0.025 and a focal spotseparation of 20X/NA, theunbalanced coma

in the first diffracted order from Equation 2-2 is 0.0125 wave peak-to-valley. The peak-to-

valley and rms magnitudes of the corresponding balanced coma, described by Zemike

polynomials, are0.0042 wave and 0.00074 wave, respectively. At0.1 numerical aperture,

the unbalanced coma becomes 0.20 wave peak-to-valley and the balanced coma scales

correspondingly.

Errors in the grating lines can alsoleadto aberrations in thenon-zero dififractive orders of

the grating. A grating line position error, a fraction q of the grating period in magnitude,

produces a wavefront aberration in the diffractive orddr ofmq waves. The aberration

profile corresponds to the grating line error profile over the illuminated portion of the

grating. It is important tonote that thezero-order beam is not affected byeither illumina

tion effects or by grating line-placement errors. Consequently, grating aberrations do not

affect the test wavefront when the undiffracted zero order is chosen to be the test wave-

front in the interferometer.

Placing the beamsplitter before the object plane as in Figure 2-2(b) requires a small-size

radiation source and a near diffraction-limited illuminator system, neither of which are

currently available at EUV wavelengths. ThePS/PDI in Figure 2-2(a) with thebeamsplit

ter aftertheentrance pinhole may be the only practical configuration in testing EUV opti

cal systems. Although less appealing in principle, with the choiceof thezero grating order

for the test beam, the grating beamsplitter does not introduce any systematicerrors to the

wavefront measurement when the grating substrate aberrations are negligible.
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The grating transmission function is essentially binary because the material absorption is

too high for the possibility of phasegratings near 13-nm wavelength (see Table 1-1). For

typicalbinarygratings with50% openarea, the zero-order beamis about2.5 times stron

ger than the first-order beam. In choosing the zero order for the test beam, the weaker

beam is further reduced in intensity by the reference pinhole spatial filter. To improve the

fringe contrast,the open area of the gratingcan be reduced.Someof the trade-offs in bal

ancing fringe contrast with the overall efficiency of the interferometer are illustrated in

Figure 2-12. Assuming that the grating follows the entrance pinhole, the fringe contrast

and the power transmitted through the image-plane pinhole-window spatial filter are

shown for grating open areas of 20%, 35%, and 50% for cases when either the zero-order

or the first-order beams are filtered by the small pinhole. The illumination beam is
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Figure 2-12. Fringe contrast and power transmission vs. pinhole size.

The hinge contrast and the power transmission when a binary grating beamsplitter is used
after the entrance pinhole. (a) The far-field fringe contrast produced when an unaberrated
beam is spatially filtered by a circular reference pinhole at focus plotted as a function the
of pinhole diameter, (b) The firaction of the power transmitted by a two-pinhole spatial fil
ter versus diameter of the reference pinhole. The results are shown for grating open areas
of 20%, 35%, and 50%, when either the zeroth or the first diffiactive order is spatially fil
tered.
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assumed to be unaberrated and the window transmission is taken as unity. The results

depend on the sizeof the reference pinhole filter. The figure confirms that filtering of the

weaker beam, rather than the stronger beam, results in lower fringe contrast. However, in

the range of useful pinhole diameters, contrasts above 40% are possible even when the

weaker beam is filtered. The contrast can be improved at the expense of the interferometer

throughput by reducing the grating open area below 50%. The relative merit of this

depends on the dynamic rangeof the detector and on the available fiux.

2.4.4. Source Bandwidth

Thetemporal coherence of the source determines the number offringes thatcanobserved

in an interferometer. In both the conventionalPDI and the phase-shifting PDI, the test and

reference waves are spatially displaced in one direction, producing relatively high densi

ties of tilt fringes. The fringe density depends on the lateral displacement s of the refer

ence pinhole from the test-beam focus. At the wavelength X, thenumber of tilt fringes in

the far field equals 2sNA/X overthenumerical aperture NA.In the conventional PDI, the

fringe density is wavelength dependent. Consequently, relative spectral bandwidths that

are much smaller than the inverse of the number of fringes are required. In the phase-

shifting PDI with a grating beamsplitter, the focal spotseparation s produced by the grat

ingequals zK/g, where z is thedistance between thegrating andthefocus andg is thegrat

ingpitch. Thenumber offringes becomes 2sNAJK = 2(zk/g)NA/X = 2zNA/g. Thus theuse

of a chromatic beamsplitter leads to wavelength-independent fringe densities. When the

reference pinhole can be used to filter the zero grating order and the test window to trans

mit the wavelength-dependentfirst order, the temporal-coherence-length requirements are
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minimal. On the other hand, when the reference pinhole filters the first grating order, it

also serves as a monochromator for the reference beam, while the window spatial filter

does not change the temporal bandwidth of the test beam. If a broad-band source were

used, spatial filtering of the first diffractive order would reduce fringe contrast. As a

result, a relatively spectrally narrow source is needed for the PS/PDI, with the exception

of the configuration in which the grating follows the entrance pinhole and the first diffrac

tive order is used for the test beam.

2.4.5. Source Spatial Coherence

Spatially coherent radiation is required to achieve satisfactory fringe contrast inpointdif

fraction interferometry. Although undulator sources can provide sufficient coherent flux

for EUV interferometry experiments [36], only a relatively small fraction of the total nar

row-band radiation from the undulator, typically 1/10 to 1/100, corresponds to coherent

power. The coherent radiation is selected with a pinhole whose size mustbe somewhat

smaller than the coherence area of the radiation [127, 128]. In this section, the effect of

spatial coherence of the light source on the quality of the wavefront transmitted through

the pinhole is considered. Both the degree of coherence and the far-field phase of the

transmitted wavefront are investigated by using a statistical description of the radiation

fields, applicable to relatively incoherent sources.

In point diffraction interferometry, the pinhole that select the spatially coherent light is

usually placed in the object plane of the optic under test. When a condenser system with a

numerical aperture NA^ is utilized to project an image of the mostly incoherent light

source onto the entrance pinhole, the coherence area at the pinhole plane is given approx-
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imately by =X^/4NAJ^. Thus the choice ofthe condenser numerical aperture depends

on the pinhole size needed to achieve spherical illumination of the test optic, which is

about one third to one half of the resolution unit of X/NA (on the object side of the test

optic). To efficiently transfer spatially coherent radiation to the interferometer, the illumi

nator numerical aperture NA^ should be somewhat smaller than the entrance numerical

aperture NA of the test optic.

Since the entrance pinhole is not illuminated by a spatially coherent beam, theeffects of

partial coherence on the wavefront produced by the entrance pinhole warrant consider

ation. Specifically, the reduced spatial coherence may affect the fringe contrast and the

phase of thewavefront. For near monochromatic radiation of interest in point diffraction

interferometry, the partially coherent radiation is described by the mutual intensity

Ji2(Pu ^2)» given by thecross-correlation of twofields U(Pi, t) and U{P2, t), or

(2-3) ^2) = <̂ ^ (^2' 0 >,

wherethe averageis taken over time t [127,128]. The mutual intensitynormalized by the

geometric mean of the intensities/j andI2 at the two pointsP| and P2, known as the com

plex coherence factor Pi2, gives the complex degree of coherence of the light. The com

plex coherence factor, expressed as

•^12 *^12

46



ranges from 0 to 1in magnitude and is directly proportional to thecontrast of theinterfer

ence of the radiation from the two points [127, 128].To obtain high-contrast interference

in the interferometer, the magnitude of the degree of coherenceof the radiation transmit

ted through the entrance pinhole should be close to 1.

Thephase of partially coherent radiation is notdetermined from thefirst-order properties

of the light given by the mutual intensity. For radiation fields produced by an ensemble of

sources, the phasecan be understood fromthe statistical properties of the radiation fields.

The statistical description of monochromatic, linearly polarized radiation has beenused to

describe speckle patterns produced by an ensemble of scatterers [129] but canbe applied

to represent partially coherent radiation from an ensemble of mutually independent

sources. In particular, for radiation from undulator beamlines of interest here, which is

typically linearly polarized and may be spectrally narrowed with a monochromator, the

statistical description applies when the light is relatively spatially incoherent.

Given that the fields from the many individual sources in the undulator beam that contrib

ute to the total field are mutually independent and their phases are uniformly distributed

on the interval (-7C, tc), the radiation fields can be described by a circular Gaussian proba

bility distribution function [129]. In particular, the probability density function for the real

and imaginary parts ofthe complex field amplitude, and A^, isgiven by

,,,, I f
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where is the variance of and A^. On average, the field components are zero and the

intensity is 2c^. Given that the field components are related to the intensity I and the

phase 0by = V/cosG and A^ = JlsinQ, the statistics of the intensity and the phase

can be determined from the above probability density distribution. The probability densi

ties of the intensityand the phasefollow the negative exponential distribution and the uni

form distribution on the interval (-7C, TC), respectively [129].

To assess the effect of partial coherenceon the wavefrontphase, higher-orderstatistics are

needed to describethe field at multiplepoints. The probability distribution of the multiple

fields isjointlyGaussian withthecross-correlations between the different points given by

the mutual intensity [129]. The joint probability density function of the real and imagi

nary parts ofthe fields A/^ and A/ at Ndifferent points takes the form [130]

ivi fA-v(2-6) Ps,(A) =^(LAJexp ^
(27C) V 2

r" R I R I /?/twhere the fields are denoted vectorially by A = |_Aj Aj A2 Aj A^ A^^J and 7^1

is the matrix of cross-correlations of the field components. The cross correlation matrix,

related to the real and imaginary parts \Lij^ and \iij of the mutual coherence factor \iy for

points Piand Pjand to the variance ofthe individual field components, is given by
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(2-7)

0

^ R I R I
0 ^1^3^^13

2 I R I R
Gj ~^1^2^^12 ^1^2^^12 ~^1^3^^13 ^1^3^^13

^1^2M'12 '"^1^2^*'12

^1^2^12 ^1^2^12 0

0
R I

^2^3J^23 ^2^3^^23
/ R

~^2^3^23 ^2^3^23
R I R I

^1^3M'13 ~^1^3M'13 *^2^3^-23 ^2^3^*'23
I R I R

^1^3^^13 ^1^3^^13 ^2^3^*'23 ^2^3^-23 0

0

Substituting the cross-correlation matrix for fields Ax=^i* +iA/ and A2=A2^ +iA2 at two

points Pj and P2 in Equation 2-6, theprobability density becomes

2 0.

exp

(2-8) =

^Kl| **'̂ |'̂ 2l ~M'12'̂ iA2*-M'12*'̂ 1*'̂ 2
^

20102(1-k/J
4^0^02(1-iHijfJ

Using the relationships between the realandimaginary field components andtheintensity

and phase, the jointprobability density can beexpressed in terms of theintensities andthe

phases at the two points. To obtain the statistical properties of the two phases 0i and 02,

thejoint probability density for the intensities andphases canbe integrated overthe range

of values of the intensities /j and I2. The resulting joint probability density function for

the phases 0i and 02 is given by [129]

(2-9) =̂ -J^(l-P^) Ypsin'p +̂ +a/T^I,
4%
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Figure 2-13. Probabilitydensity function of the phase at two points.

The joint probability density of the phases and 62 of monochromatic, polarized radia
tion field at two points and P2 for different values of the mutual coherence factor
lil2 = 'M®xp(iVi2)-

I I 'V12where P= lfXi2lcos(0i-02+Vi2) depends on the mutual coherence factor [1^2 = 11X12! ^

The probability density function for the phase difference 02-0i, plotted in Figure 2-13, is

uniformly distributed on the interval (-7t, n) when the two fields are mutually incoherent

and becomes peaked about the mean \|;i2 ^ Ihe mutual coherence increases. In the plane

of the entrance pinhole, where the field can be thought of as a superposition of fields from

an ensemble of independent sources, the mean phase difference \|/i2, which corresponds

to the phase of the mutual coherence factor |lIi2» represents the average difference in the

phase at the points Pj and P2-

To understand the properties of the phase following the spatial filtering by the entrance

pinhole, the radiation field must be propagated to the far field where the waveffont inter-
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acts with the optic undertest. Since the entrance pinhole size typically exceeds the radia

tion wavelength, the lightpropagation can be described by scalar diffraction theory. The

far-field amplitude at a point is the superposition of the amplitudes at points

within the pinhole aperture at distances from fin- Th® Fresnel-Kjrchhoff diffraction

integral [110-111] can be written as a summation overfields at all the points in the aper

ture, namely

(2-10)
iX

m

exp

R
mn

where is the area of each integration element. Since the expansion of the fields is

linear in the fields A„, the propagation corresponds to a linear transformation with the

position-dependent weight factors in Equation 2-10. Given the field vectors

A=[Af a\ aI a[ aI a;,]'' and B=[sf b\ b[ B^ b'^\ the

propagation can be written as

(2-11) B = SA,

where transformation matrix S consists of 2x2 sub-matrices describing the coupling

between the real and imaginary components of the fields and A^^, given by

(2-12) s =-^
XR

mn

sin (2icjR^^/A.) cos {2%R^^/X)

-cos {2kR/X) sin {2%R/X)
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Given the Gaussian statistics of the radiation in the entrance pinhole plane, the statistical

distribution of thefar-field amplitudes is alsoGaussian andhasthe form of Equation 2-6.

The cross-correlation matrix Jg for the amplitudes B is related to the cross-correlation

matrix Jj^ inEquation 2-7 through the transformation matrix Sthat describes the geometry

of thepinhole aperture and thepropagation [130]. Specifically,

(2-13) Jb =

Toconsider theeffects of thesource spatial coherence on the quality of thewavefront dif

fracted by the entrance pinhole, the cross-correlation matrix of the fields in the entrance

pinhole plane must first be determined. The mutual intensity of synchrotron radiation has

beenreported for the Gaussian approximation [131]. Under this approximation, both the

positions and the angular distributions of electrons in the beam are described by two

uncorrelated Gaussians,varying along the horizontal and the vertical directionsto account

for the different beam size in the two directions in many electron storage rings. In addi

tion, the amplitude of the radiation from a single electron is also assumed to be Gaussian

at the source. For imdulator radiation in the central part of the angular distribution and at

the wavelength of the maximum brightness, i. e. for the radiation useful for pointdiffrac

tion interferometry [36], this assumption represents a goodapproximation [131].

The electron beam size and angular spread in the horizontal and the vertical directions,

corresponding the half-widths at l/Je of the maximum, are denoted by and Gy and by

G ' and G ', respectively. The parameters for the radiation from a single electron are
X y
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given by = J^/4n and = JX/L, where A, is the wavelength and L is the

length of theundulator [132]. Theoverall radiation half-widths of thebeam intensity and

its angular spreadin the horizontal and the vertical directions are givenby [132]

(2-14) Cj., = ^Ty =ijoy +oj.and

(2-15) Orx' =«/®/ +Or'̂ . °Ty' = + •

Using the radiation parameter definitions and denoting the total radiation flux by F, the

mutual intensity Jq between points (jcj, yi) and (^2, yi) the undulator source is given

by [131]

F
(2-16) *^0 ^"^1* ^1^2'̂ 2^ ~ 2 ^

4jt

exp
l/4o^,+ 2A:iAr,(1/44,-'

exp
(y,^+y2^)(l/4qr3./X^)

X

Asan example, properties of 13-nm radiation from a 8-cm-period undulator with 55peri

ods at the Advanced Light Source, used in point diffraction interferometry experiments

that are described in Chapter 3 and Chapter 5, are considered here. Using the electron

beam parameters =200 p,m, Gy = 38 |im, g/ = 18|irad, and = 9.5firad and the
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single electron radiation parameters 0;.= 19 |im and a/ = 54|Jirad [133, 134], the full

widths of the mutual coherence factor are 73 and 84 jim in the horizontal and vertical

directions, respectively. These are similar to the approximate coherence widths for an

incoherent source, given by A/2NAjc = 80 p,m and Xy2NAy = 83 p,m, where NA =

is the numerical aperture of the beam [128], The fraction of the total power that is coher

ent equals A,V(^l =0.04.

Since the source is imagedwith a condenser systemonto the entrancepinhble plane, the

mutual intensity in the plane of the pinhole relates to the mutual intensityvat the source

through a four-dimensional convolution with the condenser amplitude response function

K P) between the sourcepoint P' and the image point P [127], namely

CO

(2-17) (Pi, Pj) =JJJJ Jo (^i'. Pi)KiPi' Pi) ^ (Pi'Pi) dPidP '̂.
mmOO

The mutual intensity in the entrance pinhole plane depends on the properties of the illumi

nator system. A relatively unaberrated condenser may be expected to increase the degree

of coherence in forming the image of the source. As an angular low-pass filter, the illumi

nator system is likely to widen the spatial extent of the mutual intensity function in the

source image plane, effectively increasing the degree of coherence. However, if the con

denser has significant aberrations that cause substantial scattering of light, it may decrease

the degree of spatial coherence.
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As illustrated in Figure 2-13, the mean phase difference between any two points in the

wavefront is given by the phase of the mutual coherence factor. Equation 2-16 shows that

at the undulator source the mutual intensity is purely real. If the source size is signifi

cantly smaller than its separation from the illuminator optics, the phase of the mutual

coherencefactor ^2) is approximately zero and the meanphase difference between

any two points at the pinholeplane is also zero [127,135].

Even when the mutual coherence factor in the pinhole plane is real, the propagation to the

far field, described by Equation 2-10 and Equation 2-13, introduces a complexphase fac

tor into the mutual intensity. However, in the case of interest here, it can be shown that

this phase factor is negligible because the entrance pinhole size is significantly smaller

thanthe distance between the pinhole andthe testoptic.Giventhat the assumptions stated

here are approximately valid in point diffraction interferometry, the mean phase differ

ence between any two points on a spherical surface centered on the entrance pinhole is

zero.Thus the wavefront diffracted fromthe entrance pinhole is spherical on average and

the lackof spatial coherence of the undulator source affects only thecontrast in the mea

surement.

As an example, let us consider an undulator beam with numerical aperture NA^, uni

formly illuminating the entrance pinhole. The mutual coherence factor is assumed to be a

circularly symmetric Gaussian with a width that corresponds to the coherence size of

Ay2NAc. The calculated coherence properties of the wavefront diffracted by the pinhole

are illustrated in Figure 2-14. Figure 2-14(a) gives the mutual coherence factor between

two points Q\ and Q2 that are on the diffracted spherical wavefront at the edge of the
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angular cone defined by the numerical aperture NA of interest, as illustrated in

Figure 2-14(b). The mutual coherence factor between two points at the edge of the angu

lar cone represents the worst-case degradation in the spatial coherence over the wave-

front. The mutual coherence factor is shown as a function of the pinhole diameter,

expressed in theresolution units of the illuminator and the optic under test, or X/NA^ and

X/NA. When the pinhole diameter is smaller thanthe coherence size X/2NAc and alsosuf

ficiently small to produce a high-quality waveffont over the numerical aperture NA of

interest, the magnitude of the degree of coherence is near 1. Thus for pinhole sizes suit

able for point diffraction interferometry experiments, the source spatial coherence does

not significantly affect the fringe contrast.

Magnitude of the mutual coherence factor Ip

0.2 0.4 0.6 0.8 1
Pinholesize [X/NAJ

Figure 2-14. The calculated mutual coherence factor in the illumination wavefront.

(a) The magnitude of the mutual coherence factor between two points and 02 i" die
wavefront diffracted from a uniformly illuminated entrance pinhole as a function of the
pinhole diameter. The pinhole size is given in terms of the resolution unit for the illumina
tion beam (X/NA^) and for the diffractedbeam(X/NA). (b) The points 0| and 02 are at the
edge of the angular cone of interest, defined by the numerical aperture NA. The mutual
coherence factor at the entrance pinhole plane is assumed to be Gaussian.



In summary, the degree of coherence andthephaseof a wavefront diffracted by a pinhole

aperture illuminated with an incoherent source can be studied using the method outlined

here. In point diffraction interferometry utilizing undulator radiation having a relatively

smalldegree of spatialcoherence and an illuminator systemto imagethe source onto the

entrance pinhole, the lack of spatial coherence at the source does not significantly affect

the quality of the wavefront generated by the entrance pinhole. The surface of constant

phase of the wavefront is spherical on average, as required. With a proper choice of the

entrance pinhole size, the reduction of the interferogram fringe contrast due to the partial

spatial coherence is also not significant.

2.4.6. Systematic Coma Effect and Use of Pupil Reimaging Optics

In point diffractioninterferometry, the far-field pattern of the interferencebetweenthe test

and reference beams depends on the properties of the two wavefronts and on their spatial

separation. Because the lateral separation of the test and reference beam foci is quite

large, the fringe pattem consists mainly of tilt fringes but also contains various orders of

the coma aberration. The geometrical effect due to the beam separation is always present

even when both beams are perfectly spherical wavefronts. The magnitude of this effect

increases with the numerical aperture of the two beams and is found by considering the

optical path difference in the far-field between two laterally displaced point sources. For

source separation s, the optical path difference up to the fifth order is given by

(2-18) OPD =/NApcose-iNA^p^cose +|NA^p^cose-...l,
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where (p,0) are the normalized beam coordinates (|p|<l) over the numerical aperture NA.

The first three terms in the expansion are tilt, primary coma, and secondary coma, respec

tively. At moderate numerical apertures only the primary coma is significant. For exam

ple, at numerical aperture of 0.1 for beam spot separation of 25 X/NA at focus, the

unbalancedprimarycoma aberration is 0.25 wavepeak-to-valley and the unbalancedsecr

ondary coma is 0.0019 wave peak-to-valley. This systematic coma effect must be

accountedfor in the fringe analysis, as it is inherent to the interferometrytechnique not to

the optical system under test.

The fringe curvature can be corrected in principle with theuseof a relay optic, introduced

between the image plane and the camera, to image the grating plane onto the detector.

Reimaging optics to project an image of the pupil of the system on the detector are com

monly used in interferometry in order to minimize propagation and edge diffraction

effects in the recorded wavefronts [136, 77]. At EUV wavelengths such optics are cur

rently unavailable. If pupil reimaging were used, a well-corrected relay optic would be

neededto avoid introducing distortion into the recorded interference patternand to mini

mize the difference in the optical paths of the test and reference waves. Owing to high

fringe densities in the PDI, the two beams propagate in slightly different directions

through the relayopticand the design of a reimaging optic is quite challenging.

2.5. Data Analysis Techniques

The recorded interference of the test and reference beam must be analyzed to find the

unknown phase difference between the two waves. General expression for the intensity
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/(^» y) of a fringe pattern detected in a plane (x,y) is given by

(2-19) I (jc, y) = r (Xy y) + /" (x,y) cos (x,y) - <|>^ (x,y) + A) .

The average intensity /'(x, y) is the sum of the individual test and reference wave intensity

patterns. The fringe modulation /"(^, y) is proportional to the product of the amplitudes

of the two waves and to their degree of coherence. The modulation phase is the difference

between the unknown phase ^j(Xy y) of the test wave and the known phase (|)^(x, y) of the

reference wave. In phase-shifdng interferometry a spatially uniform variable phase offset

A can be also introduced.

The fringe analysis is performed in several stages. The phase difference between the test

and reference waves, ^j{Xy y)-<|)^(x, y), is found first. If the phase offset Abetween the test

and reference waves can be varied, numerous phase-shifting schemes that combine multi

ple interferograms can be used. For analysis of individual interferograms with large fringe

densities, Fourier transform methods are suitable. The modulo-27t raw phase difference

determined by fringe analysis is subsequently '"unwrapped" to obtain a phase difference

surface. In most interferometers, certain components of the detected phase difference are

not properties of the test optic but rather by-products of the measurement. In point diffrac

tion interferometers, they include the tilt, the defocus, and the systematic coma effect.

These factors must be removed from the detected phase difference. The final step in the

analysis is often the fitting of the phase difference to a set of polynomials, to obtain a

compact representation of the measured wavefront in terms of specific well-understood

aberrations.
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2.5.1. Phase-Shifting Techniques

Theability to vary therelative phase shiftbetween thetestandreference beams allows the

use of a powerful class of fringe analysis methods that are based on combining multiple

interferograms with different relative phase shifts [78, 137]. Forexample, recording five

interferograms in a sequence while varying the phase offset Ain increments of lUl gives

(2-20) /i (x, y) = r (x, y) +r (x, y) cos ((|) (x, y)),

I^ix^y) =/'(A:,y)-/"(x,y)sin(<t)(x,y)) ,

/g (x, y) = /' (x, y) - r (x, y) cos (<|) (x, y)) , '

/4(^,y) = I'(x,y) +/"(x,y)sin((|)(x,y)),

^5 y) = y) + >') cos ((|) (x, y)) .

The unknown phase difference (|)(x, y) can be found simply by combining the multiple

interferograms tocancel out the average background intensity /'(x, y) and thefiinge mod

ulation /"(x, y). Many different phase-shifting algorithms can be devised and optimized

for specific interferometry applications [78, 138]. One of the simplest is the Hariharan

algorithm [139, 78], which uses five interferograms with phase step of tU2 and is very

robust with respect tosensitivity inthe phase step error. The phase difference inthe exam

plefringe pattems ofEquation 2-20 given by the Hariharan algorithm is

(2-21) = tan '
2(/2(J=.y)

2/3(x,y) - (x,y) - /, (x,y)
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The challenges in phase-shifting interferometry include the complications from inaccu

ratecontrolof the phase stepsA. Theresulting errorsmaybe reducedby properchoiceof

phase-shifting algorithms [140,78]andsometimes by increasing thenumber of interfero-

grams usedin the phase calculation [141]. Analysis of phase-shifting dataseries can also

beperformed using an adaptive least-squares algorithm, modified to compensate for irreg

ular phase increments [78,142].

The primary advantage of phase-shifting interferometry relates to the fact that the phase at

each pixel is found independently of other detector pixels, allowing the effects of varia

tions in the background intensity or any fixed-pattern noise to be removed [78]. This abil

ity also improves the spatial resolution of the analysis technique, in comparisonto single-

interferogram methods such as fringe-location methods and Fourier transform methods

[98]. On the other hand, phase-shifting interferometry requires that the multiple interfero-

grams used be recorded under constant experimental conditions, i. e. unchanging interfer-

ogram intensity, fringe modulation, and detector properties. This requirement poses

demands on the stability of the light source, the interferometer mechanical components,

and the test-chamber environment.

2.5.2. Fourier TVansform Methods for Single Interferogram Analysis

Single interferogram analysis has traditionally focused on fringe location methods [98,

137], in which the fringe positions are found and the wavefront between the fringes is

interpolated. The drawback of the conventional approach is that the interpolation function

may not accurately represent the wavefront between the fringes. Fourier transform meth

ods that utilize spatial frequency carriers overcome this limitation [143-147, 78]. The
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Fourier transformtechniquesrequire relatively large densitiesof tilt fringes that serve as a

spatialfrequency carriermodulated by theunknown wavefront. Separating the spatialcar-

•¥

rier of frequency from the phase difference (|)(jc, y) in Equation 2-19, the interferogram

intensity can be rewritten as

(2-22) /{x, y) =7' (x, y) +7" {x, y) cos[2nf^ •x+<|) (j:, y) J

• X • x

= r(x,y)+c(x,y)e +c*{x,y)e

where c(x, y) =^7"(jc, y) Denoting the frequency-domain quantities by script let-

ters, the Fourier transform of the intensity is

(2-23) /(/, g) = / (/, g) + £(/-/<., g) + c* (/+/c. g) •

The unknown quantity c(jc, y) can be recovered by filtering the Fourier transform of the

intensity with a single-side passband filter centered on the carrier frequency , shifting

the filtered signal to zero frequency, and Fourier transforming back to the space domain.

The phaseof interest<|)(j[:, y) is simplythe phaseof c(x,y). The spatialfiltering in the Fou

rier domain determines the maximum spatial frequency that can be extracted from the

interferogram. The use of the passbandfilter in the Fourierdomain requires that the over

lap of the background intensity / (f, g) and the modulated carrier term g) be

minimal.
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2.53. Phase Unwrapping and Zemike Polynomial Fitting

The interferogram methods produce the modulo-27C version of the wavefiront of interest.

To find the unknown continuous wavefront surface, the 2n phase jumps must be accu

rately detected and removed. Although simple in principle, phase unwrapping can be

challenging in practice in the presence of noise and localized defects in the data. Numer

ous phase-unwrapping schemes have been devised [148]. Thekeyelement in many phase

unwrapping methods is the approach for scanning the data to detect discontinuities [148,

142]. Other path-independent techniques utilize some global information about the

unwrapped surface [148, 149]. For instance, the unwrapping of the raw phase maps can

use a highly filtered, continuous version of the phase maps as a guide to determine the

correct phase increments [142].

23.4. Zernike Polynomial Fitting

Theunwrapped phasemaps areoften fitted to a setof polynomials to obtain an expansion

of the surface in terms of specific low-order aberrations. In optical systems with circular

or annular pupils, Zemike polynomials [95-98, 119] are suitable for such an expansion.

Someproperties of Zemike poljmomials are described in the Appendix. The primary and

higher-order aberrations correspond to individual Zemikepolynomials, orthogonal overa

circle or an annulus. However, the analysis domain typically is not a circle or an aimulus

in practice, owing to the discretization of the data domain. Furthermore, the data may be

valid only over an irregular subregion of the measurement domain. Thus to obtain the

coefficients of the aberrations described by Zemike pol3momials, the fit utilizes an inter

mediate set of polynomials, orthogonal over the domain of valid data points [150, 119].
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First the orthogonal basis set is found by the Gram-Schmidt orthogonalization process,

then the data are fitted to minimize the least-squares error in the fit, and finally the inter

mediate basis set is converted to Zemike polynomials with a linear transformation.

2.5^. Removmg Systematic Coma Effect

In pointdiffraction interferometry, a systematic comaeffect is contained in thefringe pat

tern when a relay optic to image the plane of the grating on thedetector is not used. This

coma effect must be excluded from the measured phase because it does not represent an

aberration in the test optic. From Equation2-18, the ratio of the unwantedprimary coma

1 2
and the measured tilt equals -rNA . Thus whenthe numerical apertureof the systemNA

is known, the magnitude of geometrical effect is simply the measured tilt scaled by the

1 2factor -2^A .If the exact numerical aperture is not known, separate measurements with

different tilt orientations can be combined to determine the magnitude of the effect. If

needed,higher-order coma terms can be removedanalogously.

2.6. Comparison of Phase-Siiifting PDI and Conventional PDI

The PS/PDI has three major advantages over the conventional PDI. First, the beam divi

sion allows control of the relative phase between the test and reference waves. For

instance, a simple translation of a grating beamsplitter perpendicular to the grating lines

produces a relative phaseshiftbetween any two grating orders. In addition to simplifying

the fringe analysis, the phase-shifting capability removes the effects of nonuniform illu

mination of the optic and any fixed pattem noise, thus yielding improved measurement
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accuracy [78]. The second major improvement offered by the PS/PDI is its high effi

ciency. In the PS/PDI, the reference pinhole samples the center rather than the outer por

tion of the focused beam, producing an overall reference wavefront attenuation of

approximately one orderof magnitude rather thanthreeto four orders of magnitude. Thus

after accounting for beamsplitter losses, the amount of transmitted light is about two

orders of magnitude higher in the PS/PDI design than in the conventional PDL The third

benefit is the reduction of potential reference wavefront aberrations, produced when the

reference pinhole is large enough to collect a portion of the beam with significant inten

sity and/or phase variations. The reference pinhole illumination is more uniform when the

pinhole is placed in the wide central portion of the focal pattem in the PS/PDI scheme

than when it is positioned in one of the outer "rings" in the PDL

Disadvantages of the more complex PS/PDI design include the need for greater mechani

cal stability and the requirement of a more challenging alignment strategy. Also, the

phase-shifting PDI is best suited to test relatively unaberrated optical systems, while the

conventional PDI can be applied to systems with larger aberrations.

2.7. Conclusion

Point diffraction interferometry is a promising common-path technique for evaluating

wavefront aberrations in EUV lithographic optical systems. Both the conventional and the

phase-shifting point diffraction interferometers utilize diffraction from sub-resolution pin-

hole apertures to generate the necessary illumination and reference wavefronts. With the

use of diffraction from pinholes of proper size, the interferometric accuracy has the poten-
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tial to scale with the wavelength of the radiation used in the measurement. The conven

tional point diffraction interferometer is simpler and more generally applicable than the

phase-shifting design because it is not limited by the magnitude of the aberrations in the

test optic. The phase-shifting point diffraction interferometer isbest suited to testing opti

calsystems with small aberrations butoffers much higher throughput and improved accu

racy through phase-shifting.
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3 Evaluation of Zone Plate Lenses

3.1. Introduction

Diffractive zone plate lenses play animportant role in short-wavelength imaging applica

tions. Owing to their availability at moderate numerical apertures and theirgood optical

imaging performance, these lenses were chosen as the first testoptics for at-wavelength

wavefront measurements with point-diffraction interferometry at the Advanced Light

Source at Lawrence Berkeley National Laboratory [84,85].

The quality of the extreme ultraviolet (EUV) wavefront produced by several zoneplates,

fabricated with electron-beam lithography and not optimized for diffraction-limited per

formance, is considered in this chapter. The properties of the zoneplate lenses are evalu

ated near 13-nm wavelength with measurements of the far-field intensity [151] and with

wavefront characterization by conventional point diffraction interferometry [85, 87]. The

diffracted far-field intensity from the zone plates contains significant modulation that is

consistent withthe presence of zoneplacement errors in the zone plates. The interferome

try measurements indicate a small amount of low-order phase aberrations in the diffrac

tive lenses.
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3.2. Zonal Placement Errors in Zone Plate Lenses

To achieve good optical performance, the zone plate features must be accurately defined

over the sizable area of the zone plate [152]. Here the effects of zone placement fabrica

tion errors on the performance of zone plates are investigated. Experimentally observed

zone-plate diffraction patterns are compared to calculated profiles for different zone

placement errormodels to estimate themagnitude of zonal placement errors.

3.2.1. Experimental Observations of Far-Field Intensity Patterns

Measurement of the far-field diffraction pattem of a zone plate optic, performed at beam-

line 9 at the AdvancedLight Source at LawrenceBerkeley National Laboratory, is sche

matically represented in Figure3-1.The experiment is operated witha narrow-band beam

at an adjustable wavelength near 13 nm. The zone plate is illuminated with a spatially

coherent spherical wavefront from a pinhole source located 2.4 m from the zone plate.

The diffractedlight is recorded approximately 10 cm from the zone plate with an extreme

ultraviolet charge-coupleddevice (CCD) camera with 1024x1024pixels and area of one

square inch [153,154].

The zone plate optics tested in this study consist of an electroplated nickel absorber layer

on a silicon nitride membrane, patterned with electron-beam lithography. The 200-|im-

diameter opticswith611 zoneshave an 80-nm-wide outerzone. The first diffractive order

has a numerical aperture of 0.08 and a focal length of about 1.2 mm at the 13-nm wave

length. Some of the zone plates have an annularaperture with central obscuration ratio of

0.3 to allow separation of the first diffractive order with an order-sorting aperture placed
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entrance pinhole
spatial filter

zone order-sorting
plate aperture

Figure 3-1. Measurement of a far-field diffraction pattern from a zone plate.

Measurement of the far-field intensity in the first diffractive order of a zone plate lens. The
entrance pinhole spatial filter provides a spherical illumination beam and the order-sorting
aperture filters unwanted diffractive orders.

between the zone plate and its first-order focus. The order-sorting aperture is a

SO-jXm-diameter pinhole, placed on the optical axis approximately 1 mm from the zone

plate optic.

In the fabrication process, the zone plates are defined by exposure of a resist material with

an electron beam. Each annular zone is approximated by many rectangular regions,

placed at a specified angular orientation and distance from the zone plate center. The

exposure begins at the zone plate center and continues radially outward until the entire

pattern is written. The stage on which the zones plate samples are mounted during expo

sure has been characterized [155] and is known to drift slowly due to temperature

changes. Because the zone plate exposure typically requires about twenty minutes, the

position of the electron beam is corrected with the help of alignment marks several times

during the writing process to compensate for the stage drift. Since the zone plate lenses

considered here were fabricated, the writing errors have been significantly reduced [156].



Diffraction intensity patterns of a number of zone plate optics both with and without

order-sorting apertures were observed. When no order-sorting aperture is used, the unde-

viated zero diffractive order at the center of the diffraction pattern must be blocked to pro

tect the detector. The detector captures the +1 and -1 diffractive orders which interfere

because of their spatialoverlap and similar intensities.This high-frequency interference is

beyond the resolution of the detector. For zone plates with no central stop, otherdiffrac

tive orders also contribute to the detected pattern. When an order-sorting aperture is uised

in combination with a central zone plate obscuration, only the first diffractive order is.

recorded by the detector.

Figure3-2(a) illustrates diffraction from a zoneplate with no order-sorting aperture. The

center of the detector is protectedwith a beam stop held by four wires visible in the figure.

The detected intensity profile is relatively smooth but contains a distinct ring structure

that occurs at the radial positions at which the electron beam was realigned during fabri

cation. The observed intensity structure indicates that stage realignment results in abrupt

errors in the zone definition.

Zone placementerrorsare alsoevidentin the far-field intensity patternsof the firstdiffrac

tive order of annular zone plates shown in Figure 3-2(b), (c) and (d). The patterns lack the

abrupt errorsshown in Figure 3-2(a) butcontain stronghigh-frequency modulation that is

not explained by residual low-order aberrations. In addition, the modulation is most pro

nounced along one radial direction and relatively smoother along the direction perpendic

ular to it. This asymmetry is consistent with the drift of the sample stage along one

direction during fabrication. In addition, each of the measured zone plates has a unique
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Figure 3-2. Measured far-field intensity patterns from zone plates.

The measured far-field intensity patterns from four different zone plates, (a) Interference
of all diffractive orders from a zone plate indicates relatively abrupt errors in the zone
placement (b)-(d) First-difrfactive-order light from annular zone plates contains intensity
variations consistent with the presence of zone errors. The intensity profiles through the
zone plate center are shown for horizontal and vertical directions.

diffractionpattern that can be attributed to zonal errors rather than inherent zone plate dif

fraction effects. These measurements reveal the presence of zonal errors that can be

understood in terms of the known properties of the electron beam writing tool used to

define the zone plate pattern.



3.2.2. Calculations of Zonal Error Effects

To verify that errors in zonal positioning produce strong intensity variations in the far

field, the effects of sucherrors on the far-field diffraction were calculated. The goalof the

calculations is to obtain a quantitative measure of the observed zonalerror magnitude as

well as to understand the effect of the manufacturing errors on the performance of the

optics.

The calculation parameters are chosen to reproduce the experimental conditions. It is

assumed that the zone plates are illuminated with a monochromatic, spatially-coherent,

plane wave at the wavelength of ^ = 13 nm. Owing to the relatively low numerical aper

ture of thezone plates considered and to thefact that zone plate features aresignificantly

larger than the wavelength, scalar diffraction theory in the Fresnel approximation is

applied in the calculations [110, 111]. As a good first-order model, ideal binary zone

plates that consist of infinitely thin alternating transparent and opaque regions are

assumed. The effects of finite zoneplatethickness havebeenconsidered elsewhere [157].

For thecalculation parameters of interest, a large number ofdatapoints is needed to accu

rately represent the zone plate transmission function across the aperture. One computa

tional difficulty is the order-sorting aperture that necessitates calculation of the field in

intermediate plane of theorder-sorting aperture before the field due to the first diffiractive

ordercanbe found at theplane ofthe detector. In these calculations, errors with azimuthal

symmetry are considered in order to significantly reduce the computational load.

Although errorsin theradial direction donot describe two-dimensional errorsin real zone
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plates, they are representative of the effects along the direction where the two-dimen

sional errors are most pronounced.

To model the actual fabrication errors, two types of zonal errors are considered here. The

properties of the zone plates with errors are compared to the properties of an error-free

binary zone plate [152] with n*^-zone transition at aradius defined by where/is

the focal length of the first diffractive order.

The first error model represents random fluctuations in zone positioning that can result

from sample vibrations or round-off errors in the digital representation of the zone plate

position during fabrication. In thismodel, thepositions of zoneradii areassumed to have

random fluctuations, described by a uniform distribution of width 6. Multiple realizations

of the errors are needed to characterize the average behavior of the random errors.

The second type of error attempts to model the stage drift and realignment, which occurs

along one cartesian direction, by an error along the radial coordinate. In this "drift-reset"

model, the zone plate is divided into p annular regions (p > 2). Within each region, the

zone radii have an additional drift term, linear in the radius, that reaches a maximum

radial displacement jx, and is reset to zero at the inner boundary of each region.

To determine the diffracted field, straightforward numerical integration of the Fresnel

integral over a nonuniform grid in the plane of the zone plate aperture is employed. To

accurately capture the zone edge positions, each zone is represented by a separate grid,

uniform in the radial direction. A uniform grid across the entire zone plate aperture may
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not adequately describe the zone transitions. In fact, it may represent a zone plate with

small amount of random error in the zone widths.

0 0.2 0.4 0.6 0.8
Radius [cm]

0 0.2 0.4 0.6 0.:
Radius [cm]

= 40 nm

= 3

0 0.2 0.4 0.6 O.i
Radius [cm]

Figure 3-3. Calculated far-field diffraction patternsfrom zoneplates.

(a) Calculated far-field first-diffractive-order intensity and phaseof a zone plate with no
zone placement errors. Calculated far-field first-diffractive-order intensity and phase of
zone plates with (b) random errors in zone edge positions and (c) with three regions of
zoneedgedriftwithreset. The errorparameters 5 and |i in (b)and(c) equalonehalf of the
outer zone width. Two-dimensional intensity patterns as well as the intensity and phase
profiles along the radial direction are shown.



3.2.3.Zone PositioningErrors and Far-Field Diffi*action

The diffracted fields from 200-nm-diameter zone plate optics with the two types zonal

errors were calculated and compared to the diffraction from a zone plate with no zonal

errors. Shown in Figure 3-3(a) are the intensity andthephase of the first diffractive order

of an ideal annular,zoneplate at the distance of 10cm fromthe zone plate. The intensity

pattern exhibits edge diffraction effects but is relatively smooth across thebright region.

Theon-axis order-sorting aperture causes smallamount of spatialfiltering of the first-dif-

fractive order but does not produce significant far-field intensity modulation.

Figure 3-3(b) and (c) gives the calculated properties of the first diffractive orderfor annu

lar zoneplateswith zoneplacement errors. Figure 3-3(b) showsthat randomerrors in the

zoneedges produce a random modulation pattemin the far-field intensity and phase.The

•I2O.45
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5 0.2

yangpin.^rXPCS. i

drift-reset error, pf3

drift-reset error, pf5
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Peak-to-valley error 6 or p [fraction of A r]

Figure 3-4. Calculated rms variation in the far-field intensity.

The calculated rms variation in the far-field intensity of the first diffractive order vs. the
peak magnitude of the zone placementerror, given by parameters 5 and p, for several
error models.
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drift-reset errors cause abrupt transitions in the far-field intensity and phase at the error

reset radii, as indicated in Figure 3-3(c). In Figure 3-3(b) and (c) the magnitude of the

error parameters 5 and p is 40 nm, or one half of the 80-nm outer zone width Ar. The

intensity is normalized to be unity at the zone plate and the curvature is removed from the

far-field phase.

The calculations show that the far-field intensity modulation, which can be me^ured, is

quite sensitive to zonal errors. Although the exact zonal error pattem cannot be deter

mined from a far-field intensity measurement, the error magnitudecan be estimated from

the variation in the measured intensity. Figure 3-4 shows the computed rms variation in

the normalized far-field intensity of the first diffractive order for several error models as a

function of the peak-to-valley errorparameters 6 and p. For the random errormodel, the

curve represents the ensemble average of the rms intensity variation. The intensity, nor

malized to unity average, was considered in the illuminated region of the zone plate dif

fraction pattem. Approximately 4000 points along each cartesian direction, needed to

Zone

plate
Measured rms variation in

normalized intensity
Estimated peak error

[fraction of Ar]

A 0.44 0.53 ±0.10

B 0.30 0.30 ±0.06

C 0.36 0.41 ±0.09

D 0.37 0.43 ±0.09

E 0.31 0.32 ±0.06

Table 3-1. Estimated zonal errors in several zone plates.

The peak magnitudeof the zone positioning error as a fraction of the outer zone width
(Ar = 80 nm) estimated from the variations in the far-field intensity.
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adequately sample the intensity pattern, were used to estimate the intensity fluctuations.

The intensity variation, which is nonzero even for zone plates without errors due toedge

diffraction effects, increases with the zonal errormagnitude. Because the different types

oferrors produce similar rms intensity variations, the peak magnitude of the error in the

zone edge position can beestimated from the measured rms far-field intensity variation,

as illustrated in Table 3-1 for five different zone plates. The measured and calculated

intensity variations were compared at the same **pixel density". These estimates indicate

that the peak zone positioning errors inthe measured zone plate optics are on the order of

four tenths of the outer zone width, or about 30 nm.

3.2.4. Zonal Errors and Optical Performance

Toevaluate the effectof zoneplacement errors on the performance of zoneplates, focus

ing properties and first-order diffraction efficiencies were calculated for zone plates with

random zoneedgeerrors and with zoneposition driftwith reset

In zoneplateswithseveral hundred zones, random errors in thezoneedgeplacement rep

resent relatively high spatial frequency errors. These errors reduce the peakintensity of

thepoint spread fonction butdo notwiden thecentral peak. In imaging applications, these

errors do not significantly affect the best resolution but do reduce the image contrast.

Abrupt errors in the zone placement at several radial positions produce aberrations with

mid-spatial-frequency content. Although these aberrations do not widen the centralpeak

of the point spread function, they may scatter a considerable amount of energy near the

point spread function center. Consequently, such errors may significantly degrade imag

ing of objects with dimensions near the resolution limit. The normalized peak intensity of
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Figure3-5. Calculated Strehlratio of zone plates with errors.

The Strehl ratio at focus of the first diffractive zone plate order plotted as a functionof the
peak magnitude of the zone placement error, given by parameters 6 orp, for several error
models.

the point spread function, or Strehl ratio [95], is degraded similarly byboth types ofzone

placement errors, as shown inFigure 3-5 for random errors and for drift-reset errors with

three and five drift regions.

In some applications, the diffraction efficiency of zoneplate optics with zonalerrorsmay

be of interest. The calculations show that the diffiraction efficiency into the first diffractive

order is strongly affected by random zone placement errors but only slightly changed by

drift-reset type errors. For example, the first-order diffraction efficiency of an annular

zone plate described in this study is reduced by about 1% for drift-reset type errors with

three to five drift regions and an error magnitude of |i = 80 nm. By contrast, random

errors of the samemagnitude (6 = 80 nm) reduce the first-order diffraction efficiency by

about 22%. Here the diffraction efficiency is defined as the fraction of the radiation that
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passes through the order-sorting aperture. With this definition, the calculated diffraction

efficiency ofa zone plate with no zonal errors is within 0.2% ofthe theoretical value of

1/7C^. The calculateddiffraction efficiencies are consistentwith the understanding of zonal

errors in terms of spatial frequencies. The high-spatial-frequency random errors cause

higher-angle scattering and more scattering loss than the drift-reset type errors that con

tainmostly mid-spatial frequencies andscatter into moderate angles.

3.3. Point Diffraction Interferometry of Zone Plate Lenses

Thelow-order phase aberrations in the zone plate lenses were evaluated with theconven

tional point diffraction interferometer near 13-nm wavelength. The measurements indi

cate near diffraction-limited quality of the wavefiront in the first diffractive order. These

initial measurements have also confirmed the applicability of point diffraction interferom

etryto testing neardiffraction-limited optics at EUV wavelengths [84, 85,87].

3.3.1. Interferometry Results

Theconventional point diffraction interferometry experiment utilizes a modified version

of thezone plate measurement configuration shown in Figure 3-1. The zone plate is illu

minated with a spatially-coherent, spherical, narrow-band beam from a 120-lLim-diameter

pinhole located 2.4m from the 200-|im-diameter zone plate. The interferometry is per

formed on the first diffractive order of the annular zone plate, isolated with an order-sort

ing aperture, operated at a demagnification of 2000 and an image-side numerical aperture

of about0.08.The semi-transparent pinholemembrane, required for the generation of the

reference wavefiront and the simultaneous transmission of the test beam as shown in
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Figure 2-1 on page 19, is placed near the focus at 1.2 mm from the zone plate. The beam

interference is recorded at 10 cm from the zone plate with an EUV COD camera.

An example of the characterization of zone plate lenses with the point diffraction interfer

ometer is presented in Figure 3-6. Additional measurements on zone plates are discussed

elsewhere [142, 85]. Figure 3-6(a) shows five interferograms recorded at 12.9-nm wave

length in testing of an annular zone plate lens. The interferograms were analyzed with the

Fourier transform method for static fringe pattern analysis [143-146] and the resulting

wavefront phase was fit to a set of 37 annular Zemike polynomials [97] with 30% central

obscuration, matched to the zone plate aperture central stop. The average wavefront aber

ration map, without the piston, tilt, defocus, and systematic coma terms, is given in

Figure 3-6(b). The Zemike annular polynomial coefricients are plotted in Figure 3-6(c).

The indicated uncertainty of each coefficient is the standard deviation of the coefficients

determined in the five different measurements. The rms and peak-to-valley aberrations are

0.14±0.02 and 0.72±0.08 wave at 12.9 nm, respectively. These small measured aberra

tions are indicative of good imaging capabilities of the zone plate lens as well as of the

subnanometer resolution and precision of the interferometer.

33.2. Understanding of the Measured Astigmatism

The dominant aberration found in the measurements is 0.27 wave of astigmatism, given

by annular Zemike coefficients 4 and 5. Neither the measured tilt of the zone plate with

respect to the optic axis nor the estimated zone plate ellipticity of 10"^ can account for

this amount of astigmatism. Some of the astigmatism may be attributed to the zone posi

tioning fabrication errors observed in these zone plates (see Section 3.2.1). Although zone
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Figure 3-6. Wavefront aberrations of a zone plate lens.

Aberrations of an annular zone plate lens measured at 12.9-nm wavelength, (a) Five mea
sured interferograms were analyzed to determine (b) the average wavefront and (c) the
corresponding Zemike annular polynomial coefficients.



placement errors produce mostly high spatial frequency aberrations, their magnitude

changes through two azimuthal cycles in the zone plate aperture from the drift of the sam

ple stage during fabrication. This two-cycle variation can potentially contribute to low-

order astigmatism. However, in addition to the astigmatism in the optic, some of the astig

matism originates from an imperfect reference wavefront, produced when the reference

pinhole is too large to generate a spherical reference wavefront. Since the fringe analysis

is based on the assumption of an ideal reference wavefront, reference wave aberrations

contribute additively to the measured wavefront error. A large pinhole placed in the outer

portion of the focal pattem will sample fields that vary most rapidly along the radial direc

tion of the focal pattem, defined by the pinhole and the focal center. Consequently, an

oversize pinhole may produce astigmatism in the reference wavefront oriented along this

direction, which is orthogonal to the direction of the far-field interference tilt fringes.

For the optical system in this study, with a 30% obscured annular aperture and a numeri

cal aperture of 0.08 at the operational wavelengthnear 13nm, the diameter of the diffrac

tion-limited central focal disk is 175nm. As discussed in Chapter 2, the reference pinhole,

which must be smaller than the"diffraction-limited spot size, should be less than 80 nm in

diameter to generate a good spherical reference wavefront Because such small pinholes

were unavailable, the measurements were performed with an oversize reference pinhole

about 200 nm in diameter. In the five measurements considered here, the reference wave-

front contains unwanted aberrations, revealed in the correlation between the measured

astigmatic direction and the fringe direction normal shown in Figure 3-7(a). The angular

offset between the two directions indicates that both the reference wave and the test optic

contribute to the measured astigmatism. Assuming that in each measurement the astigma-
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Figure 3-7.Astigmatism in the reference wavefront.

(a)Correlation between thedirection of themeasured astigmatism and theinterferogram
fringe direction normal in five measurements of the same lens, (b) The magnitude of the
measured astigmatism follows thecalculated astigmatism inthereference wavefront.

tismconsists of a fixed component due to the test optic and a variable component along

the fringe normal due to the reference wavefront, the test and reference wave contribu

tions can be estimated by niiniinizing the least square deviations from this model. The

magnitude of themeasured astigmatism, which contains thetestandthereference compo

nents, as well as the calculated reference-wave astigmatism are compared in

Figure 3-7(b). The calculated residual astigmatism in the test optic is 0.23±0.02 wave at

13 nm, with peak at an angle of 115±5°. The reference wavefront astigmatism is on the

order of 0.1 wave, or about0.04 wave rms. Althoughthe reference wavefrontastigmatism

is significant here, this source of systematic error can be made negligible when a proper-

size reference pinhole is used.
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3.4. Conclusions

The properties of diffractive zone plate lenses with numerical apertures comparable to

those of reflective optical systems for EUV lithography have been assessed with wave-

front transmission and phase measurements near 13-nm wavelength. The measured far-

field diffraction patterns from the zone plate optics indicate the presence of small zone

placement errors. Scalar diffraction calculations of zonal errors confirm that the modula

tion in the far-field intensity is a sensitive indicatorof even relatively small zone position

ing errors. The comparison of the calculated zone error effects with the measured zone

plate intensities shows that theunoptimized zone plate optics, with several hundred zones

and an 80-nmouterzone width, havepeakzonal placement errors on the order of 30 nm.

The random errors in zone positioning correspond to relatively high spatial frequency

errorswhile abrupt errors at few radial positions areprimarily mid-spatial frequency aber

rations.

The characterization of the low-order aberrations in an annular zone plate lens with the

conventional point diffraction interferometer reveals wavefront quality near the diffrac

tion limit at 12.9-nm wavelength. A smallamountof astigmatism, about 0.04 waverms,

in the measured wavefront can be attributed to imperfections in the diffractive reference

wavefront, produced by oversize reference pinholes. Overall, the wavefront measure

ments of diffractive zoneplate lenses have demonstrated the usefulness of pointdiffrac

tion interferometry in testing near diffraction-limited optics with numerical apertures

around 0.1 at EUV wavelengths.
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4 Evaluation of the Phase-Shifting Point
Diffraction Interferometer with \lsible Light

4.1. Overview

The phase-shifting point diffraction interferometer is suitable for testing near diffraction-

limited optical systems over a wide range of wavelengths, from visible to x ray. Before

the implementation of this novel interferometer [107, 87] for at-wavelength characteriza

tion of the extreme ultraviolet (EUV) lithographic optics, the qualification of its proper

ties was required. A prototype interferometer system using visible light was constructed

to verify thecapabilities of the new design and to devise a proper alignment strategy for

the EUV system.

4.2. Description of the Visible-Light Interferometer

In thisproof-of-principle experiment, several versions of thephase-shifting pointdiffrac

tion interferometer (PS/PDI) that incorporate a transmission grating beamsplitter have

been constructed and tested. Two examples of the possible interferometer configurations

are given in Figure 2-2 on page 21. The interferometer has been employed to measure

aberrations in a numberof test optical systems, including microscopeobjectives and cam

era lenses. The simplicity of the design allowed relatively quick construction using
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readily available components and equipment. In this chapter, few examples of the mea

surements that have confirmed the usefulness of the interferometer are presented.

4.2.1. Interferometer Components

The light source used in this experiment is a low-power helium-neon laser, producing a

single spatial mode at 632.8-nm wavelength. The laser light is collected with a lens and

focused onto the objectplane of the optical systemunder test. To match the properties of

the test optics,different lenses can be usedto control the numerical aperture of the illumi

nation beam. Commercially available laser-drilled pinhole apertures are utilized for the

single-pinhole and the two-pinhole spatial filters in the object and image planes. The

entrance pinhole size is chosen to coherently overfill the numerical aperture of the test

optic and the sub-resolution reference pinhole size is selected to provide a strongly spa

tially filtered reference wavefront. A coarse Ronchi ruling on a glass substrate serves as

the grating beamsplitterand phase-shifting element. The interference fringe pattems are

detected with a 512x512 pixel, 6.2x4.6 mm^, 8-bit, charge-coupled device (CCD) cam

era. This PS/PDl experiment is performed on an optical bench for stability but no mea

sures are taken to isolate the system from thermal fluctuations or air turbulence.

4.2.2. Alignment Considerations

The interferometer requires the alignment of the focused beams with the pinhole apertures

in the object and imageplanes of the test optic. In this experiment, alignment strategies

both with and without reimagingoptics have been employed. The reimaging optics allow

the observation of any plane of interest along the beam propagationdirection, such as the
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plane ofthe pinhole apertures or the pupil plane ofthe test optic. The image ofthe desired

plane facilitates the alignment task by allowing the positioning ofthe pinhole apertures

with respect to the beam foci in the image plane, for instance. Since reimaging optics are

not readily available at EUV wavelengths, alignment schemes that utilize only the far-

field pattem at the CCD detector have also been tested. Both approaches are greatly sim

plified when the object and image-plane pinhole apertures rest on kinematic mounts that

allow repeatable placement of the pinholes in the beam. The techniques investigated in

this prototype system have influenced the alignment procedure in the EUV implementa

tion of the interferometer, described in Chapter 5.

43. Verification of Interferometer Capabilities

Without the capacity to independently verify the measurements, several consistency

checkswere devisedin order to assess the interferometer performance. The detectionof a

known aberration and the characterization of an optic at several rotational orientations

with respect to the interferometer have allowed the evaluation of the quality ofthe wave-

front measurement.

The measurement consistency can be validated by repeated measurements of the test

waveffont containing varying amounts of the defocus aberration. The defocus can be

introduced simply bythe translation ofthe image-plane spatial filter along the optic axis.

Using the interferometer configuration in Figure 2-2(a) on page 21, this experiment has

been performed in the evaluation of a photographic camera lens, operated at an approxi

mate demagnification of 7 and an image-side numerical aperture of about 0.15. The test

87



optic is illuminated from a lO-pm-diameter single pinhole in the object plane. The beam

is divided by a 100-pm-pitch grating beamsplitter, placed between the object plane and

the optic, that provides focal spot separation of about 90 pm in the image plane. The test

and reference beams are selected with a two-pinhole image-plane spatial filter, consisting

of a 100-pm-wide window and 2-jxm-diameter pinhole about 50 pm from the edge of the

window. Both sub-resolution pinholes are significantly smaller than the diffraction-lim

ited focal diameters of 35 pm and 5 pm in the object and image planes, respectively.

In two separate measurements, illustrated in Figure 4-2, the focus was changed from

-0.11 wave to -0.42 wave at 632.8 nm by translation of the image-plane filter by about

35 pm along the optic axis. The larger defocus corresponds to roughly 3.4 times the clas

sical focal tolerance of 0.125 wave [95, 121]. While the recorded fringes are relatively

straight near focus, as seen in Figure 4-2(a), the fringe curvature increases with the defo

cus magnitude, as shown in Figure 4-2(b). However, the added defocus in the wavefront

does not significantly affect the residuals low-order aberrations of interest, also presented

in Figure 4-2. ^thout the piston, tilt, and defocus terms, the overall difference in the two

wavefronts, reconstructed from the Zemike polynomial fit to the raw phase, is 0.004 wave

rms and 0.040 wave peak-to-valley. This consistencyin the measured wavefrontobserved

even at a relatively large defocus, indicates adequate spatial filtering by the reference pin-

hole in the image plane.

The measurement capability of the interferometer can also be assessed by wavefront eval

uation for several rotational orientations of the test optic and the interferometer compo

nents. In principle, the measured wavefront rotates with the orientation of the test optic

88



rms 0.098 X
pv 0.548 X

rms 0.099 X

pv 0.551 X
— 0.1

— 0.0 d,

B- -0.1 a

Figure 4-1. Introduction of defocus into the tested wavefront.

The measurement ofphase aberrations ina camera lens at two different axial positions of
the image-plane spatial filter. The pinhole translation influences the fringe curvature as the
defocus is changed from (a)-0.11 wave to (b)—0.42 wave at 632.8-nm wavelength. The
measured wavefront phase within a numerical aperture of about 0.15, without the piston,
tilt, and defocus terms, is not significantly affected.

but is unaffected by therotation of the interferometer elements. This experiment involved

the measurement of a 4x microscope objective lens, operated at a demagnification of 10

andan image-side numerical aperture near0.11, in order to emulate the lOx-demagnifica-

tion Schwarzschild system later tested at EUV wavelengths. A 100-|im-pitch beamsplitter

grating is placed upstream of the object plane, following the configuration shown sche-



matically in Figure2-2(b) on page21.Theentrance pinhole filter in the objectplanecon

tains a 20-|im-diameter sub-resolution pinhole to produce spatially coherent illumination

of the optic and a 1-mm-wide window to transmit the second beam. The spatial filter in

the image plane consists of a 2-iim-diameter reference pinhole and a 100-^im-wide win

dow to transmit the test wave. The separation of the test and reference wave foci in the

image plane is approximately 100 \im. The fringe patterns are detected approximately

2 cm from the image plane.

To assess the repeatability and self-consistency of the measurements, the microscope

objective was first measured with three different azimuthal orientations of theobject and

image plane spatial filters. Subsequently, the aberrations were remeasured twice with the

optic rotated counterclockwise by 89® and 181® with respect to theoriginal orientation. In

the rotation of the various interferometercomponents,care was taken to measure the aber

rations at approximately the same pointin the field of view. Therecorded fringe patterns

and the image-plane pinhole filter orientations in the five measurements are given in

Figure 4-2(a) and (b) respectively. The measured low-order aberrations, without the pis

ton, tilt, defocus, andsystematic comaterms, reconstructed from a Zemike polynomial fit

to the raw phase data, are illustrated in Figure 4-2{c). The measured wavefront phase is

notsignificantly affected bythe rotation ofthe spatial filters and follows the orientation of

theoptic, indicated by an arrow in Figure 4-2(c). The wavefront aberrations of this optic

obtained in the five measurements are 0.029, 0.027, 0.028, 0.024, and 0.29 wave rms at

632.8 nm, respectively. The rms difference between the any two of the measured phase

maps ranges from 0.004 to 0.008 wave, indicating self-consistent agreement to approxi

mately X/125.
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Figure 4-2. Consistency measurements with the rotation of interferometer components.

(a) The interferograms from five measurements of a microscopeobjectivelens recordedat
632.8 nm for several orientations of the pinhole filters and the test optic, (b) The orienta
tion of the image-plane spatial filters in the measurements, (c) The wavefront phase
extracted from the interferograms follows the rotational orientation of the test optic, indi
cated by the arrow. In the fourth and the fifth measurements, the rotations of the optic are
89® and 181® counterclockwise with respect to the first three measurements.
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Figure 4-3. Aberrations in a microscope objective.

(a) The average wavefiront aberrations measured in a microscope objective lens at a wave
length of 632.8 nm and (b) the corresponding Zemike polynomial expansion.

The average phase aberrations of the microscopeobjectiveand the correspondingZemike

polynomial coefficients are given in Figure 4-3(a) and (b). The average waveffont error of

0.027±0.002 wave rms and 0.144±0.012 wave peak-to-valley reveals the ability of the

interferometer to characterize nearly diffraction-limited optics. The standard deviation of



the five measuredrms wavefront aberrations corresponds to repeatability of ±0.002 wave

rms at 632.8-nm wavelength.

4.4. Conclusions

The phase-shifting point diffraction interferometer has been demonstrated toconsistently

characterize aberrations in near diffraction-limited optical systems with numerical aper

turessimilarto those of multilayer-coated reflective optics usedinEUV projection lithog

raphy. The measurement repeatability of a prototype interferometer system is ±0.002

waverms at 632.8 nm.The self-consistency of the interferometry, assessed with through-

focus measurements and with wavefront evaluation at different azimuthal orientations of

the interferometer components and of the test optic, is better than 0.008 wave rms.

Although theproof-of-principle experiments have utilized visible light, comparable capa

bilities are expected at EUV wavelengths because the accuracy of the point diffraction

interferometer has the potential to scale withthe operational wavelength.
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5 At-Wavelength Interferometry of a
Schwarzschild Optic for EUV Lithography

5.1. Overview

At-wavelength wavefront characterization plays a key role in the development of near dif

fraction-limited optical systems for extreme ultraviolet (EUV) lithography. The phase-

shifting point diffraction interferometer for wavefront measurements at EUV wavelengths

has been implemented and used to evaluate a lOx-demagnification, multilayer-coated,

Schwarzschild objective, designed for a prototype EUV lithography exposure tool.

In this chapter, the interferometer system implementation is described, including the light

source and the illuminator, the Schwarzschild test optic, and the interferometer compo

nents. Subsequently, some of the results of the wavefront measurements of the test optic

performed at 13.4-nm wavelength are presented. Then, the quality of the measurements is

evaluated with numerous experiments designed to reveal the interferometer capabilities.

The interferometer stability, the illumination and reference wavefront quality, the align

ment sensitivity, and the measurement repeatability and accuracy are considered.

5.2. Light Source and Beamline Optics

The phase-shifting point diffraction interferometer (PS/PDI) for at-wavelength testing of

EUV lithographic optics operates at the undulator beamline 12.0 at the Advanced Light
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Source (ALS) at Lawrence Berkeley National Laboratory. The properties of the electron

storage ring and the undulator magnet structures at the ALS have been described previ

ously [36, 133, 158]. The undulator source and the beamline optics are depicted in

Figure 5-1. The 8.0-cm-period undulator magnet structure of iV=55 periods provides

high-brightness, extreme ultraviolet radiation, tunable from 5 nm to 25 nm in wavelength

and linearly polarized with the electric field vector in the horizontal plane. The grazing-

incidence beamline optics include a grating monochromator, used to select the desired

wavelength, and a Kirkpatrick-Baez (K-B) illuminator [15],designed for optimum transfer

of spatially coherent radiation to the interferometer.

ALS undulator grating K-B focusing EUV
monochromator system interferometer

photons
elections % eat

Mh=1/60

Figure 5-1. Schematic of ALS beamline 12.0.

Components of the undulator beamline 12.0 at the Advanced Light Source. Hie mono
chromator is used for wavelengthselection.The K-B illuminator, in combination with the
monochromator, imagesthe undulator sourceontothe entranceplane of the interferometer
endstation with demagnification by a factor of 60.

The beamline entrance apertures select the central radiation cone [36] from the undulator

with relative spectral bandwidth of UNand divergence half-angle of 77 jixad. At the undu

lator, the beam is roughly 400 pm by 80 pm (horizontal by vertical) in size. The first mirror

in the beamline reflects the desired extreme ultraviolet radiation and filters out higher-

energy photons in order to reduce the heat load on the subsequent beamline optics. The
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monochromator, consistingof a curved mirror and varied line-spacegrating, then forms a

verticallydemagnified image (by a factorof -10) of the undulatorsource at its exit slit. The

exit slit is used to select the desired wavelength and bandwidth from the first diffractive

grating order. As designed, the full-width half-maximum. (FWHM) beam spectral band

width Ak is proportional to the monochromator exit slit width As, namely

AX [nm] = 0.762 As [nun] [159]. This allows adjustment of the relative spectral bandwidth

of the radiation from 1/55, the bandwidth in the central radiation cone, to roughly 1/1000.

The K-B illuminator consists of two adjustable curved mirrors and a fixed, flat, steering

mirror between them. The first curved mirror produces a vertical image of the exit slit (with

a demagnification of ~6), while the secondcurvedmirror forms a horizontal image of the

undulatorsource (demagnified by -60) at the illuminatorfocus.The image-sidenumerical

aperture (NA) of the K-B system is 0.01 in both directions. However, to minimize the

effects of imperfections at the mirror edges, only 0.005 numerical aperture is filled with

the central radiation cone. Because the exit slit is reimaged at the interferometer entrance

plane, an entrance pinhole, placed at theK-Bfocus, canprovide further monochromatiza-

tion of the radiation when its size is smaller than the demagnified exit slit width.

Figure 5-2depicts thebeamproperties atthe K-B focus measured at 13.4-nm wavelength.

Figure 5-2(a) shows the beam profile in the vertical directionfor several monochromator

exit slit widths,measuredby scanning a 1.3-iim-diameter pinholein the beam.As the exit

slit is closed to decrease the spectral bandwidth, the vertical beam size decreases. How

ever, due to the aberrations in the K-B illuminator, the vertical beam size is larger than the

demagnified exit slit width for the exit slit widths below about 60 |xm.The horizontal beam
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Figure5-2. Profile of the K-B illuininator focus.

(a) Measured flux transmitted through a 1.3-nm-diameter pinhole, placed at the focus of
the K-B illuminator, as a functionof the verticalpinhole positionand the size of the mono-
chromator exit slit.The corresponding FWHM vertical beam sizevs.monochromator exit
slit width, (b) Two-dimensional scan of the focal spot with a 0.5-pm-diameter pinhole
through focus in 200-fim increments, with the exit slitat 150 |im. Increasing defocus cor
responds to moving the pinhole closer to the K-B illuminator. The K-B illuminator was
adjusted between the measurements (a) and (b).

size is determined by the source size at the undulator and by the aberrations in the K-B

optics. The two-dimensional beam profiles, measured with scans of a O-S-pm-diameter

pinhole, are shown inFigure 5-2(b) for several axial pinhole positions. Although the dif

fraction-limited depthof focus at numerical aperture of 0.005 and wavelength of 13.4 nm

is ±270 |im, due to the illuminator aberrations, the actual depth of focus is significantly

largerand thebeamprofile is quite insensitive to defocus. Owing to the aberrated illumi-



nator, the FWHM beam size is roughly 10-15 |im in either direction under typical opera

tional conditions.

The undulator beamline is required to deliver the necessary spatially coherent power to

enable interferometry measurements. The measured flux of 13.4-nm radiation transmitted

through a small pinhole at the K-B focus is plotted in Figure 5-3 as a function of the exit

slit width. The flux is normalized for a typical pinhole diameter of0.5 p.m,used in the mea

surements of the lOx Schwarzschild optic of interest here. The radiation flux depicted in

Figure 5-3 represents spatially coherent power that is needed for interferometry because

the size of the pinhole used in the measurement is on the order of the coherence area at the

K-B focus (about 1.3 jim x 1.3 p,m at the wavelength of 13 nm and the illuminator NA of
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Figure 5-3. Flux at beamline 12.0.

The coherent flux measured at 13.4-nm wavelength at the focus of the K-B illuminator.
The flux is normalized to indicate the power transmitted dirough a 0.5-pm diameter
entrance pinhole and plotted vs. the monochromator exit slit width.
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Figure 5-4. Tunable spatially coherent radiation diffracted from pinhole apertures.

(a) Measured far-field diffraction from a 1.0-|im-diameler pinhole at several EUV wave
lengths. (b) Far-field diffraction from a 1.4-}im-diameter pinhole measured at 13.4-nm.
The camera was closer to the pinhole aperture in (b).

0.005) [128]. The high degree of spatial coherence of the beam over a broad wavelength

range is illustrated inFigure 5-4. The figure shows measured intensity patterns of the far-

field diffractionfrom small,nearlycircularapertures placedat the focusof the K-B illumi

nator. The highcontrast of the diffraction rings indicates that the transmitted radiation is

nearly fully spatially coherent [128]. These measurements indicate that thebeamline deliv

ers roughly 7-14 p,W of coherent radiation (1-2 p,W through a 0.5-|J,m-diameter pinhole)

into a relative spectral bandwidth of 1/350-1/120. After propagation through the interfer-



ometer system, this flux allows acquisition of high-resolution interferograms in exposure

times on the order of 5-15 seconds, as determined experimentally.

5.3. The lOx Schvparzschild System

The Schwarzschild test optic, designed for lOx-reduction EUV projection lithography

experiments, consists of two nearly concentric spherical mirrors [160, 40]. Both mirrors

are coated with molybdenum-silicon multilayer reflective coatings with peak transmission

near 13.4-nm wavelength. While the annular, concave secondary is coated with a multi

layer of nearly uniform thickness, the convex primary has a graded multilayer coating

designed to compensate for the varying angles of incidence across its surface [40,32]. An

off-axis aperture stop that rests on the primary mirror is intended to select an unobstmcted

circular portion of the annular clear aperture when used for imaging experiments.

A schematic of the Schwarzschild optical system is shown in Figure 5-5 and the optical

design parameters are given in Table 5-1. The lOx-demagnifying system has a numerical

10 mm

Figure 5-5. The lOxSchwarzschildoptical design.

Schematic of the optical design for the lOx-demagnification Schwarzschild optical sys
tem. The systemconsistsof a convexprimarymirror,a concavesecondarymirror, and an
off-axis aperture stop at the primary mirror.
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aperture of0.08 and a corrected field ofview of400-|ini in diameter in the image plane.

The image-side depth offocus ofthe optical system isabout ±1 jim at 13-nm wavelength.

The numerical aperture of the system isadjustable with a rotatable aperture stop that con

tains three separate sub-apertures, corresponding to different selectable numerical aper

tures of0.06,0.07, and0.08. Theimage plane of theoptic, determined during theassembly

ofthe system, isdefined by three balls attached tothe optical housing. The object plane is

not mechanically referenced to the optical housing.

Surface Radius of curvature

[nun]
Distance to the

next surface

[nun]

Radius

[mm]
Decenter

[mm]

object Infinity 251.333 2.0 0

aperture stop Infinity 0 2.010 5.300

primary mirror -35.342 -73.955 7.850 0

secondary mirror 109.193 137.697 45.000 0

image Infinity 0 0.2 0

Table 5-1. Optical design parameters of the lOx Schwarzschild system.

The lOx-demagnification optical system hasa numerical aperture of 0.08 andan image-
side field of view 400 pm in diameter.

The optical design has residual waveffont aberrations of about 0.05 wave nnswithin the

0.08 numerical aperture around 13-nm wavelength. The aberrations aredominated bypri

mary astigmatism, primary coma, and primary triangular astigmatism, all oriented in the

direction of the pupil displacement from the optical axis. The design wavefiront aberra

tions, excluding the tilt and defocus terms, are relatively constant overthe field of view.

The residual rms waveffont error is plotted in Figure5-6 as a function of the position of
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Figure 5-6. Wavefront error variations over the field of view.

The residue nns wavefront error of the lOx Schwarzschild optical design at 13.4-nm
wavelength and 0.08 NA vs. the object point position are shown for different displace
ments Az of the object point along the optical axis. Positive Az corresponds to a greater-
than-designed distance from the optic.
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theobjectpointin the4 mmx 4 mmcorrected field ofview. Thewaveffont errorvariations

over the field are shown for several positions of the object point along the optical axis.

Moving the object point from its intended design position (Az = 0) toward the optic

(Az < 0), the residual wavefront error increases but stays quite uniformover the field. On

the other hand, as the object point is moved away from the optic (Az > 0), the residual

wavefront error decreases somewhat but the field-of view variations increase. Overall the

wavefront error is quite uniform over the field of view even when the objectpoint mis

placed from its intended position along the optical axis. Although only the ideal optical

design is considered here, thevariations in thewavefront erroroverthefieldof view would

behavesimilarly in the presence of mirrorand alignment imperfections.

5.4. Interferometer Configuration

The configuration of the phase-shifting point diffraction interferometer for testing the

Schwarzschild optical system is illustrated inFigure 5-7. Theopticistested in its intended

vertical operational orientation. TheEUV beam from thebeamline is steered into theoptic

with an adjustable, multilayer-coated, 45° turning mirror. Thismirror enables small angu

laradjustments in thebeam direction needed to optimize theillumination of theoptic. The

K-B optics focus thebeam ontotheobject plane of theSchwarzschild system, where a sub-

resolution entrance pinhole is placed. Thepinhole selects spatially coherent radiation from

the beam and spatially filters it to illuminate the test optic with a spherical wavefront. A

coarsediffractiongrating, placedbetweenthe object-plane pinhole and the Schwarzschild

optic, serves as a small-anglebeamsplitterby dividingthe wavefront into multiple diffrac

tive orders. On propagation through the test optic, the aberrations of interest are introduced
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Figure 5-7. Configuration of the PS/PDI for testing the Schwarzschild objective.

Components of the phase-shifting pointdiffraction interferometer for characterizations of
the multilayer-coated lOx-demagnification Schwarzschild optical system.

into the spherical illuminationbeams. Two of the difffactiveorders are selected with a spa

tial filter placed in the image plane of the optic. The zero difffactive order is chosen as the

test beam and transmitted through a window, which is significantly larger than the focal

spot size. One of the first diffractive orders is spatially filtered by a sub-resolution pinhole

to produce a spherical reference wavefront over the numerical aperture of the measure

ment. The choice of the zero difffactive order for the test beam ensures that the aberrations

due to the grating line placement are not introduced into the measured wavefront. Transla

tion of the grating in the direction perpendicular to its lines controls the relative phase shift

between the test and reference beams necessary to perform phase-shifting interferometry.

The interference of the test and reference beams is recorded with a 1-square-inch silicon



charge-coupled device (CCD) detector optimized for EUV, which is placed 12.7 cm

beyond the image plane of the Schwarzschild optic with its surface normal to the central

ray of the off-axis beam.

5.4.1. Beamsplitter

The coarse transmission grating used as a beamsplitter and a phase-shifting element in

these experiments consists of a 225-nm-thick patterned gold absorber supported by a

100-nm-thick silicon nitride membrane. The 18-pin grating pitch is chosen to provide

4.5-iLim separation between thetest and reference wave foci in theimage plane, which cor

responds to about 54 fringes in 0.08 NA. This separation was chosen to minimize the

image-plane overlap between the test and reference beams while maintaining sufficient

fringe sampling density.

5.4.2. Sub-resolution Pinholes

The object-plane pinholes used in these measurements are commercially available, laser-

drilled pinholes with nominal diameters of0.5 pm. These pinholes are significantly smaller

thanthediffraction-limited resolution of thetestopticontheobject-side (Airy diskof2 pm

in diameter at 13.4-nm wavelen^ and0.008 NA), ensuring a high-quality illumination

wavefront, as discussed in Chapter 2.

The image-plane pinhole spatial filters with diameters of -50-100 nm for testing the

0.08-NA optic at 13.4 nm canbefabricated byelectron beam lithography [123-125] orby

focused ion beam microfabrication [126, 88]. Examples of image-plane pinhole apertures

used in theseexperiments are shown in Figure 5-8. Figure 5-8(a) shows a scanning elec-
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Figure 5-8. Image-plane pinhole spatial filters.

(a) An SEM image and the schematic cross section of the spatial filter fabricated with
focused ion beam. Two sub-resolution pinholes of diameters 130 nm (top) and 165 nm
(right) next to a 5 |im x 5 |im square window, (b) An x-ray image and the schematic cross
section of a spatial filter fabricated with electron beam hthography.A 50-nm diameter pin-
hole filter (bottom right) is next to a 5 |im x 5 |im square window. The x-ray microscope
image was recorded at a wavelength of 1.6 nm.

tron microscopy (SEM) micrograph and the schematic cross section of the image-plane

pinhole apertures drilled by a focused ion beam into a membrane structure consisting of

100 nm of silicon nitride and 100 nm of indium antimonide absorber. After the aperture

definition, an additional 70-nm layer of indium antimonide absorber was deposited on each

side of the membrane to increase the absorption and also to decrease the size of the sub-



resolution pinholes. Two separate reference pinholes shown in the figure, placed in two

orthogonal directions from the center of the test-beam window, allow interferometry mea

surements with two different grating orientations. The sub-resolution pinholes fabricated

with this method and used in the experiments reported here rangefrom 130nm to 210 nm

in diameter. Figure5-8(b)showsan x-raymicroscope imageand the schematic crosssec

tionof pinhole apertures fabricated byelectron beam lithography [123]. Theelectron beam

defines thedesired pattern in negative-tone photoresist layerona silicon nitride membrane.

Following thephotoresist development, anabsorber layer ofgold or nickel is electroplated

around thephotoresist stmcture. The remaining photoresist is subsequently removed. The

pinhole apertures in Figure 5-8(b), consisting ofa 250-nm-thick gold absorber layer on a

100-nm-thicksilicon nitride membrane, are approximately 50 nm in diameter. The open

stencil pinhole apertures, e. g. Figure 5-8(a), are superior to the apertures defined only in

the absorber layer, e. g. Figure 5-8(b), because the nitride membrane attenuates theEUV

beam(byabout 60% at 13.4 nmthrough 100nmof silicon nitride) andcanaltertheprop

erties of the test beam.

5.4.3. Detector

The beam transmitted through the interferometer is recorded with a silicon CCD camera

optimized for the detection of EUV radiation [153, 154, 161, 162]. The back-thinned,

back-illuminated CCD chipconsists of a ~1-inch-square array of 1024x1024 pixels [153,

163]. The dynamic range of the camera used in these measurements is 2^^ =65536 levels.

At the maximum scan rate of430kHz, the detected image can be read out at full resolution

in about 2.5 seconds. Lower-resolution images produced by pixel "binning" can be
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acquired faster, in about 0.5 seconds with 4x4 binning, for instance. In the interferometry

experiments on the Schwarzschild optic, exposure times of 5-15 seconds are needed to

obtain a signalof roughly 1000 countsover the background in the fringes at the fiill reso

lution of the camera. The exposuretime is controlledwith a compact, high-speed shutter,

placed before the 45" tuming mirror, as shown in Figure 5-7.

5.4.4. Alignment Strategy

Successful characterization of the Schwarzschild optical system requires repeatable and

stable alignmentof the interferometer components. In the first alignmentstep, the angle of

the beam from the beamlinemust be adjustedwith the 45° tuming mirror to uniformlyillu

minate the entrance pupil on the primary mirror of the Schwarzschild optic and to pass

through the desired fieldpointin the objectand imageplanes. An alignment targetplaced

in the image plane via a kinematic mount attached to the optical housing can be used to

mark the desiredimagepoint.Oncethebeamis steeredin the properdirection andthe optic

is placed at the appropriate position with respect to it, the object-plane pinhole must be

positioned within the stationary beam. The pinhole isplaced inakinematic mount attached

to a computer-controlled, three-axis stagethat allows alignment of the pinhole within the

beam. To determine the beamlocation, a beam position reference is producedby allowing

the focused beamto buma thinmylarmembrane heldin a kinematic holderidentical to the

pinhole holder. The beam position reference enables placement of the pinhole near the

desired location within the holder. The final alignment of the object pinhole is achieved

with the stage that translates the kinematic pinhole holder.
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Following the alignment ofthe entrance spatial filter and the coarse alignment ofthe beam

focus in the image plane, the beam that passes through the system must be transmitted

through the image-plane pinhole apertures. In this experiment, the apertures are aligned

andfixed to be at the centerof the image planeby means of a kinematic mount that rests

on the three balls that define the image plane of the Schwarzschild optic. Although the

image plane is horizontal, the plane of the pinhole membrane is normal to the off-axis

beam propagation direction, which isoriented atabout 12.1° from the vertical as shown in

Figure 5-7. The fine alignment of the test and reference beams through the system is

accomplished by a high-precision translation of the optic and the attached pinhole aper

tures on a bearing in two lateral directions. The focus is controlled by translation of the

object-plane pinhole along the beam propagation direction. Owing to the fact that the

image-plane apertures and the optic are moving together, the optic must be adjusted each

time the object-plane pinhole is moved, which is needed for adjusting the focus, for

instance. Ontheotherhand, therequired precision of thetranslation scales with thedemag-

nification of the optic, in comparison to theprecision needed to position the image-plane

pinholes independently ofthe optic. Thus to characterize an optic with 0.1-|im resolution

and lOx demagnitication, the necessary movement precision is only 0.05-0.1 pm rather

than 0.005-0.01 pm.

To align the reference and test beams through the sub-resolution pinhole and the transmis

sion window inthe image plane, the far-field intensity of the beam(s) that is recorded by

the CCD detector is used. Sincethe adjustments of the optic position are performed man

ually, therecorded images must be acquired quite rapidly to provide real-time feedback.

The images are obtained at a reduced resolution, typically binned 4x4, to minimize the

109



readout and exposure times. At the reduced resolution, the data are sampled at roughly 4.5

pixels per fringe, compared to about 18pixels per fringe at full resolution, to provide suf

ficient detail of the image during alignment. The beams must be placed in their respective

positions in the image plane using only the far-field version of the image-plane fields.

Since edges of the large square transmission window (see Figure 5-8) are detected quite

easily, they can be used as a reference to position the test beam within the window. In order

not to confuse the different grating orders, the zero-order beam is typically aligned without

the grating beamsplitter in place before the beamsplitter is situated in the beam for the final

adjustment.

To obtain an idea of the beam positions in the image plane of the test optic, the Fourier

transform of the recorded far-field intensity can be used. It is well known from scalar dif

fraction theory that the optical fields far away from the focus of an optical system are the

Fourier transform of the fields at focus, except for a phase factor not measured by intensity

detectors [117,128]. From the properties ofFourier transforms it then follows that the Fou

rier transform of the detected far-field intensity is the autocorrelation of the fields at focus

[164,165]. Although its conjugate symmetric nature does not make it as instructive as the

beam intensity at focus, the autocorrelationof the fields at focus can provide information

about the positions of the focal spots with respect to the pinhole apertures. Several exam-

plea of the intensitiesdetectedduringthe interferometeralignmentand their corresponding

Fourier transform magnitudes are shown in Figure 5-9(a)-(e). Both the intensities and their

Fourier transforms are scaled to accentuate the image contrast. In Figure 5-9(a), the inter

ferometer is aligned for data acquisition and the Fourier transform image reveals the test

and the reference beams passing through the square window and the reference pinhole,
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Figure 5-9. Intensities obtained during alignment andtheir Fourier transforms.

(a)-(e)Several intensity patterns observed during the alignment of the interferometer and
the corresponding magnitudes of theFourier transform of the intensities.

respectively. In Figure5-9(b), the interferometer is only slightly out of alignment, as

apparent from the position of thetest beam within the transmission window in the Fourier

transform picture. Similarly, theFourier transform images inFigure 5-9(c) and(d) indicate

the beam positions within the window when the interferometer is not aligned. Finally,

Figure5-9(e) shows the shearing fringes produced bytheinterference of twoadjacent grat

ing orders, whose placement at the edges of the transmission window is apparent in the

Fourier transform image.

The Fourier transform of the intensity seems to provide informationthat may be helpful in

the alignmentof the interferometer. The applicability of the Fouriertransform in real-time

alignment may be limited by the speed of the data acquisition and the Fourier transform

computation. In addition, as seen from Figure 5-9, the position of the beam within the test
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window is apparent only because the average signal within the window is significantly

greater than the background. This is indicative of relatively strong mid-spatial-ffequency

scatterin the beam, particular to thisSchwarzschild testoptic. Without the scatter, theout

line of the window may not be easily visiblein the Fourier transform.

Oncealigned for data acquisition, the interferometer cantypically remain in alignment for

several hours, demonstrating good mechanical stability despite the fact that the tempera

ture of the systemis not controlled. Measured vacuum chamber temperature fluctuations

tj^ically do not exceed ±0.5°Cover 24 hours.

5.5. Results of Interferometric Measurements

Numerous experiments have been done to characterize the aberrations in the Schwarzs

child optic and to evaluate the capabilities of the interferometer. Transmission measure

ments on the Schwarzschild optic reveal contaminants on the mirror surfaces. The initial

interferometry measurements were ii]fluenced by carbon contamination of the pinhole

apertures. Subsequent mitigation of thecarbondeposition hasallowedextensivecharacter

ization of several regions of the annular full aperture of the Schwarzschild optic.

5.5.1. Contammation of Mirror Surfaces and Its Influence on Data Analysis

One of the importantmeasurements in optics evaluation is to characterize the light trans

mitted through the uniformly illuminated test optic. The intensity of 13.4-nm radiation

transmitted through the 0.07-NA sub-aperture of the Schwarzschild optic is shown in

Figure 5-10(a).The figure revealslocalizedcontaminationof the optical surfaces.Some of
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Figure 5-10. Measured transmission through the Schwarzschild optic.

Transmission of light through the Schwarzschild optic at two different wavelengths: (a)
13.4nm and (b) 632.8 nm.The contamination of the opticalsurfaces appearsquite differ
ent at the two wavelengths

thecontaminants, most likely particulates on the mirror surfaces, cause complete loss of

transmission. Other contaminants, possibly a residue from a wet-cleaning process of the

optical substrates or thecoated surfaces, lead to 15-30% reduction in thetransmitted inten

sity. Given that the size of the illuminated region is 3.5mm in diameter on the primary

mirror and about 19 mm in diameteron the secondarymirror, the contaminated regions are

on theorderof 100|im in size. Whenthe measurement is repeatedat the visiblewavelength

of 632.8 nm, shown in Figure 5-10(b), the transmitted intensity is quite different. The par-



ticulate contamination produces a loss of transmission, but the other residue is nearly

imperceptible. Overall, the contamination effects are more pronounced at EUV wave

lengths than at visible wavelengths.

Mirror surface contamination present in this Schwarzschild optic attenuates the beam and

scatters radiation to moderate angles. In the test beam, the contamination contributes to

wavefront amplitude and phase errors in the mid-spatial-frequency regime. The intensity

of a typical test beam transmitted through the large window in the image-plane spatial fil

ter, recorded at 13.4 nm wavelength, is shown in Figure5-Il(a). As expected, the test

beam corresponds to a moderately spatially filtered version of the beam shown in

Figure 5-10(a). In the reference beam, some of the scatter produced by the contaminants is

transmitted through the test-beam window. The intensity of the reference beam, recorded

at 13.4-nm wavelength, is shown in Figure 5-11(b). The slowly varying background in the

referencebeam corresponds to the stronglyfiltered wavefrontfrom the sub-resolutionpin-

hole needed for the measurement. The nonuniform scatter in the reference beam that is

passed through the test window contains spatial frequencies determined by the size of the

Figure 5-11. Test wave, reference wave, fringes, and analysis domain.

(a) Recorded intensity of a typical test wavefront. (b) Measured intensity pattern of a typi
cal reference wavefront (c) lypical fringe pattern, (d) Domain of valid data points used in
data analysis.



window anditsseparation from thereference pinhole. Since theunwanted features arepro

duced byscattering from thecontaminants, transmitted through a high-frequency bandpass

spatial filter, the reference wavefront iscorrupted in the vicinity of the blemish regions in

the aperture. Figure 5-11(c) shows the interference of the test and the reference beams.

Because the reference wavefront quality is compromised near the contaminated areas, the

phase difference between the test and reference beams determined by interferogram anal

ysis is meaningful only outside the blemish regions. The data are valid over a domain,

shown in Figure 5-11(d), thatexcludes those regions. Thepolynomial fit, useddetermine

the low-spatial-frequency terms in the wavefront, is performed over the domain of the

valid datapoints. As a result, even though the contaminants corrupt the reference wave-

front and complicate the data analysis, they do not significantly affect the ability of the

interferometer to measure the low-order aberrations of interest in this experiment.

5.5.2. First Measurements - Carbon Contaminatton Problem

In the first interferometry measurements performed on the 0.07-NA sub-aperture of the

Schwarzschild optic, problems with carboncontamination of the pinhole apertures were

encountered. Numerous references to surface contamination with carbon, caused by

adsorbed andcracked hydrocarbons andcatalyzed byexposure to ultraviolet radiation, can

be found[166-169]. The initialmeasurements wereperformed at pressures on the orderof

10'̂ torr in the test-optic vacuum chamber. Laser-drilled entrance pinholes and image-

plane apertures patterned in gold supported by a silicon nitride membrane (see

Figure5-8(b)) were used. The carbon build-up, produced during exposure to the BUV

beam, can obstruct the pinhole apertures and degrade the transparency of the silicon
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nitride. The contamination-induced nonuniformities in the silicon nitride transmission can

affect the test beam and compromise the quality of the measurements. In addition, when

the contamination forms on the time scale of typical exposures, successive phase-shifted

interferograms are recorded under varying conditions. The phase-shifting data analysis,

which relies on combining interferograms recorded under constant conditions, then cannot

be applied.

The changes in the measured interferograms caused by carbon contamination build-up are

illustrated in Figure 5-12(a). The difference between the first and the sixth interferograms

from a phase-shifting series recorded at 13.4-nm wavelength in 30-second exposures is

1^^ Measurement

(b) nns: 0.046 X,
pv: 0.219 X

6^ Measurement

nns: 0.057 X
pv: 0.310 X

0.1 o"

0.0 2

Figure 5-12. Change in measurements due to carbon contamination.

(a) First and sixth interferograms from a sequence of images recorded at 13.4-nm wave
length every 30 seconds, (b) The phase aberrations determined from the interferograms.



apparent. Although phase-shifting analysis isnotapplicable here, each interferogram inthe

series can be analyzed separately to determine the effectsof carbon contamination on the

measuredwavefront. The wavefront phase calculated using single interferogram analysis

is shown in Figure 5-12(b) for the first and the sixth images in the series.

Themostapparent effect of thecarbon deposition is theloss in theaverage recorded image

intensity with time, shown in Figure 5-13(a). In this 3-minute measurement, the intensity

reduction can be attributed mainly to a loss of transmission through the silicon nitride

membrane. The entrance pinhole transmission, which also degrades with contamination

build-up, decreased only after 1-2 hours ofcontinuous EUV exposure. Since thecontami

nationrate scaleswiththe intensity of theEUVradiation, the transmission loss from other

system components, positioned away from the high-intensity beam focus, isalso negligible

on the time scale of these measurements. Figure 5-13(a) also shows the peak fringe con

trast in two portions ofeach interferogram. The contrast remains relatively constant asthe

contaminants aredeposited, indicating comparable transmission loss for both the testand

the reference beams. However, contamination-induced changes in theph^e of the test and

reference wavefronts arealsopresent. Figure 5-13(b) shows the measured rms andpeak-

to-valley phase difference between thetest and reference beams versus time. The phase

difference appears to increase with thecarbon contamination build-up. One explanation is

that thecontaminants arereducing the sizeof thereference pinholespatid filter,whichwas

initially toolarge. Anoversize pinhole would notfully filtertheaberrations in thereference

beam, which are nearly identical to the aberrations in the test beam before filtering. The

detected phasedifference wouldthenbe smaller thanthe actual difference betweenthe test
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and reference beams. The carbon contamination may reduce the pinhole size and improve

the reference wavefront quality, leading to an increase in the measured phase difference.
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Figure 5-13. The effect of carbon contamination on phase measurements.

(a) Carbon contamination reduces transmission through the interferometer but does not
significantly change the fringe contrast, (b) The measured peak-to-valley and rms wave-
front aberrations vs. time.
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Figure 5-14. First measurements of aberrations of the Schwarzschild optic.

(a) Sample interferogram and (b) wavefront aberrations of the 0.07-NA sub-aperture of
the Schwarzschild opticmeasuredat 13.4-nmwavelength.

To minimize the effects of carbon contamination, meaningful measurements were

obtained with an undamaged image-plane pinhole aperture by reducing the data acquisi

tion time to a minimum.The aberrationsof the 0.07-NA sub-apertureof the Schwarzschild

optic determined from five 2-second interferograms are shown inFigure 5-14. Theaverage

point-by-point rms variation in the phase from the five separate interferograms was

0.0043 wave, indicating negligible change in carbon contamination during data acquisi

tion. Thephase map shown is theZemike polynomial reconstruction of theaverage phase

from the five interferograms analyzed individually, excluding the tilt anddefocus andthe

systematic coma term. These initial measurements indicate wavefront aberrations of

0.094 wave rms and 0.549 wave peak-to-valleyat 13.4-nmwavelength.

Theinitialmeasurements revealedunacceptable carboncontamination effectsthat affected

the measurements on the time scale of minutes. To develop reliable interferometry for test

ing of EUV optics, the contamination had to be significantly reduced. Several improve

ments were made to the interferometer vacuum system with the goal of drastically reducing



the partial pressures of the residual hydrocarbons, which serve as the source of contami

nants. The first corrective measure was the dismantling of the test optic vacuum chamber,

followed by a ultra-high-vacuum (UHV)compatiblecleaningof most of the interferometer

components. Since the re-assembly of the interferometer, all interferometer components

are handled according to a UHV practices. The second improvement was an increase in the

pumping speed, provided by a new high-volume turbo pump backed by another turbo

pump rather than by a mechanicalpump. Overall, the base pressure in the interferometer

chamber was decreased by about two orders of magnitude. Finally, oxygen gas is bled into

the chamber during exposure to BUY light. This is known to mitigate carbon contamina

tion buildup [166-169]. When measurements are perfonned, the interferometer is first

pumped down to a base pressure of5x10"^ torr, then filled with oxygen gas during expo

sure to BUY light, maintaining apressure ofabout 2x10"^ torr. These measures have nearly

eliminated the contamination problem, allowing the characterization of the Schwarzschild

optic to proceed.

5^.3. The AbeiTations of the lOx Schwarzschild Objective

With the improved interferometer in operation, extensive measurements of several regions

of the annular full aperture of the Schwarzschild optic have been performed. In these

experiments, the image-plane apertures produced by focused ion beam microfabrication

(see Figure 5-8(a)) were used. With the open-stencil structures, the problem of contamina

tion of the silicon nitride membrane is avoided and the transmission of the interferometer

system is improved.

120



Three different regions of the annular apertureof the lOxSchwarzschildoptic, correspond

ing to the three sub-apertures in the aperture stop, were characterized at 13.4-nm wave

length. Although the aperture stop is rotatable, it was not moved with respect to the optic

in the course of the measurements reported here. The wavefront aberrations of the three

-0.2 0.0 0.2 [X] -0.8 -0.4 0.0 0.4 0.8 [X] -0.2 -0.1 0.0 0.1 [X]

A mm illlll C

-0.3 -0.1 0.1 [X] -1.2 -0.8 -0.4 0.0 0.4 [X] -0.2 -0.1 0.0 [X]

Figure 5-15. Aberrations in three sub-apertures of the Schwarzschild optic.

Optical path differencemeasured in threedifferentportionsof the annularclear apertureat
13.4-nm wavelength, (a) The placement of the sub-apertures in the aperture stop. The
measured aberrations (b) at best focus and (c) with some defocus. The defocus for sub-
apertures A, B, and C is -0.135 X, -0.22 X, and -0.05 X, respectively.



sub-apertures, reconstructed from the Zemike polynomial fit, are shown in Figure 5-15.

The wavefront maps are compiled from multiple measurements of each sub-aperture.

Figure 5-15(a) shows the relative position of the different sub-apertures in the aperture

stop. The largest sub-aperture is non-circular due to a fabrication error. The aberrations of

the 0.08,0.07, and 0.06-NA sub-apertures, denoted by B, A, and C, respectively, are shown

in Figure 5-15(b). The tilt, the defocus, and the systematic coma terms that depend on the

configuration of the interferometer are excluded in Figure 5-15(b). The polarity of the

measured wavefronts is determined from the changes in the defocus term produced by the

translation of the object pinhole with respect to the optic. At 13.4-nm wavelength, the mea

sured wavefront errors of the 0.08, 0.07, and 0.06-NA sub-apertures are, respectively,

0.313,0.090, and 0.044 wave rms and 1.684,0.524, and 0.356 wave peak-to-valley.Visi

ble-light interferometry, performed during the assembly of the optic, was used to align the

least aberrated region of the optic with the 0.07-NA sub-aperture. These at-wavelength

measurements show near diffi-action-limited optical quality for both the 0.07-NA and the

0.06-NA sub-apertures. Figure 5-15(c) shows the wavefront aberrations with small a

amount of defocus reintroduced, to illustrate that the aberrations in fact follow the annulus

of the optic and seemto correspond to a zonalfabrication error.Owingto the s)nnmetry of

this apparentzonal error, the dominant aberrations in all three sub-apertures are the pri

mary astigmatism and the primary triangular astigmatism, oriented in the radial direction

of the annulus. Usingthe balanced Zemikeaberrations scaledto a peakmagnitude of 1,the

magnitudes of the astigmatism and the triangular astigmatism are 0.548 wave and

0.470 wave for sub-apertureB, 0.195 wave and 0.104 wave for sub-apertureA, and 0.095

wave and 0.031 wave for sub-aperture C, respectively.
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5.6. Assessment of Measurement Quality

The measurements of the Schwarzschild system have served to evaluate the optical prop

erties of the optic as well as the capabilities of the EUV phase-shifting point diffraction

interferometer. Numerous experiments have been performed to characterize the interfer

ometer stability, the quality of the illumination and the reference wavefronts, the sensitiv

ity to alignment, and the measurement repeatability. The measurements utilizing different

grating orders as the test and the referencebeams are also compared.Finally, experiments

at different focal positions and with different grating orientations are used to estimate the

reference waveffont errors.

5.6.1. Measurement Stability

Stabilityof the interferometer is essentialfor successfulassessmentof the aberratedwave-

front. In phase-shifting interferometry, the properties andthe alignment of the systemmust

remain stableduring the timeneeded to acquire theentiredataseriesof 5,9, or moreinter-

ferograms. To assess the interferometer stability, the aberrations can be measured repeat

edly without any adjustments of the interferometer. An example of such an experiment

performed onthe0.07-NA sub-aperture of theopticis illustrated inFigure5-16. Thefigure

showsthe changein the first 16Zemikepolynomial coefficients extractedfromwaveffont

measurements performed in 6-second exposures at 1-minute intervals over 10 minutes.

The experiment indicates that the largest variation occurs in the tilt term, which is directly

related to the separation of the reference pinhole and the test-beam focus in the image

plane. The overall change in the tilt (coefficients 1 and 2) corresponds to a drift of about

7 nm in the position of the reference pinhole with respect to the test focus. This drift is sig-
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Figure5-16. Changes in the measured aberrations with time.

The change in the Zemike polynomial coefficients of the measured wavefront phase vs.
time, measured at 13.4-nm wavelength.The main change is in the tilt, related to the dis
tance betweenthe referencepinholeand the test focus.Here the changein the tilt is equiv
alent to about 7-nm drift in the reference pinhole position in 10 minutes. The measured
aberrations of interest are not changing significantly on this time scale.

nificantly smaller than the reference beam focal size of about 230 nm in diameter. As a

result, the alignment of the interferometeris maintained and the measured wavefront error

does not change considerably, as demonstrated by the nearly constant coefficients of the

low-order aberrations of interest (Zemike terms 4 to 16). The most significant variation

appearsin the astigmatism (coefficients 4 and5), whichis the largestaberration measured.

Overall, the standard deviations of the 11 measured rms and peak-to-valley wavefront

errors are 0.001 wave and 0.008 wave at 13.4-nm wavelength, respectively. Since the

phase-shifting interferogram series are tj^ically acquired in times on the order of 1-2 min

utes, the measured interferometer stability appears adequate for wavefront characterization

with 0.01 wave rms accuracy.
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5.6.2. Reference Wavefront Quality

Because interferometry is a comparative technique, theaccuracy withwhich thewavefront

under test can be measured is directly relatedto the properties of the referencewavefront.

In thephase-shifting point diffraction interferometer, thereference wavefront isgenerated

bydiffraction from asub-resolution pinhole placed intheimage plane of thetestoptic. The

reference pinhole spatially filters the illumination beamto produce a spherical reference

wavefront, in principle. Themeasured reference wavefront quality is discussed in this sec

tion and in Section 5.6.6.

With the exception of the experiments discussed in Section 5.5.2, the measurements

reported here were performed with reference pinholes patterned using the focused ion

beam microfabrication. Only four such pinholes were available for these experiments. The

layout of the image-planespatial filters, consistingof four referencepinholes placed next

to two 5 |imx5 p,msquare test windows separated by 40 pm, is indicated in Figure 5-17(a).

The reference pinholes are labeled from 1to 4 for the purposes ofthis discussion. The SEM

images of the four reference pinholes in Figure 5-17(b) reveal the approximate diameters

of 130,165,210, and 140 nm for Pinholes 1 to 4, respectively. The measured far-field dif

fraction patterns from the pinholes, shown in Figure 5-17(c) are in good agreement with

the pinhole sizes measured by electron microscopy.

The diameters of the available pinholes are somewhat larger than the desired 50-100 nm.

As a result, the pinholes may not generate perfectly spherical reference wavefronts. The

effectiveness of the spatial filtering by the pinhole apertures can be assessed using scalar

diffraction calculations. For example, with the assumption of circular pinhole frlters and
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Figure 5-17. Image-planesub-resolution pinholes.

(a) Visible-light image of the spatial filters used in the image plane. The reference pin-
holes are next to 5 pm x 5 pm square test windows separatedby 40 pm. (b) SEM images
of four reference pinholesfabricatedwith the focused ion beam, (c) Measured diffraction
patterns from the pinholes. From left to right, the mean pinhole diameters are 130, 165,
210, and 140 nm, respectively.

an illumination beam that contains the aberrations measured in the 0.07-NA sub-aperture,

the transmitted wavefront errors are 0.004, 0.011, 0.031, and 0.005 wave rms at 13,4-nm

wavelength for the pinhole diameters of 130, 165, 210, and 140 nm, respectively. The

peak-to-valley errors are0.020,0.062,0.181, and 0.028 wave, respectively. Since primary

astigmatism dominates the aberrations, the transmitted wavefront error can also be esti

mated fromFigure 2-4, using the magnitude of the measured astigmatism and the normal-



ized pinhole size. From these estimates as well as from a simple comparisonbetween the

pinholesize and the diffraction-limited spot size of about230 nm, it is clear that Pinhole 3

is too large for accurate measurements. For the 0.06-NA sub-aperture, with smaller aber

rations and larger spot size at focus, the spatial filtering is better than for the 0.07-NA sub-

aperture. On the otherhand, the highly aberrated beamproduced by the larger 0.08-NA

sub-aperture is not wellfiltered by threeof the four pinholes. As a result, for the 0.06 and

0.07-NA sub-apertures, the wavefront aberrations reported here are compiled from data

from Pinholes 1,2, and 4, unless indicated otherwise. For the 0.08-NA sub-s^rture, only

data from the smaUest Pinhole 1 are presented.

The differences due to the reference pinholes are revealed when the measurements from

the different pinholes are compared. The average of all acceptable measurements per

formed overtimeperiodof abouttwomonths onthe0.07-NA sub-aperture at 13.4nm with

eachof thefour reference pinholes is shown in Figure5-18. The average phasemaps,com

piled from 9 phase-shifting data series for each of Pinholes 1 and 2, and from 11 phase-

shifting series for Pinholes 3 and4, correspond to thelow-order aberrations found fromthe

Zemikepolynomial fit andexclude thetilt, thedefocus, andthe systematic coma. Theaver

agermsandpeak-to-valley errors andtheirstandard deviations arealsoindicated in thefig

ure. Since the unfiltered reference beam contains essentially the same aberrations as the

test beam, the phase difference between the test wave and the filtered reference wave is

reduced when the spatial filtering by the pinhole is inadequate. Thus with relatively large

referencepinholes, the measuredaberrations are expectedto be the smallest for the largest

pinhole and vice versa. This is revealed in the measurements shown in Figure 5-18, where

the smallest aberrations are found with Pinhole 3, the largest of the four pinholes. The aber-
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Figure 5-18. The average measured wavefront for different reference pinholes

The average measured wavefront from the 0.07-NA sub-aperture of the Schwarzschild
optic for each of the reference pinholes used. The wavefront error measured with refer
encePinhole 3 is the smallest as expected whenthepinhole is too largeto adequately filter
the aberrations in the illumination beam.

rations measured at 13.4 nm using the four pinholeswith approximate diameters of 130,

165, 210, and 140 nm are, respectively, 0.09710.007, 0.08810.006, 0.07110.015, and

0.08610.008 wave rms, and 0.54710.064, 0.51410.036, 0.44610.049, and 0.52210.044

wave peak-to-valley. Excluding thedata from Pinhole 3, theaverage rms phase difference

between all combinations of measurements with Pinholes 1,2, and 4 is 0.012 wave rms at

13.4 nm. The standard deviations of the measured rms and peak-to-valley errors for the

three pinholes are 0.005 and 0.014 wave, respectively.

Because the available reference pinholes are not much smaller than the focused beam illu

minating them, the pinhole placement within the beamcan affect the quality of the refer

ence wavefront. The effect of the alignment in testing the 0.07-NA sub-aperture was

evaluated with 7 successive measurements using Pinhole 4, where the position of the optic

was adjusted to movethe focus over the pinhole aperture. The Fourier transform analysis

of the interferograms reveals small differencesin the measured wavefront error. The phase



differences for every combination of the 7 measurements are shown in Figure 5-19 in units

of 0.01 wave at 13.4 nm. The rms phase difference is indicated above each difference pro

file. Measurements 3 and 7, performed with the reference pinhole nearly out of alignment

Measurement

Number

0.31 2.56 1.35 0.74 0.80 2.17

••••••
0.74 0.80 2.17

2.78 1.51 0.68 0.69 2.15

•••••
1.87 2.83 3.06 3.45

1.80 1.93 2.22

•••
0.72 2.77

2.53

Phase difference

-12 -8 -4 0 4 8 12 [0.01 X]

Figure 5-19. The effect of reference pinhole misalignment.

All combinations of the differences in the waveffont phase measured with slightly differ
ent alignment of the reference pinhole. The rms phase differences are shown in units of
0.01 wave at 13.4-nm wavelength above each difference m^. In measurements 1,2,4, 5,
and 6, the pinhole alignmentwas representative of typical alignmentconditions. In mea
surements 3 and 7, the reference pinhole was nearly out of alignment.



withthefocal spot, do not represent typical measurement conditions. Closer observation

of Figure 5-19reveals thatthemeasured phase differences areindeed largest for rows and

columns in the figure that contain measurements 3 and 7. In the entire measurement set,

the average pairwise rmswavefront difference is0.019 wave rmsat 13.4 nm. Thestandard

deviations of the rms and peak-to-valley wavefront errors are 0.009 and 0.032 wave,

respectively. Excluding the twomarginal measurements, the average pair-wise rms wave-

front difference is 0.011 wave rms. Also in the five acceptable measurehients, the standard

deviations of the rms and peak-to-valley wavefront errors are 0.005 and 0.015 wave,

respectively. Consequently, the use of relatively large reference pinholes can lead to vari

ations in the measured wavefront of about ±0.005 wave rms and ±0.015 wave peak to

valley at 13.4-nm wavelength, under typical pinhole alignment conditions.

5.6.3. niuminatioii Wavefront Quality

To measure the aberrations produced by the test optic in the illumination beam, the prop

erties of the illumination wavefront need to be well understood. Ideally, a spherical illumi

nation wavefront is generated by diffraction from a sub-resolution pinhole in the object

plane of the system under test. Practically, the illumination wavefront may deviate from

sphericity due to the properties of the pinhole or the quality of the incident beam.

The variations in the illumination wavefront can be estimated by using multiple object-

plane pinholes in the measurements. For instance, in the characterization of the 0.07-NA

sub-aperture of the Schwarzschild optic, 29 different measurements were performed, uti

lizing 9 separate object-plane pinholes, nominally 0.5 pm in diameter. As discussed in

Chapter 2, pinholes diameters of 0.5-1.0 |im are adequate to ensure high-quality illumina-
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tion, in principle. Owing to the realignment of the reference pinhole, required every time

the object pinhole is moved or changed in these measurements, the effect of illumination

carmot be isolated. However, the variations in the aberrations measured with the different

input pinholes can be compared to the changes due to the different reference pinholes and

their alignment. For example, the average rms difference between all combinations of mea

surements with the nine input pinholes is 0.0126 wave rms at 13.4 nm. For comparison, in

the measurements with the three reference pinholes and with the different alignment of the

reference pinholes, similar rms phase differences are 0.0122 wave and 0.0106 wave,

respectively. Also, the standard deviations of the rms andpeak-to-valley errors measured

with thenineinputpinholesare0.0055and0.036wave,respectively. Comparable standard

deviations of the rms and peak-to-valley aberrations are 0.0047 and 0.014 wave with the

three different reference pinholes, and 0.0052 and 0.015 wave for varying alignment con

ditions. Thus the illumination variations in these measurements do not seem to change the

measured wavefront significantly, as expected when sufficiently small object-plane pin-

holes are used.

Figure 5-20. The effect of nonuniform illumination wavefront

(a) Sample interferogram and (b) the measured wavefront when the object-plane spatial
filter is too large, (a) The first dark ring in the illuminaticn spears in the interferogram
and producesphase error in the wavefront (b).



Theuse of a large pinhole inthe object plane can produce errors in themeasured aberra

tions, especially when regions near a dark diffraction ring are used for the illumination. A

wavefront measurement with a misaligned, oversize entrance pinhole, roughly 2 |im in

diameter, is shown in Figure 5-20. The recorded interferogram in Figure 5-20(a) reveals

the presence ofthe first diffraction ring from the entrance pinhole inthe illumination ofthe

0.07-NA sub-aperture. Although the phase measurement is noisy in the dark region of the

diffraction ring, the wavefront phase is clearly influenced by the illumination pattern, as

shown Figure 5-20(b).

Relativeto the size of the entrance pinhole, the beamfocusedon the objectplane is signif

icantly larger, as described in Section 5.2, producing quite a uniform illumination of the

pinhole. As a result, the pinhole position within the beam should not significantly affect

the measured wavefront, as shown in Figure 5-21. In this experiment, five successive

rms phase difference [0.001 X]

1 2 3 4

" [ 3.1 3.5 4.6 5.4

1 4.4 7.0 4.1

2 4.8 4.7

3 8.6

Figure 5-21. The effect of input pinhole misalignment.

(a) The intensity profile of the K-B illuminator focus measured at 13.4-nm wavelength
with a 0.5-)im-diameter entrance pinhole. Five positions of the entrance pinhole where
interferometry measurements were performed, (b) The measured rms phase difference
between all the different pairs of the five pinhole positions, reconstructed from the
Zemike polynomial fit.



wavefront measurements were performed, each at a different position of the entrance pin-

hole in the K-B focus. The beam profile measured with a scan of the 0.5-|Lim-diameter pin-

hole and the five pinhole locations are indicated in Figure 5-21(a). Figure 5-21(b) tabulates

the rms phase difference for all possible pairs of the five measurements in units of 0.001

wave and 13.4-nm wavelength. The average pairwise difference is 0.0050 wave rms. The

standard deviation of the five rms wavefront errors measured is 0.0028 wave. Since this

variation is less than that caused by the reference pinhole alignment, by necessity adjusted

in each measurementhere, this experiment only places an upper bound on the influence of

the entrancepinholeillumination on the measured wavefront. However, it alsorevealsthat

undertypicaloperational conditions, the effectof the reference pinhole alignment may in

fact be smaller than found in Section 5.6.2, where the misalignment was intentional.

Experiment
Standard deviation

of the measured rms

wavefronts [A.]

Average pairwise
difference in the measured

rms wavefronts [A.]

3 reference pinholes 0.0047 0.0122

9 input pinholes 0.0055 0.0126

reference pinhole alignment 0.0052 0.0106

input pinhole alignment 0.0029 0.0050

Table 5-2. Measurement variations due to different pinholes and their alignment.

The standard deviation and the average pairwise difference in rms wavefront aberrations
measured at 13.4-nm wavelength on the 0.07-NA sub-aperture of the Schwaizschild
optic. The variations due to different input and reference pinholes are assessed from 29
separate measurements with 3 reference pinholes and 9 input pinholes. The deviations
due to the pinhole alignment are obtained in experiments using a single input pinhole and
a single reference pinhole. The input pinhole effects are always influenced by the refer
ence pinhole alignment in this experiment
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The measurementdeviationsat 13.4-nmwavelengthassociatedwith the quality of the illu

mination and the reference waveffonts are summarized in Table 5-2. The variations are

assessed in terms of the standard deviations and the mean pairwise differences in the sep

arate measurements of the rms wavefront error performed on the 0.07-NA sub-aperture of

the Schwarzschild optic. Pinhole differences are extracted from 29 measurements with

3 reference pinholes and 9 input pinholes. Alignment effects relate to experiments with

individual input and reference pinholes.

5.6.4. Measurement Repeatability

The capabilities of the interferometry have been characterized by repeatability measure

ments performed on the 0.07-NA sub-aperture of the Schwarzschild optic. The aberrations

were first characterized in a series of measurements, performed over several weeks with

multiple object-plane input pinholes, three image-plane reference pinholes, and different

portions of two orthogonal gratings. Following this series of experiments, the other two

sub-apertures of the optic were measured. Subsequently, the 0.07-NA sub-aperture of the

Schwarzschild optic was measured again in a second series of experiments. Successive

measurements ofeach sub-aperture require removal of the optic from the vacuum chamber,

followed by repositioning of the optic and complete realignment of the interferometer.

Because the reference pinholes reside at slightly different freld points and the object pin-

holes are moved for adjustment of the focus, the aberrations are measured at slightly dif

ferent field points. Using the results from Figure 5-6, the field variations are negligible

here for the transverse separations of 0.4 mm in the object plane (40 |xm in the image plane)

and the typical focal adjustments with the object pinhole of less than 0.5 nun.
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The wavefront aberration map and the corresponding Zemike polynomial fit, determined

at 13.4-nm wavelength from 29 separate measurements using reference Pinholes 1,2,and4

and including both series, are shown in Figure 5-22(a) and (b), respectively. Only a small

number of measurements with very poor fringe contrast were excluded from the data. The
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Figure 5-22. Wavefront aberrations on 0.07-NA sub-aperture.

(a) Wavefront aberrations and (b) the Zemike polynomial fit coefficients of the 0.07-NA
sub-aperture of the Schwarzschild optic determined from multiple measurements at
13.4-nm wavelength. The Zemike coefficients correspond to polynomials scaled to have a
peak magnitude of one. The magnitudes of astigmatism (coefficients 4 and 5), coma (6
and 7), spherical aberration (8) and triangular astigmatism (9 and 10) are indicated. The
dominant aberration is astigmatism.



wavefront error of 0.090±0.008 wave (1.20±0.11 nm) rms and 0.524±0.050 wave

(7.0210.67 nm)peak-to-valley, is dominated by astigmatism indicative of a zonal fabrica

tion error described earlier in Section 5.5.3. The error bars of the Zemike polynomial coef

ficients in Figure 5-22(b) correspond to the rms variation in each term over the 29

measurements. The magnitudes of the primary aberrations and their standard deviations

are alsogivenin Figure5-22(b). Thestandard deviations of the29measured rms andpeak-

to-valley wavefront aberrations indicate repeatability to within ±0.008 wave (±0.11 nm)

rms and ±0.050 wave (±0.67 nm) peak-to-valley. Although the initial experiments compli

cated by the carbon contaminationproblem are not included in this repeatability evalua-
'f

tion, their results are in excellent agreement with the wavefront measured here, as apparent

from the comparison of Figure 5-14(b) and Figure 5-22(a).

In the evaluation of the Schwarzschild optic, performed over about two months, a slow

reduction in the fringe contrast was observed. Because only four reference pinholes were

used in these extensive measurements, a slow contamination of the pinholes with carbon

is suspected as the cause of the contrast loss. If the contamination slowly reduces the pin-

hole transmission, the reference beam is attenuated relative to the test beam and the fringe

contrast degrades. The long-term decrease in the contrast, measured in a small region of

the 0.07-NA sub-aperture to minimize effects of possible differences in the illumination,

is shown in Figure 5-23 for each of the four reference pinholes. Each measurement point

represents a phase-shifting interferogram set from experiments at 13.4-nm wavelength.

The contrast reduction is especially sharp at the boundary between the data series 1 and 2,

where the other two sub-apertures were tested. In view of the carbon contamination prob

lems encountered earlier, the slow reduction in the reference pinhole transmission is not
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Measurement number

Figure 5-23. Long-term reference pinhole changes.

The fringe contrastin the indicated portion of the 0.07-NA sub-aperture vs. the measure
ment numberfor each referencepinhole used. A set of phase-shiWng experiments consti
tutes each measurement. The 0.08-NA and 0.06-NA sub-apertures were characterized
between the experiment series 1 and series 2. The slow decrease in the contrast, over
roughly twomonths of operation, indicates gradual lossin reference pinhole transmission.

surprising. The slow progress of the damage found here is a demonstration of the vast

improvement in the interferometer vacuumsystem, considering that all the measurements

consisted of 160phase-shifting dataseries of 5 to 9 interferograms each, numerous single-

interferogram experiments, and prolongedexposures during alignment.

5.6.5. Effect of the Grating lUimiination

In Chapter 2, thepositioning of thelines in the grating beamsplitter is found to potentially

influence the measured wavefront when one of the diffracted grating orders serves as the

test beam in the interferometer. However, because the grating is used on the low-NA side

of the Schwarzschild optic, the coma aberration due to the curvature of the wavefront inci

dent on the planar grating is not expected to significantly affect the measured wavefront.



even when a diffracted grating order is used as the testbeam. Specifically, withthebeam-

spot separation of4.5 |xm inthe image plane, an unbalanced coma of0.0007, 0.0012, and

0.0017 wave peak-to-valley is expected in thefirst grating order forobject-side numerical

apertures of 0.006, 0.007, and 0.008, respectively. A cpmparison between the measure

ments that utilize the zeroth and the first grating orders for the test beam is illustrated in

Figure 5-24(a) for the 0.07-NA sub-aperture and in Figure 5-24(b) for the 0.06-NA sub-

aperture. Theaverage low-order aberrations inFigure 5-24(a) were measured in29exper-

Undiffracted order from First diffi-acted grating
gratingused as the test beam order usedas the test beam
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Figure 5-24. The effect the grating line placement.

The average aberrations measured in (a) the 0.07-NA and (b) the 0.06-NA sub-apertures at
13.4-nm wavelength. The measurements having the zero grating order as the test beam are
compared to the measurements having the first diffracted order as the lest beam. The small
differences between the two cases for both sub-apertures indicate negligible aberrations
produced by the placement of the grating lines, as expected.



iments with the zero-order test beam and in 2 experiments with the first-order test beam.

In Figure 5-24(b), the number of experiments used in the average is 5 and 3 for zero and

first-order test beams, respectively. For the 0.07-NA sub-aperture, the phase difference

between the zero and first-order measurements is 0.008 wave rms at 13.4 nm and for the

0.06-NA sub-aperture, the difference is 0.007wave rms.Thesevariations are smallerthan

the repeatability of the measurements, indicating a negligible effect due to the grating

coma aberrations as expected.

5.6.6. Accuracy Consideratioiis

Although good measurement repeatability with the EUV phase-shifting point diffraction

interferometer has been demonstrated here, the accuracy of the wavefront measurement is

difficult to evaluate. Since the measurement quality must be assessed with certain assump

tions about theoperation andproperties of theinterferometer, theaccuracy maybeaffected

by unknown systematic errors. On the other hand, the detection of known systematic

effects can be useful in the estimation of accuracy.

One possibility inassessing theinterferometer accuracy isameasurement ofaknown aber

ration. The aberration that can be intentionally introduced with ease is defocus. In testing

the Schwarzschild optic, the defocus is added to the wavefront by the translation of the

object pinhole along thepropagation direction. This translation changes the position ofthe

test-beam focus with respect the reference pinhole plane. The required realignment of the

reference pinhole aftereach focal adjustment is a slight complication here. In principle, a

change in the focus does not change the measured aberrations. Two different measure

ments at three different focal positions each reveal small changes in the measured wave-
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front with defocus. The pairwisedifferences in the low-orderaberrations for the 0.07-NA

sub-aperture from single interferograms obtained using reference Pinhole 1 are shown in

Figure 5-25(a) in units of 0.01 wave at 13.4-nm wavelength. The magnitudes of the bal

anced defocus are -0.169, -0.057, and 0.069 wave for measurements 1, 2, and 3, which

represent two approximately equal steps in the defocus. Here, a positive change in the

defocus corresponds to translation of the objectpinhole toward the optic. The differences

between the first two and the second two measurements are about half the difference

between the first and the third measurements. Thus, the difference between the measured

wavefronts seems to scale with the difference in their relative defocus. The mean differ-

-8-4 0 4

Phase difference [0.01 X]
-8-4 0 4

Phase difference [0.01 X]

Figure 5-25. The change in the measured aberrations with defocus.

The differences in the wavefront phase measured at 13.4-nm wavelength at three different
focal positions. All combinations of wavefront differences are shown for (a) the 0.07-NA
sub-aperture and (b) the 0.06-NA sub-aperture. The rms phase differences are shown in
units of 0.01 wave at above each difference map.



ence in the measured wavefronts is 0.013 wave rms. Another such measurement, per

formed with reference Pinhole 4 on the 0.06-NA sub-aperture in three phase-shifting

experiments; is presentedin Figure5-25(b). Here the magnitudes of the balanceddefocus

are -0.151, -0.041, and 0.158 wave, respectively. The focal increment between measure

ments 3 and 2 is about twice the defocus change between measurements 2 and 1. Once

again, the differences in the measured aberrations seem to scale with the difference in

focus. Here the mean difference in the measured aberrations is 0.017 wave rms.

The magnitude of the defocus used in these measurementsis only slightly larger than the

classical depth offocus of±A/2NA^, which corresponds to 0.125 wave ofbalanced defocus

and a 20% reduction in the peak intensity of a diffraction-limited beam [121, 111]. This

degree of defocus is not expected to significantly influence the wavefront measurement, as

estimated from Figure 2-4 in Chapter 2 and the normalized size of the reference pinholes.

The differences found can be attributed to errors in the reference wavefront, produced

mainly by the alignment of the referencepinholes within the focused beam. Overall the ref

erence wavefront error appears to be about 0.015 wave (0.20 nm) rms in a numerical aper

ture of 0.07.

Detection of the systematic coma effect in the wavefront can also be used to evaluate the

measurement quality. As discussed in Chapter 2, the additive systematic coma results from

the lateral displacement of the test and reference beam foci. The measured phase difference

contains a systematic coma peaked in the direction of the focal displacement, which is per

pendicular to lines of the grating beamsplitter. The comparison of two wavefronts obtained

with different grating orientations can reveal information about the measurement quality.
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To illustrate this, let us consider measurements using two different grating orientations,

given by angles Gj and 02. Assuming the same focal spot separation s in both cases, the

measured phases Wi and W2y in cycles or waves, are given by

(5-1) Wj = +^^NAp-|NA^p^ +...jcos(e-ei),and

(5-2) Wj =Wj._-Wjj^+|[nAp-|naV+—)cos(0-e2).

where and are the test wavefronts, W„ and Wg are the referencewavefrontsin
ij *2 I 2

the two measurements, ^d (p,0) are the normalized beam coordinates (|pl ^ 1) overthe

radius of the beamwith a numerical aperture NA.The phase difference W1—W2 between

the two measurements, given by

(5-3) W,-W^ = +

|(nAp-jNa'p'+...)2sin(^i^)cos(e- ,

consists of the difference in the two test wavefronts and the two reference wavefronts plus

tilt andcomatermswhosemagnitude andorientation depend onthe orientation of the grat

ing beamsplitter inthe two measurements. After the tiltterm isremoved, any deviations in

the wavefront difference from the expected coma reveal changes in test wavefront and

imperfections inthe reference wavefronts. When the test wavefront properties are constant,

this comparison can beused to understand the reference wave errors that are unique toeach

pinhole. Unfortunately, owing to thecomparative nature ofthis test, deviations from sphe

ricity that arecommon to both diffracted reference wavefronts arenotrevealed.
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In the characterization of the Schwarzschild objective, two nearly orthogonal gratings were

employed. Equation 5-3 indicates that when the gratings are orthogonal, or 0^= nil and

02= 0, the difference in the measured wavefronts, in waves,is given by,

(5-4) W,-W^ = Wj - Wj. +Wj^ - NaVcos(0-3n/4) ,
1 2 2 1 /V

where the tilt is excluded and the small terms beyond the primary coma are neglected. For

two perfect reference wavefronts and identical test wavefronts, the difference contains

only the coma term, peaked atan angle ofZniA, Given afocal spot separation j =4.5 pin

and a numerical aperture NA= 0.07 at a wavelength X= 13.4 nm, the magnitude of the

unbalanced primary comais 0.163 wave. Thiscorresponds to 0.027 wave of balanced pri

mary coma, described byZemike polynomials 6 and 7. Toassess the reference wavefront

errors, a numberof measurements performed with two grating orientations are compared

in Figure 5-26. Themeasurement pairs shown were obtained on the0.07-NA sub-aperture

at 13.4-nm wavelength withinseveral minutes of eachotherusing adjacent reference pin-

holes to minimiTP. the number of variables in the experiment However, in addition to dif

ferences produced by the reference pinholes, each measurement is alsoinfluenced by the

reference pinhole aligmnent andby the possible smallnonuniformities in the two grating

substrates. The differences of the measurement pairs in Figure 5-26(b) or reference Pin-

holes 1 and 2, and in Figure 5-26(c) for reference Pinholes 3 and 4, are compared to the

expected idealcoma aberration in Figure 5-26(a). All wavefront differences areshownon

the same scale. In Figure 5-26(b), obtainedwith Pinholes 1 and 2, the measured difference

resembles the expected coma aberration, especially in the frrst and the third measurements.
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Figure 5-26. The systematic coma effect.

(a) The expected phasedifference between two measurements performed with two mutu
ally orthogonal grating orientations. Examples of the measured phase differences for
(b) image-plane Pinholes 1 and 2 and for (c) image-plane Pinholes 3 and 4.

In the five measurements, the deviation expected coma is

0.019 wave rms and 0.131 wave peak-to-valley on average. In Figure 5-26(c), obtained

using Pinholes 3 and4, the difference deviates from the expectedcoma more significantly.

Here the departure Wj -Wj from the expected coma is0.024 wave rms and

0.157 wave peak-to-valley on average. This is consistent with the anticipated errors in the

reference waveffont from Pinhole 3, known to be too large. From the repeatability mea

surements that include the variations from grating substrate nonuniformities, it may be

concluded that the grating substrate effects on the test wavefront are small compared to the

reference wave defects. Then, if the two reference wavefronts are independent, the imper-



fections in each of the waveffont is about 1/^2 times the error in the detected reference

wavefront difference. With this assumption and the premise that the error obtained with

Pinholes 1 and 2 is representative of the overall measurement, the error in the reference

wavefront is about ±0.019/=±0.013 wave (±0.18 nm) rms. However, this represents

only the random component in the reference wavefront imperfections because the differ

ence in two wavefronts does not reveal correlated errors.

Owing to therelatively largesizeof the reference pinholes, the reference wavefront imper

fections probably dominate errors in this extreme ultraviolet phase-shifting point diffrac

tion interferometer. However, the accuracy of the interferometer is also influenced by error

contributions from the illumination wavefront, the grating substrate nonuniformities, the

pinhole alignment, the detector properties, anddata analysis errors. Someof these effects

have been investigatedhere whileothers are consideredelsewhere [142]. The variationsin

the reference wavefront, evaluated by changing focus, by detecting the systematic coma,

and by investigating the alignmentsensitivity,appear to be about ±0.015 wave (±0.20 nm)

rms in a numerical aperture of 0.07.

5.7. Conclusions

The aberrations of a lOx-demagnification Schwarzschild optic, designed for EUV lithog

raphy experiments, have been characterized with a phase-shifting point diffraction inter

ferometer at a wavelength of 13.4 nm. Measurements of several sub-regions of the annular

aperture indicate the presence of zonal fabrication errors. The 0.07-NA sub-aperture has

been found to have relatively small aberrations of 0.090 wave (1.21 nm) rms at 13.4-nm
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wavelength that are dominatedby astigmatism. The measurements of the Schwarzschild

optic have also servedto evaluate the performance of the PS/PDIdesign and implementa

tion. The measurement repeatability is ±0.008 wave (±0.11 nm) rms. The accuracy of the

measurement is probably limited by errors in the reference wavefront, caused by somewhat

oversize reference pinholes and estimated to be roughly ±0.015 wave (±0.20 nm) rms in a

numerical aperture of 0.07.
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6 Characterization of Chromatic Effects

Due to Multilayer Coatiugs

6.1. Introduction

One primary advantage of at-wavelength interferometry is its ability to characterize the

overall extreme ultraviolet (EUV) wavefrontproduced by both the mirror surface figure

andby the multilayer coatings. Owing to thefact that, upon a change in wavelength, the

aberrations due to multilayers change whereas those due to surface errors do not, multi

layereffects can be observed directly viawavefront measurements overa range of wave

lengths.

In thischapter, a demonstration ofchromatic aberrations in the lOx Schwarzschild objec

tive due to the molybdenum/silicon multilayer reflective coatings is presented. The mea

surements of the wavelength-dependent transmission and phase are compared to

transmission and phasecalculations basedon the multilayer designand on previous mea

surements of the multilayer period [32]. Some of thepossible causes for thediscrepancies

found are explored.

6.2. Wavelength-Dependent IVansmission and Phase

In the characterization of the two-mirror lOx Schwarzschild optic, both the transmitted

intensity and the wavefront phase were measured at several EUV wavelengths within the
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passband of the multilayer coatings peaked near 13.4-nm wavelength. The transmission

through the 0.07-numerical aperture (NA) sub-aperture of the optic at 13.0, 13.2,13.4 and

13.6 nm is shown in Figure 6-1(a). The transmission through different portions of the aper

ture reveals a zonal effect that follows the annular full aperture of the optic, described in

Chapter 5. Within thecoating passband, at 13.2 and 13.4nm, the transmission is quiteuni-

IS.Onm X= 13.2 nm X= 13.4 nm X- 13.6 nm

Figure 6-1. Measured transmission and phase vs. wavelength.
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Measured chromatic effects produced by multilayer reflective coatings. As the wavelength
is changed, (a) the transmission through the optic and (b) the wavefront phase varies. The
transmission peak is near 13.4-nm wavelength, (c) The measured differences between the
aberrations at the indicated wavelengths and the 13.4-nm wavelength demonstrate the
presence of multilayer coating phase aberrations.



form, being lower only near the edges of the annulus.The measured transmissionalong the

center of the annulusis peaked at 13.37-nm wavelength, nearly in agreementwith the coat

ing design [32], but the transmission peak is shifted to 13.30 nm on the inneredgeof the

annulus and to 13.36 nm on outer edge of the sub-aperture. This indicates that the multi

layercoating period deviates from itsintended value, designed toachieve transmission uni

formity better than 99% at 13.4nm. At the edges of the coating reflectance passband, at

13.0 nm and 13.6 nm, the transmission is very nonuniform. This behavior is not unex

pected, even for perfect multilayers, because thecoatings aredesigned to accommodate a

range of incidence angles in a limited spectral band. Outside the design passband, the dif

ferences in incidenceangles acrossthe optic are amplified because the coatingproperties

vary rapidly outside the central transmissionlobe.

The phase of the wavefront transmitted through the 0.07-NA sub-aperture of the optic at

13.0, 13.2, 13.4 and 13.6 nm is displayed in Figure6-l(b). The phase maps, found from

phase-shifting analysis of several dataseries, exclude the piston,tilt, and systematic coma

terms but contain the defocus that contributes to the chromatic aberratioris. The chromatic

phase effects resulting from reflection by the two multilayer mirrors are illustrated in

Figure6-1(c),which showsthe difference between the aberrations measuredat 13.0,13.2,

13.4 and 13.6 nm and the aberrations measured at 13.4 nm. Within the coating passband,

the differences in the measured wavefronts are small because the wavelength change

results primarily in a constant phase offset, not measurableby interferometry. At the pass-

band edges, where nonuniformitiesin the coatingproperties are accentuated, the measured

phase difference over the aperture is consistent with a radial imperfection in the multilayer

coating thickness.
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The rms difference between the wavefront measured at different wavelengths and the aber

rations at 13.4 nm is given in Figure6-2(a). This aberration difference, which includes

changes in the focus with wavelength, illustrates themagnitude of thechromatic aberra

tions in the Schwarzschild objective. The wavelength-dependent change in the tilt term

produced by theoptic, which is notdetected by interferometry butcanin principle cause

chromatic image distortion, is not expected to significantly increase thechromatic aberra

tions. Based on calculations that utilize the measured period of the multilayer coatings

[32], the change in the tilt relative to 13.4^nm wavelength is quite small over the wave

length range measured. The measured chromatic aberrations with the calculated wave

length-dependent tilt term added arealso given inFigure 6-2(a). Therelative transmission

of different radiation wavelengthsthroughthe 0.07-NAsub-apertureof the Schwarzschild

optic is plotted inFigure 6-2(b). Thelargest measured wavefront change ofabout 0.44 nm

rms, equivalent to 0.033 wave at 13.4 nm wavelength, appears at a wavelength near

13.6 nm, where the transmission through the optic is reduced by an order ofmagnitude rel

ative to the peak. The chromatic distortion increases the aberration difference somewhat,

but only outsidethe maintransmission lobe.As a result, thechromatic aberrations are not

expected to appreciably degrade the image quality for thisSchwarzschild optic.

In BUV lithographic opticalsystems, thefraction of theoptical powernearthe edgesof the

transmission passband is likely to be quite small, especially when multilayer-coated con

denser optics are employed. Although the chromatic aberrations are determined by the

optical design and by the properties of the deposited coatings, their effect on the image

qualitymay be negligible,provided that most of the opticalpower resides within the trans

mission passband of the imaging system.
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Figure6-2. Chromatic aberrations andtransmission vs. wavelength.

(a) The chromaticaberrations of the 0.07-NAsub-aperture of the Schwarzschild optic are
revealed in the measured rms difference between the wavefronts at different wavelengths
and the wavefront at 13.4 nm. (b) Overall normalized transmission through the 0.07-NA
sub-aperture measured as a function of wavelength.

6.3. Understanding the Measured Coating Properties

The chromatic transmission and phase effects can be used to evaluate the properties of the

molybdenum/silicon (Mo/Si) multilayer coatings on the two Schwarzschild mirrors. In this

151



section, the measured wavelength dependence is compared with the changes in the trans

mission andthephasecalculated fromthedesigned andthepreviously measured properties

of the multilayer coatings. The Mo/Si coatings consist of 40 bilayers with molybdenum-

to-silicon thickness ratio of about 0.375. The designed multilayer coating period as well as

the multilayer periodmeasured on the twomirrorsubstrates [32,170] is givenin Table6-1

as a function of the radial position on each mirror substrate. On the primary mirror, the

multilayer coatings aregraded in thickness andthe0.08-NA aperture stopselectstheradial

Radial substrate Multilayer period [nm]
position [mm]

Design (maximum, mhiimum) Measurement

primary mirror

3.3 6.875 (6.944,6.806) 6.8125

3.8 6.8625

4.3 6.9000

4.8 6.9500

5.3 6.925 (6.995,6.856) 6.9750

5.8 6.9875

6.3 7.0125

6.8 7.0250

7.3 7.035 (7.106,6.964)

secondary mirror

16.0 6.847 (6.916,6.779) 6.8625

20.0 6.8750

24.0 6.8750

28.0 6.862 (6.930,6.793) 6.8875

32.0 6.8750

36.0 6.8750

40.0 6.876 (6.945,6.807) 6.8625

Table 6-1. Multilayer coating design and measurement for the Schwarzschild objective.

The period of multilayer coatings for the primary and secondary mirrors of the
lOx Schwarzschild objective vs. the radial position on the mirror substrate from
Reference 32. The design tolerances are about d^.07 nm, while the reported measurement
uncertainty is ±0.0125 nm. The coatings have 40 bilayers with molybdenum-to-silicon
thickness ratio of F = 0.375.
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positions of 3.3to 7.3 mmin the annular aperture. Onthesecondary mirrorwithnearly uni

form multilayerperiod, the annularclear aperturerangesfrom 16.5to 41 mm in radius. In

the reported coating measurement, the multilayer period is determined from measured

reflectance versus wavelength data by fitting the measured curves to a model, where the

multilayer period is an adjustable parameter [32]. As reported in Reference 32, the period

of the deposited multilayer coatings, determined with an experimental uncertainty of

±0.0125 nm, is within the ±0.07 nm design tolerance. Refractive indices of coating mate

rials are determinedfrom tabulatedopticalpropertiesat x-ray wavelengths [13],using spe

cific densities of 10.22 for molybdenum and 2.33 for silicon.

In addition to the coatingproperties, the calculation of the multilayer effects in the optical

system also utilizes the opticaldesign for the Schwarzschild optic, presented in Table5-1

on page 101.In consideration of multilayer properties, the mirror surfacefigureerrorsare

neglected becausethey do not significantly alter the positionand orientationof the mirror

surface. Unless indicated otherwise, the illumination of the optic from a field point on the

optical axis is also assumed. Althoughthe multilayer effects depend on the polarization,

only the transverse-electric (TE) polarizationneed be consideredhere because the beamin

the interferometer experiment is initially TE-polarized and only 0.03% of the total

reflected light is coupled into the transverse-magnetic (TM) polarization in propagation

through the system [171]. The multilayer calculations utilize two different calculation

methods, the transmission line analogy to electro-magnetic wave propagation in materials

with multiple boundaries [172] and the successive application of the Fresnel equations

[173-175]. The latter method includes the effects of layer interface imperfections.
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6.3.1. li-ansinissioii Properties of the Schwarzschild Optic

The variations in the transmission properties within the 0.07-NA sub-aperture are exam

ined in Figure 6-3. The transmission measured in the course of the interferometry experi

ments is plotted as a function of wavelength in Figure 6-3(b) for five small regions of the

sub-aperture that are indicated in Figure 6-3(a). The measured transmission is contrasted

with the calculated transmission cu^es in Figure 6-3(c) and Figure 6-3(d), for the multi

layer coating design and for the coating period from Reference 32, respectively. Both com

putations assume perfectly sharp layer boundaries in the multilayer and an ideal optical

design with the object point at the center of the field of view.

As designed, the multilayer coatings exhibit excellent transmission uniformity. On the

other hand, both measurements of the real coatings reveal transmission nonuniformities

along the radial direction of the annular fiill aperture and near constant transmission only

in the azimuthal direction. Relative to the center of the annulus, the transmission peak is

shifted toward shorter wavelengths on both its edges. In regard to variations over the sub-

aperture, the transmission measured here and that calculated using the reported multilayer

period are in good qualitative agreement. In addition to a small offset in the peak wave

lengths, the most apparent discrepancy between the two is the transmission bandwidth. The

measured full-width half-maximum (FWHM) bandwidth is only about 70% of that found

in the calculations. The transmission properties along the radial direction of the annulus are

summarized in Figure 6-4 with plots of the transmission curve center (midpoint between

the FWHM wavelengths) in Figure 6-4(a) and of the bandwidth in Figure 6-4(b). The

radial coordinate corresponds to scaled radial positions within the 0.08-NA pupil with nor-
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Figure 6-3. Transmission vs. wavelength in different portions of the aperture.

Transmission through the Schwarzschild optic vs. wavelength at (a) the indicated posi
tions withinthe 0.07-NAsub-aperture, (b) Measured transmission curvesare compared to
(c) the calculation based on the coating design and (d) the calculation using the multilayer
periodsmeasuredin Reference32. Both calculations assumesharp multilayerinterfaces.

13.8

13.8

malized radius of 1. The results are given for the ideal multilayer design, for the calculation

using the previously measured multilayer periods and perfectly sharp layer boundaries, and

for two different parts of the annulus measured here. The measurements on regions A and

C of the annulus, in proximity to the 0.07-NA and the 0.06-NA sub-apertures, demonstrate

comparable properties in the azimuthal direction, as expected.
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Figure 6-4. The center and the bandwidthof the multilayertransmissioncurves.

(a) The center and (b) the FWHM bandwidth of the transmission passband for the
lOx Schwarzschild optic. Calculations, based on the multilayerdesign and on previously
reported multilayer period measurements withthe assumption of perfect multilayer inter
faces and TE polarization, are compared to the measurements in two differentportionsof
the annular aperture of the Schwarzschildoptic.

6.3.2. Investigatioii of the Coating Characteristics

The discrepancy between the measurement and the measurement-based calculation of the

coating bandwidth has numerous possible explanations in a complex multilayer system

with several curved mirrors and graded-period multilayer coatings, possibly illuminated

from several directions. The potential causesexplored here include the illuminationof the.

optic from different field points, the imperfections of multilayer interfaces, and the mis

match in the passbands of the two Schwarzschildmirrors.

As discussed in Chapter 5, the objectplane of the Schwarzschildoptic is not mechanically

referenced to the optical housing.The positions in the field of view are selected by steering

the beam through the center of the image plane defined by three balls on the optical hous

ing. This method places the beam near the center of the intended field of view in the object
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Figure 6-5. Field of view variations in the multilayer transmission curve.

The calculated field-of-view variations in the transmission characteristics along the radial
direction of the annular aperture. The computations of (a) the center and (b) die FWHM
bandwiddi of the transmission passband assume perfect multilayer coatings and utilize the
Schwarzschild optical design. The field dependence isgiven over 12x12 mm^ object-side
field of view, denoted by coordinates (jc, y), where y is the direction of pupil displacement
from the optical axis. The corrected object-side field ofview is4x4 mm^.

plane. However, a displacement of the object pinhole from its desired position with respect

to the optic changes the angles of incidence on the multilayers and can potentially affect

the coating reflectance. The effect of the object position on the transmission through the

optic is presented in Figure 6-5, which shows the transmission curve centers and the band-

widths calculated using the 40-bilayer coating design with perfectly sharp interfaces and a

Mo/Si thickness ratio of 0.375. Comparable dependence of the coating properties over the

field ofview is expected in the presence of aberrations and imperfect multilayer boundaries

because the field variations are produced solely by changes in the beam incidence angles.

The transmission characteristics along the radial direction of the annular aperture are given

over a field ofview of 12x12 nun^, denoted by the object coordinates (x, y). The transmis

sion changes noticeably only upon translation of the object point in the y direction, along
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which the pupil is displaced from the optic axis. Overall, the off-axis displacement of the

object pinhole, estimated to be well within a 12x12 mm^ field in the experiment, do not

account for the reduced bandwidth observed experimentally.

The imperfections due to interdiffusion androughness at the layer boundaries areknown

to reducethe multilayertransmission bandwidth. The gradedinterfaces are typically mod

elled withan errorfunction profilewitha specified rms thickness a thatreduces theampli

tude reflectivity at each interface by theDebye-Waller factor[21,174,176], exponentially

decreasing with a^. The impact ofgraded multilayer interfaces in the Schwarzschild optic

on the transmission passband is examined in Figure 6-6 for rms boundary thicknesses up

to 1.2 nm. The transmission curve center in Figure 6-6(a) and the FWHM bandwidth in

Figure6-6(b), shown alongtheradialdirection of the annulus, arecalculated for40 Mo/Si

layer pairs with thicknesses reported in Reference 32. In addition to a small shift of the

(a) Graded multilayer interfaces

¥ 13.4

fe13.35
yy

rms interface
-dttckncsslnm]- j

O.Oi
i ^•=•••••02! \

0.4:
: :

0.81

" - 1.2j i

.2 13.3
to

s11325
2 132
a

J 13.15

13.1
-1 -0.5 0 0.5 1

Normalizedpupil coordinate (radial direction)

(b)

£025

S 0.3

Graded multilayo^ interfaces

TE polarization

-1 -02 0 02 1
Normalized pupUcoordinate (radial drrectron)

Figure 6-6. Effect of graded multilayer interfaces on transmission.

The calculated transmission properties vs. radial position in the annular aperture of the
lOx Schwarzschildsystem for varying ims thickness of the multilayer interfaces.The sub
strates are assmned to be coated with 40 Mo/Si bilayers with the period measured in Ref
erence 32 and Mo/Si thickness ratio of 0.375.
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passband toward shorter wavelengths, an increase in the rms interface thickness reduces

the coating bandwidth. A layer interface thickness of about 0.95 nm rms, considerably

larger than the thickness values of about 0.7 nm found in coatings similar to those on the

Schwarzschild substrates [26,170], matches the bandwidth reduction observed experimen

tally.

A mismatch in the transmission passbands ofthe two separate mirrors in the Schwarzschild

objective can also decrease the overall multilayer bandwidth. The simple model of the

coating mismatch, given by a constant offset in the multilayer period on each mirror, is

investigated in Figure 6-7, under the assumption of sharp layer interfaces. The multilayer

periods of the 40-bilayer coating are assumed to be shifted as indicated from the values

reported in Reference 32. The transmission curve properties along the radial direction of

the annular aperture are illustrated for two cases that exhibit good agreement with the mea-

(a)

l* 13.4
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g 13.35
5
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s
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•g113.25
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-1 -0.5 0 0.5 1
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Figure 6-7. Effect multilayer passband mismatch on transmission.

The calculated passband (a) center and (b) width along the radial direction of the annular
aperture of the lOx Schwarzschild objective. Multilayer periods are offset from those
reported in Reference 32 by the indicated constants.
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sured center wavelength of about 13.35 nm(see Figure 6-7(a) and Figure 6-4(a)). In both

cases, the multilayer period is offset by0.055 nmononemirror andby-0.085 nmon the

othermirror. When the multilayer period on the secondary mirror is increased andthat on

the primary isdecreased, rather than vice versa, the calculated bandwidth in Figure 6-7(b)

is relatively consistent with themeasured bandwidth in Figure 6-4(b). Theability to sepa^

rate effects on the individual mirrors of the two-mirror combination allows further refine

ment of the multilayer coating model that fits the presentexperimental observations.

Both the finite interface thickness and the mismatch of passbands on the two mirrors are

likely to contribute to the reduction in the coating bandwidth observed in theSchwarzs-

childobjective. Thelayer interfacial thickness canbeestimated from thereflectance prop

erties of each coating. Although reflectance data are not available for the Schwarzschild

mirror coatings, measurements of similar multilayers on flat substrates indicate reflectivi

ties of 63-65% near normal incidence [170,26]. Assuming that characteristics of the mul-

(a) Primaiy miiror Secondaiy minor

l6.9
&

16.8
•s

6.7

6.6

♦—

' - Ht to interferometer data

20 25 30 35
Substrate position [mm]

4 5 6 7
Substrate position [mm]

Figure 6-8. Multilayercoating period of Schwarzschildmirrors.

The period of multilayer reflective coatings on (a) theprimary and (b) the secondary mir
rors vs. the radial positionon the substrate. The multilayerdesign, the measurement from
Reference 32, and the model matching the interferometer data are compared.
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tilayersdepositedunder similarconditionsare representative of the Schwarzschildmirrors,

the near-normal-incidence reflectances of 63-65% correspond to a rms interface thickness

of roughly 0.7 nm. Given this interface thickness, the multilayerperiod o^set from the

reported values that is needed to match the present measurements consists of both a con

stant and a linear component, varying along the radius of each substrate. On the primary,

the required offset is nearlyconstant and relatively small (about-0.045 nm). On the sec

ondary, the periodchange needed increases along the substrate radius, reaching a maxi

mum of about 0.04 nm. For both mirrors, the offset necessary to fit the data exceeds the

estimated measurement uncertainty of ±0.0125 nm [170]. The multilayer periods given by

the fit to the interferometer data, by the previously reported measurements, and by the coat

ing design are contrasted in Figure6-8.The transmission characteristics measured on the

Schwarzschild optic and thosecalculated with the present multilayer model, compared in

Figure 6-9,closelycoincide in both thecenter andthe bandwidthof the transmissioncurve.
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Figure 6-9. Multilayer model to explain transmission data.

The measured transmission propeities in two different portions of the annular aperture of
the 1OxSchwarzschild optic are in good agreement with transmission calculations using
the multilayer period model in Figure 6-8 and layer interfacial thickness of 0.7 nm.
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The measured and calculated transmission characteristics over the aperture of the optic are

compared inFigure 6-10 for wavelengths ranging from 12.9 nm to 13.7 nm. The two mea

surements, shown in Figure6-10(a) and(b), correspond to the transmission in a O.OS^-NA

sub-region of the annulus near the sub-aperture C and in the 0.07-NA sub-aperture A,

respectively. The calculation over a numerical aperture of 0.08 in Figure 6-10(c), which

represents the coating model, assumes multilayer coatings with 40bilayers, rms interfacial

thickness of 0.7 nm, Mo/Si thickness ratio of 0.375, and coating periods given in

Figure 6-8. Neglecting thenonuniformities intheillumination oftheaperture intheexper

iment, the coating model shows good consistency with the measurements overthe wave

length range considered.

The comparison between the measured and thecalculated chromatic phase effects is pre

sented in Figure 6-11 for a 0.07-NA sub-region of the annular aperture. The chromatic

aberrations between adjacent wavelengths, separated by 0.1 nm in the range of 12.9 to

13.7nm, reveal that the modelfor the coatingpropertiesproduces good qualitative agree

ment with measurement not only in the transmission characteristics but also in the mea

sured phase.

Owing tothestrong influence ofboth the interfacial thickness and the multilayer mismatch

on the overall coating characteristics, the simplified multilayer model described here rep

resents only oneoftheir possible interactions thatfits themeasured data. In addition, other

potentially significant effects, such as the optical properties of molybdenum and silicon,

have not been considered here. However, the small discrepancies found between the mea

surements on the assembled system and those on the individualmirror substrates demon-

162



1
2

.9
n

m
1

3
.0

n
m

1
3

.1
n

m
1

3
.2

n
m

1
3

.3
n

m
1

3
.4

n
m

1
3

.5
n

m
1

3
.6

n
m

1
3

.7
n

m

•.
ii

fe
..

:.
::

T
E

po
la

ri
za

tio
n

Fi
gu

re
6-

10
.M

ea
su

re
d

an
d

ca
lc

ul
at

ed
tr

an
sm

is
si

on
th

ro
ug

h
th

e
Sc

hw
ar

zs
ch

ild
op

tic
.

T
he

tr
an

sm
is

si
on

th
ro

ug
h

th
e

Sc
hw

ar
zs

ch
ild

op
tic

at
di

ff
er

en
tw

av
el

en
gt

hs
.T

he
tr

an
sm

is
si

on
m

ea
su

re
d

(a
)i

n
a

0.
08

-N
A

su
b-

re
gi

on
of

th
e

an
nu

-
lu

s
ne

ar
th

e
su

b-
ap

er
tu

re
C

an
d

(b
)i

n
th

e
0.

07
-N

A
su

b-
ap

er
tu

re
A

ar
e

co
m

pa
re

d
to

(c
)t

he
tra

ns
m

is
si

on
ca

lc
ul

at
io

ns
th

at
as

su
m

ec
oa

tin
gs

w
ith

40
bi

la
ye

rs
,r

m
s

in
te

rf
ac

ia
l

th
ic

kn
es

s
of

0.
7

nm
,M

o/
Si

th
ic

kn
es

s
ra

tio
of

0.
37

5,
an

d
co

at
in

g
pe

ri
od

sg
iv

en
in

Fi
gu

re
6-

8.



1
3

.0
n

m

-
1

2
.9

n
m

T
E

po
la

ri
za

ti
on

1
3

.1
n

m

—
1

3
.0

n
m

1
3

.2
n

m

-1
3

.1
n

m

1
3

.3
n

m

—
1

3
.2

n
m

1
3

.4
n

m

—
1

3
.3

n
m

1
3

.5
n

m

—
1

3
.4

n
m

1
3

.6
n

m

-
1

3
.5

n
m

1
3

.7
n

m

—
1

3
.6

n
m

Fi
gu

re
6-

11
.M

ea
su

re
d

an
d

ca
lc

ul
at

ed
ch

ro
m

at
ic

ab
er

ra
tio

ns
in

th
e

Sc
hw

ar
zs

ch
ild

op
tic

.

Th
e

ch
ro

m
at

ic
ph

as
e

ef
fe

ct
s

in
th

e
Sc

hw
ar

zs
ch

ild
op

tic
at

di
ff

er
en

tw
av

el
en

gt
hs

,r
ep

re
se

nt
ed

by
th

e
di

ff
er

en
ce

in
th

ea
be

rr
at

io
ns

at
tw

o
di

ff
er

en
t

w
av

el
en

gt
hs

,(
a)

Th
e

ph
as

e
ef

fe
ct

s
m

ea
su

re
d

in
th

e
0.

07
-N

A
su

b-
ap

er
tu

re
ar

e
co

m
pa

re
d

to
(b

)
th

e
ca

lc
ul

at
io

ns
of

ch
ro

m
at

ic
ab

er
ra

tio
ns

th
at

as
su

m
e

co
at

in
gs

w
ith

40
bi

la
ye

rs
,r

m
s

in
te

rfa
ci

al
th

ic
kn

es
s

of
0.

7
nm

,M
o/

Si
th

ic
kn

es
s

ra
tio

of
0.

37
5,

an
d

co
at

in
g

pe
rio

ds
gi

ve
n

in
Fi

gu
re

6-
8.



stxate the need for detailed characterization of the multilayers in EUV optical systems.

Measurements of the transmission passband over the aperture of the assembled optical

system appear quite valuable in assessing themultilayer coating properties as well as the

chromatic effects in the optic.

6.4. Conclusions

The transmission uniformity and the wavefront aberrations in the lOx Schwarzschild

objective have been evaluated at several EUV wavelengths near 13.4 nm. Although the

presence of phase aberrations due to multilayer coatings has been directly observed, the

measurements predictnegligible influenceof the chromatic aberrations on the image qual

ity. A simplethe multilayer model, whichaccounts for the multilayer periodandthe layer

interface imperfections, produces goodqualitative agreement both in the transmission and

in the phase aberrations between the multilayercalculations and the experimentalobserva

tions. The wavelength-dependent transmission and phase effects correspond to multilayer

coating characteristics that are somewhat inconsistent with the properties previously mea

sured on the individual coated mirror substrates.
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7 Verification of Interferometry with
Imaging Experiments

7.1. Overview

Perhapsthe most significant valueof interferometric wavefrontmeasurements is theirabil

ity to predict the imagingperformance of optical systems. The interferometry performed

on the lOx Schwaizschild optical system indicates a wavefront aberration of 0.090 wave

rms at 13.4-nm wavelength over a numerical aperture (NA) of 0.07, due mainly to astig

matism. Image calculations based on the interferometry measurements predict near dif

fraction-limited imaging performance. The image quality was verified with photoresist

exposure experiments performed on the lOxI extreme ultraviolet (EUV) imaging system

[40] at Sandia National Laboratories in Livermore, California. The image calculations and

the printing experiments, whose similarities provide an independent qualitative verifica

tion of the interferometry, are discussed in this chapter.

7.2. Imaging Experiments on an EUV Exposure Tool

The exposure experiment to validate the image quality predicted from the EUV interfer

ometry measurements were performed on the EUV lithography prototype exposure system

at Sandia National Laboratories [40, 160]. The Sandia exposure tool utilizes imaging

optics identical in optical design, multilayer properties, and housing construction to the
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lOx Schwarzschild system characterized here. In this tool, shown schematically in

Figure7-1, EUV light from a laser-produced plasma is collected by an ellipsoidal con

denser and directed via a 45" turning mirror onto a reflective mask/object at near-normal

incidence. The mask illuminationis of K6hler type [127],with partial coherence factor of

approximately 0.5. Theimage of themask pattern, produced with the lOx Schwarzschild

optic,is recorded on a photoresist-coated wafer.

The mask images were recorded in fliechemically amplified, high-contrast, negative-tone

SAL 601 photoresist [65,177].Theprocessing of the 100-nm-thickphotoresist startswith

a 1-minute prebake at 85° C prior to exposure. Following the EUVexposure, the resist is

baked at 110° C for 2 minutes and subsequently developed in Microposit MF-322 devel

oper for 8 minutes. A low-resolution scanning electron microscopy (SEM) image of the

recorded bright-field mask pattern, presented in Figure 7-2, shows an exposed area of

EUV source
(laser produced plasma)

ellipsoidal
condenser

wafer

lOx Schwarzschild
objective

turmng
mirror

Figure 7-1. Schematic of Sandia lOxI EUV exposure system.

Components of the Sandia lOxI prototype exposure tool for lithography experiments at
13.4-nm wavelength.
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4. ekv/ xise'

Figure 7-2. Exposure field of the lOx Schwarzschild optic.

An SEM image of the photoresist features printed by the lOx Schwarzschild optic on the
Sandia exposure tool. The size ofthe exposed area is about 500x350 jim^.

about 500x350 |im^, which approximately corresponds tothe 400-|im-diameter corrected

field of view.

7.3. Image Calculations Based on Interferometry Measurements

To evaluate the image quality for the Schwarzschild objective, the interferometry data for

the 0.07-NA sub-aperture wereusedto determine theexpectedimageintensities for several

test patterns. The images were calculated using the program SPLAT [178], which simu

lates image formation with partially coherent radiation. The calculations, designed to

match the operational conditions of the exposure experiments, were done for a numerical

aperture of 0.07, an exposure wavelength of 13.4 nm, an illumination partial coherence

factor a of 0.5, and the measured aberrations of the Schwarzschild optic. The test patterns



considered include a star resolution pattern, suited to reveal the astigmatism detected in the

Schwaizschild optic, as well as dense patterns of lines and spaces oriented in two orthog

onal directions.

7.4. Comparison of Calculated and Measured Image Quality '

Imagingof testpatterns that revealthe presence of specific aberrations, recorded at multi

ple focal positions, can be used to assess the aberrations in an Optical system. The small

amount of astigmatism measured in the Schwarzschild objective can be detected by print

ing of a star resolution pattern with varying degrees of defocus. The image intensities of

the star test pattern calculated from interferometry wavefront data are compared to the

printed photoresist features at several focal positions in Figure7-3. The defocus ranges

from -4 jxm to 4 pm, increasing with the separationof the image plane and the optic, and

spans several classical focal depths of ±1.37 pm at 13.4-nm wavelengthand 0.07 numeri

cal aperture. The image coordinates (jc, y) correspond to the positions on the patterned

wafer, where y is the direction of the pupil displacement from the optic axis.

The calculated intensity of the bright-field image through focus is given in Figure 7-3(a).

Owing to the near diffraction-limited wavefront quality, the imaging is quite good in all

directions at best focus. As is expected of an optic having astigmatism as the dominant

aberration, somewhat out offocus, the resolution of the optic improves in one direction but

degrades in the orthogonal direction. On the other side offocus, the behavior is similar but

with the two directions reversed. In the Schwarzschild optic, the peak magnitudes of the

astigmatism are found at -11.4° from the x and y axes. Figure 7-3(b) shows the contours
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Figure 7-3. Calculated and printed star resolution patterns.

(a) Image intensities at several focal positions of a bright-field star resolution pattern cal
culated from the measured aberrations of the Schwarzschild optic, (b) Contours of the cal
culated intensities at different threshold levels for each focal position model the
photoresist behavior and variations in the exposure dose, (c) SEM images of the same test
pattern recorded experimentally in SAL 601 photoresist show excellent agreement with
the calculated predictions.



of the calculated images that can be used to model the photoresist behavior. For a high-

contrast photoresist such as SAL 601, the image intensity contours can be taken to repre

sent the position of the photoresist edge in the developed pattern. In Figure 7-3(b) the

threshold levels vary as a function of focus to simulate the changes in the exposure dose in

the imagingexperiment. In a negative-tone photoresist, with solid features in the exposed

regions, lower threshold levels correspond to larger doses. Specifically, the normalized

intensity contours for defocus of-4, -2,0,2, and4 pm are0.39,0.43,0.47,0.51, and0.55,

respectively. The SEMphotographs of the developed photoresist features of the star reso

lution patternprinted with the Schwarzschild objectiveare presentedin Figure 7-3(c). In

SEM imagingof the thin resist layer, the contrastis enhanced by coatingthe surfacewith

5 nm of goldandby slightlytiltingthesamplerelativeto theelectronbeam. In termsof the

direction and the magnitude of the astigmatic behavior through focus, the printed photore

sist images exhibit excellent agreement with the predictions of imaging performance in

Figure 7-3(a) and (c).

Printing of line and space features with dimensions near the resolution limit can also be

used to assess the image quality. The results of SPLAT calculations for equal line/space

patterns using the measured aberrations of the lOx Schwarzschild optic are shown in

Figure 7-4. Only the degradation fromthe measuredlow-orderaberrationsis included.For

line/spacedimensionsof 0.075,0.1,0.15, and 0.2 |im, the figure comparesthe diffraction-

limited performanceat 13.4nm and0.07 NA to the capabilitiesof the Schwarzschildoptic

for both Xand y feature orientations in terms of image contrast (see Equation 2-1 on page

36). The peak contrast is quite high for features greater than or near the resolution limit,

which is 0.12 pm as given by the 0.61 A/NARayleigh criterion [111], but degrades below
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the resolution limit Each oscillation in the contrast with defocus corresponds to image

contrast reversal [121]. Neglectingthe scattering from mirror roughness, the peak image

contrast produced by the relatively unaberrated Schwarzschild optic is only slightly

reduced from the diffraction-limited value. However, the best contrast of the line/space

pattems along thex and the y directions occurs at different focal positions, separated by
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Figure 7-4. Calculated contrast of line/space pattems.

Calculated contrast of equal line/space patterns as a function of defocus, for features
0.075, 0.1, 0.15, and 0.2 pm in size, (a) The diffraction limit is compared to (b)-(c) the
performance of the lOxSchwarzschild opticpredicted frominterferometry measurements.
Due to the astigmatism in the optic, the best imagecontrastfor line/space features along
(b) the Xdirection and (c) the ySection isproduced atdifferent focal positions.
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about 2 |xm along the optic axis. This is representative of the astigmatism measured in the

Schwarzschild optic, whose orientation of -11.4° is approximately aligned with the x and

y directions of the imaging system.

At the overall best focus, the contrast of the line/space images formed by the Schwarzs

child optic is expected to be approximately independent of the line orientation. The pat-
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Figure 7-5. Line/space patterns printed by the lOx Schwarzschild optic.

SEM images of equal lines and spaces, (a)-(b) 0.2-|im and (c)-(d) 0.15-|im in dimension,
recorded in SAL 601 photoresist The line/space patterns in (a) and (c) are oriented along
the X direction and in (b) and (d) along the y direction. The features, recorded near the
overall best focus, indicate similar performance in both directions, as expected.



terns ofequal lines and spaces recorded in SAL 601 photoresist near the overall best focus

with the Schwarzschild objective are shown in Figure 7-5. The 0.2-|imand 0.15-iJ.m fea

tures are oriented along the jc direction inFigure 7-5(a) and (c), respectively, andalong the

y direction in Figure 7-5(b) and (d). The recorded patterns exhibit good image fidelity in

both directions, as expected, although the lines along the x direction indicate somewhat

better quality than those along they direction. Owing tothe experimental uncertainty inthe

best focal position of ±0.5 pm, this small discrepancy may be a result of performing the

experiment somewhat away from the overall best focus. The slight differences in the focus

would be amplified by the contrast reduction resulting from known scattering by rough

mirror surfaces in the Schwarzschild optic [75].

Thecalculations ofimage quality based ontheinterferometry measurements indicate peak

image contrasts in excess of0.8 for 0.1-pm equal lines and spaces when the scattering from

rough mirror surfaces isneglected. Even inthe presence ofsome scattered flare, this image

4.8kV xll. ^'aVa 4.ekv xse.dk*

Figure 7-6. Printed 0.1-pm line/space patterns.

SEM images of 0.1-pmlines and spaces printed by the lOx Schwarzschild objective in
SAL 601 photoresist.



contrast, found for each of the two orthogonal lineorientations individuallyabout 1 fim on

each side of the overall best focus, should be sufficient to record the 0. l-|Lim line/space pat

tern in SAL 601 photoresist [65,68,177]. This isdemonstrated inFigure 7-6, which shows

an array of dense 0.1-pmline/space features, oriented along the x direction, printed with

the lOx Schwarzschild optic near the optimum focus.

7.5. Conclusion

The measured aberration magnitude of 0.090wave rms corresponds to a near diffraction-

limited image quality for the 0.07-NA sub-aperture of the lOx Schwarzschild optic. The

expected optical performance has been evaluated with image calculations that include the

effects of the measured aberrations and verified by imaging experiments that utilize the

EUV lithography exposure tool for which theoptic was designed. Inprinting ofseveral test

patterns, including the star resolution pattem and the dense line/space features, the image

quality observed experimentally isconsistent with the astigmatism predicted from interfer-

ometry. The strong correlation between the calculated and the observed images isa quali

tative confrrmation of the accuracy of the interferometryexperiments.
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8 Effects of Higher-Order Aberrations on
Image Quality in Lithographic Optics

8.1. Introduction

The wavefront aberrations in lithographic imaging systems directly impact the latitude of

the pattern transferprocess.The image fidelity is influencedby the overall wavefronterror,

composed of aberrations of different spatial frequencies that range from low-order to high-

frequency errors, illustrated schematically in Figure 8-1. The low-order aberrations, pro

duced by imperfect figuring of the optical surfaces, affect the size of the smallest printable

features. These "figure" errors, containing only a few cycles of variation over the optic

aperture, correspond to the classical aberrations [95,121,122]. The high-frequency aber

rations, caused by micro-roughness of the optical surfaces, produce a flare of scattered

radiation that degrades the image contrast. A statistical description of the optical surfaces

[99,179,73,101] can be used to evaluate the effect of scatter on the image [100,180,181].

In imaging with multilayer mirrors, the effects ofmultilayer coatings on scattering can also

be included [182, 73]. The intermediate range of spatial frequencies, corresponding to

roughly ten to about a hundred cycles over the optical aperture diameter, produces low-

angle scattering that degrades imaging of features with dimensions near the diffraction-

limited resolution. The analysis of the optical performance degradation caused by these

mid-spatial-frequency aberrations, sometimes referred to as "ripple", has been limited
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[102,183]. The relatively low-spatial-frequency contentof the rippleaberrations warrants

a deterministic description of their effecton the image, rather than a statistical representa

tion thatprovides the image properties averaged overan ensemble of optical systems with

similar characteristics [180].

msm

"tit

Figure 8-1. Aberrations with different spatialfrequencies.

A schematic representation of the wavefront errors at the pupil of an optical system that
contain (a) low,(b) medium,and (c) high spatial frequencies.

With the desire for diffraction-limited imaging, the effects of mid-frequency aberrations

onimage fidelity have become important in the fabrication specification oftheoptical sur

faces. Furthermore, although significant advances have been made inachieving thespeci

fied figure [82, 184, 57] and surface finish [75, 185], the mid-frequency errors are still a

concern [184, 75]. In the high-performance imaging applications that require precision

aspheres, usually produced bydiamond-turning optical surfacing tools, themid-frequency

aberrations are especially important.

In thischapter, the image degradation causedby higher-order aberrations is analyzed using

the theory of image formation including the effects of partial spatial coherence [186,127,



135] that is relevant to the lithographic optical systems of interest here. The optical perfor

mance is considered in terms of the spatial frequency of the aberrations, the feature dimen

sions, and the degree of partial coherence. The effects of higher-order aberrations are

illustrated with aerial image calculations and an evaluationof the exposure-defocus imag

ing latitude pertinent in photolithography.

8.2. Partially Coherent Image Formation in Aberrated Optical Systems

The treatment of image formation in optical systems with partially coherent radiation

employsthescalar-wave diffraction theory [186,127,135]. In lithography applications uti

lizing spectrally narrow, or temporally coherent, radiation, the light propagation through

an optical systemis represented by the mutual intensity, describing the spatialcoherence

in termsof the cross-correlation of the radiation fields at twospatially separated points. A

schematicdepictionof the lithography system, relevant to optics with both refractive and

reflective components, is given in Figure 8-2. The radiation properties of interest at the

object plane and the image plane aredescribed by the mutual intensities J^ix^;

andJf {xf, xi)y respectively. To simplify notation, the coordinates jc,-, etc. represent the

two dimensions of the plane of interest. The characteristics of the source and the condenser
f

systemareexpressedby the mutualintensity J^ix^y incidenton the objectplane.The

thin objecthas an amplitude transmission F(jc^). Theprojection opticsarecharacterized by

theamplitude response function jc,) between thefield at a pointx^, in theobject plane

andthefield at a point x; in theimage plane. The amplitude response function K{Xq\ x,) is

related to the pupil function by a Fourier transform. In general, the planeof the
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Figure 8-2. Description of an optical lithography system.

The notation used to describe image formation in a lithography system. The radiation
properties aredescribed by the mutual intensities /(x;x').The mutual intensity Jq (x^; xf)
incident on the object with transmission F(x^) represents thecharacteristics of theillumi
nator system. The amplitude response function K(Xg\ x,-) between a point in the object
plane Xg and a point inthe image plane x,- describes the properties ofthe imaging system.
The quantities in the spatial-frequency domain, which corresponds to the plane of the
imagingsystempupil, are denotedby scriptletters.

imaging system pupil corresponds tothe spatial-frequency domain/. The mutual intensi

ties as well as theproperties of the object and the projection optics are denoted by script

letters inthe spatial-frequency domain. Inthis discussion, the scale normalized coordinates

[127] are employed, accounting for the coordinate scaling in the pupil plane and for the

lateral magnification from the object tothe image plane. The dimensionless spatial coordi

nates Xq and Xi represent object and image plane distances in resolution units of A/NA,

where NAis the numerical aperture of the optic ontheobject or the image side. The nor

malized pupil coordinates/range from -1 to 1 ineach linear dimension. "With these con

ventions, the quantities ofinterest in the space and spatial-frequency domains are related
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through two- orfour-dimensional Fourier transforms. Forinstance, theobject transmission

and the mutualintensity in theobjectplaneJo{Xo\ x^ '̂) are relatedto their spatial fre

quency versions J(/) and

f r -2nifx„
(8-1) F{x^)=ll7(f)e °df. and

(8-2) /,(.,;<) =

In addition, the object and image points, x^ and jc,-, are assumed to be in the isoplanatic

region oftheoptical system [127], inwhich the pupil function isspatially invariant and the

point amplitude transfer function Kix^, x^ depends only on the coordinate differences

In imaging with partially coherent illumination, the mutual intensities in the object and

imageplanes are related by a four-dimensional frequency response related to the system

pupil function [127,135]. Specifically, inthe spatial-frequency domain, theimage mutual

intensity Hi (f,f) isthe product ofthe object mutual intensity Ho(fif) and thetransfer func

tion or

(8-3) Hi (f;f) = Ho (/; /) ^if) ^ (-/) •

In the space domain, the image intensity is given by the four-dimensional convolution of

the mutual intensity leaving the object with the point amplitude response func-
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tion K{x^ and itscomplex conjugate. Since the mutual intensity leaving theobject corre

sponds to theproduct ofthe incident mutual intensity and the product ofobject

transmissions the imageintensity, obtainedfrom the mutual intensity by set

ting X=x\ has the form

oo

(8-4) /,. (x) = (*<,; */) F (xj F* (*/) Kix-xj K*(x-x/) dx^dx/.
—OO

The effect of aberrations on the image formation is contained in the pupil function 9C(f).

Herethe pupilfunction is factored into a component that describes the diffraction-

limited optical system anda factor (P(f) that includes theeffect of aberrations, namely

(8-5) 3C(f) = •

The aberration function fP(/) is usually expressed as

(8-6) !P(f) =

where the amplitude component ^(f) and the phasefunction <^(f) correspond to the trans

mission nonuniformities andthephaseaberrations in theoptic, respectively. Separating the

effects of aberrations from the diffiraction-limited performance in Equation 8-3 gives the

relationship between the mutual intensity (f,f) with aberrations and the unaberrated

mutual intensity or

(8-7) = J?(f;/)!P(/)2*(-/) .
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Transforming Equation 8-7 to the spacedomain, followed by setting x = x\ produces the

image-plane intensity /,(jc) of the form

oo

(8-8) /.(X) =Jjj f jf(Xi;x/)P(x-x.)P*(x-x/)dxidx/.

Thus the aberrated image intensity corresponds to a four-dimensional convolution of the

Fourier transform P(x) of aberration function 1P(/) and the mutual intensity j/^ix; jcO,

describing the image properties in a diffraction-limited system.

8.3. Aberration Frequency, Object Properties, and Coherence

The expression in Equation 8-8 for the aberrated image intensity states that the aberrations

produce image degradation through the interactions within the diffraction-limited image

pattem, described by the mutual intensity at separate image points x and x\ This aberra

tion-inducedpatterncorrelation occurs over distancesdeterminedby the frequency content

of the aberration transmission function fP(/). The aberrated image clearly depends on the

object characteristics that are contained in the unaberrated mutual intensity j/^Cx; x^. In

addition, since the image relates to the mutual intensity, rather than simply the intensity or

the field amplitude, the aberration effects depend on the degree of spatial coherence in the

system. The relationships among the aberration frequencies, the object characteristics, and

partial coherence are explored in this section.
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8.3.1. Effect of a Single-Frequency Phase Aberration

To investigate the effect of different aberration frequencies, an aberration function contain

ing a single-frequency phase variation may be considered. For a phase aberration of the

form <>(/) = Mcos(27cA!jO with N cycles over the pupil radius and a peak-to-valley magni

tude of M/n waves, the aberration function becomes

(8-9) <P(f) =

where uniform pupil transmission Jl(f) is assumed. This function can be expressed as an

infinite sum of complex exponentials with frequencies that are integer multiples of N

[187]. Since complex exponentials Fourier transform todelta functions, the space-domain

version of the aberration function corresponds to

(8-10) Pix) = 51 ,
k = -eo

where the coefficients Q(AO = are expressed in terms of the Ikl^-order Bessel

functions. Using the single-frequency phase aberration spectrum in Equation-8-8 gives the

aberrated intensity of the form

(8-11) If (x) =XX W C,* (M) fg {x-kN; x-lN)
k I

Thus for sinusoidal phase aberrations with //cycles over the aperture radius, the intensity

of the aberrated image consists ofa weighted sum of the diffiaction-limited mutual inten-
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sities atpoints separated by distances that are integer multiples ofNX/NA. Consequently,

the correlation distances of the aberration-induced image interactions scale with the aber

ration frequency. The interaction strengths, given by the coefficients Q, depend on the

aberration magnitudeM. For small aberrations of interesthere, the amplitude of the coef

ficients Ck that contribute to image degradation {k ^ 0) increases with the aberration mag

nitude M and decreases with the interaction order ^ [187].

8.3.2. Aberrations Described by Zemike Polynomials

Since the aberrations in optical systems with circular pupils are often expressed in terms

ofZemike polynomials [95,96,98], described in the Appendix, it is instmctive to consider

the impact of phase aberrations corresponding to the individual Zemike functions. While

Zemike polynomials best describe the low-order figure errors, the high-order Zemike

terms may be used to understand the effects of ripple aberrations with roughly five to

twenty cycles over the pupil diameter. Although in principle any aberration can be

expressed in terms of the polynomials that form an orthogonal basis set on the circular

pupil region, the pol3momia] description of spatial frequencies exceeding about twenty

cycles overthe ^erture diameter becomes iiiipractical. Asoutlined in theAppendix, each

Zemike polynomial Zf^{r, 0) consists of an^-order radial polynomial ^^(r) and asinu

soid in the polar angle 0 with m cycles per revolution. The radial and azimuthal orders n

and Tw, related to the spatial frequencies along the radial and the azimuthal directions, are

plotted for thefirst 225Zemike polynomials inFigure 8-3(a), using thepolynomial order

ing conventions described in the Appendix.
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For a pure phase aberration, consisting of a single Zemike term of a small magnitude M,

where M « 1, the aberrations function (P(f) can be expressed as

(8-12) fPC/) = \ + iMZ^^U) .

Transforming to the spacedomain, the effect of the aberration expressedby Equation8-8

becomes

(8-13) 11 (X) =/" (X) - 2M Im]11 ^ (x,.; x) (x - a:,) dx. +

J (•*/! ^i') ^nm ^nm* •
—oo

where Ip denotes the diffraction-limited image intensity and represents the Fourier

transform of the Zemike polynomials. The aberrated image intensity consists of the dif

fraction-limited intensity and the aberration-induced perturbations, determined by the

characteristics ofthe Zemike polynomial transform given inthe Appendix. Generally,

the spatial extent of depends on the radial order ti, as illustrated inFigure 8-3(b). In

addition to theradius of thefirstFourier transformpeak,thefigure gives theradiienclosing

50% and 90% of the total integrated square modulus, or energy, of the Zemike Fourier

transfonn Z^. iBoth the mean spatial frequency and the spatial bandwidth, given approx

imately bytheradius enclosing 50% ofthe energy and bythe radial range between the first

peak and the 90% enclosed energy, respectively, appear to increase linearly with the radial

order n. Using the radius enclosing 50% of the energy, the approximate correlation dis-

185



(a)

25

!15

OlO

* I'adjjal order n|
• aziihuthal order m

••••'!•••••

• • i

• • • • a

• • • #
• • • c

(b)

30

25

<20

3*15
'S
cs

06
10

5

0

-- 90% enclosed energy

50% CTciosedenergy

••firsipeafc-

• o c o

B e

Ob

50 100 150
Zemike number

•OJ I

200 5 10 15 20 25
Zemike radial order

Figure 8-3. High-order Zemike polynomials.

(a) The radial order n and azimuthal order m of Zemike polynomials plotted vs. the poly
nomial number, (b) The spatial frequencies of Zemike polynomials are related to their
Fourier transform. The radius of the 50% enclosed energy, the 90% enclosed energy, and
the first peak of the Fourier transform of Zemike polynomials plotted as a function of the
radial order n. The focal spot diameter is on the order of 1 A/NA.

tance of the interactions within the image, induced by a phase aberration corresponding to

a Zemike term of radial order n, corresponds to roughly 0.24 n X/NA.

S33. Aberrations and Pattern Properties

Expressing the aberration effects in terms of the properties of the diffraction-limited image

reveals the strong interaction between the image features and the aberrations. This complex

dependence allowsonly mdimentary deductions aboutthe imagequality in the presenceof

aberrations. Since the distances over which the pattem propertiesbecome correlated per

tain to the spatial frequencies of the aberrations, the impact of aberrations depends on the

size and the relative separation of the features. In printing of relatively dense features with

dimensions near the resolution limit, the ripple aberrations may in principle degrade the
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image quality as much as low-order aberrations. Practically, the comparative effects of the

low-order and mid-frequency errors depend on their respective magnitudes. For isolated

dark features (in a bright field) of dimensionsnear the resolution limit, the scatteringfrom

all aberration spatial frequencies contributes to the image degradation. Although all aber

rations reduce the peak intensity of barely resolvable isolated bright features (in a dark

field), mainly the low-order aberrations degrade the image fidelity. Finally, waveffont

errors with several distinct spatial frequencies may either degrade or enhancequasi-peri

odic patterns.

In general, a complete evaluation of imaging performance requires calculations of aerial

images for the feature patterns of interest, using the known aberrations of the optical

system [188, 9]. However, the impact ofwavefront imperfections on different image fea

tures may be understood to a certain extent by considering the Fourier transform P(x) of

the aberration function iP(/). The magnitude of the spatial distribution P(x) describes the

strength of the image interactions caused by the aberrations. The phase of the space-

domain aberration function P(x) determines whether theaberration-induced image interac

tions correspond to constructive or destructive interference, i. e. image enhancement or

degradation. The aberration effects are most pronounced for spatial periods of die object

pattern that correspond to any possible peaks in the spatial distribution P(x). Thus the

examination of the aberration Fourier transform P(x)may reveal the spatial periods of the

patterns that are most afiected by the aberrations. On the other hand, a uniform spatial

spectrum ofthe aberrations corresponds to an imaging performance that is not strongly

dependent on the spatial period ofthe object pattern. Consequently, in applications requir

ing good image quality for a variety offeature sizes, a relatively uniform distribution of
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aberration spatial frequencies is preferred over distributions which may catastrophically

degrade the imaging performance for certain imagefeatures.

8.3.4. Dependence of Aberration Effects on Spatial Coherence

The image degradation produced by aberrations depends on the degree of spatial coherence

in the optical system through the interactions of the diffraction-limited mutual intensity

related to the aberration spatial frequencies. To explore the relationship between coherence

parameters and aberration frequencies, the effect of coherence in the presence a single-fre

quency phase aberration may be considered. Assuming a single-frequency aberration with

N cycles over the aperture radius and a small magnitude Af« 1, the dominant aberration

contribution to the image given by Equation 8-11 corresponds to the unaberrated mutual

intensity between points separated by the fundamental interaction distance ofN ATNA, or

(8-14) =

oo

where the expansion given by Equation 8-4 is included. The effects of coherence on the

feature pattem, described by theobject transmission F(x^), appear in the mutual intensity

Jo^(xo'» incident on theobject. The single-frequency aberration shifts theunaberrated

amplitude response function kP^Xq) by N. Since the spatial extent of the illumination

mutual intensity and the unaberrated amplitude response functions is limited [127, 135],

the effect of the aberration is most prominent in the region of their overlap in
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Equation 8-14. The spatial extent of the diffraction-limited amplitude response equals

approximately to the resolution unit of A/NA. In systems employing incoherent sources

and condensers producing either critical or Kohler illumination of the object, the input

mutual intensity depends only on the coordinate difference and spans about

X/oNA, where a represents the partial coherence factor. The partial coherence factor a,

inversely proportional to the degree of coherence, is given by the ratio NA^/NA^ of the

numerical apertures of thecondenser andtheprojector (object-side) [127]. Considering the

illumination spatial extent of A/aNA and the aberration-induced shift of NX/NA in the

response function ^(x^). Equation 8-14 suggests that the coherent aberration effects are

most significant when theaberration correlation distance is less than thecoherence width

of 1/a, or

(8-15)

Thus, roughly speaking, the image perturbations due toaberrations offrequencies that cor

respond to interaction distances within the coherence width add coherently, while the

image effects from higher-frequency aberrations add incoherently.

8.4. Investigation of Aberration Effects with Image Calculations

The influence of aberrations in an optical system may be evaluated with image calcula

tions. Forfeature patterns of interest, theperformance assessment also involves the image

quality merit functions, dependent onthe imaging application. Multiple descriptors ofper

formance aretypically required to qualify lithographic lenses [189]. Owing tothestrictlin-
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ewidth tolerances and the need for processing latitude in patterning of integrated circuit

features, the printed feature dimensions as well as the exposure-defocus process window

[190] represent suitable figures ofmeritinlithographic imaging [188,189]. In thissection,

the changes in the exposure-defocus process latitudeproducedby aberrations are used to

evaluate the relative importance of the different aberration frequencies on the image qual

ity in lithography.

8.4.1. Calculation Parameters

To investigate the relationships among aberration frequencies, object features, and partial

spatial coherence, the image quality was evaluated in terms of the exposure-defocus pro

cess window over a range of parameters. The aerial images used to determine the process

window are calculated using the program SPLAT [178] that simulates image formation

Parameters Values

wavelength X 13 nm

numerical aperture NA 0.1

partial coherence factor a 0.1-0.9

features

orientation

pitch
polarity

0.1-mm lines

Xand y directions
0.2-2.0 mm

bright and dark field

aberrations

magnitude
average frequency

mixture of astigmatism, coma, and spherical aberration

0.05 wave rms

0.7-10 cycles over pupil radius

Table 8-1. Image calculation parameters.

The parameters used to evaluate the effects of the object size, the aberra
tion frequency, and thepartialspatial coherence on the imagequality.
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with partially coherent light. The calculation parameters, chosen to include typical opera

tional conditions in extreme ultraviolet (EUV) projection lithography, are summarized in

Table 8-1. The calculations are performed for an exposure wavelength of 13 nm and pro

jection optics with a numerical aperture of 0.1. The 0.1-0.9 range of the partial coherence

factor a, which corresponds to the relative fill of the circularpupil with a circular illumi

nationbeam, includesvaluesof 0.5-0.7 typicallyusedin lithography. Since one of the chal

lenges in printing of circuit patterns is the imaging of line features with dimensions near

the resolution limit [9, 191, 192], the test patterns chosen here are 0.1-|Lim-wide periodic

lines of pitch varying from 0.2 |im to 2.0^im. The line features considered include both

bright lines in a dark field and dark lines in a bright field, oriented along two orthogonal

directions. Aberrations used in the calculation have a magmtude of 0.05 wave rms, which

is typical oflithographic stepper lenses [9]. The wavefront errors are composed ofequal

rms contributions from balanced astigmatism, coma, and spherical aberration terms of the

same order. To vary the aberration frequency, over arange of0.7-10 cycles over the pupil

radius, aberration orders from the to the 43^^ are utilized. Since each one ofthe aberra

tion wavefronts is described by Zemike polynomials of three consecutive radial orders

n-\, n, n+l, the average aberration frequency is taken as 0.24 n cycles over the pupil

radius, as described in Section 8.3.2. This choice ofaberration profiles with narrow-band

spatial-frequency content reveals the relative effects of different spatial frequencies on the

image. Two examples of the wavefronts used are given in Figure 8-4(a) and (b). The

3'̂ -order aberration inFigure 8-4(a) contains Zemike polynomial terms 5,6, and 8,corre

sponding tomean radial order ofn=3and average aberration frequency of0.7 cycles over

the pupil radius. Similarly, the 11^-orderaberration in Figure 8-4(b), composed of2Iemike
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Figure 8-4. Examples of test aberrations.

Two examples of the wavefront phase used to investigate the effects of aberration fre
quency on the image quality. Each aberration with total wavefront error of 0.05 wave rms
consists of equal rms contributions from astigmatism, coma, and spherical aberration of
the same order. Wavefronts composed of(a) 3*^^ order (primary) and (b) 11^ order aberra
tions that correspond to Zemike polynomials 5, 6, 8 and 45,46,48, respectively.

terms 45,46, and 48, has a mean radial order of « = 11 and an average aberration frequency

of 2.6 cycles over the pupil radius.

The merit function used here to assess the image quality is the reduction in the exposure

dose process latitude caused by the aberrations. For a particular image pattern, the expo

sure latitudecorresponds theexposure doserange thatproduces criticalfeaturedimensions

within specified limits for a given defocus variation. As an example, the process window

definitions used in these calculations are illustrated in Figure 8-5 for both diffraction-lim

ited and aberrated projection optics. In this case, the feature of interest is a bright line of

0. l-p,mwidth and 0.35-|im pitch.The plots show the linewidth contours corresponding to

a ±10% shift in the criticaldimension. The exposure variation, simulated by scaling of the

calculated image, bounded bythese contours represents theexposure latitude. The±0.5|xm

defocus range needed in EUV projectionlithographydefines the focal latitude.The relative
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Figure 8-5. Exposure-defocus latitude definition.

The defocus and exposure dose range that produces printed linewidths within specified
limits defines the process latitude. Here the process window (shaded) for 0.1-pm line fea
tures is given by the exposure dose range that produces linewidths of the aerial image
between 0.09 pm and 0.11 pmwithin a defocus range of±0.5 pm. The process window
for bright, y-oriented 0.1-pm lines of0.35-pm pitch imaged at13 nm, 0.1 NA, and partial
coherence factor of0.5 using animaging system with (a) no aberrations and (b) the aber
rations in Figure 8-4(a).

impact of aberrations is given by the fractional overlap ofthe exposure-defocus window in

the presence ofaberrations with the process window of adiffiraction-limited imaging sys

tem. For a fixed defocus range, the reduction in the process window overlap equals the

reduction in the exposure latitude.

8.4.2. Calculation Results

The calculated effects oflow and high-order aberrations on bright features inadark back

ground and dark features in a bright background are summarized in Figure 8-6 and

Figure 8-7, respectively. For feature variations along the xand the ydirections and for par

tial coherence factors Gof 0.3,0.5, and 0.7, the figures show the exposure latitudereduc-
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tioncaused by the different aberrations as a function of the average aberration frequency

andthepitch ofthe linefeatures. Theaberration frequency isgiven incycles over thepupil

radiusand the linepitch in the resolution units of 7JNA. As expected, the imagedegrada

tion increases with the degree of spatial coherence, proportional to the inverse partial

coherence factor 1/a. In agreement with the general rule that the imaging of dark features

is more difficult than the imagingbright features [9], the aberrationeffects are more severe

for dark lines in a bright field than for bright lines in a dark field. The differences in the

image fidelity between line features along the x and the y directions result from the non-

uniformities of the aberrations over the pupil, illustrated in Figure 8-4. The aberrations

vary more strongly along the y direction than along the x direction, affecting line features

that are oriented long the y direction more severely than those along the x direction.

Observation of the plots in Figure 8-6 and Figure 8-7 reveals that dense features with

dimensions near the resolution limit appear to be affected similarly by aberrations of both

low and high spatial frequencies. In this case, the aberrations having different spatial fre

quencies mainly degrade the contrast of the dense features. In printing isolated features

separated by distances exceeding several times the feature size, the low-order aberrations

that degrade the line fidelity have a similareffect on the lines of varyingspatialperiods. In

comparison to the low-order aberrations, the image quality of dark isolated features is sig

nificantly degraded by high-frequency aberrations. On the other hand, isolated bright fea

tures havingdimensionson the order of the resolutionlimit are less influencedby the high-

frequency ripple aberrations than by the low-order errors. These observations are consis

tent with the fact that higher-orderaberrations scatter light over distances greater than the

resolution.
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Figure 8-6. Dark-fieldexposure latitude vs. aberration frequency and line pitch.

The reduction in the exposure latitude, defined as the fractional overlap of the process
window of an aberrated system with thewindow of a diffraction-limited system, forbright
0.1-pjn lines in a dark background asa function of the average aberration frequency and
the linepitch. Forlines oriented along the x and the y directions, theexposure latitude is
given for partial coherencefactorof 0.3,0.5, and 0.7.
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Figure 8-7. Bright-field exposure latitude vs. aberration frequency andlinepitch.

The reduction in the exposure latitude, defined as the fractional overlap of the process
window of an aberrated system with the window of a diffraction-limited system, for dark
0.1-]im lines in a bright background as a function of the average aberration frequency and
the line pitch. For lines orientedalong the x and the y directions, the exposure latitude is
given for partial coherence factor of 0.3,0.5, and 0.7.



Figure 8-6 and Figure 8-7 also indicate enhancement of features with certain spatial peri

ods by certain aberration frequencies. This effect occurs when the spatial period of the line

features matches an integer multiple of the aberration scattering distance that corresponds

to the narrow-band frequency content of the aberrations considered. Since the frequency

bandwidth of the Zemike aberration terms used increases with the mean aberration fre

quency, as shown in Figure 8-3(b), the enhancement appears to decrease somewhat with

the aberration frequency. When the aberration distances do not match the spatial periods

of thefeatures, for spatialfrequencies aboveroughly threecyclesover the pupil radiusthe

effect of higher-order aberrations corresponds to an image contrast degradation that is

quite uniform with the spatial frequency.

The impact of the aberration frequency and the partial spatial coherence on the image is

illustrated in Figure 8-8. The exposure latitude reduction caused by the different aberra

tions is given as a function of the average aberration frequency andthe partial coherence

factor a for dense lines of 0.2-iim pitch in Figure 8-8(a) andfor bright anddark isolated

lines of 1.2-ifrn pitch inFigure 8-8(b). Each plot also indicates the boundary, given bythe

simple rule of Equation 8-15, that separates the regions where the aberration effects are

approximately coherent from the region where they are approximately incoherent. For

dense features, the boundary indeed seems to divide the regime where the effects of the

aberration aresignificant from theregime where they arenot. Forisolated features whose

degradation is not a strong function of the aberration frequency for spatial frequencies

aboveseveralcycles over the aperture, the aberration-induced imagedegradation appears

to be significant even when the aberration correlation distance exceeds the coherence

width.
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Figure 8-8. Exposure latitude vs. aberration frequency and coherence factor.

The exposure latitudeof an aberrated system relative to a diffraction-limited systemas a
function of the average aberration frequency and the partial coherence factorfor (a) dense
0.1-pm lines and (b)isolated bright and dark 0.1-|xm lines. Thesolid curve represents the
boundary where the average aberration frequency equals the inverse coherence factor.



8.5. Figures of Merit Including Object Properties

The strong dependence of aberration effects on the object properties necessitates optics

performance evaluation for a variety of objectfeatures. Although aerial imagecalculations

provide a complete description of imaging quality, simpler meritfunctions thatinclude the

object dependence may be useful for aberration tolerancing and image characterization.

Traditionally, the measure of lensquality has beenbasedon the Strehlratio [95,121], rel

evant in microscopy and astronomy applications, which corresponds to the ratioof inten

sities at the center of the image of an isolated point object in optical systems with and

withoutaberrations. More recently, the brightand dark line ratios have been proposed as

merit functions for lithographic projectors [191-193]. Fora narrow slitaperture on a dark

background, the value ofthe aberrated intensity at the line center divided by the intensity

in the absence of aberrations constitutes the brightlineratio. The darkline ratiodescribes

the intensity dip from athin dark line inaclear background inoptics with and without aber

rations. In this discussion, the concept of the line ratio is extended to include the spatial

period ofthe object features. The periodic bright line ratio (PBLR) may be defined as the

ratio of intensities in optics with and without aberrations at the center ofnarrow periodic

bright lines in a dark field. Similarly, the periodic dark line ratio (PDLR) corresponds to

the intensity decrease in the presence ofaberrations relative to the diffraction limit at the

center ofnarrow periodic dark lines ina bright background. The periodic bright and dark

line ratios can be found from the expression for image intensity given by Equation 8-4.

Under theassumption that the mutual intensity incident ontheobject plane depends only

on the coordinate difference —jc '̂, valid for the either critical or Kohler illumination
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[127], the periodic bright line ratio forlines with a period of^A/NA oriented normal tothe

unit vector u is given by

(8-16) PBLR = -=2 —

_oo ? «

and the periodic dark line ratio becomes

oo

1J-C W y
(8-17) PDLR = .

\\ Jim XRe(a '̂(/+

Here !^(/) and ^(j) denote the aberrated and the diffraction-limited pupil transmission

functions, respectively, and the integers q and q' range from -oo to +oo.

As an example, the periodic bright line and dark line ratios for the wavefront aberrations

described in Section 8.4.1 are given in Figure8-9(a) and (b), respectively. For a partial

coherence factor of 0.5 and feature variations along both x and y directions, the periodic

line ratios are plotted as functions of the average aberrationfrequency and the pitch of the

line features. The aberrationfrequencyis given in cycles over the pupil radius and the line

pitch in the resolution units of X/NA. As expected, the trends exhibited by the periodic

bright and dark line ratios match the exposure-defocus process latitude calculations for

periodic lines illustrated in Figure 8-6 and Figure 8-7.

200



Periodic bright line ratio (x orientation)

1 3 5 7 9
Average aberration ftequency [cycles]

Periodic dark line ratio (x orientation)

1 3 5 7 9
Average aberration frequency(cycles]

Periodic bright line ratio (y orientation)

1 3 5 7 9
Average aberrationfrequency [cycles]

Periodic dark line ratio (y orientation)

1 3 5 7 9
Averageaberration frequency [cycles]

fe40.85

Figure 8-9. Periodic bright and dark line ratios vs. aberration frequency and line pitch.

The periodic (a) bright line and (b) dark line ratios as functions ofthe average aberration
frequency and the line pitch for the aberrations described in Section 8.4.1 and the partial
coherence factor of 0.5.

8.6. Conclusion

The degradation of the image quality by wavefront aberrations has been analyzed ingen

eral using the theory ofimage formation with partially coherent radiation. Considering the

aberration effects as perturbations of a diffraction-limited image, the aberrations induce

correlations within the image that are described bythemutual intensity of thediffraction-

limited image. An aberration containing N cycles of variation over the pupil radius pro-



duces correlations within the imaged pattern over distances that are integer multiplesof N

times the resolution unit of ATNA. The aberration effects increase with the degree of the

partial spatialcoherenceof the light used. In imagingrelatively dense features, the aberra

tion-induced effects add approximately coherently when the aberration correlation dis

tance of N X/NA is less than the coherence width of A/aNA, where a is the partial

coherence factor determined by the illuminator system. On the other hand, the interactions

are approximately incoherent when the correlation distance exceeds the coherence width.

This simple rule does not apply to isolated features.

Employing lithographic exposure-defocus imaging latitude as an image merit function, the

effects aberrations on the image have been illustrated with aerial image calculations for

aberrations with up to ten cycles over the aperture radius. As expected, the influence of

aberrations with different spatial frequencies on features with dimensions near the resolu

tion limitexhibits strong dependence onthespatial distribution of theobjectpattern. Aber

rations of all spatial frequencies degrade dense features similarly. However, only

aberrations with frequencies above roughly three cyclesoverthe pupilradius affectimag

ing of isolated features withdimensions neartheresolution limit similarly. To include the

dependence of aberration effects on the object properties and on the degree of partial

coherence, the periodic line ratioshavebeenproposed as simple merit functions for aber

ration tolerancing and image characterization in lithographic optics. For line features, the

periodic brightanddarklineratios indicate thesameimage-quality trends as theexposure-

defocus process latitude based on aerial image calculations.

202



9 Summary and Future Work

9.1. Summary of the Research

The imaging performance of extreme ultraviolet optical systems was investigated in this

thesis. Motivated by thedesire forneardifffaction-liniited imaging in extreme ultraviolet

(EUV) projection lithography, point diffraction interferometry was implemented atwave

lengths near 13 nm to evaluate waveffont aberrations inmultilayer-coated reflective opti

cal systems with moderate numerical apertures. The goal of the measurements was to

develop waveffont-measuring metrology atEUV wavelengths with accuracy beyond the

suggested wavefront aberration tolerance of0.02 wave rms. Following several proof-of-

principle experiments, the phase-shifting point diffraction interferometer was used to

examine theoverall extreme ultraviolet waveffont, produced by mirror surface irregulari

ties and multilayer coating imperfections, inatwo-mirrormultilayer-coated Schwarzschild

optic. To assess the wavefront measurement quality, the measurement repeatability was

determined and the reference wavefront accuracy estimated bydetecting known systematic

aberrations. By employing the Schwarzschild objective in an imaging experiment using a

prototype lithography exposure tool, theaccuracy oftheinterferometry measurements was

confirmed qualitatively from the consistency between the patterns printed in photoresist

and thosepredicted by calculations based on the interferometry measurements.
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Using the wavefront measurements at multiple wavelengths, chromatic aberrations and

wavelength-dependent transmission nonuniformities due to the molybdenum/silicon

(Mo/Si) multilayer coatings wereobserved. Theeffectsofchromatic vignetting dueto lim

ited multilayer transmission passbands on the imagingperformance of the Schwarzschild

optic were analyzed. The coating characteristics extracted fromthe interferometry dataon

the two-mirror system were also compared to previously reported coating properties mea

sured on individual mirror substrates.

In this work, the effects of residual aberrations on the imaging performance in lithography

systems were examined by treating aberrations as perturbations of a diffraction-limited

image. The complex relationship between the aberration spatial frequency, the object prop

erties, and the degree of spatial coherence of the radiation was explored with aerial image

calculations for aberration spatial frequencies up to ten cycles over the optic aperture

radius. To include the object dependence in aberration tolerancing and image characteriza

tion, the periodic line ratios were proposed as simple image-quality merit functions.

9.1.1. Point Di£fraction Interferometry

The issues concerning accurate wavefront metrology of assembled imaging systems based

on point di^action interferometers were considered in Chapter 2. Both the conventional

and the phase-shifting versions of the point diffraction interferometer allow direct mea

surement of the optical system wavefront from the interference between the unknown test

wave and a known reference wave. While the simpler conventional point diffraction inter

ferometer can in principle record aberrations of relatively large magnitudes, the phase-

shifting design, suited to the measurement of small wavefront errors, offers significantly
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higher throughput and improved accuracy through phase-shifting. In either design, the

quality ofthe reference wavefront and ofthewavefront used forthe illumination ofthetest

optic, both ofwhich are produced bydiffraction of light from sub-resolution pinhole aper

tures, determines the measurement accuracy. To estimate the size of the pinholes needed

for the generation of the desired spherical wavefronts, while accounting for nonuniform

illumination of the apertures in the interferometer, scalar-field calculations applicable to

diffraction overmoderate numerical apertures were employed. Tocharacterize optical sys

tems with moderate numerical apertures (NA <0.1) atawavelength Xwith wavefront mea

surement accuracy on the order of 0.01 wave rms, the diameter of thepinhole needed to

dif&act a high-quality spherical wavefront corresponds to roughly one third toone half of

the resolution unit of7JNA forthe optic under test. With wavefront-generating pinholes of

proper size, the interferometric accuracy can potentially scale with the wavelength ofthe

radiation used in the measurement.

The test and the reference beams in point diffraction interferometers follow nearly

common paths, allowing measurements with light sources of relatively short temporal

coherence lengths. However, the requirement of adequate contrast of the interference

fringes demands radiation sources that possess significantspatial coherence. Inthe extreme

ultraviolet spectral region, high-brightness radiation from undulators best meets the spatial

coherence requirements of point diffraction interferometers. Although in comparison to

otherEUV sources, undulators produce relatively spatially coherent radiation, usually only

1/10 to 1/100 oftheoverall undulator power inthedesired spectral band is spatially coher

ent. Using a statistical description ofthe radiation fields, the effect ofthe relative lack of

coherence on the spatially filtered wavefront diffracted from the interferometer entrance
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pinhole was analyzed. A general method for the characterization of the degree ofcoher

enceandtheradiation phase, including diffraction ofthelightbya pinhole aperture, is out

lined in Chapter 2 for relatively incoherent sources described by an ensemble of

independent radiators. Under theassumptions of thestatistical description, the low spatial

coherence of the undulator source does not significantly influence the quality of the point

diffraction interferometrymeasurements. With properchoice of the illuminatorsystemfor

imaging of the source onto the entrancepinhole, the illuminationwaveffont generatedby

the entrance pinhole can be nearly spherical and spatially coherent, as required.

9.1.2. Proof-of-Principle Experiments

Conventional point diffraction interferometry measurements of singlet lenses at EUV

wavelengths represent one of the key experiments that have enabled later characterization

of a two-mirror multilayer-coated system with the phase-shifting point diffraction inter

ferometer. The measurements of the intensity and the phase of the waveffonts from dif-

fractive zone plate lenses, performed near 13-nm wavelength, were discussed in phapter

3. The presence of small zone placement errors was established from the comparison

between the measured far-field intensity patterns from the zone plates and the diffraction

calculations for lenses with zonal errors. Relating the calculation results to the measured

intensity patterns revealed that the unoptimized zone plate optics, with 600 zones and an

80-nm outer zone width, had peak zonal placement errors on the order of 30 nm. While

the intensity measurements provided evaluation of relatively high-fioequency wavefiront

errors caused by imperfect zone positioning, the interferometry measurements allowed

the characterization of the low-order aberrations. The interferometric phase measurement
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of one annular zone plate showed a wavefront error of 0.14 wave rms at 12.9-nm wave

length. The errors in the reference wavefront due to oversize reference pinholes, esti

mated to be about 0.04 wave rms in magnitude, were found to influence the measurement

of the test wavefront.

The second important step towardthe implementation of the phase-shifting point diffrac

tion interferometer at EUV wavelengths was the construction of the phase-shifting inter

ferometer prototype utilizing visible light. Described in Chapter 4, the visible-light

measurements were used to evaluate the interferometer capabilities and to explore align

ment strategies. Theprototype interferometer system, applied intesting ofneardiffraction-

limitedlenses, demonstrated measurement repeatability of ±0.002waverms at 632.8-nm

wavelength. The measurement self-consistency, found byevaluations ofthe test wavefront

at multiple azimuthal orientations of the interferometer components and of the test optic

and by varying thedefocus in thewavefront, was better than 0.008 wave rms.

9.13. Properties of a Multilayer-Coated Schwarzschild Optic

The phase-shifting point diffraction interferometer implemented atEUV wavelengths was

used to char^terize the aberrations in a multilayer-coated Schwarzschild objective

designed for a prototype EUV lithography system. The Schwarzschild objective, consist

ing of two spherical mirrors with annular clear apertures, forms lOx-demagnified images

over a field of view 400-pm in diameter by employing an off-axis circularaperture stop.

As reported inChapter 5,three different portions ofthearmular aperture, corresponding to

three separate aperture stops with numerical apertures of0.06, 0.07, and 0.08, contained

wavefront aberrations of 0.044, 0.090, and 0.313 wave rms at 13.4-nm wavelength. The
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wavefronterrors consistedmainly of astigmatism, orientedalongthe azimuth of the annu

lar the clearaperture of the objective. Thesmall wavefront errors in the 0.07-NA andthe

0.06-NA sub-apertures correspond to near diffraction-limited imaging performance at

extreme ultraviolet wavelengths.

The chromatic vignetting effects, caused by the limited passbands of the Mo/Si multilayer

coatings in the Schwarzschildoptic, were studied with interferometry and with transmis

sion measurements in Chapter 6. The chromatic phase aberrations and the wavelength-

dependent coating transmission nonuniformities were directly observed via measurements

at several wavelengths within the coating transmission passband centered near 13.4 nm.

The measurements predicted negligible influence of the chromatic aberrations on the for

mation of the image in an EUV exposure system. Accounting for the layer interface imper

fections and for the variations in the multilayer period over each mirror, good qualitative

agreement in both the transmission and the phase was obtained between multilayer calcu

lations and the experimental observations. Furthermore, the coating characteristics

extracted from the measurements of the two-mirror system were compared to the previ

ously reported coating properties measured on the individual mirrors.

9.1.4. iBvaluation and Verification of Interferometer Performance

The capabilities of the interferometer were assessed in terms of the stability and the repeat

ability of the measurements at an operational wavelength of 13.4 run. As described in

Chapter 5, the observed interferometer stability was found to be adequate for wavefront

characterization with 0.01 wave rms accuracy at EUV wavelengths. The measurement

repeatability, evaluated with extensive experiments on the 0.07-NA sub-aperture of the

208



Schwarzschild objective, was established to be ±0.008 wave (±0.11 nm) rms. Owing to ref

erence pinholes whose diameters of 130-165 nm were somewhat larger than the 60-100 nm

needed to test a 0.07-NA optic at 13.4 nm, the quality of the reference wavefront repre

sented the most significant factor limiting the interferometer accuracy in these measure

ments. The reference wavefront errors, evaluated by changing the focal component in the

measured wavefront and by detecting a systematic coma effect in the fringes, was esti

mated to be roughly±0.015wave (±0.20nm) rms in a numerical apertureof 0.07.

Imaging experiments with the Schwarzschild objective, performed on the EUV lithogra

phy exposure tool for which the optic was designed, were usedto verify the accuracy of

the interferometric wavefront measurements qualitatively. As discussed in Chapter 7, the

photoresist patterns printed with the0.07-NA sub-aperture oftheSchwarzschildoptic were

compared to the image intensities obtained from calculations thataccounted for the astig

matic aberrations of 0.090 wave rms measured interferometrically. For several test pat

terns, including the star resolution pattern and the dense line/space features, the image

quality observed experimentally revealed theastigmatism predicted from interferometry.

Theexcellent agreement between theprinted features andthe interferometry-based image

calculations validated &e measurementaccuracyestimates found in Chapter 5.

9.1^. Influence of Residual Aberrations on Lithographic Imaging

Employing thetheory of image formation with partially coherent radiation, theimpact of

aberrations on the image quality in lithographic projectors was considered in Chapter 8.

Viewingthe aberration effects as perturbations of a diffraction-limited image, the aberra

tions induce correlationswithin the image that depend on the spatial-frequency content of
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thewavefront errors and onthespatial coherence of theradiation used. Anaberration with

a spatial frequency ofiV cycles over the pupil radius induces interactions within the image

over distances that are integer multiples of N times the optical system resolution unit of

A/NA. The aberration effects scale with the degree of the partial spatial coherence. Since

the radiation is essentially coherent over distances given by the coherence width, it was

suggested that the aberration effects add coherently when the aberration correlation dis

tance ofiVA/NA is less than the coherence width ofA/aNA, where a is the coherence factor

determined by the illuminator system. Similarly, the addition would be incoherent when

the correlation distance exceeds the coherence width. This simple relationship, dividing

the aberration effects into coherent and incoherent regimes according to aberration fre

quency, seems to hold in imaging of relatively dense features but does not apply to barely

resolvable isolated features.

The effects of aberrations on features with dimensions near the resolution limit were also

illustratedwith aerialimagecalculations. Usingthe exposure-defocus imaginglatituderel

evant in lithography as a figure of merit, the dependence of the image on the object prop

erties, the aberration frequencies, and the degree of partial coherence was evaluated for

aberration spatial fr^uencies upto tencycles overtheradius ofthe imaging system pupil.

Although a complete assessmentof imaging performance generally requires aerial image

calculationsfor a varietyof objectfeatures, simplerfiguresof imagequalitymay be useful

in aberration tolerancing and image characterization. The periodic bright and dark line

ratios, proposedas figuresof merit that includethe objectand the coherencedependencies,

were found to indicate similar trends in the image quality as the exposure-defocus imaging

lattitude based on aerial image calculations.
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9.2. Suggestions for Future Work

Additional studies on the extreme ultraviolet point diffraction interferometer are required

to achieve accuracy in wavefront-measuring metrology of multilayer-coated mirror sys

tems beyond the sub-nanometer levels demonstrated in this work. Other research topics

related to the present study are also of interest for the development ofdiffraction-lmuted

imaging at extreme ultraviolet wavelengths. The suggestions for future experiments and

calculations include:

1) Characterization ofself-consistency ofthe phase-shifting point diffraction interferom-

etry measurements, analogous to the experiments in Chapter 5,with sufficiently small

reference pinhole apertures.

2) Evaluation ofthe reference wavefront quality from the interference oftwo wavefronts

diffracted by sub-resolution pinhole apertures. The wavefront quality may be explored

for different illumination properties, alignment conditions, and spatial separations of

the pinholes.

3) Theoretical investigation ofthe sphericity ofthe wavefront diffracted by small three-

dimensional pinhole apertures, including vector-field diffraction over large numerical

apertures under nonuniform illumination.

4) Point-diffraction interferometry measurement ofacomplex optical system with alarge

field of view.

5) Experiment to fully correlate multilayer coating properties on individu^ mirrors with

the coating performance in an assembled optical system.
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6) Development of an interferometric test suitable for the characterization of individual

multilayer-coated mirrors at their operational wavelengths. A specific suggestion in

need of further consideration is the following type of a shearing interferometer: The

surface shape and the coating propertiesare tested by illuminating the mirror with two

"spherical" wavefronts, diffracted from two spatially displaced sub-resolution pin-

holes, and observing the reflected wavefronts.

7) Determination of the spatial aberration frequency that separates the frequency range,

in which deterministic aberration description must be used to examine the image qual

ity, from the region where a stochastic model based on the statistics of mirror surface

profiles is sufficient. This spatial-frequency boundary can be found by considering the

frequency-dependent variance of the image intensity in the statistical aberration model,

either analytically or with Monte Carlo simulations, because the variance represents

the deviation of the actual system properties from their ensemble average.
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Appendix

A. The Zernike Circle Polynomials

Foroptical systems with circular pupils, the Zemike circle polynomials provide a conve

nient representation of a waveffont in terms of distinct aberration terms. Each Zemike

polynomial corresponds to a specific balanced aberration. The first few Zemike terms rep

resent the primary aberrations, including piston, tilt, defocus, astigmatism, coma, and

spherical aberration. As a set, Zemike polynomials form an orthogonal basis on the unit

circle,describedby polarcoordinates (r, 0).

The Zemike circle polynomials separate into radial functions R„m(jd and azimuthal sinu

soidal components. The polynomials are described by the order n ofthe radial polynomial

^nm(^) number ofcyclesmofthe azimuthal component. In particular, given that

m,71 > 0, the Zemike polynomials 2^(r, 0) usedherearegiven by

{cos (7710) 1
sin (me) J

n-m ^

E,-k»A-a,
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analysis natural radial azimuthal
label label order order Zemike polynomials Aberration names

n m

0 0 0 0 1 piston

1111 rcosO j:tilt
2 2 1 IrsinO ytilt
3 3 2 0 2r^ -1 defocus

4 4 2 2 7^ cos 20 astigmatism at0^
5 5 2 2 sin 20 astigmatism at 45*
6 6 3 1 (3r^ —2r)cos0 jccoma
7 7 3 1 (3r3-2r) sin 6 ycoma
8 8 4 0 6r*-6/^+1 spherical abenation
9 9 3 3 3r^ cos 30 . triangular astigmatism at0°

10 10 3 3 3r^ sin 38 triangular astigmatism at30°
11 11 4 2 (4r''-3r2)cos2e
12 12 4 2 (4r'^-3r^)sin2e
13 13 5 1 (lOr^ —12r^ + 3r) cos 6
14 14 5 1 (10/^ -12?^+ 3r) sin 6
15 15 6 0 20t^-30r''+12r^-l

16 16 4 4 r*cos 40
17 17 4 4 r'sin40
18 18 5 3 (5;^-4;^) cos 30
19 19 5 3 (5r5-4r3)sin30
20 20 6 2 (15r®-2Or'' +6r^)cos20
21 21 6 2 (15r®-2O/ +6r^)sin20
22 22 7 1 (35r^ - 60/^ + 30p- 4r) cos 0
23 23 7 1 (35r' - 60;^ +30t^- 4r) sin 0
24 24 8 0 70;^-140r® + 90/-20r2+l

25 25 5 5 cos 50
26 26 5 5 sin 50
27 27 6 4 (6r®-5r^)cos40
28 28 6 4 (6r®—5r^)sin40
29 29 7 3 (21r^-3ar5+lOi^)cos30
30 30 7 3 (21r^-3Or5+lOr')sin30
31 31 8 2 (56;^-lO5r® +6Or''-lOr^)cos20
32 32 8 2 (56r®-lO5r® +6Or''-lOr^)sin20
33 33 9 1 (126r'-28Or' +21O/^-6O?^ +5r)cos0
34 34 9 1 (126r'-28Or'' +21Or'-6Or3 +5r)sin0
35 35 10 0 252rl®-630r* + 560r®-210r'' + 30r2-l
36 48 12 0 924rl^ - 2772rl0 + 3150r* - 1680r® + 420r'*,- 42r2 +1

:o

Table A-1. Zemike circlepolynomials used in the data analysis.

The primaiy order) abecratioiis amespond to polynomials 4-8, the secondary
(S^ order) aberrations toterms 9-lS, die tertiary (7^ order) abotradons toterms 6-24, etc.
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Of the differentscalingsandorderings ofZemikepolynomials that havebeenreported[95,

96, 98, 119-121], Zemike functions that are scaled to a peak magnitude of unity and

orderedas shownin Table A-1 are employed here.The tablelists the first 36Zemike poly

nomials used to describe the low-order aberrations of interest. The last Zemike term listed

appears outorder that isgiven bythe ordering ofthe other polynomials. Inthe data analysis

reported here, it is labeled asnumber 36instead of its natural number 48..

In some applications, theFourier transforms of the Zemike polynomials areof interest. In

terms ofthepolar coordinates (p, ([)) inthe frequency domain, thetwo-dimensional Fourier

transform of the Zemike polynomial 2^ takes the form

Equation A-3. Z„„(p.<t.) = (-.) (-1) 1

where J„+i denotes a Bessel function of order n+1.
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