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Abstract

Characterization of Extreme Ultraviolet Imaging Systems

by
Edita Tejnil
Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences
University of California at Berkeley

Professor Jeffrey Bokor, Chair

The optical performance of extreme ultraviolet (EUV) imaging systems is investi-
gated. Wavefront-measuring point diffraction interferometry is implemented at extreme
ultraviolet wavelengths near 13 nm to evaluate aberrations in near diffraction-limited, all-
reflective, multilayer-coated optical systems intended for use in projection lithography at
critical dimensions of 0.1 um and below. Measurements at the operating wavelength yield
the overall EUV wavefront quality, which is influenced both by mirror surface profiles
and by multilayer coatings. The interferometer design, based on the properties of light dif-
fracted from small pinhole apertures, is suited for highly accurate measurements of wave-
front aberrations over a wide range of wavelengths.

A phase-shifting point diffraction interferometer is used to characterize the aberra-
tions of a 10x Schwarzschild multilayer-coated reflective optical system at an operating
wavelength of 13.4 nm. A sub-aperture of the optic with a numerical aperture of 0.07 is
measured to have a wavefront error of 0.090 wave (1.21 nm) rms at 13.4-nm wavelength,
due mainly to astigmatism. Chromatic vignetting effects due to the limited transmission
~ passbands of the multilayer coatings are observed via measurements at different wave-
lengths. The multilayer coating properties that match the measured wavelength-dependent
coating effects are found and compared to the coating characteristics from previously
reported measurements on individual mirrors.

The EUV interferometry experiments indicate measurement repeatability of
4+0.008 wave (30.11 nm) rms at 13.4-nm wavelength in a numerical aperture of 0.07. The
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~ wavefront measurement accuracy is assessed by defocusing the wavefront, by detecting
known systematic effects, and by investigating the alignment sensitivity. The measure-
ment quality is probably limited by reference wavefront errors caused by somewhat over-
size reference pinhole apertures. The errors in the reference wave are estimated to be
roughly +0.015 wave (+0.20 nm) rms in a numerical aperture of 0.07. An independent
qualitative verification of the interferometric measurements is also obtained from photore-
sist exposure experiments performed on the extreme ultraviolet lithography system for
which the Schwarzschild optic was designed. The image quality observed experimentaily
is consistent with calculations that include the effects of the measured aberrations.

The performance of lithographic optical systems is also investigated analytically
by considering the image degradation caused by aberrations. The relationships between
the spatial frequencies of the aberrations, the object feature dimensions, and the degree of
partial coherence are explored using the theory of imaging with partially coherent light.
The effects of aberrations are also evaluated by using aerial image calculations for aberra-
tions having spatial frequencies up to ten cycles over the radius of the imaging system
pupil. The aberrations considered correspond to the spatial-frequency regime represented
by the first several hundred Zernike polynomials. Furthermore, two figures of merit for

quantifying permissible aberrations in imaging systems are proposed.

Prof. Jeffrey Bokor

Committee Chair
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Extreme Ultraviolet Optics and
Interferometry - An Overview

1.1. Motivation - Extreme Ultraviolet Lithography

Extreme ultraviolet (EUV) projection lithography is a promising candidate for the mass
production of future integrated circuits with 0.1-pm and smaller features [1-6]. This lithog-
raphy technique is an extension of traditional optical projection lithography to extreme
ultraviolet wavelengths. The image of a desired circuit pattern is formed on a semiconduc-
tor wafer with an optical imaging system that operates at a wavelength of about 13 nm and
a numerical aperture around 0.1. Unlike conventional lithography based on refractive opti-
cal components, extreme ultraviolet projection lithography utilizes only reflective multi-
layer-coated optics because refractive optics are limited by strong absorption of extreme

ultraviolet radiation by all materials.

One of the critical challenges for extreme ultfgviolet lithography is the fabrication and test-
ing of the optical imaging system that producés the image of the mask on the wafer. In prin-
~ ciple, the all-reflective imaging system with amoderate numerical aperture can provide the
desired resolution and a sizeable depth of focus at EUV wavelengths. In practice, the desire
for nearly diffraction-limited imaging performance at extreme ultraviolet wavelengths
places stringent requirements on the optics fabrication. Residual aberrations may be pro-
duced by imperfect optical surfaces as well as by multilayer coating defects [7, 8]. The nec-
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essary surface and multilayer quality to obtain acceptable residual aberrations on the order
of 0.02 waves rms [9] at EUV wavelengths is difficult to achieve. To develop EUV lithog-
raphy technology, it is important both to experimentally characterize the optical aberra-

tions and to understand the effects of residual wavefront errors on the image quality.

Wavefront-measuring interferometry plays a key role in the fabrication, alignment, and
qualification of optical systems, including lithographic stepper lenses. Interferometric
characterization of EUV projection lithography optics is necessary to achieve the near dif-
fraction-limited optical performance required for lithography at critical dimensions of
0.1 pm and below. To characterize the aberrations, interferometry with sub-nanometer
wavefront-measuring accuracy is required. In addition, measurements at the operational
wavelength of 13 nm are needed to characterize the system EUV wavefront, produced both

by the figure of mirror surfaces and by multilayer coating properties.

1.2. Optics and Lithography at Extreme Ultraviolet Wavelengths

1.2.1. Optical Properties of Materials at EUV Wavelengths

The primary interactions of radiation with matter, from the extreme ultraviolet to the low-
energy x-ray spectral region, are photoabsofption and coherent séattering [10-12]. In the
extreme ultraviolet regime, loosely defined as the wavelength ranlge‘from 40 nm to 5 nm
(or the photon energ)" from 30 to 250 eV), absorption through the photoelectric effect rep-
resents the dominant contribution to the overall attenuation. Except for photon energies
near the electron binding energies, materials may be modeled as collections of noninteract-
ing atoms and their optical properties described through the atomic scattering factors [10,
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11, 13]. Since the specific chemical state of the material is only relevant near the absorption

edges, the refractive index can be determined solely from the density of the constituent

atoms and the tabulated atomic scattering factors over most of the spectral range.

Material Densi o B 10x attenuation | 27w phase shift
_ [kg/m’] thickness [n_m] thickness [nm]
Sili;n 2.33 | 0.0000573 | 0.00182 1350‘- 234000
Molybdenum | 10.22 0.0765 0.00735 334 175
Silicon Nitride | 3.44 0.0257 0.00913 269 522
Nickel 8.90 0.0515 0.0716 343 260
Indium 7.31 0.0647 0.0700 35.1 207
Antimonide
Cobalt 8.90 0.0660 0.0653 37.6 203
Gold 19.32 0.100 0.0498 49.3 134
Germanium 532 0.00539 0.0319 77.0 2490
Carbon 2.20 0.0378 0.0674 364 354
PMMA? 1.19 0.0240 0.00551 446 559
SAL 601° 1.15 0.0227 0.00430 570 589
Oxygen gas |0.00171 | 3.11x1078 | 1.43x1078 |  1.72x10% 4.32x10%/
at 300K XP[torr] | X P [torr] | X P [torr] P [torr] P [torr]
Nitrogen gas |0.00150 | 2.79x1078 | 8.20x107° |  2.99x10% 4.80x10%/
at 300K XP[torr] | X P [torr] | X P [torr] . P [torr] P [torr]

Table 1-1. Optical properties of selected materials at 13.4-nm wavelength.

The refractive index (n = 1-3~iB), the density, the material thickness needed for optical
attenuation by one order of magnitude, and the thickness needed for 27 optical phase shift
relative to free space at 13.4-nm wavelength are listed for several materials and gases.

The optical properties of gases depend on the pressure P.

a. stoichiometry:

CsHgO,

b. 90% novolak resin (Cg0;Hog) and 10% melamine (C3HgNg) by volume




At the extreme ultraviolet wavelengths, the complex refractive index of any medium, typ-
ically denoted by n =1 — 8 — if, is very close to one [13]. The refractive indices of several
materials, including multilayer coating materials, efficient absorbers, photoresists, and
gases, are given in Table 1-1 for 13.4-nm wavelength. Since the refractive index compo-
nents § and P are often comparable in magnitude, the radiation is usually significantly
attenuated before its phase shift changes by a full cycle relative to propagation in free
space. In solid materials, the thickness that produces attenuation of about one order of mag-
nitude is commonly in the sub-micron range. Even in gaseous media, the order of magni-
tude attenuation lengths are typically less than a few meters for pressures above 100 mtorr.

As a result, the extreme ultraviolet radiation must be manipulated in a moderate vacuum.

1.2.2. Multilayer-Coated Optics for EUV Lithography

The near unit refractive index, in combination with the strong absorption, make refractive
focusing optics at EUV wavelengths unfeasible. Grazing-incidence reflective optics are
possible through the specular reflection at grazing angles of incidence [14]. High reflectiv-
ities can be achieved by utilizing the total external reflection from mirrors made of mate-
rials that have a refractive index whose real part is less than one. However, the imaging
performance of grazing-incidence mirrors, which operate over a restricted range.of inci-
dence angles, is limited by aberrations [15, 16]. Diffractive zone plate lenses can achieve
diffraction-limited resolution over a small field of view at EUV wavelengths [17] but
require spectrally pure illumination to avoid chromatic aberrations. The only optical ele-
ments that can efficieritly manipulate radiation at near-normal incidence angles over a size-

able field of view are multilayer-coated mirrors. The capability to deposit the multilayer



coatings [18-20], comprised of alternating layers of two different materials approximately
one-quarter wavelength in thickness, has enabled the development of the extreme ultravi-
olet optical systems that achieve near diffraction-limited performance and a large field

size.

The reflective multilayer coatings produce high reflectivities at EUV wavelengths via con-
structive interference of the weak reflections from multiple layer interfaces between two
materials with dissimilar refractive indices. At an incidence angle 6 measured from the sur-

face normal, the reflectivity enhancement is possible at a wavelength A when the multi-

layer period d satisfies the Bragg condition for m®-order constructive interference, or
mA = 2dcos6 [21]. Thus at near-normal incidence the required multilayer period is about
A/2 and the layer thickness about A/4. Owing to the strong absorption at EUV wavelengths,
the reflectivity is usually maximized when the more absorptive layer is somewhat thinner
than the more transparent layer [21, 22]. Among the useful multilayer material systems
[23-25], the highest reflectivities, in excess of 70% near normal incidence [13], can be
achieved in principle with molybdenumysilicon (Mo/Si) multilayers near.13.0 nm and with
molybdenum/beryllium (Mo/Be) multilayers near 11.5 nm. Because the throughput of the
EUV optical system depends critically on the mirror reflectivity [1, 2], the de\;elopment of
multilayers for EUV lithography applications has focused on Mo/Si [26-34] and more

" recently on the Mo/Be [35].

An example of the reflective properties of a Mo/Si multilayer is given in Figure 1-1, show-
ing the reflectivity and the reflection phase of a perfect 40-bilayer coating with a period d

of 6.96 nm and molybdenum-to-silicon thickness ratio I" of 0.36. For both transverse elec-
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Figure 1-1. Reflectivity and phase of multilayer coatings.

The reflectivity and the reflection phase of an ideal molybdenum/silicon multilayer coat-
ing as functions of (a) the wavelength and (b) the incidence angle, for both TE and TM
polarizations. The multilayer with N = 40 bilayers has multilayer period d of 6.96 nm and
molybdenum-to-silicon thickness ratio I' of 0.36.

tric (TE) and transverse magnetic (TM) polarizations, the reflectivity and phase are shown
as functions of the wavelength in Figure 1-1(a) at a 10° incidence angle and as functions
of the angle of incidence in Figure 1-1(b) at 13.4-nm wavelength. Since the multilayer is a
r;sonant structure, the high reflectivity is possible within a relatively narrow spectral
region and a limited angular range. As a result, the optical designs for EUV projection
lithography systems must account for the limited passband of the multilayers in order to
achieve uniform transmission through the optics over the entire field of view [8]. As in the
reflectivity, the resonant nature of the multilayer coating is also demonstrated in the phase
of the reflected wavefront. Within the central transmission lobe, the reflection phase
changes by about half a cycle, as shown in Figure 1-1(a). Since phase nonuniformities over
the mirror apertures in an imaging system correspond to phase aberrations, the multilayer

coating properties can affect the imaging performance. Thus to qualify the performance of
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EUV imaging systems, both the multilayer reflectivity and the overall wavefront phase

must be characterized [36, 37].

1.2.3. Elements of Extreme Ultraviolet Lithographic Systems

The concept of an EUV projection lithography wafer exposure system is shown schemat-
ically in Figure 1-2. The radiation from an EUV light source, collected with a multi-mirror
condenser, illuminates a reflective mask. Then a multilayer-coated imaging system pro-
duces a demagnified image of the mask pattern on the wafer. A photoresist material on the
wafer records the image, which is subsequently transferred into integrated circuit device
features. Since the beam is attenuated upon each reflection, the number of mirrors in the

system must be small in order to achieve sufficient throughput and to minimize the mirror

reflective
mask
EUV source
- -
4\
C—
Aok

multilayer-coated
condenser optics

Figure 1-2. Extreme ultraviolet projection lithography system.

The all-reflective EUV projection lithography system consists of a radiation source, con-
denser optics, a patterned reflective mask, imaging optics, and a photoresist-coated wafer.
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heating in the condenser. The small number of surfaces in the imaging optics allows aber-
ration correction over a limited field of view. Thus in order to expose a significant area of
the wafer, the mask and the wafer are scanned over the illuminated area of the corrected

field, typically a ring segment several millimeters wide and several centimeters long.

The possible radiation sources for EUV lithography include laser plasma sources [38-41],
synchrotron radiation [24, 42], and lithium discharge sources [43]. The lithium discharge
sources, based on a radiative transition in hydrogen-like lithium at 13.5 nm, are in rela-
tively early stages of development [43, 44]. The large footprint and significant cost of syn-
chrotron radiation sources have restricted their application to EUV lithography. Currently,
the most promising candidate for a compact EUV lithography source is a laser plasma
source that emits comparatively broadband EUV radiation from a hot dense plasma gener-
ated by focused high-power laser pulses. The primary challenge for laser plasma sources
is the mitigation of debris from the target that degrades the light collection optics [41,

45-47).

The condgnser optics are required to efficiently collect the radiation from the source and
to uniformly illuminate the mask pattern over the corrected field of view. The angular
spread of the beam incident on the object plane, which determines the spatial coherence in
the image formation, must also be uniform over the field. In addition, the beam angular
divérgence should be symmetric with respect to the desired object features to minimize the
differeﬁces in the spatial coherence for different feature orientations. Another challenge is

posed by the relatively large heat load on the first few condenser mirrors in EUV lithogra-



phy applications [48, 49]. Several condenser designs for ring-field imaging systems oper-

ated with a laser plasma source have been proposed [50, 51].

The mask in an EUV exposure system consists of a patterned multilayer mirror. The circuit
pattern may be etched in the multilayer structure or defined in an absorber material on the
mirror surface [52, 53, 24]. Since the formation of the desired pattern on the wafer relies
on a defect-free mask, printable mask substrate and pattern defects must be avoided [54].
As a result, EUV mask fabrication depends critically on the defect inspection capabilities,
including the detection of defects on the uncoated substrates, within the multilayer coating,

and in the mask pattern [6, 55, 56].

The performance of the imaging system directly affects the transfer of the mask pattern
onto the wafer. With all-reflective optics, the EUV imaging systems have moderate image-
side numerical apermfes of about 0.1. Aspheric optics are necessary to correct the wave-
front aberrations over the sizeable field of view with 2 minimum number of mirror surfaces
[57-60]. At thg desired demagnification of 4 to 5, three-mirror designs are feasible [61] but

four-mirror systems simplify the system integration [62-64]. The required near diffraction-

. limited optical quality of the aspheres at EUV wavelengths places stringent demands optics

fabrication and metrology, as discussed in Section 1.3.

- The photoresist material is needed to record the mask image onv the wafer. The absorption
of EUV radiation in the photoresist, or any other material, confines the exposed region
within the first few hundred nanometers of the surface. As a result, only relatively thin
resist layers produce feature steep sidewall angles [65-67). Since resist thicknesses on the

order of 1 pum are required to obtain sufficiently low defect density, photoresists with sur-
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face imaging capability must be employed at EUV wavelengths. Other key photoresist
properties include exposure sensitivity, resolution, contrast, etch resistance, linewidth con-
trol, and line edge roughness [68, 69]. Both multilayer resists and single-layer silylation

resists are potential candidates for EUV lithography [70-72].

The minimum size of the printable features and the latitude of the fabrication process,
directly related to the resolution and the depth of focus of the imaging optics, determine
the performance of the lithography system. For optics with a given numerical aperture

(NA) operating at a wavelength A, the resolution R and the depth of focus (DOF) are given

respectively by
(1-1) R =k and
INA’
‘ A
(1-2) DOF = +k,—,
NA

where k; and %, account for the imaging system performance as well as for other aspects
of the pattern transfer process, such as partial coherence, phase-shift masks, and photore-
sist properties. At the 13-nm wavelengﬁ; and 0.1-NA, resolution of about 0.1 pm with a
focal tolerance of 0.7 um can be achieved with near diffraction-limited optical systems
having k; ~ 0.7 and k; ~ 0.5 [1]. At higher numerical apertures, the resolution can be fur-
ther improved, in principle. Thus extreme ultraviolet imaging promises the fabrication of

0.1-pum device features with a possible extension to sub-0.1-pm feature sizes. However,
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the ultimate usefulness of EUV lithography depends on the development of several key

components of the exposure system.

1.3. Interferometric Characterization of Extreme Ultraviolet Optics

The size of the printable image features and the robustness of the imaging process are !im—
ited by the imperfections in the imaging optics. Only near diffraction-limited optics, with
admissible low-order wavefront aberrations on the order of 0.02 wave rms [9] at EUV
wavelengths (or 0.26 nm rms at 13 nm), can achieve the desired performance. The mirror
surface roughness, which reduces the multilayer coating reflectivity as well as the image
contrast, must be less than approximately 0.1 nm rms [73]. Such stringent aberration toler-
ances pose serious challenges not only for the fabrication of the complex aspheric optical
systems but also for the metrology needed for the fabrication, the alignment, and the per-
formance characterization. The focus of this discussion is phase-measuring interferometry
used to evaluate the low-order aberrations that critically affect the resolution of optical sys-
tems. Thé metrology of high-frequency aberrations caused by surface roughness is consid-
ered elsewhere [74, 75]. Ideally, the resolution and the accuracy of the intérferometers used
for optical metrology should be significantly better than the wavefront under test, or about
0.01-0.002 wave rms at ‘EUV wavélengths (0.13-0.026 nm rms at 13 nm). Furtherniore,
wavefront phase measurement at the operational wavelength is needed to characterize the

possible multilayer coating phase effects.

Many phase measuring methods, including the traditional Twymann-Green or Fizeau

interferometers, rely on reference surfaces, beamsplitters, and long-coherence-length light
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sources [76-80]. Since neither reference surfaces nor beamsplitters with diffraction-limited
optical performance at EUV wavelengths are available, interferometry schemes that
bypass their use are suited for EUV optics testing. Furthermore, because even highly
monochromatized EUV sources have coherence lengths less than a few tens of microns,
common-path interferometry techniques are necessary for testing of EUV optics at their

operational wavelengths.
1.3.1. Testing of Individual Mirrors

The complete evaluation of individual aspheric mirrors consists of the characterization of
the mirror substrates, the deposited multilayer coatings, and the coated mirrors. On coated
or uncoated surfaces, the figure errors are determined with phase-measuring interferome-
try using laser sources in the visible and ultraviolet spectral region. Interferometers based
on reference wavefronts that are generated by diﬁracﬁon from pinholes and optical fibers
have been demonstrated to evaluate aspheres with 0.5-nm rms wavefront accuracy [81,
57]. To prevent excessive fringe densities when the spherical diffractive reference wave-
front is interfered with the aspheric wavefront from the mirror, several subregions of the
aspheric surface may be measured individually and “stitched” together. An alternative
approach to testing aspheres with subnanometer figure tolerances, which utilizes holo-

graphic nulls, has also been reported [82].

The multilayer coating properties are currently characterized with reflectometry measure-
ments that provide a map of the coating reflectivity over the surface of the mirror [32]. To
probe the phase of the reflected wavefront, interferometric phase measurements at the

operational wavelength of the coating may be necessary. Since, the test of a single mirror
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almost always requires additional optical components, not readily available at EUV wave-
lengths, at-wavelength interferometry of a single multilayer-coated component has not yet

been attempted.
1.3.2. At-Wavelength Characterization of Imaging Systems

Several interferometry techniques are available to assess the EUV wavefront, produced by
the mirror surfaces and by the multilayer coatings, in an optical system that can form an
image. Due to the lack of long-coherence-length EUV light sources, at-wavelength wave-
front characterization of the assembled EUV systems utilizes common-path techniques,
such as point diffraction interferometry [37, 83-88], lateral shearing interferometry

[89-93], and moiré interferometry [94].

In moiré interferometry, the optical system under test images a grating in the object plane
onto a second grating in the image plane. The properties of the optical system may be
inferred from the distortions in the pattern transmitted through the second grating [94].
While moiré interferometry masi be used with an incoherent source, such as a laser plasma
source, it relies on well characterized gratings and a high-resolution detector in the image

plane.

Lateral shearing and point diffraction interferometries detect the beam diverging from the
image plane of the test optic, allowing relatively straightforward determination of the
wavefront shape. The lateral shearing interferometry measures the derivative of the test
wavefront from the laterally sheared version of the wavefront, produced with a transmis-

sion grating placed near the image plane. To obtain interference fringes, the test wavefront
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must be spatially coherent over distances that correspond to the shear. The point diffraction
interferometry measures the unknown wavefront directly by interfering it with a spherical
reference wavefront generated by diffraction from a small pinhole in the image plane. In
this case, a high degree of spatial coherence is required to obtain good fringe contrast. In
both the lateral shearing and the point diffraction interferometries, the test optic must be
illuminated with a spherical wavefront from a sub-resolution pinhole in the object plane to
ensure that the measured aberrations are caused solely by the test optic. To transfer suffi-
cient flux through the small entrance pinhole, relatively powerful EUV sources are needed
in both techniques. Since point diffraction interferometry also requires spatially coherent
radiation, it is most practical with high-brightness undulator synchrotron radiation sources
[36, 86, 88]. Lateral shearing interferometry has been tested on both synchrotron [91] and

laser plasma sources {93].

1.4. Optical Aberrations and Image Quality in Lithography

The performance of imaging systems in lithography is degraded by wavefront aberrations.
Optical wavefront errors over the entire range of spatial frequencies, frorﬁ low-order “fig-
ure” errors to high-frequency “finish” errors, influence the image quality. Low-frequency
aberrations, with no more than a few cycles of variation over the aperture of the optical sys-
tem, correspond to the classical aberrations that degrade the resolution. In optical systems
witﬁ circular or annular pupils, the low-order wavefront errors are often described with
Zernike polynomials [95-98], which allow an expansion of the wavefront in terms of mutu-
ally orthogonal abenaﬁons. The high-frequency errors of hundreds of cycles across the

aperture are known to reduce the contrast of the image by producing background flare in
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the image plane. The high frequency aberrations are typically represented in terms of the

statistical properties of the optical surfaces [73, 99-101].

The range of spatial frequencies between the two extremes, termed mid-spatial-frequency
aberrations, has not been extensively studied. These aberrations, with about ten to a about
a hundred of cycles over the diameter of the optic aperture affect both the resolution and
the contrast of the image features with dimensions near the diffraction limit [99, 102]. The
desire for diffraction-limited optical performance warrants further consideration of the
impact of mid-spatial-frequency wavefront errors on the image quality. In lithography
applications, the interplay of the object pattern size, the degree of partial coherence, and

the aberration frequency requires evaluation.

1.5. Thesis Organization

This thesis concerns the characterization of the optical performance in extreme ultraviolet
imaging systems with point diffraction interferometry. The motivation for this study is the
development of near-diffracﬁon—linﬁted multilayer-coated optics required for extreme
ultraviolet projection lithography at 0. l-ﬁm critical dimension and beyond. The principles
of evaluatioﬁ of wavefront aberrations in optical systems using point diffraction interfer-
ometry are considered in Chapter 2. In Chapter 3, the properties of diffractive zone plate
" lenses are studied near 13-nm wavelength using transmission measurements and conven-
tional point diffraction interferometry. Chapter 4 describes the first measurements at visi-
ble wavelengths to demonstrate the capabilities of a novel phase-shifting point diffraction

interferometer design. In Chapter 5, the phase-shifting point diffraction interferometer is
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used at EUV wavelengths to evaluate the aberrations in a multilayer-coated Schwarzschild
objective designed for a proof-of-principle EUV lithography system. The repeatability and
consistency of the interferometry measurements are also considered. Chapter 6 concerns
the measured chromatic effects produced by the multilayer coatings in the two-mirror
Schwarzschild system. In Chapter 7, the results of the interferometric wavefront measure-
ments are confirmed qualitatively using the consistency between the interferometry-based
calculations of image quality and the developed photoresist patterns printed with the
Schwarzschild objective. In Chapter 8, the effect of high-order aberrations on image qual-
ity in lithography applications is considered in general, using the theory of image forma-
tion with partiall)-l coherent light and the verification with image calculations. In Chapter 9,

the results of this work are summarized and some future research directions are suggested.
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Point Diffraction Interferometry for
Testing EUV Optics

2.1. Introduction

Interferometric characterization of optical aberrations is necessary to achieve near diffrac-
tion-limited imaging capability for extreme ultraviolet (EUV) projection lithography.
Both at-wavelength optical system qualification and sub-nanometer wavefront measure-
ment accuracy are needed to evaluate future multilayer-coated EUV lithographic optics

with resolution near 0.1 um at the operational wavelength of 13 nm [36].

Point diffraction interferometry enables direct wavefront aberration measurements by
detecting the interference between the unknown aberrated wavefront and a reference
wave that is generated by diffraction from a sub-resolution pinhole. The pinhole must be
smaller than the diffraction-limited resolution of the optic under test. This type of interfer-
ometry, épplicable over a wide spectral range including the extreme ultraviolet, can
potentiaily achieve high absolute accuracy by utilization of a diffractive réference wave-
front. Furthermore, point diffraction interferometers do not require long-coherence-length

light sources because the test and reference beams follow nearly common paths.

The conventional point diffraction interferometer (PDI) [81, 103-106], developed and

used for a variety of applications, has been proposed as one of the alternatives for testing
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of extreme ultraviolet optics [36, 37]. At EUV wavelengths, it has been used to evaluate
aberrations in diffractive zone plate lenses at the wavelength of 13 nm [84, 85, 87]. These
initial experiments, described in part in Chapter 3, enabled the conception of the phase-
shifting point diffraction interferometer (PS/PDI) [107, 87]. This interferometer design
preserves the advantages of the conventional point diffraction interferometer, yet provides
phase-shifting interferometry capability and significantly higher throughput. The PS/PDI
is more versatile than another previously reported method for incorporating phase-shift-
ing in the PDI design [108]. The PS/PDI has been used to characterize a prototype reflec-
tive optical system for EUV lithography [86, 88] and is described in further détajl in

Chapter 5.

In this chapter, the principles of operation of both the PDI and the PS/PDI are described
and compared. Practical issues relating to the implementation and the accuracy of the two

interferometer designs are also considered.

2.2. Conventional Point Diffraction Interferometer

The principle of characterizing aberrations in an optical system with the cbpventional
point diffraction interferometer [103-105, 109] is depicted in Figure 2-1. The optical sys-
tem under test is illuminated by a spatially coherent spherical wavefront from a pinhole
source placed in the object plane of the optic. To ensure a spherical illumination wave-
front, the entrance pinhole must be smaller than the diffraction-limited spot size resolv-
able by the test optic on the object side. The “ rfect” illumination wavefront becomes

aberrated due to errors in the optical system under test. The unknown aberrated test wave-
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Figure 2-1. Conventional point diffraction interferometer.

Principle of testing of optical systems with the conventional point diffraction interferome-
ter.

front is transmitted through a thin semi-transparent membrane, placed near the image
plane. The reference wavefront needed for the measurement is generated by diffraction
from a sub-resolution pinhole in the membrane. To produce a spherical reference wave-
front, the pinhole must be smaller than the diffraction-limited focus of the test optic. The
test and reference wavefronts interfere, and the resulting interference fringe pattern can be

recorded and analyzed to reveal the aberrations in the optical system.

The pinhole samples the intensity distribution of the test wavefront to produce the refer-
~ ence wave, and as a result, it is not possible to introduce an adjustable phase shift between
the test and reference waves. Without phase shifting capability, the pinhole must be
placed a relatively large lateral distance from the test wave focus to produce a sufficient
number of “tilt” fringes for accurate fringe analysis of individual interferograms. Conse-

quently, the amount of light incident on and transmitted through the pinhole is small and
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the test wave must be attenuated by three to four orders of magnitude in passing through
the membrane to obtain good fringe contrast. Since the reference wave intensity depends
on the lateral distance from the test wave focus, a range of different membrane transparen-
cies may be required for fringe contrast control. This can be achieved by using an array of
pinholes in a spatially graded partially transmitting membrane [37, 84] with varying

absorption.

2.3. Phase-Shifting Point Diffraction Interferometer

Although the conventional point/diffraction interferometer is attractive for its compact-
ness and relaxed temporal coherence requirements, it has practical limitations due to its
low efficiency and lack of phase-shifting. The phase-shifting point-diffraction interferom-
eter maintains the appealing features of the PDI and provides both phase-shifting and high
efficiency. In contrast to the PDI, the PS/PDI employs a low-angle beamsplitter to sepa-
rate the test and reference wavefronts, as shown in Figure 2-2(a). A coarse diffraction
grating that splits an incoming beam into multiple diffraction orders is suitable for this *
purpose. The wavefront division produces multiple foci in the image .plane of the test _
optic, of which two are selected with an opaque spatial filter containing a sub-resolution -
pinhole and a relati;rely large window. One of the beams is spatially filtered with the sub-
reso}ution pinhole to generate the diffracted reference wavefront, while the aberrated test
beam passes through the window withoﬁt appreciable spatial filtering or attenuation. In
contrast to the conventional PDI, the test and reference wave intensities are not greatly
mismatched and an attenuation of the test wavefront is not needed to obtain satisfactory

fringe visibility. Since the test and reference beams must not significantly overlap in the
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Figure 2-2. Phase-shifting point diffraction interferometer.

Two implementations of the phase-shifting point diffraction interferometer. The interfer-
ometer utilizes a small-angle beamsplitter (e. g. grating) and a two-pinhole spatial filter in
the image plane. The illuminating beam is divided by a beamsplitter that either (a) follows
a single-pinhole entrance spatial filter, or (b) precedes a two-pinhole entrance spatial filter.

image plane, the focal spot separation produced by the beamsplitter must be considerably

larger than the lateral extent of each focal pattern.

Beam division introduces the potential to vary the phase of one beam with respect to the
other, allowing the use of phase-shifting interferometry. The wavefront can be divided

into multiple diffractive orders with a coarse diffraction grating, used either in transmis-
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sion or in reflection. Translation of the grating by one grating period introduces a first-dif-
fractive-order phase shift of one full cycle, while the phase of the zero-order transmitted
beam remains constant. A grazing-incidence mirror can also be used as a wavefront
divider. In this configuration, the mirror surface may be rotated about the virtual source

point to introduce a controlled relative phase-shift between the two beams.
2.3.1. PS/PDI Configurations

The numerous possible configurations of the PS/PDI may be divided into two main sub-
groups, depicted in principle in Figure 2-2. In the first group represented in Figure 2-2(a),
the small-angle beamsplitter follows the entrance pinhole spatial filter. In the second
approach shown in Figure 2-2(b), beam-splitting precedes the entrance pinhole. When the
beamsplitter follows the object-plane spatial filter, it can potentially introduce aberrations
into the measured wavefront. This is avoided when the beamsplitter precedes the object
plane. To transmit both beams through the interferometer, a two-pinhole filter is then
required in both the object and image planes, as illustrated in Figure 2-2(b). The test beam
is filtered by a sub-resolution pinhole in the object plane, which removes any beamsplitter
aberrations and produces spatially coherent spherical illumination of the test optic, but is
not filtered by the large window in the image plane. The reference beam, passed through
the large window in the object plane without attenuation, is spatially filtered by the refer-

ence pinhole in the image plane.

Using the beamsplitter before the entrance pinhole, rather than after it, also offers higher
efficiency and possibly greater fringe contrast. This is illustrated schematically in

Figure 2-3, which shows the power flow through the two interferometer configurations,
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Figure 2-3. Power transmission for two PS/PDI configurations.

A schematic representation the test and reference beam power flow through the phase-

shifting point diffraction interferometer. (a) The beamsplitter follows the entrance pinhole.

(b) The beamsplitter precedes the entrance spatial filter. The pinhole transmission is P, the

window transmission is unity, the beamsplitter efficiencies are Gy and Gy, and the optic

transmission is 7.
given the beamsplitter power efficiencies Gy and Gy, the pinhole filter transmission P, the
window transmission of unity, and the optical system transmission 7. With the beamsplit-
ter after the entrance pinhole, the relative powers in the test and reference beams are
. PGyT and P2G1T, respectively, while with the beamsplitter before the entrance filter, the

relative test and reference powers are GoPT and G{PT, respectiirely. Since the reference

wavefront is weaker by a factor of P in the former case, the overall transmission is lower

and the fringe contrast may also be smaller than in the latter case.
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The PS/PDI scheme with the grating before the entrance filter is most applicable when the
illumination beam can be tightly focused to allow the low-angle beamsplitter to spatially
separate the foci in the object plane. When the illumination beam is highly aberrated or
originates from an extended source, the beam division must follow the entrance pinhole

spatial filter.

2.4. Practical Issues in Point Diffraction Interferometry

Point diffraction interferometry techniques employ beamsplitters and pinhole spatial fil-
ters in the wavefront phase measurements. These key components influence measurement
capability in practice. The spectral bandwidth and the spatial coherence of the illuminat-

ing beam also affect the accuracy of the interferometry.
2.4.1. Illumination and Reference Pinholes

In point diffraction interferometry, the measurement accuracy is dependent on the quality
of both the illumination and the reference wavefronts that are generated by diffraction
from pinhole apertures. Of consequence is the radiation diffracted frorﬂ a small aperture
and observed in the far field, where the illumination wavefront interacts with the optics
and the reference wavefront is detected. Diffraction theories predict spherical wavefronts
over some finite numerical aperture (NA) in the far field for a given illumination wave-
length and pinhole shape and size. Treatments of diffraction from apeﬁures range from
scalar field approximations [110-113], appropriate for apertures much larger than the radi-

ation wavelength, to the generally applicable rigorous vector field analysis [114, 115].
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Most theoretical treatments of pinhole diffraction are limited to uniformly illuminated,
circular or square apertures in thin opaque screens [112, 113, 115, 81]. Scalar diffraction
treatments of uniformly illuminated apertures in thin screens predict that the deviation of
the far field wavefront from a sphere can be arbitrarily small over a finite numerical aper-
ture as the aperture size is decreased [81]. However, the vector nature of the radiation as
well as the three-dimensional geometry of actual fabricated apertures can contribute to
deviations from sphericity. Numerical solutions of the rigorous vector field propagation
have been determined for several pinhole geometries in a thick absorptive medium under
uniform illumination [116]. For pinhole geometries and numerical apertures relevant to
EUV point diffraction interferometry at 0.1 numerical aperture, the calculated deviation
from wavefront sphericity does not to exceed 0.01 wave peak-to-valley at 13.55-nm

wavelength A for pinholes smaller than 125 nm (0.92 A/NA) in diameter [116].

Although most studies have focused on diffraction from uniformly illuminated apertures,
the illumination of the pinhole may not be uniform in practice. This is the case for the ref-
erence pinhole in both conventional point diffraction interferometry, where the pinhole is
placed off the center of the focal pattern, and in phase-shifting point diffraction interfer-
ometry, where the pinhole is centered on the focal pattern. In effect, the pinholes “spa-
tially filter” the illumination beam to produce the desired spherical Qavefront [110, 117,
118]. To be effective spatial filters, the pinholes must be smaller than the diffraction-lim-
ited focus of the test optic, whose central Airy disk [111] diameter is 1.22 A/NA. In testing
EUV optical systems with numerical apertures around 0.1, the diffraction angles are mod-
erate and pinhole diameters are typically several times greater than the wavelength. As a

result, simple scalar diffraction theory based on Kirchhoff approximation [110, 111],
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which is valid for apertures larger than the wavelength and relatively small diffraction
angles [115], is sufficient to provide useful insight into spatial filtering by pinhole aper-

tures.

To determine the proper size of the apertures needed to generate high-quality spherical
wavefronts, spatial filtering of aberrated illumination beams was studied. Although the
exact nature of the wavefront transmitted through a spatial filter depends on the properties
of the illumination beam, much can be learned by considering beam characteristics repre-
sentative of practical conditions. For PS/PDI intended for testing near diffraction-limited
EUV optics, it is relevant to consider the spatial filtering of the reference beam that ini-
tially contains a relatively small amount of low-order aberrations. Since the pinhole is
centered on the focal pattern, low-order aberrations are transmitted most strongly if the
pinhole is too large, while relatively high-order aberrations are filtered quite effectively.
For optical systems with circular or annular pupils, low-order aberrations are well
described by Zernike polynomials [95-98, 119, 121], which form an orthogonal basis set
on a circle or an annulus. The Zernike polynomials represent the aberrations in terms of
individual “balanced” aberrations, of which the first few correspond to the classical aber-
rations [122, 95], inciuding defocus, astigmatism, coma, énd spher'ical'aberration. An

overview of Zernike polynomials is presented in the Appendix.

The far-field peak-to-valley wavefront error, m cycles or waves, transmitted through a cir- '
cular pinhole, illuminated with a focused beam containing a single phase aberration, are
shown in Figure 2-4 and Figure 2-5 as a function of the pinhole size and the input aberra-

tion magnitude for several different input aberrations. The wavefront errors were calcu-
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Figure 2-4. Spatial filtering of lowest-order aberrations by circular pinhole apertures.

The peak-to-valley wavefront error, in waves, of an aberrated wavefront transmitted
through a circular pinhole at focus. In each graph, the illumination beam contains a single
balanced phase aberration (Zernike polynomial term), as indicated. The transmitted errors
are shown as functions of input aberration magnitude and spatial filter size.
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Figure 2-5. Spatial filtering of higher-order aberrations by circular pinhole apertures.

The peak-to-valley wavefront error, in waves, of an aberrated wavefront transmitted
through a circular pinhole at focus. In each graph, the illumination beam contains a single
balanced phase aberration (Zernike polynomial term), as indicated. The transmitted errors
are shown as functions of input aberration magnitude and spatial filter size.
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lated for pinholes in a thin opaque screen using scalar diffraction theory. The tilt and the
defocus terms have been removed, as they correspond only to rotations and shifts of the
coordinate system. The input aberration magnitudes are given in terms of the Zernike
polynomial coefficients, which are proportional to the input peak-to-valley wavefront
error. The pinhole size is given in the “resolution units” of A/NA, where A is the wave-
length and NA is the numerical aperture of both the illumination beam and the desired
portion of the transmitted reference beam. Figure 2-4 shows the spatial filtering of the
lowest-order aberrations, while Figure 2-5 illustrates filtering of several higher-order
aberrations. Although defocus is not an aberration produced solely by the test optic,
owing to the fact that it also depends on the position of the pinhole filter with respect to
the test-wave focus, spatial filtering of a defocused beam gives the tolerance for the dis-
placement of the spatial filter from focus. The figures show that smaller pinholes are more
effective spatial filters and that the transmitted deviations from wavefront sphericity gen-
erally increase with the magnitude of the input aberrations. In addition, higher-order aber-
rations are filtered more strongly than the low-order errors. Although in practice the
illuminaFion beam contains a mixture of aberrations, Figure 2-4 and Figure 2-5 provide a
guideline for selecting the needed pinhole size for highly accurate phase-shifting point
diffraction interferometry. For testing optics with wavefront errors on the order of 0.02
wave rms, the reference wavefront quality should be at least an order of magnitude better,
or about 0.001 wave rms. Admissible peak-to-valley errors may be somewhat larger, as
they are generally several times the size of the rms errors for most wavefront aberrations.
Given that and the information in the figures, the pinhole diameter of choice should be

roughly one third to one half of the resolution unit of A/NA. In addition to reducing the
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transmitted flux, the use of much smaller pinholes may not improve the wavefront quality

due to polarization-induced aberrations [116].

In the conventional PDI, understanding the reference wavefront quality is somewhat more
complex because the pinhole filter is not centered on the focused beam. It may be placed
almost any place.within the focal pattern with non-zero intensity that produces suffi-
ciently high fringe density to enable single-interferogram analysis. In practice, typical
fringe densities may be 10 to 40 fringes, which corresponds to lateral pinhole displace-
ment of 5 to 20 A/NA from the focal center. Since the pinhole samples the fields in one of
the “rings” of the focal pattern, which are narrower than the central portion of the focus,
the pinholes needed to obtain the desired wavefront quality may be somewhat smaller

than in the PS/PDI. Several examples of the wavefront errors transmitted through a circu-
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Figure 2-6. Examples of reference wavefront error in PDIL.
- The calculated peak-to-valley wavefront aberration transmitted through a circular pinhole
as a function of the pinhole diameter. The pinhole is laterally displaced from the focus and

centered on one of the rings of the focal pattern. Several cases are shown, including two
different fringe densities and focal illumination patterns with and without aberrations.
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lar pinhole, centered on a ring of the focal pattern, are shown in Figure 2-6. The peak-to-
valley wavefront error, excluding the tilt and the defocus terms, is plotted as a function of
the pinhole diameter, for pinhole positions corresponding to two different fringe densities
and for illumination beams containing either no aberrations, astigmatism, or defocus. The
defocus curve is again representative of the interferometer sensitivity to error in the axial
positioning of the pinhole filter. The figure shows that even when the pinhole is quite
small, the transmitted wavefront contains some aberrations. In all cases considered here,
the transmitted wave is dominated by spherical aberration for small pinhole diameters.
For larger pinhole diameters, the transmitted aberrations increase in magnitude and
change in character. For perfect illumination beams, the transmitted wavefront contains
mainly triangular astigmatism and coma. When the input beam is astigmatic, the aberra-
tions are also dominated by astigmatism, while when the input beam is out of focus, the
transmitted wavefront includés astigmatism and triangular astigmatism. The magnitude of
the aberrations appears to confirm that for comparable spatial filter diameters, the wave-

front errors transmitted in the PDI are somewhat larger than those in the PS/PDI. -

To accurately evaluate EUV lithographic optics with numerical apertures around 0.1 that
operate near 13-nm wavelength using point diffraction interferometry, reference pinholes
with diameters around 50-75 nm are required. The pinholes are fabricated in thin,
absorber-coated membranes. Since the pinhole structure affects the pinhole flux through-
put [116], it important to select efficient absorber materials, such as nickel or indium anti-
monide, to minimize the thickness-to-diameter aspect ratios. The patterning techniques of
choice include electron beam lithography [123-125] and focused ion beam microfabrica-

tion [126, 88].
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In testing optical systems with significant demagnification, the required size of the illumi-
nation pinhole, relative to the reference pinhole size, scales with the demagnification. As
a result, the illumination pinhole fabrication may not be as chailenging as the fabrication
of the small reference pinholes. While microfabrication remains the suitable patterning
scheme for pinhole diameters below 0.5 pm, off-the-shelf laser-drilled pinhole apertures

are available for diameters above 0.5 pm.
2.4.2. Beam Overlap and Spatial Filtering of the Test Beam (PS/PDI)

In phase-shifting point diffraction interferometry, the large image-plane window for trans-
mission of the test beam affects the measurement in two ways. First, the size of the trans-
mission window limits the maximum spatial frequency that can be measured in the test
wavefront. Second, a portion of the wave illuminating the reference pinhole can be trans-
mitted through the test-wave window, corrupting the quélity of the reference wavefront
with high-spatial-frequency components. Thus the window size and its separation from
the reference pinhole must be selected to transmit the test-wave aberrations of interest and
to minimize the unwanted reference-wave transmission. The lateral separation of the test
and the reference spots, centered on the window and the reference pinhole, respectively,
must be sufficient to prevent significant overlap in the window, but not excessive to avoid

fringe densities beyond the spatial resolution of the detector.

A reasonable beam separation in the focal plane is about twenty times the resolution unit
of ANA, which produces forty far-field fringes. The test window size may also be about
twenty A/NA. The far-field amplitude of unit-intensity unaberrated test and reference

beams from an optic with a circular pupil transmitted through a square window of size
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Normalized field amplitude

Figure 2-7. Transmission of test and reference beams through the test-beam window.

The calculated field amplitudes of diffraction-limited (a) test and (b) reference beams
transmitted through a square window of size 20 A/NA by 20 A/NA. (a) The test beam
focus is centered on the window. (b) The reference beam focus is displaced by a distance
of 20 A/NA in the horizontal direction from the center of the window.

20 A/NA by 20 A/NA are shown in Figure 2-7(a) and (b), respectively. The test beam
focal spot is centered on the window, while the reference beam focus is horizontally dis-
placed from the window center by a distance of 20 A/NA. Owing to its sharp boundaries,
the window filter introduces small ripinles into the test beam, most pronounced at the
edges of the illuminated region. The window also transmits the high-pass version of the
beam incident on the reference pinhole. Since the high-pass filter is displaced from the
pinhole in one direction, it mainly transmits spatial frequencies from that direction, caus-
ing the transmitted light to be the strongest along the direction of the beam separation.
The effect is most significant at the perimeter of the region that corresponds to the illumi-
nation numerical aperture because the beam initially contains a sharp intensity transition
at the pupil edge. An apodization of the pupil illumination having smooth intensity transi-

tion at the pupil edge would reduce this effect.

53



The window spatial filter determines the maximum spatial frequency in the test beam that
reaches the detector. Specifically, a window of size N A/NA by N A/NA transmits spatial
frequencies of up to 2N cycles across the optic aperture. Since the spatial filter typically
has a relatively sharp cutoff, owed to being a pinhole in an opaque membrane, it intro-
duces ripples into the test beam of spatial frequency corresponding to its size. The effects
of the window spatial filter on the test wavefront are quantified in Figure 2-8. For several
input beams that contain the single aberration indicated, the figure shows the rms differ-
ence, in waves, between the phase of the input test beam and the phase of the beam trans-
mitted by a circular window to the far field. The filter-induced rms phase is shown as a
function of the magnitude of the aberrations in the test beam and the diameter of the win-
dow filter. As expected, the filter effects increase with decreasing window size and
increasing magnitude of the test-beam aberration;. The filtering also affects higher-order
aberrations more strongly than lower-order aberrations because they producé foci with
larger spatial extent. In general, a spatial filter, which is significantly larger than the focal
size, efficiently transmits the desired low-order test-beam abegrations. It also contributes
mid-spatial-frequency aberrations, having frequencies determined by its size, that are
most pronounced at the edges of the transmitted beam. In summary, when the test beam is
relatively unaberrated, and the window size larger than roughly 20 A/NA in each linear

direction, the filtering does not significantly change the test wavefront.

Along the direction in which the test and the reference foci are separated, the size of the
test-beam window is limited by the presence of the reference beam. In the orthogonal
direction, the filter size can be as large as practically possible to increase the spatial fre-

quency cutoff for that direction.
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Figure 2-8. Spatial filtering of the test beam.

The calculated rms difference, in waves, between the phase of the illumination test beam
and the far-field phase transmitted through a circular window at focus. In each graph, the
illumination beam contains a single balanced phase aberration, as indicated. The transmit-
ted errors are shown as functions of input aberration magnitude and spatial filter size.
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To understand how the overlap of the test and the reference beams within the window fil-
ter affects the detected far-field interference pattern, it is instructive to consider the con-
trast of the interference between two fully coherent optical fields, with respective

intensities I; and ;. The contrast, or fringe visibility, is defined [127] as

Imax—Imin 2/\/]1/12
2-1) Contrast = = ,
Lot lpn 1+1/1,

where I,,,,, and I,,,;, are the maximum and the minimum intensities of the interference pat-

tern. It is plotted in Figure 2-9 as a function of the ratio of intensities in the weaker beam
and the stronger beam. The contrast represents a measure of the severity of the test and
reference beam overlap, which depends on the relative strengths of the two beams. Ide-

ally, any unwanted interference should be about an order of magnitude smaller than the
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Figure 2-9. Contrast of two-beam interference.

Contrast of the interference of two spatially coherent beams plotted as a function of opti-
cal intensity of the weaker beam divided by the optical intensity of the stronger beam.
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desired interference fringes. Given that typical fringe contrasts in point diffraction inter-
ferometry are greater than about 40%, the unwanted overlap beam should be roughly

three orders of magnitude smaller in intensity than the desired signal.

Thg average intensity of a unit-amplitude, unaberrated reference beam transmitted by the
window filter to the far field is shown in Figure 2-10. The intensity is plotted as a ﬁncﬁon
of the window size and the displacement of the window center with respect to the refer-
ence-beam focus. For large beam separations and filter sizes that are small relative to the
beam separation, the unwanted beam overlap decreases. The profile of the undesired
beam is similar to that shown in Figure 2-7(b). This indicates that the beam overlap is
severe near the beam edges but relatively small over most of the illuminated region. Thus

the average intensity in Figure 2-10 may result in an overly optimistic estimate of the

Log;q (Average intensity)

Window width
(fraction of focus—window separation]

0t B
0 15 20 25 30
Separation of reference focus and window center [A/NA]

Figure 2-10. Transmission of reference beam through the test-beam window.
The average far-field intensity of the reference beam transmitted by a square the test-beam

window. The intensity is plotted as a function of the window size and the distance between
the window center and the reference-beam focus.
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beam overlap effect near the beam edges. The reference beam contribution to the trans-
mitted wavefront at the pupil edge could be reduced if the illumination of the pupil were
apodized to avoid sharp intensity transitions at the pupil edge, rather than uniform as
assumed in Figure 2-10. Furthermore, the intensities in Figure 2-10 were calculated with
the assumption that the test optic does not contain any mid-spatial-frequency aberrations..
Such aberrations may exist in real optics and would add to the unwanted test and refer-
ence beam overlap within the test-beam window. However, Figure 2-10 suggests that in
practice, the separation of the two image-plane foci should be greater than 20 ANA

(40 fringes) and the window size should comparablé to or smaller than that separation.

Both the test-beam spatial filtering and the reference-wave degradation caused by the
window filter would be significant for large aberrations in the optical system under test.
Consequently, the PS/PDI scheme is best suited for characterizing optics with relatively

small aberrations, such as those needed in lithography applications.
2.4.3. Grating Beamsplitter and Fringe Contrast

In phase-shifting point diffraction interferometry, the beamsplitter can either be placed
before the ébject plane, between the object plane and the optic, or between the optic and
the image plane. The beam spot separation in the focal plane depends on the angular
spread produced by the beamsplitter and on the position of the beamsplitter relative to the
object/image plane. To obtain the necessary beam separation at focus and maintain high
degree of spatial overlap inside the optical system under test and at the detector, a low-

angle beamsplitter placed a large distance from the object/image plane should be used.
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Here a transmission grating is considered, as it is the most convenient beamsplitter avail-
able for use in the EUV PS/PDI. The spatial separation of the adjacent diffractive orders
that is required at focus is typically 20-30 A/NA, where NA is the numerical aperture of
the beam that illuminates the grating. At EUV wavelengths near 13 nm and numerical
apertures around 0.1, the necessary focal spot separation is typically several micrometers.
'On the object-side ofa demagnifying optical system, this separation is greater by a factor
equal to ﬂle demagnification. To maintain high degree of spatial overlap of the test.and
referencé beams within the optic and at the detector, the grating should be placed near the
pupil plane of the optic because the angular beam separation is then minimized. The grat-
ing pitch is determined by the desired fringe density (typically 40-60 fringes) because the
number of fringes equals the number of illuminated grating lines. As a consequence, the
required grating pitch is quite coarse, typically tens of micrometers to about a millimeter.
This is advantageous in phase-shifting interferometry for the control of the grating trans-

lation step, which is some fraction of the grating pitch.

When the beamsplitter cannot precede the object plane of the test optic, as shown in
Figure 2-2(b), due to an aberrated or extended illumination source, the beamsplitter aber-
rations may contribute to systematic measurement errors. In a simple planar transmission
grating considered here, aberrations can arise from grating substrate non-uniformities, the

non-planar illumination of the grating, and from line positioning errors in the grating.

The substrate effects may be completely avoided when a free-standing transmission grat-
ing can be used. However, a grating substrate that is nonuniform and optically thick may

introduce aberrations into the measurement wavefront. The most commonly used grating
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substrates used to support the grating structure are thin membranes made of either silicon
nitride or silicon. The membrane thicknesses that minimize attenuation at EUV wave-
lengths while providing sufficient mechanical strength, vary from about 100 nm for sili-
con nitride [88] to about 600 nm for silicon [125]. As seen from Table 1-1, in transmission
through 600 nm of siliéon, 13.4-nm radiation incurs an optical phase shift of 0.0026 wave,
relative to propagation in vacuum. For 100-nm of silicon nitride, the relative optical phase

shift is 0.19 wave. Unwanted aberrations may be produced by non-uniformities in the

membrane thickness, which is typically much less than 10% over the 1 cm? or smaller
area of the membrane. Since the membrane substrates are quite optically thin, the aberra-
tions produced by the possible small non-uniformities in the thickness are usually negligi-

ble.

In the PS/PDI the planar grating is illuminated by a beam that is either converging to (or
diverging from) focus. The variations in the incidence angles over the illuminated area of

the grating produce an aberration that is coma-like in nature. The aberration is produced

in the non-zero diffractive orders, when the optical path from the grating to the m® dif-
fractive real (or virtual) focus is not compensated by the tilt introduced by the grating.
Specifically, for an illumination beam of numerical aperture NA, the optical path differ-

ence (OPD) has the form

(2-2) OPD = ms( L - 21 Jpcose
JI/NAZZ1 WJ1/NAZ 1492

3 5 7
SN E S BT -
J1/NA%-1 J1/NA -1 Ji/na% -1
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where (p,0) are the normalized beam coordinates in the far field (Jp|<1), m is the grating
diffractive order, and s is the spot separation at focus. The OPD was found under the
assumption that the beam spot separation is much smaller than the distance between the
grating and the beam focus, or equivalently, that the grating pitch is much greater than the
wavelength. The aberration has a strong dependence on the numerical aperture, as illus-
trated in Figure 2-11 that shows the peak-to-valley OPD in the first diffractive order for

typical focal spot separations. At low numerical apertures, the aberration is dominated by

primary coma (p3cos), but higher-order coma terms become important above 0.1 NA.
Equation 2-2 indicates that the variation in the incidence angles over the grating does not
aberrate the undiffracted zero-ofder beam, but can result in significant aberrations in the
non-zero diffractive orders for beam numerical apertures above 0.1. For example, at a

Aberrations in the first diffractive order
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Figure 2-11. Aberrations of a grating illuminated by a converging/diverging beam.

The peak-to-valley coma aberration vs. numerical aperture of the illumination beam. The
aberration, produced in the non-zero grating orders when a planar grating is illuminated
by a beam converging/diverging to/from focus, depends on the separation of the grating
diffractive orders at focus.
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numierical aperture of 0.025 and a focal spot separation of 20 A/NA, the unbalanced coma
in the first diffracted order from Equation 2-2 is 0.0125 wave peak-to-valley. The peak-to-
valley and rms magnitudes of the corresponding balanced coma, described by Zernike
polynomials, are 0.0042 wave and 0.00074 wave, respectively. At 0.1 numerical aperture,
the unbalanced coma becomes 0.20 wave peak-to-valley and the balanced coma scales

correspondingly.

Errors in the grating lines can also lead to aberrations in the non-zero diffractive orders of
the grating. A grating line position error, a fraction g of the grating period in magnitude,
produces a wavefront aberration in the mt diffractive ordér of mq waves. The aberration
profile corrésponds to the grating line error profile over the illuminated portion of the
grating. It is important to note that the zero-order beam is not affected by either illumina-
tion effects or by grating line-placement errors. Consequently, grating aberrations do not
affect the test wavefront when the undiffracted zero order is chosen to be the test wave-

front in the interferometer.

Placing the beamsplitter before the object plane as in Figure 2-2(b) reqﬁires a small-size
radiation source and a near diffraction-limited illuminator system, neither of which are
currently available at EUV wavelengths. The PS/PDI in Figure 2-2(a) with the beamsplit-
ter after the entrance pinhole may be the only practical configuration in testing EUV opti-
cal systems. Although less appealing in principle, with the choice of the zero grating order
for the test beam, the grating beamsplitter does not introduce any systematic errors to the

wavefront measurement when the grating substrate aberrations are negligible.
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The grating transmission function is essentially binary because the material absorption is
too high for the possibility of phase gratings near 13-nm wavelength (seé Table 1-1). For
typical binary gratings with 50% open area, the zero-order beam is about 2.5 times stron-
ger than the first-order beam. In choosing the zero order for the test beam, the weaker
beam is further réduced in intensity by the reference pinhole spatial filter. To improve the
fringe contrast, thé open area of the grating can be reduced. Some of the trade-offs in bal-
ancing fringe éonuast with the overall efficiency of the interferometer are illustrated in
Figure 2-12. Assuming that the grating follows the entrance pinhole, the fringe contrast
and the power transmitted through the image-plane pinhole-window spatial filter are
shown for grating open areas of 20%, 35%, and 50% for cases when either the zero-order

or the first-order beams are filtered by the small pinhole. The illumination beam is

(@) ()
1 0.35
: ——
// - ol
08 g — g
, g / .. .o
Bos FER S 1*%order filtered 3 o
§ N ,',"5// ——  20% transmission E 02 ‘," ]
:e ——  35% transmission I I ot emmcr
Boaliitty ——..50% wmosmission .. Sois i S R
& " o g = Lot
:'l’( 0 §°rderﬁltetsed % 0] am=? w -
0.2 o EP mmm .......... IE """
==== 35% transmission 0.05
=== 50% :ransmlsslon
% 0.2 04 06 0.8 1 % 02 04 0.6 0.8 1
Reference pinhole diameter [A/NA) Reference pinhole diameter (A/NA]

Figure 2-12. Fringe contrast and power transmission vs. pinhole size.

The fringe contrast and the power transmission when a binary grating beamsplitter is used
after the entrance pinhole. (a) The far-field fringe contrast produced when an unaberrated
beam is spatially filtered by a circular reference pinhole at focus plotted as a function the
of pinhole diameter. (b) The fraction of the power transmitted by a two-pinhole spatial fil-
ter versus diameter of the reference pinhole. The results are shown for grating open areas
of 20%, 35%, and 50%, when either the zeroth or the first diffractive order is spatially fil-
tered.
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assumed to be unaberrated and the window transmission is taken as unity. The results
depend on the size of the reference pinhole filter. The figure confirms that filtering of the
weaker beam, rather than the stronger beam, results in lower fringe contrast. However, in
the range of useful pinhole diameters, contrasts above 40% are possible even when the
weaker beam is filtered. The contrast can be improved at the expense of the interferometer
throughput by reducing the grating open area below 50%. The relative merit of this

depends on the dynamic range of the detector and on the available flux.
2.4.4. Source Bandwidth

The temporal coherence of the source determines the number of fringes that can observed
in an interferometer. In both the conventional PDI and the phase-shifting PDI, the test and
reference waves are spatially displaced in one direction, producing relatively high densi-
ties of tilt fringes. The fringe density depends on the lateral displacement s of the refer-
ence pinhole from the test-beam focus. At the wavelength A, the number of tilt fringes in
the far field equals 2sNA/A over the numerical aperture NA. In the conventional PDI, the
fringe density is wavelength dependent. Consequently, relative spectral bandwidths that
are much smaller than the inverse of the number of fringes are required. In the phase-
shifting PDI with a grating beamsplitter, the focal spot separation s produced by the grat-
ing equals zA/g, where z is the distance between the grating and the focus and g is the grat-
ing pitch. The number of fringes becomes 2sNA/A = 2(zA/g)NA/A = 2zNA/g. Thus the use
of a chromatic beamsplitter leads to wavelength-independent fringe densities. When the
reference pinhole can be used to filter the zero grating order and the test window to trans-

mit the wavelength-dependent first order, the temporal-coherence-length requirements are
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minimal. On the other hand, when the reference pinhole filters the first grating order, it
also serves as a monochromator for the reference beam, while the window spatial filter
does not change the temporal bandwidth of the test beam. If a broad-band source were
used, spatial filtering of the first diffractive order would reduce fringe contrast. As a
result, a relatively spectrally narrow source is needed for the PS/PDI, with the exception
of the configuration in which the grating follows the entrance pinhole and the first diffrac-

tive order is used for the test beam.
2.4.5. Source Spatial Coherence

Spatially coherent radiation is required to achieve satisfactory fringe contrast in point dif-
fraction interferometry. Although undulator sources can provide sufficient coherent flux
for EUV interferometry experiments [36], only a relatively small fraction of the total nar-
row-band radiation from the undulator, typically 1/10 to 1/100, corresponds to coherent
power. The coherent radiation is selected with a pinhole whose size must be somewhat
smaller than the coherence area of the radiation [127, 128]. In this section, the effect of
spatial coherence of the light source on the quality of the wavefront transmitted through
the pinhole is considered. Both the degree of coherence and the far-field phase of the
transmitted wavefront are investigated by using a statistical description of the radiation

fields, applicable to relatively incoherent sources.

In point diffraction interferometry, the pinhole that select the spatially coherent light is
usually placed in the object plane of the optic under test. When a condenser system with a

numerical aperture NA, is utilized to project an image of the mostly incoherent light

source onto the entrance pinhole, the coherence area at the pinhole plane is given approx-
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imately by A, = ?»2/4NA62. Thus the choice of the condenser numerical aperture depends
on the pinhole size needed to achieve spherical illumination of the test optic, which is
about one third to one half of the resolution unit of A/NA (on the object side of the tést
optic). To efficiently transfer spatially coherent radiation to the interferometer, the illumi-
nator numerical aperture NA, should be somewhat smaller than the entrance numerical

aperture NA of the test optic.

Since the entrance pinhole is not illuminated by a spatially coherent beam, the effects of
partial coherence on the wavefront produced by the entrancé pinhole warrant consider-
ation. Specifically, the reduced spatial coherence may affect the fringe contrast and the
phase of the wavefront. For near monochromatic radiation of interest in point diffraction
interferometry, the partially coherent radiation is described by the mutual intensity

J12(Py, Py), given by the cross-correlation of two fields U(Py, ) and U(P,, ?), or
2-3) T (PyPy) = (U (P, ) U* (P 1)),

where the average is taken over time 7 [127, 128]. The mutual intensity normalized by the
geometric mean of the intensities I; and 1, at the two points P; and P,, known as the com-
plex coherence factor |1, gives the complex degree of coherence of the light. The com-

plex coherence factor, expressed as

I, J

12
Ryp = = ,
. 'JJIIJZZ »\/11_12

(2-4)
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ranges from O to 1 in magnitude and is directly proportional to the contrast of the interfer-
ence of the radiation from the two points [127, 128]. To obtain high-contrast interference
in the interferometer, the magnitude of the degree of coherence of the radiation transmit-

ted through the entrance pinhole should be close to 1.

The phase of partiall& coherent radiation is not determined from the first-order proinerties
of the light given by the mutual intensity. Epr radiation fields produced by an ensgmble of
sources, the phase can be understood from the statistical properties of the radiation fields.
The statistical description of monochromatic, linearly polarized radiation has been used to
describe speckle patterns produced by an ensemble of scatterers [129] but can be applied
to represent partially coherent radiation from an ensemble of mutually independent
sources. In particular, for radiation from undulator beamlines of interest here, which is
typically linearly polarized and may be spectrally narrowed with a monochromator, the

statistical description applies when the light is relatively spatially incoherent.

Given that the fields from the many individual sources in the undulator beam that contrib-
ute to the total field are mutually independent and their phases are unifbrmly distributed
on the interval (-, ), the radiation fields can be described by a circular Gaussian proba-

bility distribution function [129]. In particular, the probability density function for the real

and imaginary parts of the complex field amplitude, AR and A/, is given by

(2-5) pRI(AR’ AI) __1 ZeXp( (AR )2.1.(‘41)2],

216 26°
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where o2 is the variance of AR and A’. On average, the field components are zero and the

intensity is 262. Given that the field components are related to the intensity / and the

hase 9 by At = JJIcos® and Al = JIsin®, the statistics of the intensity and the phase
p

can be determined from the above probability density distribution. The probability densi-
ties of the intensity and the phase follow the negative exponential distribution and the uni-

form distribution on the interval (-, &), respectively [129].

To assess the effect of partial coherence on the wavefront phase, higher-order statistics are
needed to describe the field at multiple points. The probability distribution of the multiple
fields is jointly Gaussian with the cross-correlations between the different points given by

the mutual intensity [129]. The joint probability density function of the real and imagi-

nary parts of the fields AR and A/ at N different points P; takes the form [130]

(2-6) (4) s ( ATJ"_]A]
-l p - exp 9
H em” 2

T
where the fields are denoted vectorially by A = [Af A{ Ag Ag ...... Ay A N] and J
is the matrix of cross-correlations of the field components. The cross correlation matrix,
related to the real and imaginary parts u,-jR and u,-jI of the mutual coherence factor p; for

points P; and P; and to the variance 0',-2 of the individual field components, is given by
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Substituting the cross-correlation matrix for fields A1=A1R +iA, and A2=AzR +iA2] at two

points P; and P, in Equation 2-6, the probability density becomes |

%2a 112 O11a 1 * *A %
G_IAll "’g;'Azl —RpA A% %A RA,

exp z
R I ,R I 26162(1_|u12| )

(2-8) PRI(Al Ay, 4, ’Az) = 2 2 2 2
4m 610'2(1 ol |50 )

Using the relationships between the real and imaginary field components and the intensity
and phase, the joint probability density can be expressed in terms of the intensities and the
phases at the two points. To obtain the statistical properties of the two phases 8; and 6,,
the joint probability density for the intensities and phases can be integrated over the range
of values of the intensities /; and I,. The resulting joint probability density function for

the phases 0, and 0, is given by [129]

olw

(psinp+ 22+ S1-5%),

2
1-
(2-9) Py (ep 92) = ‘_4'."1_212—"(1 - '32)
T
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Figure 2-13. Probability density function of the phase at two points.

The joint probability density of the phases 8; and 8, of monochromatic, polarized radia-
tion field at two points P; and P, for different values of the mutual coherence factor

K12 = M2l exp(iyy).

where B = Ii15lcos(8;-8,+V;2) depends on the mutual coherence factor 1y, = |i ;)| e'”,

The probability density function for the phase difference 8,6, plotted in Figure 2-13, is
uniformly distributed on the interval (—mx, 1) when the two fields are mutually incoherent
and becomes peaked about the mean V;, as the mutual coherence increases. In the plane
.éf the entrance pinhole, where the field can be thought of as a superposition of fields from
an ensemble of independent sources, the mean phase difference y;,, which corresponds
to the phase of the mutual coherence factor |15, represents the average difference in the

phase at the points P; and P,.

To understand the properties of the phase following the spatial filtering by the entrance
pinhole, the radiation field must be propagated to the far field where the wavefront inter-
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acts with the optic under test. Since the entrance-pinhole size typically exceeds the radia-
tion wavelength, the light propagation can be described by scalar d.ifffabtion theory. The
far-field amplitude B, at a point Q,, is the superposition of the amplitudes A,, at points Py,
within the pinhole aperture at distances R, from Q,. The Fresnel-Kirchhoff diffraction

integral [110-111] can be written as a summation over fields at ali the poinfs in the aper-

ture, namely

i2®R
2 exp( = '”")
A
R
m

mn

| >

(2-10) B, =3

P

where A? is the area of each integration element. Since the expansion of the fields B, is
linear in the fields A,,, the propagation corresponds to a linear transformation with the

position-dependent weight factors in Equation2-10. Given the field vectors

propagation can be written as
(2-11) B = SA,

where transformation matrix S consists of 2X2 sub-matrices S,,,,, describing the coupling

between the real and imaginary components of the fields B, and 4,,, given by

(2-12) s - AZ | sin (2wR,,/A) cos(2nR, /1)
" ARyp,|-cos (27R, . /A) sin (27R, /A '
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Given the Gaussian statistics of the radiation in the entrance pinhole plane, the statistical
distribution of the far-field amplitudes is also Gaussian and has the form of Equation 2-6.

The cross-correlation matrix Jg for the amplitudes B is related to the cross-correlation
matrix J4 in Equation 2-7 through the transformation matrix S that describes the geometry

of the pinhole aperture and the propagation [130]. Specifically,
‘ . . T
(2-13) _ Jg = 8J,8 .

To c;)nsider the effects of the source spatial coherence on the qﬁality of the wavefront dif-
fracted by the entrance pinhole, the cross-correlation matrix of the fields in the entrance
pinhole plane must first be determined. The mutual intensity of synchrotron radiation has
begn reported for the Gaussian approximation [131]. Under this approximation, both the
positions and the angular distributions of ele.ctrons in the beam are described by two
uncorrelated Gaussians, varying along the horizontal and the vertical directions to account
for the different beam size in the two directions in many electron storage rings. In addi-
tion, the amplitude of the radiation from a single electron is also assumed to be Gaussian
at the source. For undulator radiation in the central part of the angular distribution and at
the wavelength of the maximum brightness, i. e. for the radiation useful for point diffrac-

tion interferometry [36], this assumption represents a good approximation [131].

The electron beam size and angular spread in the horizontal and the vertical directions,
corresponding the half-widths at 1/ e of the maximum, are denoted by 6, and o, and by

o, and O'y', respectively. The parameters for the radiation from a single electron are
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given by o, = JAL/4m and o,/ = JA/L, where A is the wavelength and L is the

length of the undulator [132]. The overall radiation half-widths of the beam intensity and

its angular spread in the horizontal and the vertical directions are given by [132]

S SN [2 2
(2-14) | Op, = §O,+0,, Op, = ,/0,+0,,and

e o P10 6o = JoPr0r
(2-15) Or, = O, +0,,0p, = ,0, +0, .

Using the radiation parameter definitions and denoting the total radiation flux by F, the

mutual intensity J, between points (x;, y;) and (xp, y,) at the undulator source is given

by [131]

F
(2'16) J() (-xp y];xzs yz) = 2 X
4n°61, O,

2 2
(xlz + xzz)( 1/467, +4n°cp,’ /)3) + 2x1x2( 1/46%, —4n’cy,’ /xz)

2 X

exp

2 2
( >+ yzz)( 1/40q, +4n"0y,) /73) +2y, yz( 1/407, - 4n"0, /73)
. .

exp

As an example, properties of 13-nm radiation from a 8-cm-period undulator with 55 peri-
ods at the Advanced Light Source, used in point diffraction interferometry experiments

that are described in Chapter 3 and Chapter 5, are considered here. Using the electron

beam parameters G, = 200 um, 6, =38 um, 6,” = 18prad, and O'y' = 9.5urad and the
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single electron radiation parameters 6, = 19 pm and 6,” = 54prad [133, 134], the full

widths of the mutual coherence factor are 73 and 84 pm in the horizontal and vertical

directions, respectively. These are similar to the approximate coherence widths for an

incoherent source, given by A/2NA, = 80 um and A/2NA, = 83 pm, where NA = J20°

is the numerical aperture of the beam [128]. The fraction of the total power that is coher-

€nt equals A2/ ( 16n26Tchx'6Ty0‘Ty’) = 0.04.

Since the source is imaged with a condenser system onto the entrance pinhole plane, the
mutual intensity in the plane of the pinhole relates to the mutual intensity:at the source

through a four-dimensional convolution with the condenser amplitude response function

K (P’, P) between the source point P’ and the image point P [127], namely
@17 Ty (P, Py = [ [ [[ Jo (P, P)K (P, P)) K* (P, P,) dP,'dP’.

The mutual intensity in the entrance pinhole plane depends on the properties of the illumi-
nator system. A relatively unaberrated condenser may be expected to increase the degree
of coherence in forming the image of the source. As an angular low-pass filter, the illumi-
nator system is likely to widen the spatial extent of the mutual intensity function in the
source image plane, effectively increasing the degree of coherence. However, if the con-
denser has significant aberrations that cause substantial scattering of light, it may decrease

the degree of spatial coherence.
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As illustrated in Figure 2-13, the mean phase difference between any two points in the
wavefront is given by the phase of the mutual coherence factor. Equation 2-16 shows that
at the undulator source the mutual intensity is purely real. If the soufce size is Signiﬁ-
cantly smaller than its separation from the illuminator optics, the phase of the mutual

coherence factor J4(P;, P5) is approximately zero and the mean phase difference between

any two points at the pinhole plane is also zero [127, 135].

Even when the mutual coherence factor in the pinhole plane is real, the propagation to the
far field, described by Equation 2-10 and Equation 2-13, introduces a complex phase fac-
tor into the mutual intensity. However, ‘in the case of interest here, .it can be shown that
this phase factor is negligible because the entrance pinhole size is significantly smaller
than the distance between the pinhole and the test optic. Given that the assumptions stated
here are approximately valid in point diffraction interferometry, the mean phase differ-
ence between any two points on a spherical surface centered on the entrance pinhole is
zero. Thus the wavefront diffracted from the entrance pinhole is spherical on average and
- the lack of spatial coherence of the undulator source affects only the contrast in the mea-

surement.

As an example, let us consider an undulator beam with numerical aperture NA, uni-
formly illuminating the entrance pinhole. The mutual coherence factor is assumed to be a
circularly symmetric Gaussian with a width that corresponds to the coherence size of
A2NA.. The calculated coherence properties of the wavefront diffracted by the pinhole
are illustrated in Figure 2-14. Figure 2-14(a) gives the mutual coherence factor between
two points Q; and O, that are on the diffracted spherical wavefront at the edge of the

55



angular cone defined by the numerical aperture NA of interest, as illustrated in
Figure 2-14(b). The mutual coherence factor between two points at the edge of the angu-
lar cone represents the worst-case degradation in the spatial coherence over the wave-
front. The mutual coherence factor is shown as a function of the pinhole diameter,

expressed in the resolution units of the illuminator and the optic under test, or A/NA, and
A/NA. When the pinhole diameter is smaller than the coherence size A/2NA . and also suf-

ficiently small to produce a high-quality wavefront over the numerical aperture NA of
interest, the magnitude of the degree of coherence is near 1. Thus for pinhole sizes suit-
able for point diffraction interferometry experiments, the source spatial coherence does

not significantly affect the fringe contrast.

@) Magnitude of the mutual coherence factor I BI (b)

]- K o) ot s T R

o
oo

Pinhole sizeO[MNA]
o

oS
S

It
)

0.2 0.4 0.6 0.8
Pinhole size [M/NA]

Figure 2-14. The calculated mutual coherence factor in the illumination wavefront.

(a) The magnitude of the mutual coherence factor between two points Q) and @, in the
wavefront diffracted from a uniformly illuminated entrance pinhole as a function of the
pinhole diameter. The pinhole size is given in terms of the resolution unit for the illumina-
tion beam (A/NA,) and for the diffracted beam (A/NA). (b) The points Q; and Q, are at the
edge of the angular cone of interest, defined by the numerical aperture NA. The mutual
coherence factor at the entrance pinhole plane is assumed to be Gaussian.
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In summary, the degree of coherence and the phase of a wavefront diffracted by a pinhole
aperture illuminated with an incoherent source can be studied using the method outlined
here. In point diffraction interferometry utilizing undulator radiation having aAre'latively
small degree of spatial coherence and an illuminator system to image the source onto the
entrance pinhole, the lack of spatial coherence at the source does not significantly affect
the quality of the wavefront generated by the entrance pinhole. The surface of constant
phase of the wavefront is spherical dn average, as requireﬂ. With a proper choice of the
entrance pinhole size, the reduction <;f the interferogram fringe contrast due to the partial

spatial coherence is also not significant.
2.4.6. Systematic Coma Effect and Use of Pupil Reimaging Optics

In point diffraction interferometry, the far-field pattern of the interference between the test
and reference beams depends on the properties of the two wavefronts and on their spatial
separation. Because the lateral separation of the test and reference beam foci is quite
large, the fringe pattern consists mainly of tilt fringes but also contains various orders of
the coma aberration. The geometrical effect due to the beam separation is always present
even when both beams are perfectly spherical wavefronts. The magnitude of this effect
increases with the numerical aperture of the two beams and is found by considering the
optical path difference in the far-field between two laterally displaced point sources. For
source separation s, the optical path difference up to the fifth order is given by

3

(2-18) OPD = s(NApcosO - %NA3p3cose +3

NAspscose— ),
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where (p,0) are the normalized beam coordinates (|p|<1) over the numerical aperture NA.
The first three terms in the expansion are tilt, primary coma, and secondary coma, respec-
tively. At moderate numerical apertures only the primary coma is significant. For exam-
ple, at numerical aperture of 0.1 for beam spot separatlon of 25 AMNA at focus, the
unbalanced primary coma aberration is 0.25 wave peak-to~valley and the unbalanced sec-
ondary coma is 0.0019 wave peak-to-valley. This systematic coma effect must be
accounted for in the fringe analysis, as it is inherent to the interferometry technique not to

the optical system under test.

The fringe curvature can be corrected in principle with the use of a relay optic, introduced
between the image plane and the camera, to image the grating plane onto the detector.
Reimaging optics to project an image of the pupil of the system on the detector are com-
monly used in interferometry in order to minimize propagaﬁon and edge diffraction
effects in the recorded wavefronts [136, 77]. At EUV wavelengths such optics are cur-
rently unavailable. If pupil reimaging were used, a well-corrected relay optic would be
needed to avoid introducing distortion into the recorded interference pattern and to mini-
mize the difference in the optical paths of the test and reference waves. Owing to high
fringe densities in the PDI, the two beams propagate in slightly different directions

through the relay optic and the design of a reimaging optic is quite challenging.

2.5. Data Analysis Techniques

The recorded interference of the test and reference beam must be analyzed to find the

unknown phase difference between the two waves. General expression for the intensity
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I(x, y) of a fringe pattern detected in a plane (x, y) is given by
(2'19) I(x7 y) =T (x, y) +17 (x’ y) Cos (¢T(x’ y) - ¢R (x’ y) + A) .

The average intensity I’(x, y) is the sum of the individual test and reference wave intensity
patterns. The fringe modulation I”(x, y) is proportional to the prdduct of the amplitudes
of the two waves and to their degree of coherence. The modulation phase is the difference
between the unknown phase ¢7(x, y) of the test wave and 'tile known phase ¢p(x, jr) of the
reference wave. In phase-shifting interferometry a spatially uniform variable phase offset

A can be also introduced.

The fringe analysis is performed in several stages. The phase difference between the test

and reference waves, §7(x, )-9p(x, ), is found first. If the phase offset A between the test

and reference waves can be varied, numerous phase-shifting schemes that combine multi-
ple interferograms can be used. For analysis of individual interferograms with large fringe
densities, Fourier transform methods are suitable. The modulo-2n raw phase difference
determined by fringe analysis is subsequently “unwrapped” to obtain a phase difference
surface. In most interferometers, certain components of the detected phase difference are
not properties of the test optic but rather by-products of the measurement. In point diffrac-
tion interferometers, they include the tilt, the defocus, and the systematic coma effect.
These factors must be removed from the detected phase difference. The final step in the
analysis is often the fitting of the phase difference to a set of polynomials, to obtain a
compact representation of the measured wavefront in terms of specific well-understood

aberrations.
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2.5.1. Phase-Shifting Techniques

The ability to vary the relative phase shift between the test and reference beams allows the
use of a powerful class of fringe analysis methods that are based on combining multiple
interferograms with different relative phase shifts [78, 137]. For example, recording five

interferograms in a sequence while varying the phase offset A in increments of /2 gives |

" (220) L(xy) = I'(6y) +I” (%) cos (9 (%)),
L(xy) =TI'(xy) -1I"(x,y)sin(¢ (%),
ILi(xy) = I'(xy) 1" (%) cos ($ (%)),
I,(xy) = I'(xy) +I" (6)sin (6 (%)),

I;(x,y) =I'(xy) +I" (x,y) cos (9 (x, ) .

The unknown phase difference ¢(x, y) can be found simply by combining the multiple
interferograms to cancel out the average background intensity I°(x, ) and the fringe mod-
ulation I“(x, y). Many different phase-shifting algorithms can be devised and optimized
for specific interferometry applications [78, 138]. One of the simplest is the Hariharan
algorithm [139, 78], which uses five interferograms with phase step of 7/2 and is very
robust with respect to sensitivity in the phase step error. The phase difference in the exam-

ple fringe patterns of Equation 2-20 given by the Hariharan algorithm is

(2_21) ¢(x y) = tan—l( 2(12(-75,)’) —14(x,y)) J

2L (%, y) =I5 (x,y) 1) (x,)



The challenges in phase-shifting interferometry include the complications from inaccu-
rate control of the phase steps A. The resulting errors may be reduced by proper choice of
phase-shifting algorithms [140, 78] and sometimes by increasing the number of interfero-
grams used in the phase calculation [141]. Analysis of phase-shifting data series can also
be performed using an adaptive least-squares algorithm, modified to compensate fo? irreg-

ular phase increments [78, 142].

The primary advantage of phase-shifting interferometry relates to the fact that the phase at
each pixel is found independently of other detector pixels, allowing the effects of varia-
tions in the background intensity or any fixed-pattern noise to be removed [78]. This abil-
ity also improves the spatial resolution of the analysis technique, in comparison to single-
interferogram methods such as fringe-location methods and Fourier transform methods
[98]. On the other hand, phase-shifting interferometry requires that the multiple interfero-
grams used be recorded under constant experimental conditions, i. e. unchanging interfer-
ogram intensity, fringe modulation, and detector properties. This requirement poses
demands on the stability of the light source, the interferometer mechanical components,

and the test-chamber environment.
2.5.2. Fourier Transform Methods for Single Interferogram Analysis

Single interferogram analysis has traditionally focused on fringe location methods [98,
1371, in which the fringe positions are found and the wavefront between the fringes is
interpolated. The drawback of the conventional approach is that the interpolation function
may not accurately represent the wavefront between the fringes. Fourier transform meth-

ods that utilize spatial frequency carriers overcome this limitation [143-147, 78]. The
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Fourier transform techniques require relatively large densities of tilt fringes that serve as a

spatial frequency carrier modulated by the unknown wavefront. Separating the spatial car-

_) .
rier of frequency f. from the phase difference ¢(x, y) in Equation 2-19, the interferogram

intensity can be rewritten as
: >
(2:22) Iy = I (53) +17 (x,3) cos 20 - 3+ 6 (5,9) )

i2nf -} -2 ”_)
=I'(x,y) +c(xy)e e Tt (xy)e e 5

where c(x, y) = % I”(x, y) €%, Denoting the frequency-domain quantities by script let-

ters, the Fourier transform of the intensity is

(2-23) 1(f,8) = I'(f,g) +e(f-fo8) +c*(f+f,8) -
The unknown quantity c(x, y) can be recovered by filtering the Fourier transform of the

.)
intensity with a single-side passband filter centered on the carrier frequency f,_, shifting

the filtered signal to zero frequency, and Fourier transforming back to the space domain.
The phase of interest ¢(x, y) is simply the phase of c(x, ). The spatial filtering in the Fou-
rier domain determines the maximum spatial frequency that can be extracted from the

interferogram. The use of the passband filter in the Fourier domain requires that the over-

lap of the background intensity I’ (f, g) and the modulated carrier term c¢(f—f, g) be

minimal.
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2.5.3. Phase Unwrapping and Zernike Polynomial Fitting

The interferogram methods produce the modulo-2% version of the wavefront of interest.
To find the unknown continuous wavefront surface, the 27 phase jumps mﬁst be accu-
rately detected and removed. Although simple in principle, phage unwrapping can be
challenging in practice in the presence. of noise and localized defegts in the data. Nﬁmer-
ous phase-unwrapping schemes have been devised [148]. The key element in many phase
unwrapping methods is the approach for scanning the data to detect discontinuities [148,
142). Other path-independent techniques utilize some global information about the
unwrapped surface [148, 149]. For instance, the unwrapping of the raw phase maps can
use a highly filtered, continuous version of the phase maps as a guide to determine the

correct phase increments [142].
2.5.4. Zernike Polynomial Fitting

The unwrapped phase maps are often fitted to a set of polynomials to obtain an expansion
of the surface in terms of specific low-order aberrations. In optical systems with circular
or annular pupils, Zernike polynomials [95-98, 119] are suitable for such an expansion.
Some prdperties of Zernike polynomials are described in the Appendix. The primary and
higher-order aberrations correspond to individual Zernike polynomials, orthogonal over a
circle or an annulus. However, the analysis domain typically is not a circle or an annulus
in practice, owing to the discretization of the data domain. Furthermore, the data may be
valid only over an irregular subregion of the measurement domain. Thus to obtain the
coefficients of the aberrations described by Zernike polynomials, the fit utilizes an inter-

mediate set of polynomials, orthogonal over the domain of valid data points [150, 119].
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First the orthogonal basis set is found by the Gram-Schmidt orthogonalization process,
then the data are fitted to minimize the least-squares error in the fit, and ﬁnaliy the inter-

mediate basis set is converted to Zernike polynomials with a linear transformation.
2.5.5. Removing Systematic Coma Effect

In point diffraction interferometry, a systematic coma effect is contained in the fringe pat-
tern when a relay optic to image the plane of the grating on the detector is not used. This
coma effect must be excluded from the measured phase because it does not represent an

aberration in the test optic. From Equation 2-18, the ratio of the unwanted primary coma
and the measured tilt equals —%NA2 . Thus when the numerical aperture of the system NA
is known, the magnitude of geometrical effect is simply the measured tilt scaled by the
factor -%NA2 . If the exact numerical aperture is not known, separate measurements with

different tilt orientations can be combined to determine the magnitude of the effect. If

needed, higher-order coma terms can be removed analogously.

2.6. Comparison of Phase-Shifting PDI and Conventional PDI

The PS/PDI has three major advantages over the conventional PDI. First, the beam divi-
sion allows control of the relative phase between the test and reference waves. For
instance, a simple translation of a grating beamsplitter perpendicular to the grating lines
produces a relative phase shift between any two grating orders. In addition to simplifying
the fringe analysis, the phase-shifting capability removes the effects of nonuniform illu-

mination of the optic and any fixed pattern noise, thus yielding improved measurement
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accuracy [78]. The second major improvement offered by the PS/PDI is its high effi-
ciency. In the PS/PD], the reference pinhole samples the center rather thén the outer por-
tion of the focused beam, producing an overall reference wavefront attenuation of
approximately one order of magnitude rather than three to four orders of magnitude.’ Thus
after accounting for beamsplitter losses, the amount of transmitted. light is about two
orders of magnitudé higher in the PS/PDI design than in the conventional PDI. The third
benefit is the reduction of potential referencé wavefront aberratioﬁs, produced when the
reference pinhole is large enough to collect éportion of the beam with significant inten-
sity and/or phase variations. The reference pinhole illumination is more uniform when the
pinhole is placed in the wide central portion of the focal pattern in the PS/PDI scheme

than when it is positioned in one of the outer “rings” in the PDI.

Disadvantages of the more complex PS/PDI design include the need for greater mechani-
cal stability and the requirement of a more challenging alignment strategy. Also, the
phase-shifting PDI is best suited to test relatively unaberrated optical systems, while the

conventional PDI can be applied to systems with larger aberrations.

2.7. Conclusion

Point diffraction interferometry is a promising common-path technique for evaluating
wavefront aberrations in EUV lithographic optical systems. Both the conventional and the
phase-shifting point diffraction interferometers utilize diffraction from sub-resolution pin-
hole apertures to generate the necessary illunﬁnation and reference wavefronts. With the

use of diffraction from pinholes of proper size, the interferometric accuracy has the poten-
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tial to scale with the wavelength of the radiation used in the measurement. The conven-
tional point diffraction interferometer is simpler and more generally applicable than the
phase-shifting design because it is not limited by the magnitude of the aberrations in the
test optic. The phase-shifting point diffraction interferometer is best suited to testing opti-
cal systems with small aberrations but offers much higher throughput and improved accu-

racy through phase-shifting.
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3 Evaluation of Zone Plate Lenses

3.1. Introduction

Diffractive zone plate lenses play an impoﬁant role in short-wavelength imaging applica-
tions. Owing to their availability at moderate numerical apertures and their good optical
imaging performance, these lenses were chosen as the first test optics for at-wavelength
wavefront measurements with point-diffraction interferometry at the Advanced Light

Source at Lawrence Berkeley National Laboratory [84, 85].

The quality of the extreme ultraviolet (EUV) wavefront produced by several zone plates,
fabricated with electron-beam lithography and not optimized for diffraction-limited per-
formance, is considered in this chapter. The properties of the zone plate lenses are evalu-
ated near 13-nm wavelength with measurements of the far-field intensity [151] and with
wavefront characterization by conventional point diffraction interferometry [85, 87]. The
diffracted far-field intensity from the zone plates contains significant modulation that is
consistent with the presence of zone placement errors in the zone plates. The interferome-

try measurements indicate a small amount of low-order phase aberrations in the diffrac-

tive lenses.
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3.2. Zonal Placement Errors in Zone Plate Lenses

To achieve good optical performance, the zone plate features must be accurately defined
over the sizable area of the zone plate [152]. Here the effects of zone placement fabrica-
tion errors on the performance of zone plates are investigated. Experimentally observed
zone-plate diffraction patterns are compared to calculated profiles for different zoné

placement error models to estimate the magnitude of zonal placement errors.
3.2.1. Experimental Observations of Far-Field Intensity Patterns

Measurement of the far-field diffraction pattern of a zone plate optic, performed at beam-
line 9 at the Advanced Light Source at Lawrence Berkeley National Laboratory, is sche-
matically represented in Figure 3-1. The experiment is operated with a narrow-band beam
at an adjustable wavelength near 13 nm. The zone plate is illuminated with a spatially
coherent spherical wavefront from a pinhole source located 2.4 m from the zone plate.
The diffracted light is recorded approximately 10 cm from the zone plate with an extreme
ultraviolet charge-coupled device (CCD) camera with 1024x1024 pixels-and area of one

square inch [153, 154].

The zone plate optics tested in this study consist of an electroplated nickel absorber layer
on a silicon nitride membrane, patterned with electron-beam lithography. The 200-um-
diameter optics with 611 zones have an 80-nm-wide outer zone. The first diffractive order
has a numerical aperture of 0.08 and a focal length of about 1.2 mm at the 13-nm wave-
length. Some of the zone plates have an annular aperture with central obscuration ratio of

0.3 to allow separation of the first diffractive order with an order-sorting aperture placed
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entrance pinhole zone order-sorting EUV CCD
spatial filter plate aperture camera

>

Figure 3-1. Measurement of a far-field diffraction pattern from a zone plate.

Measurement of the far-field intensity in the first diffractive order of a zone plate lens. The
entrance pinhole spatial filter provides a spherical illumination beam and the order-sorting
aperture filters unwanted diffractive orders.

between the zone plate and its first-order focus. The order-sorting aperture is a
50-um-diameter pinhole, placed on the optical axis approximately 1 mm from the zone

plate optic.

In the fabrication process, the zone plates are defined by exposure of a resist material with
an electron beam. Each annular zone is approximated by many rectangular regions,
placed at a specified angular orientation and distance from the zone i)late center. The
exposure begins at the zone plate center and continues radially outward until the entire
pattern is written. The stage on which the zones plate samples are mounted during expo-
sure has been characterized [155] and is known to drift slowly due to temperature
changes. Because the zone plate exposure typically requires about twenty minutes, the
position of the electron beam is corrected with the help of alignment marks several times
during the writing process to compensate for the stage drift. Since the zone plate lenses

considered here were fabricated, the writing errors have been significantly reduced [156].
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Diffraction intensity patterns of a number of zone plate optics botﬁ with and without
order-sorting apertures were. observed. When no order-sorting aperture is useci, the unde-
viated zero diffractive order at the center of the diffraction pattern must be blocked to pfo-
tect the detector. The detector captures the +1 and —1 diffractive orders which interfere
because of their spatial overlap and similar intensities. This high-frequency interference is
beyond the resolution of the detector. For zone plates with no central stop, other diffrac-
tive orders a.‘léé contribute to the detected pattern. When an order-sorting éperture is used
in combination with a central zone plate obscuration, only the first diffractive order is

recorded by the detector.

Figure 3-2(a) illustrates diffraction from a zone plate with no ord;:r-sorting aperture. The
center of the detector is protected with a beam stop held by four wires visible in the figure.
The detected intensity profile is relatively smooth but contains a distinc;t ring structure
that occurs at the radial positions at which the electron beam was realigned during fabri-
cation. The observed intensity structure indicates that stage realignment results in abrupt

errors in the zone definition.

Zone placement errors are also evident in the far-field intensity patterns of the first diffrac-
tive order of annular zone plates shown in Figure 3-2(b), (c) and (d). The patterns lack the
abrupt errors shown in Figure 3-2(a) but contain strong high-frequency modulation that is
not explained by residual low-order aberrations. In addition, the modulation is most pro-
nounced along one radial direction and relatively smoother along the direction perpendic-
ular to it. This asymmetry is consistent with the drift of the sample stage along one

direction during fabrication. In addition, each of the measured zone plates has a unique
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Figure 3-2. Measured far-field intensity patterns from zone plates.

The measured far-field intensity patterns from four different zone plates. (a) Interference
of all diffractive orders from a zone plate indicates relatively abrupt errors in the zone
placement. (b)-(d) First-diffractive-order light from annular zone plates contains intensity
variations consistent with the presence of zone errors. The intensity profiles through the
zone plate center are shown for horizontal and vertical directions.

diffraction pattern that can be attributed to zonal errors rather than inherent zone plate dif-
fraction effects. These measurements reveal the presence of zonal errors that can be
understood in terms of the known properties of the electron beam writing tool used to

define the zone plate pattern.



3.2.2. Calculations of Zonal Error Effects

To verify that errors in zonél positioning produce strong intensity variations in the far
field, the effects of such errors on the far-field diffraction were calculated. The goai of the
calculations is to obtain a quantitative measure of the observed zonal é;ror méignitude as
well as to understand the effect of the manufacturing errors on the performance of thé

optics. .

The calculation parameters are chosen to reproduce the experimental conditio’ns. 'I_t is
assumed that the zone plates are illuminated with a monochromatic, spatially-coherent,
plane wave at the wavelength of A = 13 nm. Owing to the relatively low numerical a;er-
ture of the zone plates considered and to the fact that zone plate features are significantly
larger than the wavelength, scalar diffraction theory in the Fresnel approximation is
applied in the calculations [110, 111]. As a good first-order model, ideal binary zone
plates that consist of infinitely thin alternating transparent and opaque regions are

assumed. The effects of finite zone plate thickness have been considered elsewhere [157].

For the calculation parameters of interest, a large number of data points is needed to accu-
rately represent the zone plate transmission function across the aperture. One computa-
tional difficulty is the order-sorting aperture that necessitates calculation of the field in
intermediate plane of the order-sorting aperture before the field due to the first diffractive
order can be found at the plane of the detector. In these calculations, errors with azimuthal
symmetry are considered in order to significantly reduce the computational load.

Although errors in the radial direction do not describe two-dimensional errors in real zone
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plates, they are representative of the effects along the direction where the two-dimen-

sional errors are most pronounced.

To model the actual fabrication errors, two types of zonal errors are considered here. The
properties of the zone plates with errors are compared to the properties of an error-free
binary zone plate [152] with n®-zone transition at a radius deﬁned by r,,2 =nM, where fis

fhe focal length of the first diffractive order.

v

The first error model represents random ﬂuctuations; in zone positioning that can result
from éample vibrations or round-off errors in the digital representation of the zdne piate
position during fabrication. In this model, the positions of zone radii are assumed to have
random fluctuations, described by a uniform distribution of width &. Multiple realizations

of the errors are needed to characterize the average behavior of the random errors.

The second type of error attempts to model the stage drift and realignment, which occurs
along one cartesian direction, by an error along the radial coordinate. In this “drift-reset”
model, the zone plate is divided into p annular regions (p = 2). Within each region, the
zone radii have an additional drift term, linear in the radius, that reaches a maximum

radial displacement p, and is reset to zero at the inner boundary of each region.

To determine the diffracted field, straightforward numerical integration of the Fresnel
integral over a nonuniform grid in the plane of the zone plate aperture is employed. To
accurately capture the zone edge positions, each zone is represented by a separate grid,

uniform in the radial direction. A uniform grid across the entire zone plate aperture may
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not adequately describe the zone transitions. In fact, it may represent a zone plate with

small amount of random error in the zone widths.
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Figure 3-3. Calculated far-field diffraction patterns from zone plates.

(a) Calculated far-field first-diffractive-order intensity and phase of a zone plate with no
zone placement errors. Calculated far-field first-diffractive-order intensity and phase of
zone plates with (b) random errors in zone edge positions and (c) with three regions of
zone edge drift with reset. The error parameters & and L in (b) and (c) equal one half of the
outer zone width. Two-dimensional intensity patterns as well as the intensity and phase
profiles along the radial direction are shown.

74



3.2.3. Zone Positioning Errors and Far-Field Diffraction

The diffracted fields frbm 200-um-diameter zone plate optics with theﬁ two types zonal
errors were calculated and compared to the diffraction from a zone plate w>ith‘ no zonal
errors. Shown in Figure 3-3(a) are the intensity and the phase of thg first diffractive order
of an ideal annular zone plate at the distance of 10 cm ﬁom the zone plate. The inténsity
pattern exhibits edge diffraction effects but is relatively smooth across the bright region.
The on-axis order-sorting aperture causes small amount of spatial filtering of the first-dif-
fractive order but does not produce significant far-field intensity - modulation.
Figure 3-3(b) and (c) gives the calculated properties of the first diffractive order for annu-
lar zone plates with zone placement errors. Figure 3-3(b) shows that random errors in the

zone edges produce a random modulation pattern in the far-field intensity and phase. The
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Figure 3-4. Calculated rms variation in the far-field intensity.
The calculated rms variation in the far-field intensity of the first diffractive order vs. the

peak magnitude of the zone placement error, given by parameters & and p, for several
error models.
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drift-reset errors cause abrupt transitions in the far-field intensity and phase at the error
reset radii, as indicated in Figure 3-3(c). In Figure 3-3(b) and (c) the magnitude of the
error parameters & and p is 40 nm, or one half of the 80-nm outer zone v?idth Ar. The
intensity is normalized to be unity at the zone plate and the curvature is removed from the

* far-field phase.

. The calculations show that the far-field intensity modulation, which can be measured, is
- quite sensitive to zonal errors. Although the exact zonal error pattern cannot be deter-
mined from a far-field intensity measurement, the error magnitude can be estimated from
the variation in the measured intensity. Figure 3-4 shows the computed‘nns variation in
the normalized far-field intensity of the first diffractive order for several error models as a
function of the peak-to-valley error parameters & and . For the random error model, the
curve represents the ensemble average of the rms intensity variation. The inteﬁsity, nor-
malized to unity average, was considered in the illuminated region of the zone plate dif-

fraction pattern. Approximately 4000 points along each cartesian direction, needed to

Zone Measured rms variationin | Estimated peak error
plate normalized EEHSity [fraction of Ar]=J
A 0.44 0.53+0.10
B 0.30 0.30+0.06
C 0.36 0.41 +£0.09
D 0.37 0.43 £0.09
E 0.31 0.32+0.06

Table 3-1. Estimated zonal errors in several zone plates.

The peak magnitude of the zone positioning error as a fraction of the outer zone width
(Ar = 80 nm) estimated from the variations in the far-field intensity.
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adequately sample the intensity pattern, were used to estimate the intensity fluctuations.
The intensity variation, which is nonzero even for zone plates without errors due to edge
diffraction effects, increases with the zonal error magnitude. Because the different types
of errors produce similar rms intensity variations, the peak magnitude of the error in the
zone edge position can be estimated from the measured rms far-field intensity variation,
as illustrated in Tﬁble 3-1 for five different zone plates. The measured and calculated
intensity variations were compared at the same “pixel density’;. These estimates indicate
that the peak zone positioning errors in the measured zone plat;a optics are on the order of

four tenths qf the outer zone width, or about 30 nm.
3.2.4. Zonal Errors and Optical Performance

To evaluate the effect of zone placement errors on the performance of zone plates, focus-
ing properties and first-order diffraction efficiencies were calculated for zone plates with

random zone edge errors and with zone position drift with reset.

In zone plates with several hundred zones, random errors in the zone edge placement rep-
resent relatively high spatial frequency errors. These errors reduce the peak intensity of
the point spread fﬁnction but do not widen the central peak. In imaging applications, these
errors do not significantly affect the best resolution but do reduce the image contrast.
Abrupt errors in the zone placement at several radial positions produce aberrations with
mid-spatial-frequency content. Although these aberrations do not widen the central peak
of the point spread function, they may scatter a considerable amount of energy near the
point spread function center. Consequently, such errors may significantly degrade imag-

ing of objects with dimensions near the resolution limit. The normalized peak intensity of
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Figure 3-5. Calculated Strehl ratio of zone plates with errors.

The Strehl ratio at focus of the first diffractive zone plate order plotted as a function of the
peak magnitude of the zone placement error, given by parameters & or [, for several error
models.

the point spread function, or Strehl ratio [95], is degraded similarly by both types of zone
placement errors, as shown in Figure 3-5 for random errors and for drift-reset errors with

three and five drift regions.

In some applications, the diffraction efficiency of zone plate optics with zonal errors may
be of interest. The calculations show that the diffraction efficiency into the first diffractive
order is strongly affected by random zone placement errors but only slightly changed by
drift-reset type errors. For example, the first-order diffraction efficiency of an annular
zone plate described in this study is reduced by about 1% for drift-reset type errors with
three to five drift regions and an error magnitude of L =80nm. By contrast, random
errors of the same magnitude (8 = 80 nm) reduce the first-order diffraction efficiency by

about 22%. Here the diffraction efficiency is defined as the fraction of tlie radiation that
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passes through the order-sorting aperture. With this definition, the calculated diffraction
efficiency of a zone plate with no zonal errors is within 0.2% of the theoretical value of
1/n2. The calculated diffraction efficiencies are consistent with the understanding of zonal
errors in terms of spatial frequencies. The high-spatial-frequency random errors cause
higher-angle scattering and more scattering loss than the drift-reset type errors that con-

tain mostly mid-spatial frequencies and scatter into moderate angles.

3.3. Point Diffraction Interferometry of Zone Plate Lenses

The low-order phase aberrations in the zone plate lenses were evaluated with the conven-
tional point diffraction interferometer near 13-nm wavelength. The measurements indi-
cate near diffraction-limited quality of the wavefront in the first diffractive order. These
initial measurements have also confirmed the applicability of point diffraction interferom-

etry to testing near diffraction-limited optics at EUV wavelengths [84, 85, 87].
3.3.1. Interferometry Results

The conventional point diffraction interferometry experiment utilizes a fnodiﬁed version
of the zone plate measurement configuration shown in Figure 3-1. The zone plate is illu-
rﬁinated with a spatially-ééherent, spherical, narrow-band beam from a 120-pum-diameter
' pinhole located 2.4 m from the 200-pum-diameter zone plate. The interferometry is per-
formed on the ﬁrst diffractive order of the annuiar zone plate, isolated with an order-sort-
ing aperture, operated at a demagnification of 2000 and an image-side numerical aperture
of about 0.08. The semi-transparent pinhole membrane, required for the generation of the

reference wavefront and the simultaneous transmission of the test beam as shown in
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Figure 2-1 on page 19, is placed near the focus at 1.2 mm from the zone plate. The beam

interference is recorded at 10 cm from the zone plate with an EUV CCD camera.

An example of the characterization of zone plate lenses with the point diffraction interfér-
ometer is presented in Figure 3-6. Additional measurements on zone plates are discussed
elsewhere [142, 85]. Figure 3-6(a) shows five interferograms recorded at 12.9-nm wave-
length in testing of an annular zone plate lens. The interferograms were analyzed with the
Fourier transform method for static fringe pattern analysis [143-146] and the resulting
wavefront phase was fit to a set of 37 annular Zernike polynomials [97] with 30% central
obscuration, matched to the zone plate aperture central stop. The average wavefront aber-
ration map, without the piston, tilt, defocus, and systematic coma terms, is given in
Figure 3-6(b). The Zernike annular polynomial coefficients are plotted in Figure 3-6(c).
The indicated uncertainty of each coefficient is the standard deviation of the coefficients
determined in the five different measurements. The rms and peak-to-valley aberrations are
0.1440.02 and 0.72140.08 wave at 12.9 nm, respectively. These small measured aberra-
tions are indicative of good imaginé capabilities of the zone plate lens as well as of the

subnanometer resolution and precision of the interferometer.
3.3.2. Understanding of the Measured Astigmatism

The dominant aberrgtion found in the measurements is 0.27 wave éf astigmatism, given
by annular Zernike coefficients 4 and 5. Neither the measured tilt of the zone plate with
respect to the optic axis nor the estimated zone plate ellipticity of 10~* can account for
this ainount of astigmatism. Some of the astigmatism may be attributed to the zone posi-

tioning fabricétion errors observed in these zone plates (see Section 3.2.1). Although zone
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Figure 3-6. Wavefront aberrations of a zone plate lens.
Aberrations of an annular zone plate lens measured at 12.9-nm wavelength. (a) Five mea-

sured interferograms were analyzed to determine (b) the average wavefront and (c) the
corresponding Zernike annular polynomial coefficients.
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placement errors produce mostly high spatial frequency aberrations, their magnitude
changes through two azimuthal cycles in the zone plate aperture from the drift of the sam-
ple stage during fabrication. This two-cycle variation can potentially contribute to low-
order astigmatism. However, in addition to the astigmatism in the optic, some of the astig-
matism originates from an imperfect reference wavefront, produced when the reference
pinhole is too large to generate a spherical reference wavefront. Since the fringe analysis
is based on the assumption of an ideal reference wavefront, reference wave aberrations
contribute additively to the measured wavefront error. A large pinhole placed in the outer
portion of the focal pattern will sample fields that vary most rapidly along the radial direc-
tion of the focal pattern, defined by the pinhole and the focal center. Consequently, an
oversize pinhole may produce astigmatism in the reference wavefront oriented along this

direction, which is orthogonal to the direction of the far-field interference tilt fringes.

For the optical system in this study, with a 30% obscured annular aperture and a numeri-
cal aperture of 0.08 at the operational wavelength near 13 nm, the diameter of the diffrac-
tion-limited central focal disk is"17 5 nm. As discussed in Chapter 2, the reference pinhole,
which must be smaller than the diffraction-limited spot size, should be less than 80 nm in
diameter to generate a good spherical referencg wavefront. Because such small pinholes
were unavailable, the measurements were performed with an oversizé reference pinhole
about 200 nm in diameter. In the five measurements considered here, the reference wave-
front contains unwanted aberrations, revealed in the correlation befween the measured
astigmatic direction and the fringe direction normal shown in Figure 3-7(a). The angular
offset ﬁetween the two directions indicates that both the reference wave and the test optic

contribute to the measured astigmatism. Assuming that in each measurement the astigma-
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Figure 3-7. Astigmatism in the reference wavefront.

(a) Correlation between the direction of the measured astigmatism and the interferogram
fringe direction normal in five measurements of the same lens. (b) The magnitude of the
measured astigmatism follows the calculated astigmatism in the reference wavefront.

tism consists of a fixed component due to the test optic and a variable component along
the fringe normal due to the reference wavefront, the test and reference wave contribu-
tions can be estimated by minimizing the least square deviations from this model. The
magnitude of the measured astigmatism, which contains the test and the reference compo-
nents, as well as the calculated reference-wave astigmatism are compared in
Figure 3-7(b). The calculated residual astigmatism in the test optic is 0.2310.02 wave at
13 nm, with peak at an angle of 11515°. The reference wavefront asﬁgmatism is on the
order of 0.1 wave, or about 0.04 wave rms. Although the reference wavefront astigmatism
is significant here, this source of systematié error can be made negligible when a proper-

size reference pinhole is used.
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3.4. Conclusions

The properties of diffractive zone plate lenses with numerical apertures comparable to
those of reflective optical systems for EUV lithography have been assessed with wave-
front transmission and phase measurements near 13-nm wavelength. The measured far-
field diffraction patterns from the zone plate optics indicate the presence of small zone
placement errors. Scalar diffraction calculations of zonal errors confirm that the modula-
tion in the far-field intensity is a sensitive indicator of even relatively small zone position-
ing errors. The comparison of the calculated zone error effects with the measured zone
plate intensities shows that the unoptimized zone plate optics, with several hundred zones
and an 80-nm outer zone width, have peak zonal placement errors on the order of 30 nm.
The random errors in zone positioning correspond to relatively high spatial frequency
errors while abrupt errors at few radial positions are primarily mid-spatial frequency aber-

rations.

The characterization of the low-order aberrations in an annular zone plate lens with the
conventional point diffraction interferometer reveals wavefront quality near the diffrac-
tion limit at 12.9-nm wavelength. A small amount of astigmatism, about 0.04 wave rms,
in the measured wavefront can be attributed to imperfections in the diffractive reference
wavefront, produced by oversize reference pinholes. Overall, the wavefront measure-
ments of diffractive zone plate lenses have demonstrated the usefulness of point diffrac-
tion interferometry in testing near diffraction-limited optics with numerical apertures

around 0.1 at EUV wavelengths.
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Evaluation of the Phase-Shifting Point
Diffraction Interferometer with Visible Light

4.1. Overview

The phase-shifting point diffraction interferometer is suitable for testing near diffraction-
limited optical systems over a wide range of wavelengths, from visible to x ray. Before
the implementation of this novel interferometer [107, 87] for at-wavelength characteriza-
tion of the extreme ultraviolet (EUV) lithographic optics, the qualification of its proper-
ties was required. A prototype interferometer system using visible light was constructed
to verify the capabilities of the new design and to devise a proper alignment strategy for

the EUV system.

4.2. Description of the Visible-Light Interferometer

In this proof-of-principle experiment, several versions of the phase-shifting point diffrac-
tion interferometer (PS/PDI) that incorporate a transmission grating beamsplitter have
been constructed and tested. Two examples of the possible interferometer configurations
. are given in Figure 2-2 on page 21; The interferometer has been employed to measure
aberrations in a number of test optical systems, including microscope objectives and cam-

era lenses. The simplicity of the design allowed relatively quick construction using
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readily available components and equipment. In this chapter, few examples of the mea-

surements that have confirmed the usefulness of the interferometer are presented.
4.2.1. Interferometer Components

The light source used in this experiment is a low-power helium-neon laser, producing a
single spatial mode at 632.8-nm wavelength. The laser light is collected with a lens and
focused onto the object plane of the optical system under test. To match the properties of
the test optics, different lenses can be used to control the numerical aperture of the illumi-
nation beam. Commercially available laser-drilled pinhole apertures are utilized for the
single-pinhole and the t\ﬁo-pinhole spatial filters in the object and image planes. The
entrance pinhole size is chosen to coherently overfill the numerical aperture of the test
optic and the sub-resolution reference pinhole size is selected to provide a strongly spa-
tially filtered reference wavefroﬁt. A coarse Roncﬁi ruling on a glass substrate serves as

the grating beamsplitter and phase-shifting element. The interference fringe patterns are
detected with a 512x512 pixel, 6.2x4.6 mm_z, 8-bit, charge-coupled device (CCD) cam-

era. This PS/PDI experiment is performed on an optical bench for stability but no mea-

sures are taken to isolate the system from thermal fluctuations or air turbulence.
4.2.2. Alignment Considerations

The interferometer requires the alignment of the focused beams with the pinhole apertures
in the object and image planes of the test optic. In this experiment, alignment strategies
both with and without reimaging optics have been employed. The reimaging optics allow

the observation of any plane of interest along the beam propagation direction, such as the
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plane of the pinhole apertures or the pupil plane of the test optic. The image of the desired
plane facilitates the alignment task by allowing the positioning of the pinhole apertures
with respect to the beam foci in the image plane, for instance. Since reimaging optics are
not readily available at EUV wavelengths, alignment schemes that utilize only the far-
field pattern at the CCD detector have also been tested. Both approaches are greatly sim-
plified when the object and image-plane pinhole apertures rest on kinematic mounts that
allow repeatable placement of the pinholes in the beam. The techniques investigated in
this prototype system have inﬂuence@ the alignment procedure in the EUV implementa-

tion of the interferometer, described in Chapter 5.

4.3. Verification of Interferometer Capabilities

Without the capacity to independently verify the measurements, several consistency
checks were devised in order to assess the interferometer performance. The detection ofa
known aberration and the characterization of an optic at several rotational orientations
with respect to the interferometer have allowed the evaluation of the quality of the wave-

front measurement.

The measurement consistency can be validated by repeated measmementé of the test
wavefront containing varying amounts of the defocus aberration. The defocus can be
" introduced simply by the translation of the image-plane spatial filter along the optic axis.
Using the interferometer configuration in Figure 2-2(a) on page 21, this experiment has
_been perfqnned in the evaluation of a photographic camera lens, operated at an approxi-

mate demagnification of 7 and an image-side numerical aperture of about 0.15. The test
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optic is illuminated from a 10-um-diameter single pinhole in the object plane. The beam
is divided by a 100-um-pitch grating beamsplitter, placed between the object plane and
the optic, that provides focal spot separation of about 90 pm in the image plane. The test
and reference beams are selected with a two-pinhole image-plane spatial filter, consisting
of a 100-um-wide window and 2-um-diameter pinhole about 50 pm from the edge of the
window. Both sub-resolution pinholes are significantly smaller than the diffraction-lim-

ited focal diameters of 35 um and S pm in the object and image planes, respectively.

In two separate measurements, illustrated in Figure 4-2, the focus was changed from
—0.11 wave to —0.42 wave at 632.8 nm by translation of the image-plane filter by about
35 um along the optic axis. The larger defocus corresponds to roughly 3.4 times the clas-
sical focal tolerance of 0.125 wave [95, 121]. While the recorded fringes are relatively
straight near focus, as seen in Figure 4-2(a), the fringe curvature increases with the defo-
cus magnitude, as shown in Figure 4-2(b). However, the added defocus in the wavefront
does not significantly affect the residuals lJow-order aberrations of interest, also presented
in Figure 4-2. Without the piston, tilt, and def(;cus terms, the overall difference in the two
wavefronts, reconstructed from the Zernike polynomial fit to the raw phase, is 0.004 wave
ms and 0.040 wave peak-,to-valléy. This consistency in themgasur:ed wavefronf observed
even at a relatively large defocus, indicates adequate spatial filtering by the reference pin-

hole in the image plane.

The measurement capability of the interferometer can also be assessed by wavefront eval-
uation for several rotational orientations of the test optic and the interferometer compo-

nents. In principle, the measured wavefront rotates with the orientation of the test optic
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Figure 4-1. Introduction of defocus into the tested wavefront.

The measurement of phase aberrations in a camera lens at two different axial positions of
the image-plane spatial filter. The pinhole translation influences the fringe curvature as the
defocus is changed from (a) —0.11 wave to (b) —0.42 wave at 632.8-nm wavelength. The
measured wavefront phase within a numerical aperture of about 0.15, without the piston,
tilt, and defocus terms, is not significantly affected.

but is unaffected by the rotation of the interferometer elements. This experiment involved
the measurement of a 4x microscope objective lens, operated at a demagnification of 10
and an image-side numerical aperture near 0.11, in order to emulate the 10x—demagnifica-
tion Schwarzschild system later tested at EUV wavelengths. A 100-pm-pitch beamsplitter

grating is placed upstream of the object plane, following the configuration shown sche-
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matically in Figure 2-2(b) on page 21. The entrance pinhole filter in the object plane con-
tains a 20-jum-diameter sub-resolution pinhole to produce spatially coherent illumination
of the optic and a 1-mm-wide window to transmit the second beam. The spatial filter in
the image plane consists of a 2-pm-diameter reference pinhole and a 100-um-wide win-
dow to transmit the test wave. The separation of the test and reference wave foci in the
image plane is approximately 100 pm. The fringe patterns are detected approximately

2 cm from the image plane.

To assess the repeatability and self-consistency of the measurements, the microscope
objective was first measured with three different azimuthal orientations of the object and
image plane spatial filters. Subsequently, the aberrations were remeasured twice with the
optic rotated counterclockwise by 89° and 181° with respect to the original orientation. In
the rotation of the various interferometer components, care was taken to measure the aber-
rations at approximately the same point in the field of view. The recorded fringe patterns
and the image-plane pinhole filter orientations in the five measurements are given in
Figure 4-2(a) and (b) respectively. The lﬁeasmed low-order aberrations, without the pis-
ton, tilt, defocus, and systematic coma tefms, reconstructed from a Zernike polynomial fit
to the raw phase data, are illustrated in Figure 4-2(c). The measﬁred wavefront phase is
not significantly affected by the rotation of the spatial filters and follows the orientation of
the optic, indicated by an arrow in Figure 4-2(c). The wavefront aberrations of this optic
obtained in the ‘ﬁve measurements are 0.029, 0.027, 0.028, 0.024, anci 0.29 wave rms at
632.8 nm, respectively. The rms difference between the any two of the measured phase
maps ranges from 0.004 to 0.008 wave, indicating self-consistent agreement to approxi-

mately A/125.
90



l‘.‘
’ .

)
‘I
‘!
L
Nl
\

Y

Figure 4-2. Consistency measurements with the rotation of interferometer components.

(a) The interferograms from five measurements of a microscope objective lens recorded at
632.8 nm for several orientations of the pinhole filters and the test optic. (b) The orienta-
tion of the image-plane spatial filters in the measurements. (c) The wavefront phase
extracted from the interferograms follows the rotational orientation of the test optic, indi-
cated by the arrow. In the fourth and the fifth measurements, the rotations of the optic are
89° and 181° counterclockwise with respect to the first three measurements.
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‘Figure 4-3. Aberrations in a microscope objective.

(a) The average wavefront aberrations measured in a microscope objective lens at a wave-
length of 632.8 nm and (b) the corresponding Zernike polynomial expansion.

The average phase aberrations of the microscope objective and the corresponding Zernike
polynomial coefficients are given in Figure 4-3(a) and (b). The average wavefront error of
0.02740.002 wave rms and 0.14410.012 wave peak-to-valley reveals the ability of the

interferometer to characterize nearly diffraction-limited optics. The standard deviation of
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the five measured rms wavefront aberrations corresponds to repeatability of £0.002 wave

rms at 632.8-nm wavelength.

4.4. Conclusions

The phase-shifting point diffraction interferometer has been demonstrated to consistently
characterize aberrations in near diffraction-limited optical systems with numerical aper-
tures similar to those of multilayer-coated reflective optics used in EUV projection lithog-
raphy. The measurement repeatability of a prototype interferometer system is +0.002
wave rms at 632.8 nm. The self-consistency of the inierferometry, assessed with through-
focus measurements and with wavefront evaluation at different azimuthal orientations of
the interferometer components and of the test optic, is better than 0.008 wave rms.
Although the proof-of-principle experiments have utilized visible light, comparable capa-
bilities are expected at EUV wavelengths because the accuracy of the point diffraction

interferometer has the potential to scale with the operational wavelength.
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At-Wavelength Interferometry of a
Schwarzschild Optic for EUV Lithography

5.1. Overview

At-wavelength wavefront characterization plays a key role in the development of near dif-
fraction-limited optical systems for extreme ultraviolet (EUV) lithography. The phase-
shifting point diffraction interferometer for wavefront measurements at EUV wavelengths
has been implemented and used to evaluate a 10x-demagnification, multilayer-coated,

Schwarzschild objective, designed for a prototype EUV lithography exposure tool.

In this chapter, the interferometer system implementation is described, including the light
source and the illuminator, the Schwarzschild test optic, and the interferometer compo-
nents. Subsequently, some of the results of the wavefront measurements of the test optic
performed at 13.4-nm wavelength are presented. Then, the quality of the measurements is
evaluated with numerous experiments designed to reveal the interfgrometer capabilities.
The interferometer stability, the illumination and reference‘wavefront quality, the align-.

ment sensitivity, and the measurement repeatability and accuracy are considered.

5.2. Light Source and Beamline Optics

The phase-shifting point diffraction interferometer (PS/PDI) for at-wavelength testing of

EUYV lithographic optics operates at the undulator beamline 12.0 at the Advanced Light
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Source (ALS) at Lawrence Berkeley National Laboratory. The properties of the electron
storage ring and the undulator magnet structures at the ALS have been described previ-
ously [36, 133, 158]. The undulator source and the beamline optics are depicted in
Figure 5-1. The 8.0-cm-period undulator magnet structure of N =155 periods provides
high-brightness, extreme ultraviolet radiation, tunable from 5 nm to 25 nm in wavelength
and linearly polarized with the electric field vector in the horizontal plane. The grazing-
incidence beamline optics include a grating monochromator, used to select the desired
wavelength, and a Kirkpatrick-Baez (K-B) illuminator [15], designed for optimum transfer

of spatially coherent radiation to the interferometer.

ALS undulator grating K-B focusing EUV
monochromator system interferometer

Figure 5-1. Schematic of ALS beamline 12.0.

Components of the undulator beamline 12.0 at the Advanced Light Source. The mono-
chromator is used for wavelength selection. The K-B illuminator, in combination with the
monochromator, images the undulator source onto the entrance plane of the interferometer
endstation with demagnification by a factor of 60. -

- The beamline entrance apertures select the central radiation cone [36] from the undulator
with relative spectral bandwidth of 1/N and divergence ha]f-anglé of 77 prad. At the undu-
Alator, the beam is roughly 400 pum by 80 pm (horizontal by vertical) in size. The first mirror
in the bea;nline reflects the desired eitreme ultraviolet radiation and filters out higher-

energy photons in order to reduce the heat load on the subsequent beamline optics. The
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monochromator, consisting of a curved mirror and varied line-space grating, then forms a
vertically demagnified image (by a factor of ~10) of the undulator source at its exit slit. The
exit slit is used to select the desired wavelength and bandwidth from the first diffractive
grating order. As designed, the full-width half-maximum. (FWHM) beam spectral band-
width AA is proportional to the monochromator exit slit width As, namely
AX [nm] = 0.762 As [mm)] [159]. This allows adjustment of the relative spectral bandwidth

of the radiation from 1/55, the bandwidth in the central radiation cone, to roughly 1/1000.

The K-B illuminator consists of two adjustable curved mirrors and a fixed, flat, steering
mirror between them. The first curved mirror produces a vertical image of the exit slit (with
a demagnification of ~6), while the second curved mirror forms a horizontal image of the
undulator source (demagnified by ~60) at the illuminator focus. The image-side numerical
aperture (NA) of the K-B system is 0.01 in both directions. However, to minimize the
effects of imperfections at the mirror edges, only 0.005 numerical aperture is filled with
the central radiation cone. Because the exit slit is reimaged at the interferometer entrance
plane, an entrance pinhole, placed at the K-i?» focus, can provide further monochromatiza-

tion of the radiation when its size is smaller than the demagnified exit slit width.

Figuré 5-2 depicts the beam properties at the K-B focus measured at 13.4-nm wavelength.
Figure 5-2(a) shows the beam profile in the vertical direction for several monochromator
exit. slit widths, measured by scanning a 1.3-pﬁ1-diameter pinhole in the beam. As the exit
slit is closed to decrease the spectral bandwidth, the vertical beam size decreases. How-
ever, due fo the aberrations in the K-B illuminator, the vertical beam size is larger than the

demagnified exit slit width for the exit slit widths below about 60 pm. The horizontal beam
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Figure 5-2. Profile of the K-B illuminator focus.

(a) Measured flux transmitted through a 1.3-um-diameter pinhole, placed at the focus of
the K-B illuminator, as a function of the vertical pinhole position and the size of the mono-
chromator exit slit. The corresponding FWHM vertical beam size vs. monochromator exit
slit width. (b) Two-dimensional scan of the focal spot with a 0.5-pum-diameter pinhole
through focus in 200-pm increments, with the exit slit at 150 pm. Increasing defocus cor-
responds to moving the pinhole closer to the K-B illuminator. The K-B illuminator was
adjusted between the measurements (a) and (b).

size is determined by the source size at the undulator and by the aberrations in the K-B
optics. The two-dimensional beam profiles, measured with scans of a 0.5-pum-diameter
pinhole, are shown in Figure 5-2(b) for several axial pinhole positions. Although the dif-
fraction-limited depth of focus at numerical aperture of 0.005 and wavelength of 13.4 nm
is #270 pm, due to the illuminator aberrations, the actual depth of focus is significantly
larger and the beam profile is quite insensitive to defocus. Owing to the aberrated illumi-
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nator, the FWHM beam size is roughly 10-15 pm in either direction under typical opera-

tional conditions.

The undulator beamline is required to deliver the necessary spatially coherent power to
enable interferometry measurements. The measured flux of 13.4-nm radiation transmitted
through a small pinhole at the K-B focus is plotted in Figure 5-3 as a function of the exit
slit width. The flux is normalized for a typical pinhole diameter of 0.5 pm, used in the mea-
surements of the 10x Schwarzschild optic of interest here. The radiation flux depicted in
Figure 5-3 represents spatially coherent power that is needed for interferometry because
the size of the pinhole used in the measurement is on the order of the coherence area at the

K-B focus (about 1.3 pm X 1.3 um at the wavelength of 13 nm and the illuminator NA of
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Figure 5-3. Flux at beamline 12.0.
The coherent flux measured at 13.4-nm wavelength at the focus of the K-B illuminator.

The flux is normalized to indicate the power transmitted through a 0.5-pum diameter
entrance pinhole and plotted vs. the monochromator exit slit width.
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Figure 5-4. Tunable spatially coherent radiation diffracted from pinhole apertures.

(a) Measured far-field diffraction from a 1.0-pm-diameter pinhole at several EUV wave-
lengths. (b) Far-field diffraction from a 1.4-pm-diameter pinhole measured at 13.4-nm.
The camera was closer to the pinhole aperture in (b).

0.005) [128]. The high degree of spatial coherence of the beam over a broad wavelength
range is illustrated in Figure 5-4. The figure shows measured intensity patterns of the far-
field diffraction from small, nearly circular apertures placed at the focus of the K-B illumi-
nator. The high contrast of the diffraction rings indicates that the transmitted radiation is
nearly fully spatially coherent [128]. These measurements indicate that the beamline deliv-
ers roughly 7-14 pW of coherent radiation (1-2 pW through a 0.5-pm-diameter pinhole)

into a relative spectral bandwidth of 1/350-1/120. After propagation through the interfer-
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ometer system, this flux allows acquisition of high-resolution interferograms in exposure

times on the order of 5-15 seconds, as determined experimentally.

5.3. The 10x Schwarzschild System

The Schwarzschild test optic, designed for 10x-reduction EUV projection lithography
experiments, consists of two nearly concentric spherical mirrors [160, 40]. Both mirrors
are coated with molybdenum-silicon multilayer reflective coatings with peak transmission
near 13.4-nm wavelength. While the annular, concave secondary is coated with a multi-
layer of nearly uniform thickness, the convex primary has a graded multilayer coating
designed to compensate for the varying angles of incidence across its surface [40, 32]. An
off-axis aperture stop that rests on the primary mirror is intended to select an unobstructed

circular portion of the annular clear aperture when used for imaging experiments.

A schematic of the Schwarzschild optical system is shown in Figure 5-5 and the optical

design parameters are given in Table 5-1. The 10x-demagnifying system has a numerical

Figure 5-5. The 10x Schwarzschild optical design.
Schematic of the optical design for the 10x—demagnification Schwarzschild optical sys-

tem. The system consists of a convex primary mirror, a concave secondary mirror, and an
off-axis aperture stop at the primary mirror.
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aperture of 0.08 and a corrected field of view of 400-im in diameter in the image plane.
The image-side depﬁ of focus of the optical system is about £1 pum at 13-nm wavelength.
The numerical aperture of the system is adjustable with a rotatable aperture stop that con-
tains three separate sub-apertures, corresponding to different selectable numerical aper-
tures of 0.06, 0.07, and 0.08. The image plane of the optic, determined during the assembly
of the system, is defined by three balls attached to the optical housing. The object plane is

not mechanically referenced to the optical housing.

Surface Radius of curvature | Distance to the Radius Decenter
[mm] next surface [mm)] [mm)]
object Infinity 251.333 2.0 0
aperture stop Infinity 0 2.010 5.300
primary mirror -35.342 -73.955 7.850
secondary mirror 109.193 137.697 45.000 0
image Infinity 0 0.2 0

Table 5-1. Optical design parameters of the 10x Schwarzschild system.

The 10x-demagnification optical system has a numerical aperture of 0.08'and an image-
side field of view 400 um in diameter.

The optical design has r%isidual wavefront aberrations of about 0.05 wave rms within the
‘ 0.08 mungrical.aperture around 13-nm wavelength. The aberrations are dominated by pri-
mary asfigmatish, primary coma, and primad triangular astigmatism, all oriented in the
direction of the pupil displacement from the optical axis. The design wavefront aberra-
tions, excluding the tilt and defocus terms, are relatively constant over the field of view.

The residual rms wavefront error is plotted in Figure 5-6 as a function of the position of
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Figure 5-6. Wavefront error variations over the field of view.

The residual rms wavefront errqr of the 10x Schwarzschild optical design at 13.4-nm
wavelength and 0.08 NA vs. the object point position are shown for different displace-
ments Az of the object point along the optical axis. Positive Az corresponds to a greater-
than-designed distance from the optic.
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the object point in the 4 mm X 4 mm corrected field of view. The wavefront error variations
over the field are shown for several positions of the object point along the optical axis.
Moving the object point from its intended design position (Az=0) toward the optic
(Az < 0), the residual wavefront error increases but stays quite uniform over the field. On
the other hand, as the object point is moved away from the optic (Az > 0), the residual
wavefront error decreases somewhat but the field-of view variations increase. Overall the
wavefront error is quite uniform over the field of view even when the object point mis-
placed from its intended position along the optical axis. Although only the ideal optical
design is considered here, the variations in the wavefront error over the field of view would

behave similarly in the presence of mirror and alignment imperfections.

5.4. Interferometer Configuration

The configuration of the phase-shifting point diffraction interferometer for testing the
Schwarzschild optical system is illustrated in Figure 5-7. The optic is tested in its intended
vertical operational orientation. The EUV beam from the beamline is steered into the optic
with an adjustable, multilayer-coated, 45° tuﬁing mirror. This mirror enébles small angu-
lar adjustments in the beam direction needed to optimize the illumination of the optic. The
K—B optics focus the beam onto the di)ject plane of the Schwarzschild system, where a sub-
_ resolution entrance pinhole is placed. The pinhole selects spatially coherent radiation from
- the beam and spatially filters it to illuminate the test optic; with a spherical wavefront. A
coarse diffraction grating, placed between the object-plane pinhole and the Schwarzschild
optic, serves as a small-angle beamsplitter by dividing the wavefront into multiple diffrac-

tive orders. On propagation through the test optic, the aberrations of interest are introduced
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Figure 5-7. Configuration of the PS/PDI for testing the Schwarzschild objective.

Components of the phase-shifting point diffraction interferometer for characterizations of
the multilayer-coated 10x—demagnification Schwarzschild optical system.

into the spherical illumination beams. Two of the diffractive orders are selected with a spa-
tial filter placed in the image plane of the optic. The zero diffractive order is chosen as the
test beam and transmitted through a window, which is significantly larger than the focal
spot size. One of the first diffractive orders is spatially filtered by a sub-resolution pinhole
to produce a spherical reference wavefront over the numerical aperture of the measure-
ment. The choice of the zero diffractive order for the test beam ensures that the aberrations
due to the grating line placement are not introduced into the measured wavefront. Transla-
tion of the grating in the direction perpendicular to its lines controls the relative phase shift
between the test and reference beams necessary to perform phase-shifting interferometry.

The interference of the test and reference beams is recorded with a 1-square-inch silicon
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charge-coupled device (CCD) detector optimized for EUV, which is placed 12.7 cm
beyond the image plane of the Schwarzschild optic with its surface normal to the central

ray of the off-axis beam.
5.4.1. Beamsplitter

The coarse transmission grating used as a beamsplitter and a phase-shifting element in
these experiments consists of a 225-nm-thick patterned gold absorber supported by a
100-nm-thick silicon nitride membrane. The 18-jum grating pitch is chosen to provide
4.5-pm separation between the test and reference wave foci in the image plane, which cor-
responds to about 54 fringés in 0.08 NA. This separation was chosen to minimize the
image-plane overlap between the test and reference beams while maintaining sufficient

fringe sampling density.
5.4.2. Sub-resolution Pinholes

The object-plane pinholes used in these measurements are commercially available, laser-
drilled pinholes with nominal diameters of 0.5 pm. These pinholes are significantly smaller
than the diffraction-limited resolution of the test optic on the object-side (Airy disk of 2 pm
in diameter at 13.4-nm wavelength and 0.008 NA), ensuring a high-quality illumination

wavefront, as discussed in Chapter 2.

The image-plane pinhole spatial filters with diameters of ~50-100 nm for testing the
0.08-NA optic at 13.4 nm can be fabricated by electron beam lithography [123-125] or by
focused ion beam microfabrication [126, 88]. Examples of image-plane pinhole apertures

used in these experiments are shown in Figure 5-8. Figure 5-8(a) shows a scanning elec-
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Figure 5-8. Image-plane pinhole spatial filters.

(2) An SEM image and the schematic cross section of the spatial filter fabricated with
focused ion beam. Two sub-resolution pinholes of diameters 130 nm (top) and 165 nm
(right) next to a 5 pm X 5 pm square window. (b) An x-ray image and the schematic cross
section of a spatial filter fabricated with electron beam lithography. A 50-nm diameter pin-
hole filter (bottom right) is next to a 5 pm X 5 pm square window. The x-ray microscope
image was recorded at a wavelength of 1.6 nm. '

tron microscopy (SEM) micrograph and the schematic cross section of the image-plane
pihhole apertures drilled by a focused ion beam into a membrane structure consisting of
100 nm of silicon nitride and 100 nm of indium antimonide absorber. After the aperture
definition, an additional 70-nm layer of indium antimonide absorber was deposited on each

side of the membrane to increase the absorption and also to decrease the size of the sub-
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resolution pinholes. Two separate reference pinholes shown in the figure, placed in two
orthogonal directions from the center of the test-beam window, allow interferometry mea-
surements with two different grating orientations. The sub-resolution pinholes fabricated
with this method and used in the experiments reported here range from 130 nm to 210 nm
in diameter. Figure 5-8(b) shows an x-ray microscope image and the schematic cross sec-
tion of pinhole apertures fabricated by electron beam lithography [123]. The electron beam
defines the desired pattern in negative-tone photoresist layer on a silicon nitride membrane.
Following the photoresist development, an absorber layer of gold or nickel is electroplated
around the photoresist structure. The remaining photoresist is subsequently removed. The
pinhole apertures in Figure 5-8(b), consisting of a 250-nm-thick gold absorber layer on a
100-nm-thick silicon nitride membrane, are approximately 50 nm in diameter. The open
stencil pinhole apertures, e. g. Figure 5-8(a), are superior to the apertures defined only in
the absorber layer, e. g. Figure 5-8(b), because the nitride membrane attenuates the EUV
beam (by about 60% at 13.4 nm through 100 nm of silicon nitride) and can alter the prop-

erties of the test beam.
5.4.3. Detector

The beam transmitted through the interferometer is recorded with a silicon CCD camera
optimized for the detection of EUV radiation [153, 154, 161, 162]. The back-thinned,
| back-illuminated CCD chip consists of a ~1-inch-square array of 1024x1024 pixels [153,
163). The dynamic range of the camera used in these measurements is 216 = 65536 levels.
At the maximum scan rate of 430kHz, the detected image can be read out at full resolution

in about 2.5 seconds. Lower-resolution images produced by pixel “binning” can be
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acquired faster, in about 0.5 seconds with 4x4 binning, for instance. In the interferometry
experiments on the Schwarzschild optic, exposure times of 5-15 seconds are needed to
obtain a signal of roughly 1000 counts over the background in the fringes at the full reso-
lution of the camera. The exposure time is controlled with a compact, high-speed shutter,

placed before the 45° turning mirror, as shown in Figure 5-7.
5.4.4. Alignment Strategy

Successful characterization of the Schwarzschild optical system requires repeatable and
stable alignment of the interferometer components. In the first alignment step, the angle of
the beam from the beamline must be adjusted with the 45° turning mirror to uniformly illu-
minate the entrance pupil on the primary mirror of the Schwarzschild optic and to pass
through the desired field point in the object and image planes. An alignment target placed
in the image plane via a kinematic mount attached to the optical housing caﬁ be used to
mark the desired image point. Once the beam is steered in the proper direction and the optic
is placed at the appropriate position with respect to it, the object-plane pinhole must be
positioned within the stationary beam. The pinhole is placed in a kinematic mount attached
to a computer-controlled, three-axis stage that allows alignn;ent of the pinhole within the
beam. To determine the beam location, a beam position reference is produced by allowing
the focused beam to burn a thin mylar membrane held in a kinematic holder identical to the
pinﬁole holder. The beam position reference enables placement of the pinhole near the
desired location within the holder. The final alignment of the object pinhole is achieved

with the stage that translates the kinematic pinhole holder.
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Following the alignment of the entrance spatial filter and the coarse alignment of the beam
focus in the image plane, the beam that passes through the system must be transmitted
through the image-plane pinhole apertures. In this experiment, the apertures are aligned
and fixed to be at the center of the image plane by means of a kinematic mount that rests
on the three balls that define the image plane of the Schwarzschild optic. Although the
image plane is horizontal, the plane of the pinhole membrane is normal to the off-axis
beam propagation direction, which is oriented at about 12.1° from the vertical as shown in
Figure 5-7. The fine alignment of the test and reference beams through the system is
accomplished by a high-precision translation of the optic and the attached pinhole aper-
tures on a bearing in two lateral directions. The focus is controlled by translation of the
object-plane pinhole along the beam propagation direction. Owing to the fact that the
image-plane apertures and the optic are moving together, the oﬁtic must be adjusted each
time the object-plane pinhole is moved, which is needed for adjusting the focus, for
instance. On the other hand, the required precision of the translation scales with the demag-
nification of the optic, in comparison to the precision needed to position the image-plane
pinholes independently of the optic. Thus to characterize an optic with O.I-um resolution
and 10x demagnification, the necessary movement precision is only 0.05-0.1 pm rather

than 0.005-0.01 pum.

- To align the reference and test beams through the sub-resolution pinhole and the transmis-
sion window in the image plane, the far-field intensity of the beam(s) that is recorded by
the CCD detector is used. Since the adjustments of the optic position are performed man-
ually, the recorded images must be acquired quite rapidly to provide real-time feedback.

The images are obtained at a reduced resolution, typically binned 4x4, to minimize the
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readout and exposure times. At the reduced resolution, the data are sampled at roughly 4.5
pixels per fringe, compared to about 18 pixels per fringe at full resolution, to provide suf-
ficient detail of the image during alignment. The beams must be placed in their respective
positions in the image plane using only the far-field version of the image-plane fields.
Since edges of the large square transmission window (see Figure 5-8) are detected quite
easily, they can be used as a reference to position the test beam within the window. In order
not to confuse the different grating orders, the zero-order beam is typically aligned without
the grating beamsplitter in place before the beamsplitter is situated in the beam for the final

adjustment.

To obtain an idea of the beam positions in the image plane of the test optic, the Fourier
transform of the recorded far-field intensity can be used. It is well known from scalar dif-
fraction theory that the optical fields far away from the focus of an optical system are the
Fourier transform of the fields at focus, except for a phase factor not measured by intensity
detectors [117, 128]. From the properties of Fourier transforms it then follows that the Fou-
rier transform of the detected far-field intensity is thé autocorrelation of the fields at focus
[164, 165]. Although its conjugate symmetric nature does not make it as instructive as the
beam i_nl;ensity at focus, the autocorrelation of the fields at focus can provide information
about thé positions of the focal spots with respect to the pinhole apertures. Several exam-
ples.of the intensities detected during the interferometer alignment anci their corresponding
Fourier transform magnitudes are shown in Figure 5-9(a)-(¢). Both the intensities and their
Fourier transforms are scaled to accentuate the image contrast. In Figure 5-9(a), the inter-
ferorﬁeter is aligned for data acquisition and the Fourier transform image reveals the test

and the reference beams passing through the square window and the reference pinhole,
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Figure 5-9. Intensities obtained during alignment and their Fourier transforms.

(a)-(e) Several intensity patterns observed during the alignment of the interferometer and
the corresponding magnitudes of the Fourier transform of the intensities.

respectively. In Figure 5-9(b), the interferometer is only slightly out of alignment, as
apparent from the position of the test beam within the transmission window in the Fourier
transform picture. Similarly, the Fourier transform images in Figure 5-9(c) and (d) indicate
the beam positions within the window when the interferometer is not.aligned. Finally,
Figure 5-9(e) shows the shearing fringes produced by the interference of two adjacent grat-
ing orders, whose placement at the edges of the transmission window is apparent in the

Fourier transform image.

The Fourier transform of the intensity seems to provide information that may be helpful in
the alignment of the interferometer. The applicability of the Fourier transform in real-time
alignment may be limited by the speed of the data acquisition and the Fourier transform

computation. In addition, as seen from Figure 5-9, the position of the beam within the test
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window is apparent only because the average signal within the window is significantly
greater than the background. This is indicative of relatively strong mid-spatial-frequency
scatter in the beam, particular to this Schwarzschild test optic. Without the scatter, the out-

line of the window may not be easily visible in the Fourier transform.

Once aligned for data acquisition, the interferometer can typically remain in alignment for
several hours, demonstrating good mechanical stability despite the fact that the tempera-
ture of the system is not controlled. Measured vacuum chamber temperature fluctuations

typically do not exceed +0.5°C over 24 hours.

5.5. Results of Interferometric Measurements

Numerous experiments have been done to characterize the aberrations in the Schwarzs-
child optic and to evaluate the capabilities of the interferometer. Transmission measure-
ments on the Schwarzschild optic reveal contaminants on the mirror surfaces. The initial
interferometry measurements were influenced by carbon contamination of the pinhole
apertufes. Subsequent mitigation of the carbon deposition has aliowed extensive character-

ization of several regions of the annuiar full aperture of the Schwarzschild optic.
5.5.1. Contamination of Mirror Surfaces and Its Influence on Data Analysis

One of the important measurements in optics evaluation is to characterize the light trans-
mitted through the uniformly illuminated test optic. The intensity of 13.4-nm radiation
transmitted through the 0.07-NA sub-aperture of the Schwarzschild optic is shown in

Figure 5-10(a). The figure reveals localized contamination of the optical surfaces. Some of
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Figure 5-10. Measured transmission through the Schwarzschild optic.

Transmission of light through the Schwarzschild optic at two different wavelengths: (a)
13.4 nm and (b) 632.8 nm. The contamination of the optical surfaces appears quite differ-
ent at the two wavelengths

the contaminants, most likely particulates on the mirror surfaces, cause complete loss of
transmission. Other contaminants, possibly. a residue from a wet-cleaning process of the
optical substrates or the coated surfaces, lead to 15-30% reduction in the transmitted inten-
| sity. Given that the size of the illuminated region is 3.5 mm in diameter on the primary
mirror and about 19 mm in diameter on the secondary mirror, the contaminated regions are
on the order of 100 wm in size. When the measurement is repeated at the visible wavelength

of 632.8 nm, shown in Figure 5-10(b), the transmitted intensity is quite different. The par-
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ticulate contamination produces a loss of transmission, but the other residue is nearly
imperceptible. Overall, the contamination effects are more pronounced at EUV wave-

lengths than at visible wavelengths.

Mirror surface contamination present in this Schwarzschild optic attenuates the beam and
scatters radiation to moderate angles. In the test beam, the contamination contributes to
wavefront amplitude and phase errors in the mid-spatial-frequency regime. The intensity
of a typical test beam transmitted through the large window in the image-plane spatial fil-
ter, recorded at 13.4 nm wavelength, is shown in Figure 5-11(a). As expected, the test
beam corresponds to a moderately spatially filtered version of the beam shown in
Figure 5-10(a). In the reference beam, some of the scatter produced by the contaminants is
transmitted through the ;cest-beam window. The intensity of the reference beam, recorded
at 13.4-nm wavelength, is shown in Figure 5-11(b). The slowly varying background in the
reference beam corresponds to the strongly filtered wavefront from the sub-resolution pin-
hole needed for the measurement. The nonuniform scatter in the reference beam that is

passed through the test window contains spatial frequencies determined by the size of the

Figure 5-11. Test wave, reference wave, fringes, and analysis domain.

(a) Recorded intensity of a typical test wavefront. (b) Measured intensity pattern of a typi-
cal reference wavefront. (c) Typical fringe pattern. (d) Domain of valid data points used in
data analysis.
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window and its separation from the reference pinhole. Since the unwanted features are pro-
duced by scattering from the contaminants, transmitted through a high-frequency bandpass
spatial filter, the reference wavefront is corrupted in the vicinity of the blemish regions in
the aperture. Figure 5-11(c) shows the interference of the test and the reference beams.
Because the reference wavefront quality is compromised near the contaminated areas, the
phase difference between the test and reference beams determined by interferogram anal-
ysis is meaningful only outside the blemish regions. The data are valid over a domain,
shown in Figure 5-11(d), that excludes those regions. The polynomial fit, used determine
the low-spatial-frequency terms in the wavefront, is performed over the domain of the
valid data points. As a result, even though the contaminants corrupt the reference wave-
front and complicate the data analysis, they do not significantly affect the ability of the

interferometer to measure the low-order aberrations of interest in this experiment.
5.5.2. First Measurements - Carbon Contamination Problem

In the first interferometry measurements performed on the 0.07-NA sub-aperture of the
Schwarzschild optic, problems with carbon contamination of the pinholé apertures were
encountered. Numerous references to surface comamination with carbon, caused by
adsorbed and cracked hydrocarbons and catalyzed by exposure to ulaniolet-radiation, can
be found [166-169]. The initial measurements were performed at. pressures on the order of
| 107 torr in the test-optic vacuum chamber. Laser-drilled entrance pinholés and image-
plane apertures patterned in gold supported by a silicon nitride membrane (see
Figure 5-8(b)) were used. The carbon build-up, produced during exposure to the EUV

beam, can obstruct the pinhole apertures and degrade the transparency of the silicon
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nitride. The contamination-induced nonuniformities in the silicon nitride transmission can
affect the test beam and compromise the quality of the measurements. In addition, when
the contamination forms on the time scale of typical exposures, successive phase-shifted
interferograms are recorded under varying conditions. The phase-shifting data analysis,
which relies on combining interferograms recorded under constant conditions, then cannot

be applied.

The changes in the measured interferograms caused by carbon contamination build-up are
illustrated in Figure 5-12(a). The difference between the first and the sixth interferograms

from a phase-shifting series recorded at 13.4-nm wavelength in 30-second exposures is
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Figure 5-12. Change in measurements due to carbon contamination.

(a) First and sixth interferograms from a sequence of images recorded at 13.4-nm wave-
length every 30 seconds. (b) The phase aberrations determined from the interferograms.
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apparent. Although phase-shifting analysis is not applicable here, each interferogram in the
series can be analyzed separately to determine the effects of carbon contamination on the
measured wavefront. The wavefront phase calculated using single interferogram analysis

is shown in Figure 5-12(b) for the first and the sixth images in the series.

The most apparent effect of the carbon deposition is the loss in the average recorded image
intensity with time, shown in Figure 5-13(a). In this 3-minute measurement, the intensity
reduction can be attributed mainly to a loss of transmission through the silicon nitride
membrane. The entrance pinhole transmission, which also degrades with contamination
build-up, decreased only after 1-2 hours of continuous EUV exposure. Since the contami-
nation rate scales with the intensity of the EUV radiation, the transmission loss from other
system components, positioned away from the high-intensity beam focus, is also negligible
on the time scale of these measurements. Figure 5-13(a) also shows the peak fringe con-
trast in two portions of each interferogram. The contrast remains relatively constant as the
contaminants are deposited, indicating comparable transmission loss for both the test and
the reference beams. However, contamination-induced changes in the phase of the test and
reference wavefronts are also present. Figure 5-13(b) shows the measured rms and peak-
to-valley phase difference between the test and ljeferenée beams versﬁs time. The phase
difference appears to increase with the carbon contamination build-up. bne explanation is
- that the contaminants are reducing the size of the reference pinhole spatial filter, which was
initially too large. An oversize pinhole would not fully filter the aberrations in the reference
beam, which are nearly identical to the aberrations in the test beam before filtering. The

detected phase difference would then be smaller than the actual difference between the test
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and reference beams. The carbon contamination may reduce the pinhole size and improve

the reference wavefront quality, leading to an increase in the measured phase difference.
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Figure 5-13. The effect of carbon contamination on phase measurements.
(a) Carbon contamination reduces transmission through the interferometer but does not

significantly change the fringe contrast. (b) The measured peak-to-valley and rms wave-
front aberrations vs. time.
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Figure 5-14. First measurements of aberrations of the Schwarzschild optic.

(a) Sample interferogram and (b) wavefront aberrations of the 0.07-NA sub-aperture of
the Schwarzschild optic measured at 13.4-nm wavelength.

To minimize the effects of carbon contamination, meaningful measurements were
obtained with an undamaged image-plane pinhole aperture by reducing the data acquisi-
tion time to a minimum. The aberrations of the 0.07-NA sub-aperture of the Schwarzschild
optic determined from five 2-second interferograms are shown in Figure 5-14. The average
point-by-point rms variation in the phase from the five separate interferograms was
0.0043 wave, indicating negligible change in carbon contamination during data acquisi-
tion. The phase map shown is the Zernike polynomial reconstruction of the average phase
from the five interferograms analyzed individually, excluding the tilt and defocus and the
systematic coma term. These initial measurements indicate wavefront aberrations of

0.094 wave rms and 0.549 wave peak-to-valley at 13.4-nm wavelength.

The initial measurements revealed unacceptable carbon contamination effects that affected
the measurements on the time scale of minutes. To develop reliable interferometry for test-
ing of EUV optics, the contamination had to be significantly reduced. Several improve-

ments were made to the interferometer vacuum system with the goal of drastically reducing
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the partial pressures of the residual hydrocarbons, which serve as the source of contami-
nants. The first corrective measure was the dismantling of the test optic vacuum chamber,
followed by a ultra-high-vacuum (UHV) compatible cleaning of most of the interferometer
components. Since the re-assembly of the interferometer, all interferometer components
are handled according to a UHV practices. The second improvement was an increase in the
pumping speed, provided by a new high-volume turbo pump backed by another turbo
pump rather than by a mechanical pump. Overall, the base pressure in the interferometer
chamber was decreased by about two orders of magnitude. Finally, oxygen gas is bled into
the chamber during exposure to EUV light. This is known to mitigate carbon contamina-
tion buildup [166-169]. When measurements are performed, the interferometer is first
pumped down to a base pressure of 5x1077 torr, then filled with oxygen gas during expo-
sure to EUV light, maintaining a pressure of about 2x107 torr. These measures have nearly
eliminated the contamination problem, allowing the characterization of the Schwarzschild

optic to proceed.
5.5.3. The Aberrations of the 10x Schwarzschild Objective

With the improved interferometer in operation, extensive measurements of several regions
“of the annular full aperture of the Schwarzschild optic have been performed. In these
experiments, the image-plane apertures produced by focused ion beam microfabrication
(see' Figure 5-8(a)) were used. With the open-stencil structures, the problem of contamina-
tion of the silicon nitride membrane is avoided and the transmission of the interferometer

system is improved.
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Three different regions of the annular aperture of the 10x Schwarzschild optic, correspond-
ing to the three sub-apertures in the aperture stop, were characterized at 13.4-nm wave-
length. Although the aperture stop is rotatable, it was not moved with respect to the optic

in the course of the measurements reported here. The wavefront aberrations of the three
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Figure 5-15. Aberrations in three sub-apertures of the Schwarzschild optic.
Optical path difference measured in three different portions of the annular clear aperture at
13.4-nm wavelength. (a) The placement of the sub-apertures in the aperture stop. The

measured aberrations (b) at best focus and (c) with some defocus. The defocus for sub-
apertures A, B, and C is -0.135 A, -0.22 A, and -0.05 A, respectively.
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sub-apertures, reconstructed from the Zernike polynomial fit, are shown in Figure 5-15.
The wavefront maps are compiled from multiple measurements of each sub-aperture.
Figure 5-15(a) shows the relative position of the different sub-apertures in the aperture
stop. The largest sub-aperture is non-circular due to a fabrication error. The aberrations of
the 0.08, 0.07, and 0.06-NA sub-apertures, denoted by B, A, and C, respectively, are shown
in Figure 5-15(b). The tilt, the defocus, and the systematic coma terms that depend on the
configuration of the interferometer are excluded in Figure 5-15(b). The polarity of the
measured wavefronts is determined from the changes in the defocus term produced by the
translation of the object pinhole with respect to the optic. At 13.4-nm wavelength, the mea-
sured wavefront errors of the 0.08, 0.07, and 0.06-NA sub-apertures are, respectively,
0.313, 0.090, and 0.044 wave ﬁns and 1.684, 0.524, and 0.356 wave peak-to-valley. Visi-
ble-light interferometry, performed during the assembly of the optic, was used to align the
least aberrated region of the optic with the 0.07-NA sub-aperture. These at-wavelenéth
measurements show near diffraction-limited optical quality for both the 0.07-NA and the
0.06-NA sub-apertures. Figure 5-15(c) shows the wavefront aberrations with small a
amount of defocus reintroduced, to illustrate that the aberrations in fact follow the annulus
of the optic and seem to correspond to a zonal fabrication error. Owing to the symmetry of
- this apparent zonal error, the dominant aberrations in all three sub-apertures are the pri-
mary astigmatism and the primary triangular astigmatism, oriented in the radial direction
of tﬁe annulus. Using the balanced Zernike aberrations scaled to a peak magnitude of 1, the
magnitudes of the astigmatism and the triangular astigmatism are 0.548 wave and
0.470 wave for sub-aperture B, 0.195 wave and 0.104 wave for sub-aperture A, and 0.095

wave and 0.031 wave for sub-aperture C, respectively.
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5.6. Assessment of Measurement Quality

The measurements of the Schwarzschild system have served to evaluate the optical prop-
erties of the optic as well as the capabilities of the EUV phase-shifting point diffraction
interferometer. Numerous experiments have been performed to chgracterize the interfer-
ometer stability, the quality of the illumination and the reference wavefronts, the seﬁsitiv-
ity to alignment, and the measurement repeatability. The measurements utilizing different
grating orders as the test and the reference beams are also compared. Finally, experiments
at different focal positions and with different grating orientations are used to estimate the

reference wavefront errors.
5.6.1. Measurement Stability

Stability of the interferorheter is essential for successful assessment of the aberrated wave-
front. In phase-shifting interferometry, the properties and the alignment of the system must
remain stable during the time needed to acquire the entire data series of 5, 9, or more inter-
ferograms. To assess the interferometer stability, the aberrations can be measured repeat-
edly without any adjustments of the interferometer. An example of such an experiment
performed on the 0.07-NA sub—apérture of the optic is illustrated iﬁ Figure 5-16. The figure
shows the change in the first 16 Zernike polynomial coefficients extracted from wavefront
measurements performed in 6-second exposures at 1-minute intervals over 10 minutes.
The experiment indicates that the largest variation occurs in the tilt term, which is directly
related to the separation of the reference pinhole and the test-beam focus in the image
plane. The overall change in the tilt (coefficients 1 and 2) corresponds to a drift of about

7 nm in the position of the reference pinhole with respect to the test focus. This drift is sig-
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Figure 5-16. Changes in the measured aberrations with time.

The change in the Zernike polynomial coefficients of the measured wavefront phase vs.
time, measured at 13.4-nm wavelength. The main change is in the tilt, related to the dis-
tance between the reference pinhole and the test focus. Here the change in the tilt is equiv-
alent to about 7-nm drift in the reference pinhole position in 10 minutes. The measured
aberrations of interest are not changing significantly on this time scale.

nificantly smaller than the reference beam focal size of about 230 nm in diameter. As a
result, the alignment of the interferometer is maintained and the measured wavefront error
does not change considerably, as demonstrated by the nearly constant coefficients of the
low-order aberrations of interest (Zernike terms 4 to 16). The most significant variation
appears in the astigmatism (coefficients 4 and 5), which is the largest aberration measured.
Overall, the standard deviations of the 11 measured rms and peak-to-valley wavefront
errors are 0.001 wave and 0.008 wave at 13.4-nm wavelength, respectively. Since the
phase-shifting interferogram series are typically acquired in times on the order of 1-2 min-
utes, the measured interferometer stability appears adequate for wavefront characterization

with 0.01 wave rms accuracy.
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5.6.2. Reference Wavefront Quality

Because interferometry is a comparative technique, the accuracy with which the wavefront
under test can be measured is directly related to the properties of the reference wavefront.
In the phase-shifting point diffraction interferometer, the reference wavefront is generated
by diffraction from a sub-resolution pinhole placed in the image plane of the test optié. The
reference pinhole spatially filters the illumination beam to produce a spherical reference
wavefront, in principle. The measured reference wavefront quality is discussed in this sec-

tion and in Section 5.6.6.

With the exception of the experiments discr:ussed in Section 5.5.2, the measurements
reported here were performed with reference pinholes patterned using the focused ion
beam microfabrication. Only four such pinholes were available for these experiments. The
layout of the image-plane spatial filters, consisting of four reference pinholes placed next
totwo 5 pmx5 pm équare test windows separated by 40 um, is indicated in Figure 5-17(a).
The reference pinholes are labeled from 1 to 4 for the purposes of this discussion. The SEM
images of the four reference pinholes in Figure 5-17(b) reveal the approximate diameters
of 130, 165, 210, and 140 nm for Pinholes 1 to 4, respectively. The measured far-field dif-
fraction patterns from the pinholes, shown in Figure 5-17(c) are in good agreement with

the pinhole sizes measured by electron microscopy.

The diameters of the available pinholes are somewhat larger than the desired 50-100 nm.
As a result, the pinholes may not generate perfectly spherical reference wavefronts. The
effectiveness of the spatial filtering by the pinhole apertures can be assessed using scalar

diffraction calculations. For example, with the assumption of circular pinhole filters and
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(a)

()  Pinhole 1 Pinhole2 Pinhole 3 Pinhole 4

Figure 5-17. Image-plane sub-resolution pinholes.

(a) Visible-light image of the spatial filters used in the image plane. The reference pin-
holes are next to 5 m X 5 \m square test windows separated by 40 um. (b) SEM images
of four reference pinholes fabricated with the focused ion beam. (c) Measured diffraction
patterns from the pinholes. From left to right, the mean pinhole diameters are 130, 165,
210, and 140 nm, respectively.

an illumination beam that contains the aberrations measured in the 0.07-NA sub-aperture,
the transmitted wavefront errors are 0.004, 0.011, 0.031, and 0.005 wave rms at 13.4-nm
wavelength for the pinhole diameters of 130, 165, 210, and 140 nm, respectively. The
peak-to-valley errors are 0.020, 0.062, 0.181, and 0.028 wave, respectively. Since primary
astigmatism dominates the aberrations, the transmitted wavefront error can also be esti-

mated from Figure 2-4, using the magnitude of the measured astigmatism and the normal-
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ized pinhole size. From these estimates as well as from a simple comparison between the
pinhole size and the diffraction-limited spot size of about 230 nm, it is clear that Pinhole 3
is too large for accurate measurements. For the 0.06-NA sub-aperture, rwith smaller aber-
rations and larger spot size at focus, the spatial filtering is better than for the 0.07-NA sub-
aperture. On the bther hand, the higmy aberrated beam produced by the larger 0.08-NA
sub-aperture is not well filtered by three of the four pinholes. As a result, for the 0.06 and
0.07-NA sub-apertures, the wavefront aberrations reported here are compiled from data
from Pinholes 1, 2, and 4, unless indicated otherwise. For the 0.08-NA sub-aperture, only

data from the smallest Pinhole 1 are presented.

The differences due to the reference pinholes are revealed when the measurements from
the different pinholes are compared. The average of all acceptable measurements per-
formed over time period of about two Iﬁonths on the 0.07-NA sub-aperture at 13.4 nm with
each of the four reference pinholes is shown in Figure 5-18. The average phase maps, com-
piled from 9 phase-shifting data series for each of Pinholes 1 and 2, and from 11 phase-
shifting series for Pinholes 3 and 4, correspond to the low-order aberrations found from the
Zemike polynomial fit and exclude the tilt, the defocus, and the systematic coma. The aver-
age rms and peak-to-valley errors and their étandard deviations are also indicated in the fig-
ure. Since the unfiltered reference beam contains essentially the same aberrations as the
test beam, the phase difference between the test wave and the filtered reference wave is
reduced when the spatial filtering by the pinhole is inadequate. Thus with relatively large
reference pinholes, the measured aberrations are expected to be the smallest for the largest
pinhole and vice versa. This is revealed in the measurements shown in Figure 5-18, where

the smallest aberrations are found with Pinhole 3, the largest of the four pinholes. The aber-
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Figure 5-18. The average measured wavefront for different reference pinholes

The average measured wavefront from the 0.07-NA sub-aperture of the Schwarzschild
optic for each of the reference pinholes used. The wavefront error measured with refer-
ence Pinhole 3 is the smallest as expected when the pinhole is too large to adequately filter
the aberrations in the illumination beam.

rations measured at 13.4 nm using the four pinholes with approximate diameters of 130,
165, 210, and 140 nm are, respectively, 0.097+0.007, 0.08840.006, 0.071+0.015, and
0.086+0.008 wave rms, and 0.547%0.064, 0.514+0.036, 0.446+0.049, and 0.522+0.044
wave peak—to—i/alley. Excluding the data from Pinhole 3, the average rms phase difference
between all combinations of measurements with Pinholes 1, 2, and 4 is 0.012 wave rms at
13.4 nm. The standard deviations of the measured rms and peak-to-valley errors for the

three pinholes are 0.005 and 0.014 wave, respectively.

Because the available reference pinholes are not much smaller than the focused beam illu-
minating them, the pinhole placement within the beam can affect the quality of the refer-
ence wavefront. The effect of the alignment in testing the 0.07-NA sub-aperture was
evaluated with 7 successive measurements using Pinhole 4, where the position of the optic
was adjusted to move the focus over the pinhole aperture. The Fourier transform analysis

of the interferograms reveals small differences in the measured wavefront error. The phase
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differences for every combination of the 7 measurements are shown in Figure 5-19 in units
of 0.01 wave at 13.4 nm. The rms phase difference is indicated above each difference pro-

file. Measurements 3 and 7, performed with the reference pinhole nearly out of alignment

Measurement ) 3 4 5 6 . 7

Number

1.87 2.83 3.06 3.45

1.80 1.93 222

Phase difference

TR O 4T 8 12 oo

Figure 5-19. The effect of reference pinhole misalignment.

All combinations of the differences in the wavefront phase measured with slightly differ-
ent alignment of the reference pinhole. The rms phase differences are shown in units of
0.01 wave at 13.4-nm wavelength above each difference map. In measurements 1, 2, 4, 5,
and 6, the pinhole alignment was representative of typical alignment conditions. In mea-
surements 3 and 7, the reference pinhole was nearly out of alignment.
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with the focal spot, do not represent typical measurement conditions. Closer observation
of Figure 5-19 reveals that the measured phase differences are indeed largest for rows and
columns in the figure that contain measurements 3 and 7. In the entire measurement set,
the average pairwise rms wavefront difference is 0.019 wave rms at 13.4 nm. The standard
deviations of the rms and peak-to-valley wavefront errors are 0.009 and 0.032 wave,
respectively. Excluding the two marginal measurements, the average pair-wise rms wave-
front difference is 0.011 wave rms. Also in the fi\}e acceptable measurements, the standard
_ deviations of the rms and peak-to-valley wavefront errors are 0.005 and 0.015 wave,

respectively. Consequently, the use of relatively large reference pinholes can lead to vari-
ations in the measured wavefront of about 0.005 wave rms and +0.015 wave peak to

valley at 13.4-nm wavelength, under typical pinhole alignment conditions.
5.6.3. Illumination Wavefront Quality

To measure the aberrations produced by the test optic in the illumination beam, the prop-
erties of the illumination wavefront need to be well understood. Ideally, a spherical illumi-
nation wavefront is generated by diffraction from a sub-resolution pinhole in the object
plane of the system under test. Practically, the illumination wavefront may deviate from

sphericity due to the properties of the pinhole or the quality of the incident beam.

The variations in the illumination wavefront can be estimated by using multiple object-
plane pinholes in the measurements. For instance, in the characterization of the 0.07-NA
sub-aperture of the Schwarzschild optic, 29 different measurements were performed, uti-
lizing 9 separate object-plane pinholes, nominally 0.5 um in diameter. As discussed in

Chapter 2, pinholes diameters of 0.5-1.0 um are adequate to ensure high-quality illumina-
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tion, in principle. Owing to the realignment of the reference pinhole, required every time
the object pinhole is moved or changed in these measurements, the effect of illumination
cannot be isolated. However, the variations in the aberrations measured with the different
input pinholes can be compared to the changes due to the different reference pinholes and
their alignment. For example, the average rms difference between all combinations of mea-
surements with the nine input pinholes is 0.0126 wave rms at 13.4 nm. For comparison, in
the measurements with the three reference pinholes and with the different alignment of the
reference pinholes, similar rms phase differences are 0.0122 wave and 0.0106 wave,
respectively. Also, the standard deviations of the rms and peak-to-valley errors measured
with the nine input pinholes are 0.0055 and 0.036 wave, respectfvely. Comparable standard
deviations of the rms and peak-to-valley aberrations are 0.0047 and 0.014 wave with the
three different reference pinholes, and 0.0052 and 0.015 wave for varying alignment con-
ditions. Thus the illumination variations in these measurements do not seem to change the
measured wavefront significantly, as expected when sufficiently small object-plane pin-

holes are used.

(a)

Wavefront phase [A]

Figure 5-20. The effect of nonuniform illumination wavefront.
(a) Sample interferogram and (b) the measured wavefront when the object-plane spatial

filter is too large. (a) The first dark ring in the illumination appears in the interferogram
and produces phase error in the wavefront (b).
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The use of a large pinhole in the object plane can produce errors in the measured aberra-
tions, especially when regions near a dark diffraction ring are used for the illumination. A
wavefront measurement with a misaligned, oversize entrance pinhole, roughly 2 um in
diameter, is shown in Figure 5-20. The recorded interferogram in Figure 5-20(a) reveals
the presence of the first diffraction ring from the entrance pinhole in the illumination of the
0.07-NA sub-ape@re. Although the phase measurement is noisy in the dark region of the
diffraction ring, the wavefront phase is clearly influenced by the illumination pattern, as

shown Figure 5-20(b).

Relative to the size of the entrance pinhole, the beam focused on the object plane is signif-
icantly larger, as described in Section 5.2, producing quite a uniform illumination of the
pinhole. As a result, the pinhole position within the beam should not significantly affect
the measured wavefront, as shown in Figure 5-21. In this experiment, five successive

b
® rms phase difference [0.001 A]

1 2 3 4
o| 31| 35| 46| 54
i a4 | 70 | 41
5 48 | 47
4 8.6

Figure 5-21. The effect of input pinhole misalignment.

(a) The intensity profile of the K-B illuminator focus measured at 13.4-nm wavelength
with a 0.5-pum-diameter entrance pinhole. Five positions of the entrance pinhole where
interferometry measurements were performed. (b) The measured rms phase difference
between all the different pairs of the five pinhole positions, reconstructed from the
Zernike polynomial fit.
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wavefront measurements were performed, each at a different position of the entrance pin-
hole in the K-B focus. The beam profile measured with a scan of the O.S-Lﬁn-dialneter pin-
hole and the five pinhole locations are indicated in Figure 5-21(a). Figure 5-21(b) tabulates
the rms phase difference for all possible pairs of the five measurements in units of 0.001
wave and 13.4-nm wavelength. The average pairwise difference is 0.0050 wave rms. The
standard deviation of the five rms wavefront errors measured is 0.0028 wave. Since this
variation is less than that caused by the reférence pinhole alignment, by necessity adjusted
in each measurement here, this experiment only places an upper bound on the influence of
the entrance pinhole illumination on the measured wavefront. However, it aiso reveals that

under typical operational conditions, the effect of the reference pinhole alignment may in

fact be smaller than found in Section 5.6.2, where the misalignment was intentional.

Standard deviation Average pairwise
Experiment of the measured rms | difference in the measured
wavefronts [A] rms wavefronts [A]
——re > —eeeeeeeee—
3 reference pinholes 0.0047 0.0122
9 input pinholes 0.0055 0.0126
reference pinhole alignment 0.0052 0.0106
input pinhole alignment 0.0029 0.0050

Table 5-2. Measurement variations due to different pinholes and their alignment.

The standard deviation and the average pairwise difference in rms wavefront aberrations
measured at 13.4-nm wavelength on the 0.07-NA sub-aperture of the Schwarzschild
optic. The variations due to different input and reference pinholes are assessed from 29
separate measurements with 3 reference pinholes and 9 input pinholes. The deviations
due to the pinhole alignment are obtained in experiments using a single input pinhole and
a single reference pinhole. The input pinhole effects are always influenced by the refer-
ence pinhole alignment in this experiment.
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The measurement deviations at 13.4-nm wavelength associated with the quality of the illu-
mination and the reference wavefronts are summarized in Table 5-2. The variations are
assessed in terms of the standard deviations and the mean pairwise differences in the .sep-
arate measurements of the rms wavefront error performed on the 0.07-NA sub-aperture of
the Schwarzschild optic. Pinhole differences are extracted from 29 measurements with
3 reference pinholes and 9 input pinholes. Alignment effects relate to experiments with

individual input and reference pinholes.
5.6.4. Measurement Repeatability

The capabilities of the interferometry have been characterized by repeatability measure-
ments performed on the 0.07-NA sub-aperture of the Schwarzschild optic. The aberrations
were first characterized in a series of measurements, performed over several weeks with
multiple object-plane input pinholes, three image-plane reference pinholes, and different
portions of two orthogonal gratings. Following this series of experiments, the other two
sub-apertures of the optic were measured. Subsequently, the 0.07-NA sub-aperture of the
Schwarzschild optic was measured again.in a second series of experiments. Successive
measurements of each sub-aperture require removal of the optic from the vacuum chamber,
followed by repositioning of the optic and complete realignment of the interferometer.
Because the reference pinholes reside at slightly different field points and the object pin-
holes are moved for adjustment of the focus, the aberrations are measured at slightly dif-
ferent field points. Using the results from Figure 5-6, the field variations are negligible
here for the transverse separations of 0.4 mm in the object plane (40 m in the image plane)

and the typical focal adjustments with the object pinhole of less than 0.5 mm.
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The wavefront aberration map and the corresponding Zernike polynomial fit, determined
at 13.4-nm wavelength from 29 separate measurements using reference Pinholes 1, 2,and 4
and including both series, are shown in Figure 5-22(a) and (b), respectively. Only a small

number of measurements with very poor fringe contrast were excluded from the data. The
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Figure 5-22. Wavefront aberrations on 0.07-NA sub-aperture.

(a) Wavefront aberrations and (b) the Zernike polynomial fit coefficients of the 0.07-NA
sub-aperture of the Schwarzschild optic determined from multiple measurements at
13.4-nm wavelength. The Zernike coefficients correspond to polynomials scaled to have a
peak magnitude of one. The magnitudes of astigmatism (coefficients 4 and 5), coma (6
and 7), spherical aberration (8) and triangular astigmatism (9 and 10) are indicated. The
dominant aberration is astigmatism.
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wavefront error of 0.090+0.008 wave (1.20:£0.11 nm) rms and 0.524+0.050 wave
(7.0240.67 nm) peak-to-valley, is dominated by astigmatism indicative of a zonal fabrica-
tion error described earlier in Section 5.5.3. The error bars of the Zernike polynomial coef-
ficients in Figure 5-22(b) correspond to the rms variation in each term over the 29
measurements. The mégnitudes of the primary aberrations and their standard deviations.
are also given in Figure 5-22(b). The standard deviations of the 29 measured rms and peak-
to-valley wavefront aberrations indicate repeatability to within $0.008 wave (+0.11 nm)
rms and +0.050 wave (£0.67 nm) peak-to-valley. Although the initial éxperiments compli-
cated by the carbon contamination problem are not included in this repeatability evalua-
tion, their results art; in excellent agreement with the wavefront measured here, as apparent

from the comparison of Figure 5-14(b) and Figure 5-22(a).

In the evaluation of the Schwarzschild optic, performed over about two months, a slow
reduction in the fringe contrast was observed. Because only four reference pinholes were
used in these extensive measurements, a slow contamination of the pinholes with carbon
is suspected as the cause of the contrast loss. If the contamination slowly reduces the pin-
hole transmission, the reference beam is attenuated relative to the test beam and the fringe
contrast degrédes. The long-term decrease in the contrast, measured in a small region of
the 0.07-NA sub-aperture to minimize effects of possible differences in the illumination,
is shown in Figure 5-23 for each of the four reference pinholes. Each measurement point
represents a phase-shifting interferogram set from experiments at 13.4-nm wavelength.
The contrast reduction is especially sharp at the boundary between the data series 1 and 2,
where the other two sub-apertures were tested. In view of the carbon contaminaﬁon prob-

lems encountered earlier, the slow reduction in the reference pinhole transmission is not
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Figure 5-23. Long-term reference pinhole changes. |

The fringe contrast in the indicated portion of the 0.07-NA sub-aperture vs. the measure-
ment number for each reference pinhole used. A set of phase-shifting experiments consti-
tutes each measurement. The 0.08-NA and 0.06-NA sub-apertures were characterized
between the experiment series 1 and series 2. The slow decrease in the contrast, over
roughly two months of operation, indicates gradual loss in reference pinhole transmission.

surprising. The slow progress of the damage found here is a demonstration of the vast
improvement in the interferometer vacuum system, considering that all the measurements
consisted of 160 phase-shifting data series of 5 to 9 interferograms each, numerous single-

interferogram experiments, and prolonged exposures during alignment.

5.6.5. Effect of the Grating Illumination

In Chapter 2, the positioning of the lines in the grating beamsplitter is found to potentially
influence the measured wavefront when one of the diffracted grating orders serves as the
test beam in the interferometer. However, because the grating is used on the low-NA side
of the Schwarzschild optic, the coma aberration due to the curvature of the wavefront inci-

dent on the planar grating is not expected to significantly affect the measured wavefront,
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even when a diffracted grating order is used as the test beam. Specifically, with the beam-
spot separation of 4.5 jim in the image plane, an unbalanced coma of 0.0007, 0.0012, and
0.0017 wave peak-to-valley is expected in the first grating order for object-side numerical
apertures of 0.006, 0.007, and 0.008, respectively. A comparison between the measure-
ments that utili.ze the zéroth and the first grating orders for the test beam is illustrated in.

Figure 5-24(a) for the 0.07-NA sub-aperture and in Figure 5-24(b) for the 0.06-NA sub-

'apermfe. The average low-order aberrations in Figure 5-24(a) were measured in 29 exper-
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Figure 5-24. The effect the grating line placement.

rms: 0.044 A rms: 0.047 A
pv: 03561 pv: 0375A

The average aberrations measured in (a) the 0.07-NA and (b) the 0.06-NA sub-apertures at
13.4-nm wavelength. The measurements having the zero grating order as the test beam are
compared to the measurements having the first diffracted order as the test beam. The small
differences between the two cases for both sub-apertures indicate negligible aberrations
produced by the placement of the grating lines, as expected.
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iments with the zero-order test beam and in 2 experiments with the first-order test beam.
In Figure 5-24(b), the number of experiments used in the average is 5 and 3 for zero and
first-order test beams, respectively. For the 0.07-NA sub-aperture, the phase difference
between the zero and first-order measurements is 0.008 wave rms at 13.4 nm and for the
0.06-NA sub-aperture, the difference is 0.007 wave rms. These variations are smaller than
the repeatability of the measurements, indicating a negligible effect due to the grating

|

coma aberrations as expected.
5.6.6. Accuracy Considerations

Although good measurement repeatability with the EUV phase-shifting poin; diffraction
interferometer has been demonstrated here, the accuracy of the wavefront measurement is
difficult to evaluate. Since the measurement quality must be assessed with certain assump-
tions about the operation and properties of the interferometer, the accufacy may be affected
by unknown systematic errors. On the other hand, the detection of known systematic

effects can be useful in the estimation of accuracy.

One possibility in assessing the interferometer accuracy is a measurement of a known aber-
ration. The abeﬁaﬁon that can be intentionally introduced with ease is defocus. In testiﬁg
the Schwarzschild optic, the defocus is added to the wavefront by the translation of the
object pinhole along the propagation direction. This translation changes the position of the
test-beam focus with respect the reference pinhole plane. The required realignment of the
reference pinhole after each focal adjustment is a slight complication here. In principle, a
change in the focus does not change the measured aberrations. Two different measure-

ments at three different focal positions each reveal small changes in the measured wave-
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front with defocus. The pairwise differences in the low-order aberrations for the 0.07-NA
sub-aperture from single interferograms obtained using reference Pinhole 1 are shown in
Figure 5-25(a) in units of 0.01 wave at 13.4-nm wavelength. The magnitudes of the bal-
anced defocus are —0.169, —0.057, and 0.069 wave for measurements 1, 2, and 3, which
represent two approximately equal steps in the defocus. Here, a positive change in the
defocus corresponds to translation of the object pinhole toward the optic. The differences
between the first two and the second two measurements are about half ﬂ1e difference
between the first and the third measurements. Thus, the difference bctweeﬁ the measured

wavefronts seems to scale with the difference in their relative defocus. The mean differ-
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Figure 5-25. The change in the measured aberrations with defocus.

The differences in the wavefront phase measured at 13.4-nm wavelength at three different
focal positions. All combinations of wavefront differences are shown for (a) the 0.07-NA
sub-aperture and (b) the 0.06-NA sub-aperture. The rms phase differences are shown in
units of 0.01 wave at above each difference map.
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ence in the measured wavefronts is 0.013 wave rms. Another such measurement, per-
formed with reference Pinhole 4 on the 0.06-NA sub-aperture in thrée phase-shifting
experiments; is presented in Figure 5-25(b). Here the magnitudes of thé balanced‘defocus
are —0.151, -0.041, and 0.158 wave, respectively. The focal increment between measure-
ments 3 and 2 ié about twice the defocus change between measurements 2 and 1: Once
again, the differeﬁces in the measured aberrations seem to scale with the difference in

focus. Here the mean difference in the measured aberrations is 0.017 wave rms.

The magnitude of the defocus used in these measurements is only slightly largef than the
classical depth of focus of +A/2NA2, which corresponds to 0.125 wave of balanced defocus
and a 20% reduction in the peak intensity of a diffraction-limited beam [121, 111]. This
degree of defocus is not expected to significantly influence the wavefront measurement, as
estimated from Figure 2-4 in Chapter 2 and the normalized size §f the reference pinholes.
The differences found can be attributed to errors in the reference wavefront, produced
mainly by the alignment of the reference pinholes within the focused beam. Overall the ref-
erence wavefront error appears to be about 0.015 wave (0.20 nm) rms in a numerical aper-

ture of 0.07.

Detection of the systematic coma effect in the wavefront can also be used to evaluate the
measurement quality. As discussed in Chapter 2, the additive systematic coma results from
the lateral displacement of the test and reference bealfl foci. The measured phase difference
contains a systematic coma peaked in the direction of the focal displacement, which is per-
pendicular to lines of the grating beamsplitter. The comparison of two wavefronts obtained

with different grating orientations can reveal information about the measurement quality.
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To illustrate this, let us consider measurements using two different grating orientations,
given by angles 8; and 6,. Assuming the same focal spot separation s in both cases, the

measured phases W; and W5, in cycles or waves, are given by

(5-1) W, = Wy Wy + %(NAp -éNAg’p?' + ...)cos (6-6,),and
. S 1.,43.3 .
(5-2) W, = WT, - WR2 + X(NAp - §NA p-+ ...)cos (6-6,),

where Wy, and Wy are the test wavefronts, W, and Wp are the reference wavefronts in
the two measurements, and (p,0) are the normalized beam coordinates (Ipl < 1) over the
radius of the beam with a numerical aperture NA. The phase difference W;—W, between

the two measurements, given by

(5-3) W,-W, = Wy —Wr + Wy - Wy +

s 13,3 ) (61—02) ( n+91+62)
K(NAP—ZNA p +...)23m 5 )c0s 0- > )

consists of the difference in the two test wavefronts and the two reference wavefronts plus
tilt and coma terms whose magnitude and orientation depend on the orientation of the grat-
ing beamsplitter in the two measurements. After the tilt term is removed, any deviations in
the wavefront difference from the expected coma reveal changes in test wavefront and
imperfections in the reference wavefronts. When the test wavefront properties are constant,
this comparison can be used to understand the reference wave errors that are unique to each
pinhole. Unfortunately, owing to the comparative nature of this test, deviations from sphe-

ricity that are common to both diffracted reference wavefronts are not revealed.
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In the characterization of the Schwarzschild objective, two nearly orthogonal gratings were
employed. Equation 5-3 indicates that when the gratings are orthogonal, or 8; = #/2 and

8, = 0, the difference in the measured wavefronts, in waves, is given by,
: S a3 A
(5-4) Wy =W, = Wy =Wy +Wp - Wy + 25 NA"pcos (8-3/4) ,

where the nlt is eiéluded and the small terms beyond the primar.y coma are neglec_:ted.' For
two perfect reference wavefronts and identical test wavefronts, the difference contains
only the coma term, peaked at an angle of 37/4. Given a focal spot separation s = 4.5 pm
and a numerical aperture NA =0.07 at a wavelength A = 13.4 nm, the magnitude of the
unbalanced primary coma is 0.163 wave. This corresponds to 0.027 wave of balanced pri-
mary coma, described by Zernike polynomials 6 and 7. To assess the reference wavefront
errors, a number of measurements performed with two grating orientations are compared
in Figure 5-26. The measurement pairs shown were obtained on the 0.07-NA sub-aperture
at 13.4-nm wavelength within several minutes of each other using adjacent reference pin-
holes to minimize the number of variables in the experiment. However, in addition to dif-
ferences produced by the reference pinholes, each measurement is also influenced by the
reference pinhole alignment and by the possible small nonuniformities in the two grating
substrates. The differences of the measurement pairs in Figure 5-26(b) or reference Pin-
holes 1 and 2, and in Figure 5-26(c) for reference Pinholes 3 and 4, are compared to the
expected ideal coma aberration in Figure 5-26(a). All wavefront differences are shown on
the same scale. In Figure 5-26(b), obtained with Pinholes 1 and 2, the measured difference

resembles the expected coma aberration, especially in the first and the third measurements.
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Figure 5-26. The systematic coma effect.

(a) The expected phase difference between two measurements performed with two mutu-
ally orthogonal grating orientations. Examples of the measured phase differences for
(b) image-plane Pinholes 1 and 2 and for (c¢) image-plane Pinholes 3 and 4.

In the five measurements, the deviation WT1 —WTz +WR2_"WR1 from the e;xpected coma is
0.019 wave rms and 0.131 wave peak-to-valley on average. In Figure 5-26(c), obtained
using Pinholes 3 and 4, the difference deviates from the expected coma more significantly.
Here the departure WT, - WT2 +WR2”WR, from the expected coma is 0.024 wave rms and
0.157 wave peak-to-valley on average. This is consistent with the anticipated errors in the
reference wavefront from Pinhole 3, known to be too large. From the repeatability mea-
surements that include the variations from grating substrate nonuniformities, it may be
concluded that the grating substrate effects on the test wavefront are small compared to the
reference wave defects. Then, if the two reference wavefronts are independent, the imper-
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fections in each of the wavefront is about 1/4/2 times the error in the detected reference
wavefront difference. With this assumption and the premise that the error obtained with
Pinholes 1 and 2 is representative of the overall measurement, the error in the reference
wavefront is about 0.019/./2 = +0.013 wave (30.18 nm) rms. However, this represents
only the random component in the reference wavefront imperfections because the differ-

ence in two wavefronts does not reveal correlated errors.

Owing to the relatively large size of the reference pinholes, the reference wavefront imper-
fections probably dominate errors in this extreme ultraviolet phase-shifting point diffrac- .
tion interferometer. However, the accuracy of the interferometer is also influenced by error *
contributions from the illumination wavefront, the grating substrate nonuniformities, the
pinhole alignment, the detector properties, and data analysis errors. Some of these effects
have been investigated here while others are considered elsewhere [142]. Tﬁe variations in
the reference wavefront, evaluated by changing focus, by detecting the systematic coma,
and by investigating the alignment sensitivity, appear to be about +0.015 wave (£0.20 nm)

rms in a numerical aperture of 0.07.

5.7. Conclusions

The aberrations of a 10x-demagnification Schwarzschild optic, designed for EUV lithog-
raphy experiments, have been characterized with a phase-shifting point diffraction inter-
ferometer at a wavelength of 13.4 nm. Measurements of several sub-regions of the annular
aperture indicate the presence of zonal fabrication errors. The 0.07-NA sub-aperture has

been found to have relatively small aberrations of 0.090 wave (1.21 nm) rms at 13.4-nm
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wavelength that are dominated by astigmatism. The measurements of the Schwarzschild
optic have also served to evaluate the performance of the PS/PDI design and implementa-
tion. The measurement repeatability is £0.008 wave (£0.11 nm) rms. The accuracy of the
measurement is probably limited by errors in the reference wavefront, caused by somewhat
oversize reference pinholes and estimated to be roughly +0.015 wave (+0.20 nm) rms in a

numerical aperture of 0.07.
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Chafacterization of Chromatic Effects
Due to Multilayer Coatings

_6.1. Introduction

" One primary advantage of at-wavelength interferometry is its ability to characterize the
overall extreme ultraviolet (EUV) wavefront produced by both the‘ mirror surface figure
and by the multilayer coatings. Owing to the fact that, upon a change in wavelength, the
aberrations due to multilayers change whereas those due to surface errors do not, multi-

layer effects can be observed directly via wavefront measurements over a range of wave-

lengths.

In this chapter, a demonstration of chromatic aberrations in the 10x Schwarzschild objec-
tive due to the molybdenum/silicon multilayer reflective coatings is presented. The mea-
surements of the wavelength-dependent transmission and phase are compared to
transmission and phase calculations based on the multilayer design and on previous mea-
surements of the multilayer period [32]. Some of the possible causes for the discrepancies

found are explored.

6.2. Wavelength-Dependent Transmission and Phase

In the characterization of the two-mirror 10x Schwarzschild optic, both the transmitted

intensity and the wavefront phase were measured at several EUV wavelengths within the

147



passband of the multilayer coatings peaked near 13.4-nm wavelength. The transmission
through the 0.07-numerical aperture (NA) sub-aperture of the optic at 13.0, 13.2, 13.4 and
13.6 nm is shown in Figure 6-1(a). The transmission through different portions of the aper-
ture reveals a zonal effect that follows the annular full aperture of the optic, described in

Chapter 5. Within the coating passband, at 13.2 and 13.4 nm, the transmission is quite uni-

Relative transmission

Wavefront phase [nm]

Optical path difference [nm]
relative to A=13.4 nm

Figure 6-1. Measured transmission and phase vs. wavelength.

Measured chromatic effects produced by multilayer reflective coatings. As the wavelength
is changed, (a) the transmission through the optic and (b) the wavefront phase varies. The
transmission peak is near 13.4-nm wavelength. (c) The measured differences between the
aberrations at the indicated wavelengths and the 13.4-nm wavelength demonstrate the
presence of multilayer coating phase aberrations.
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form, being lower only near the edges of the annulus. The measured transmission along the
center of the annulus is peaked at 13.37-nm wavelength, nearly in agreemént with the coat-
ing design [32], but the transmission peak is shifted to 13.30 nm on the inner .edgé of the
annulus and to 13.36 nm on outer edge of the sub-aperture. This indicates that the multi-
layer coating period deviates from its intended value, designed to achieve transmission uni-
formity better than' 99% at 13.4 nm. At the edges of the coating reflectance passband, at
i3.0 nm and 13.6 nm','the transmission is very nonuniform. This behavior is not unex-
isected, even for perfect multilayers, because the coatings are designed to accommodate a
range of incidence angles in a limited spectral band. Outside the design passband, the dif-
ferences in incidence angles across the optic are amplified because the coating properties

vary rapidly outside the central transmission lobe.

The phase of the wavefront transmitted through the 0.07-NA sub-aperture of the 6ptic at
13.0, 13.2, 13.4 and 13.6 nm is displayed in Figure 6-1(b). The phase maps, found from
phase-shifting analysis of several data series, exclude the piston, tilt, and systematic coma -
terms but contain the defocus that contributes to the chromatic aberrations. The chromatic
phase effects resulting from reflection by the two multilayer mirrors are illustrated in
Figure 6-1(c), which shows the difference between the aberrations measured at 13.0, 13.2,
13.4 and 13.6 nm and the aberrations measured at 13.4 nm. Within the coating passband,
the differences in the measured wavefronts are small because the wavelength change
results primarily in a constant phase offset, not measurable by interferometry. At the pass-
band edges, where nonuniformities in the coating properties are accentuated, the measured
phase difference over the aperture is consistent with a radial imperfection in the multilayer

coating thickness.
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The rms difference between the wavefront measured at different wavelengths and the aber-
rations at 13.4 nm is given in Figure 6-2(a). This aberration difference, which includes
changes in the focus with wavelength, illustrates the magnitude of the chromatic aberra-
tions in the Schwarzschild objective. The wavelength-dependent change in the tilt term
produced by the optic, which is not detected by interferometry but can in principle cause
chromatic image distortion, is not expected to significantly increase the chromatic aberra-
tions. Based on calculations that utilize the measured period of the multilayer coatings
[32], the change in the tilt relative to 13.4-nm wavelength is quite small over the wave-
length range measured. The measured chromatic aberrations with the calculated wave-
length-dependent tilt term added are also girven in Figure 6-2(a). The relative transmission
of different radiation wavelengths through the 0.07-NA sub-aperture of the Schwarzschild
optic is plotted in Figure 6-2(b). The largest measured wavefront change of about 0.44 nm
rms, equivalent to 0.033 wave at 13.4 nm wavelength, appears at a wavelength near
13.6 nm, where the transmission through the optic is reduced by an order of magnitude rel-
ative to the peak. The chromatic distortion increases the aberration difference somewhat,
but only outside the main transmission lobe. As a result, the chromatic aberrations are not

expected to appreciably degrade the image quality for this Schwarzschild optic.

In EUV lithographic optical systems, the fraction of the optical power near the edges of the
transmission passband is likely to be quite small, especially when multilayer-coated con-
denser optics are employed. Although the chromatic aberrations are determined by the
optical design and by the properties of the deposited coatings, their effect on the image
quality may be negligible, provided that most of the optical power resides within the trans-

mission passband of the imaging system.
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Figuré 6-2. Chromatic aberrations and transmission vs. wavelength.

(a) The chromatic aberrations of the 0.07-NA sub-aperture of the Schwarzschild optic are
revealed in the measured rms difference between the wavefronts at different wavelengths
and the wavefront at 13.4 nm. (b) Overall normalized transmission through the 0.07-NA
sub-aperture measured as a function of wavelength.

6.3. Understanding the Measured Coating Properties

The chromatic transmission and phase effects can be used to evaluate the properties of the

molybdenum/silicon (Mo/Si) multilayer coatings on the two Schwarzschild mirrors. In this
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section, the measured wavelength dependence is compared with the changes in the trans-
mission and the phase calculated from the designed and the previously measured properties
of the multilayer coatings. The Mo/Si coatings consist of 40 bilayers with molybdenum-
to-silicon thickness ratio of about 0.375. The designed multilayer coating period as well as
the multilayer period measured on the two mirror substrates [32, 170] is given in Table 6-1
as a function of the radial position on each mirror substrate. On the primary mirror, the

multilayer coatings are graded in thickness and the 0.08-NA aperture stop selects the radial

Radial substrate Multilayer period [nm]
position [mm] - -
Design (maximum, minimum) | Measurement
primary mirror
33 6.875 (6.944, 6.806) 6.8125
3.8 . . 6.8625
4.3 6.9000
4.8 6.9500
53 6.925 (6.995, 6.856) 6.9750
5.8 6.9875
6.3 - 7.0125
6.8 7.0250
73 7.035 (7.106, 6.964)
secondary mirror

16.0 6.847 (6.916, 6.779) 6.8625
20.0 6.8750
24.0 6.8750
28.0 6.862 (6.930, 6.793) 6.8875
320 6.8750
36.0 ) 6.8750
40.0 6.876 (6.945, 6.807) 6.8625

Table 6-1. Multilayer coating design and measurement for the Schwarzschild objective.

The period of multilayer coatings for the primary and secondary mirrors of the
10x Schwarzschild objective vs. the radial position on the mirror substrate from
Reference 32. The design tolerances are about £0.07 nm, while the reported measurement
uncertainty is £0.0125 nm. The coatings have 40 bilayers with molybdenum-to-silicon
thickness ratio of I" = 0.375.
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positions of 3.3 to 7.3 mm in the annular aperture. On the secondary mirror with nearly uni-
form multilayer period, the annular clear aperture ranges from 16.5 to 41 mm in radius. In
the reported coating measurement, the multilayer period is detenniﬁed from measured
reflectance versus wavelength data by fitting the measured curves to a model, where the
multilayer peﬁod is an adjustable parameter [32]. As reported in Reference 32, the pefiod
§f the deposited inultilayer coatings, determined with an experimental uncertainty of
+0.0125 nm,.is within the +0.07 nin design tolerance. Refractive ‘indices of coating mate-
rials are dete;'nlined from tabulated optical properties at x-ray wavelengths [13], using spe-

cific densities of 10.22 for molybdenum and 2.33 for silicon.

In addition to the coating properties, the calculation of the multilayer effects in the optical
system also utilizes the optical design for the Schwarzschild optic, presented in Table 5-1
on page 101. In consideration of multilayer properties, the mirror surface figure errors are
neglected because they do not significantly alter the position and orientation of the mirror
surface. Unless indicated otherwise, the illumination of the optic from a field point on the
optical axis is also assumed. Although the multilayer effects depend on the polarization,
only tﬁe transverse-electric (TE) polarization need be considered here because the beam in
the interferometer experiment is initially TE-polarized and only 0.03% of the total
reflected light is coupled into the transverse-magnetic (TM) polarization in propagation
through the system [171]. The multilayer calculations utilize two different calculation
methods, the transmission line analogy to electro-magnetic wave propagation in materials
with multiple boundaries [172] and the successive application of the Fresnel equations

[173-175]. The latter method includes the effects of layer interface imperfections.
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6.3.1. Transmission Properties of the Schwarzschild Optic

The variations in the transmission properties within the 0.07-NA sub-aperture are exam-
ined in Figure 6-3. The transmission measured in the course of the interferometry éxperi-
ments is plotted as a function of wavelength in Figure 6-3(b) for five small regions of the
sub-aperture that are indicated in Figure 6-3(a). The measured transmission is contrasteci
with the calculated transmisﬁon curves in Figure 6-3(c) and Figure 6-3(d), for the mu}ti—
layer coating design and for the coating period i“'rom Reference 32, respectively. Both cc;m-
putations assume perfectly sharp layer boundaries in the multilayer and an ideal optical

design with the object point at the center of the field of view.

As designed, the multilayer coatings exhibit excellent transmission uniformity. On the
other hand, both measurements of the real coatings reveal transmission nonuniformities
along the radial direction of the annular full aperture and near constant transmission only
in the azimuthal direction. Relative to the center of the annulus, the transmission peak is
shifted toward shorter wavelengths on both its edges. In regard to variations over the sub-
aperture, the transmission measured here and that calculated using the rei)orted multilayer
period are in good qualitative agreement. In addition to a small offset in the peak wave-
lengths, the most apparent discrepancy between the two is the transmission bandwidth. The
measured full-width half-maximum (FWHM) bandwidth is only about 70% of that found
in the calculations. The transmission properties along the radial direction of the annulus are
summarized in Figure 6-4 with plots of the transmission curve center (midpoint between
the FWHM wavelengths) in Figure 6-4(a) and of the bandwidth in Figure 6-4(b). The

radial coordinate corresponds to scaled radial positions within the 0.08-NA pupil with nor-
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Figure 6-3. Transmission vs. wavelength in different portions of the aperture.

Transmission through the Schwarzschild optic vs. wavelength at (a) the indicated posi-
tions within the 0.07-NA sub-aperture. (b) Measured transmission curves are compared to
(c) the calculation based on the coating design and (d) the calculation using the multilayer
periods measured in Reference 32. Both calculations assume sharp multilayer interfaces.

malized radius of 1. The results are given for the ideal multilayer design, for the calculation
using the previously measured multilayer periods and perfectly sharp layer boundaries, and
for two different parts of the annulus measured here. The measurements on regions A and
C of the annulus, in proximity to the 0.07-NA and the 0.06-NA sub-apertures, demonstrate

comparable properties in the azimuthal direction, as expected.
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Figure 6-4. The center and the bandwidth of the multilayer transmission curves.

(a) The center and (b) the FWHM bandwidth of the transmission passband for the
10x Schwarzschild optic. Calculations, based on the multilayer design and on'previously
reported multilayer period measurements with the assumption of perfect multilayer inter-
faces and TE polarization, are compared to the measurements in two different portions of
the annular aperture of the Schwarzschild optic.

6.3.2. Investigation of the Coating Characteristics

The discrepancy between the measurement and the measurement-based calculation of the
coating bandwidth has numerous possible explanations in a complex multilayer system
with several curved mirrors and graded-period multilayer coatings, possibly illuminated
from several directions. The potential causes explored here include the illumination of the.
optic from different field points, the imperfections of multilayer interfaces, and the mis-

match in the passbands of the two Schwarzschild mirrors.

As discussed in Chapter 5, the object plane of the Schwarzschild optic is not mechanically
referenced to the optical housing. The positions in the field of view are selected by steering
the beam through the center of the image plane defined by three balls on the optical hous-

ing. This method places the beam near the center of the intended field of view in the object
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Figure 6-5. Field of view variations in the multilayer transmission curve.

The calculated field-of-view variations in the transmission characteristics along the radial
direction of the annular aperture. The computations of (a) the center and (b) the FWHM
bandwidth of the transmission passband assume perfect multilayer coatings and utilize the
Schwarzschild optical design. The field dependence is given over 12x12 mm? object-side
field of view, denoted by coordinates (x, y), where y is the direction of pupil displacement
from the optical axis. The corrected object-side field of view is 4x4 mm?.

plane. However, a displacement of the object pinhole from its desired position with respect
td the optic changes the angles of incidence on the multilayers and can potentially affect
the coating reflectance. The effect of the object position on the transmission through the
optic is presented in Figure 6-5, which shows the transmission curve centers and the band-
widt}ms calculated using the 40-bilayer coating design with perfectly sharp interfaces and a
Mo/Si thickness ratio of 0.375. Comparable dependence of the coating properties over the
field of view is expected in the presence of aberrations and imperfect multilayer boundaries
because the field variations are produced solely by changes in the beam incidence angles.

The transmission characteristics along the radial direction of the annular aperture are given

over a field of view of 12x12 mm?, denoted by the object coordinates (x, y). The transmis-

sion changes noticeably only upon translation of the object point in the y direction, along
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which the pupil is displaced from the optic axis. Overall, the off-axis displacement of the

object pinhole, estimated to be well within a 12x12 mm? field in the experiment, do not

account for the reduced bandwidth observed experimentally.

The imperfections due to interdiffusion and roughness at the layer boundaries are known
to reduce the multilayer transmission bandwidth. The graded interfaces are typically mod-
elled with an error function profile with.a specified rms thickness o that reduces the ampli-

tude reflectivity at each interface by the Debye-Waller factor [21, 174, 176], exponentially

decreasing with 0% The impact of graded multilayer int'erfaces in the Schwarzschild optic
on the transmission passband is examined in Figure 6-6 for rms boundary thicknesses up
to 1.2 nm. The transmission curve center in Figure 6-6(a) and the FWHM bandwidth in
Figure 6-6(b), shown along the radial direction of the annulus, are calculated for 40 Mo/Si

layer pairs with thicknesses reported in Reference 32. In addition to a small shift of the
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Figure 6-6. Effect of graded multilayer interfaces on transmission.

The calculated transmission properties vs. radial position in the annular aperture of the
10x Schwarzschild system for varying rms thickness of the multilayer interfaces. The sub-
strates are assumed to be coated with 40 Mo/Si bilayers with the period measured in Ref-
erence 32 and Mo/Si thickness ratio of 0.375.
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passband toward shorter wavelengths, an increase in the rms interface thickness reduces
the coating bandwidth. A layer interface thickness of about 0.95 nm rms, considerably
larger than the thickness values of about 0.7 nm found in coatings similar to those on the
Schwarzschild substrates [26, 170], matches the bandwidth reduction observed experimen-

tally.

A mismatch in the transmission passbands gf the two separate mirrors in the Schwmschild
objective can also decrease the overall multilayer bandwidth. The simple model of the
coating mismatch, given by a constant offset in the multilayer period on each mirror, is
investigated in Figure 6-7, under the assumption of sharp layer interfaces. The multilayer
periods of the 40-bilayer coating are assumed to be shifted as indicated from the values
reported in Reference 32. The transmission curve properties along the radial direction of

the annular aperture are illustrated for two cases that exhibit good agreement with the mea-
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Figure 6-7. Effect multilayer passband mismatch on transmission.

The calculated passband (a) center and (b) width along the radial direction of the annular
aperture of the 10x Schwarzschild objective. Multilayer periods are offset from those
reported in Reference 32 by the indicated constants.
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sured center wavelength of about 13.35 nm (see Figure 6-7(a) and Figure 6-4(a)). In both
cases, the multilayer period is offset by 0.055 nm on one mirror and by ~0.085 nm on the
other mirror. When the multilayer period on the secondary mirror is increased and that on
the primary is decreased, rather than vice versa, the calculated baﬁdwidth in Figure 6-7(b)
is relatively consistent With the measured bandwidth in Figure 6-4(b). The ability to sepa-
rate effects on the individual mirrors of the two-mirror combination allows further refirie-

ment of the multilayer coating model that fits the present experimental observations.

Both the finite interface thickness and the mismatch of passbands on the two mirrors are
likely to contribute to the reduéﬁon in the coating bandwidth observed in the Schwarzs-
child objective. The layer interfacial thickness can be estimated from the reflectance prop-
erties of each coating. Although reflectance data are not available for the Schwarzschild
mirror coatings, measurements of similar multila)‘/ers on flat substrates indicate reflectivi-

ties of 63-65% near normal incidence [170, 26). Assuming that characteristics of the mul-
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Figure 6-8. Multilayer coating period of Schwarzschild mirrors.
The period of multilayer reflective coatings on (a) the primary and (b) the secondary mir-

rors vs. the radial position on the substrate. The multilayer design, the measurement from
Reference 32, and the model matching the interferometer data are compared.
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tilayers deposited under similar conditions are representative of the Schwarzschild mirrors,
the near-normal-incidence reflectances of 63-65% correspond to a rms interface thickness
of roughly 0.7 nm. Given this interface thickness, the multilayer period offset from the
reported values that is needed to match the present measurements consists of both a con-
stant and a lineaf component, varying along the radius of each substrate. On the primary,
the required offseti is nearly constant and relatively small (about —0.045 nm). On the sec-
ondary, the period change needed increasés along the substrate radius, reaching a maxi-
mum of about 0.04 nm For both mirrors, the offset necessary to fit the data exceeds the
estimated measurement uncertainty of £0.0125 nm [170]. The multilayer periods given by
the fit to the interferometer data, by the previously reported measurements, and by the coat-
ing design are contrasted in Figure 6-8. The transmission characteristics measured on the
Schwarzschild optic and those calculated with the present multilayer model, compared in

Figure 6-9, closely coincide in both the center and the bandwidth of the transmission curve.
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Figure 6-9. Multilayer model to explain transmission data.
The measured transmission properties in two different portions of the annular aperture of

the 10x Schwarzschild optic are in good agreement with transmission calculations using
the multilayer period model in Figure 6-8 and layer interfacial thickness of 0.7 nm.
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The measured and calculated transmission characteristics over the aperture of the optic are
compared in Figure 6-10 for wavelengths ranging from 12.9 nm to 13.7 nm. The two mea-
surements, shown in Figure 6-10(a) and (b), correspond to the transmission in a 0.08-NA
sub-region of the annulus near the sub-aperture C and in the 0.07-NA sub-aperture A,
respectively. The calculation over a numerical aperture of 0.08 in Figure 6-10(c), which
represents the coating mddel, assumes multilayer coatings with 40 bilayers, rms interfacial
thickness of 0.7 nm, Mo/Si thickness ratio of 0.375, and coating periods given in
Figure 6-8. Neglecting the nonuniformities in the illumination of the aperture in the exper-
iment, the coating model shows good consistency with the measurements over the wave-

length range considered.

The comparison between the measured and the calculated chromatic phase effects is pre-
sented in Figure 6-11 for a 0.07-NA sub-n;,gion of the annular aperture. The chromatic
aberrations between adjacent wavelengths, separated by 0.1 nm in the range of 12.9 to
13.7 nm, reveal that the model for the coating properties produces good qualitative agree-
ment with measurement not only in the transmission characteristics but also in the mea-

sured phase.

Owing to the strong influence of both the interfacial thickness and the multilayer mismatch
on the overall coating characteristics, the simplified multilayer model desc;'ibed here rep-
resents only one of their possible interactions that fits the measured data. In addition, other
potentially significant effects, such as the optical properties of molybdenum and silicon,
have not been considered here. However, the small discrepancies found between the mea-

surements on the assembled system and those on the individual mirror substrates demon-
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strate the need for detailed characterization of the multilayers in EUV optical systems.
Measurements of the transmission passband over the aperture of the assembled optical
system appear quite valuable in assessing the multilayer coating properties as well as the

chromatic effects in the optic.

6.4. Conclusions

The transmission uniformity and the w;veﬁont aberrations in the ldx Schwérzschild
objective have been evaluated at several EUV wavelengths near 13.4 nm. Although the
presence of phase aberrations due to multilayer coatings has been directly observed, the
measurements predict negligible influence of the chromatic aberrations on the image qual-
ity. A simple the multilayer model, which accounts for the multilayer period and the layer
interface imperfections, produces good qualitative agreement both in the transmission and
in the phase aberrations between the multilayer calculations and the experimental observa-
tions. The wavelength-dependent transmission and phase effects correspond to multilayer
coating characteristics that are somewhat inconsistent with the properties previously mea-

sured on the individual coated mirror substrates.
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Verification of Interferometry with
Imaging Experiments

7.1. Overview

Perhaps the most significant value of interferometric wavefront measurements is their abil-
ity to predict the imaging performance of optical systems. The interferometry performed
on the 10x Schwarzschild optical system indicates a wavefront aberration of 0.090 wave
rms at 13.4-nm wavelength over a numerical aperture (NA) of 0.07, due mainly to astig-
matism. Image calculations based on the interferometry measurements predict near dif-
fraction-limited imaging performance. The image quality was verified with photoresist
exposure experiments performed on the 10XI extreme ultraviolet (EUV) imaging system
[40] at Sandia National Laboratories in Livermore, California. The image calculations and
the printing experiments, whose similarities provide an independent qualitative verifica-

tion of the interferometry, are discussed in this chapter.

7.2. Imaging Experiments on an EUV Exposure Tool

The exposure experiment to validate the image quality predicted from the EUV interfer-
ometry measurements were performed on the EUV lithography prototype exposure system
at Sandia National Laboratories [40, 160]. The Sandia exposure tool utilizes imaging

optics identical in optical design, multilayer properties, and housing construction to the
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10x Schwarzschild system characterized here. In this tool, shown schematically in
Figure 7-1, EUV light.from a laser-produced plasma is collected by an ellipsoidal con-
denser and directed via a 45° turning mirror onto a reﬂectlve mask/ob_]ect at near-normal
incidence. The maskuilluminat_ibn is of Kohler type [127], with-partial coherence factor of
approximately 0.A5. The i‘_maige iof' thé mask péttem; produced with the 10x Schwarzschild

optic, is recorded on a photoresist-coated wafer.

The mask images were recorded in fhe chexiﬁcally amplified, high-contrast, negative-tone
SAL 601 photoresist [65, 177]. The processing of the 100-nm-thick photoresist starts with
a 1-minute prebake at 85° C prior to exposure. Following the EUV‘exposure, the resist is
baked at 110° C for 2 minutes and subsequently developed in Microposit MF-322 devel-
oper for 8 minutes. A low-resolution scanning electron microscopy (SEM) image of the

recorded bright-field mask pattern, presented in Figure 7-2, shows an exposed area of

wafer

10x Schwarzschild .
objective

EUV source
7 (laser produced plasma) I:I
turning
\v mirror
ellipsoidal
condenser

mask

Figure 7-1. Schematic of Sandia 10xI EUV exposure system.

Components of the Sandia 10xI prototype exposure tool for lithography experiments at
13.4-nm wavelength.
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Figure 7-2. Exposure field of the 10x Schwarzschild optic.

An SEM image of the photoresist features printed by the 10x Schwarzschild optic on the
Sandia exposure tool. The size of the exposed area is about 500x350 pm?>.

about 500x350 pm?, which approximately corresponds to the 400-um-diameter corrected

field of view.

7.3. Image Calculations Based on Interferometry Measurements

To evaluate the image quality for the Schwarzschild objective, the interferometry data for
the 0.07-NA sub-aperture were used to determine the expected image intensities for several
test patterns. The images were calculated using the program SPLAT [178], which simu-
lates image formation with partially coherent radiation. The calculations, designed to
match the operational conditions of the exposure experiments, were done for a numerical
aperture of 0.07, an exposure wavelength of 13.4 nm, an illumination partial coherence

factor ¢ of 0.5, and the measured aberrations of the Schwarzschild optic. The test patterns
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considered include a star resolution pattern, suited to reveal the astigmatism detected in the
Schwarzschild optic, as well as dense patterns of lines and spaces oriented in two orthog-

onal directions.

7.4. Comparison o_f Calculated and Measured Image Quahty

Imaging of test pattems that reveal the presence of specific aberratlons, recorded at multi-
ple focal positions, can be used to assess the aberrauons in an oiaucal system The small
amount of astigmatism measured in the Schwarzschild objective can be detected by print-
ing of a star resolution pattern with varying degrees of defocus. The image intensities of
the star test pattern calculated from interferometry wavefront data are compared to the
printed photoresist featﬁres at several focal positions in Figure 7-3. The defocus ranges
from —4 pm to 4 pum, increasing with the separation of the image plane and the optic, and
spans several classical focal depths of £1.37 um at 13.4-nm wavelength and 0.07 numeri-

cal aperture. The image coordinates (x, y) correspond to the positions on the patterned

wafer, where y is the direction of the pupil displacement from the optic axis.

‘ The calculated intensity of the bright-field image through focus is given in Figure 7-3(a).
O§ving to the near diffraction-limited wavefront quality, the imaging 1s quite good in all
directions at best focus. As is expected of an optic having astigmatism as the dominant
aberration, somewhat out of focus, the resolution of the optic improves in one direction but
degrades in the orthogonal direction. On the other side of focus, the behavior is similar but
with the two directions reversed. In the Schwarzschild optic, the peak magnitudes of the

astigmatism are found at —11.4° from the x and y axes. Figure 7-3(b) shows the contours
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2 um defocus best focus —2 pm defocus —4 pm defocus

4 pm defocus

v g (b)

VZ

A=13.4nm
NA =0.07
c=05

Figure 7-3. Calculated and printed star resolution patterns.

(a) Image intensities at several focal positions of a bright-field star resolution pattern cal-
culated from the measured aberrations of the Schwarzschild optic. (b) Contours of the cal-
culated intensities at different threshold levels for each focal position model the
photoresist behavior and variations in the exposure dose. (c) SEM images of the same test
pattern recorded -experimentally in SAL 601 photoresist show excellent agreement with
the calculated predictions.
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of the calculated images that can be used to model the photoresist behavior. For a high-
contrast photoresist such as SAL 601, the image intensity contours can be taken to repre-
sent the position of the photoresist edge in the developed pattern. In Figure 7-3(b) the
threshold levels vary as a function of focus to simulate the changes in the exposure dose in
the imaging experiment. In a negative-tone photoresist, with solid features in the exposed
regions, lower thréshold levels correspond to larger doses. Specifically, the normalized
intensity contours for defocus of ;4, -2,0,2,and 4 pm are 0.39, 0.43,0.47,0.51, and 6.55,
respectively. The SEM photograéh_s of the developed photoresist features of the star reso-
lution pattern printed with the Schwarzschild objective are presented in Figure 7-3(c). In
SEM imaging of the thin resist layer, the contrast is enhanced by coating the surface with
5 nm of gold and by slightly tilting the sample relative to the electron beam. In terms of the
direction and the magnitude of the astigmatic behavior through focus, the printed photore-
sist images exhibit excellent agreement with the predictions of imaging performance in

Figure 7-3(a) and (c).

Printing of line and space features with dimensions near the resolution limit can also be
used to assess the image quality. The results of SPLAT calculations for equal line/space
patterns using the measured aberrations of the 10x Schwarzschild optic are shown in
Figure 7-4. Only the degradation from the measured low-order aberrations is included. For
line/space dimensions of 0.075, 0.1, 0.15, and 0.2 pum, the figure compares the diffraction-
limited performance at 13.4 nm and 0.07 NA to the capabilities of the Schwarzschild optic
for both x and y feature orientations in terms of image contrast (see Equation 2-1 on page
36). The peak contrast is quite high for features greater than or near the resolution limit,

which is 0.12 pum as given by the 0.61 A/NA Rayleigh criterion [111], but degrades below
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the resolution limit. Each oscillation in the contrast with defocus corresponds to image
contrast reversal [121]. Neglecting the scattering from mirror roughness, the peak image
contrast produced by the relatively unaberrated Schwarzschild optic is only slightIy
reduced from the diffraction-limited value. However, the best contrast of the line/space

patterns along the x and the y directions occurs at different focal positions, separated by.
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Figure 7-4. Calculated contrast of line/space patterns.

Calculated contrast of equal line/space patterns as a function of defocus, for features
0.075, 0.1, 0.15, and 0.2 um in size. (a) The diffraction limit is compared to (b)-(c) the
performance of the 10x Schwarzschild optic predicted from interferometry measurements.
Due to the astigmatism in the optic, the best image contrast for line/space features along
(b) the x direction and (c) the y direction is produced at different focal positions.
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about 2 wm along the optic axis. This is representative of the astigmatism measured in the
Schwarzschild optic, whose orientation of —11.4" is approximately aligned with the x and

y directions of the imaging system.

At the overall best focus, the contrast of the line/space images formed by the Schwarzs-

child optic is expected to be approximately independent of the line orientation. The pat-

@ _ ' (b)

4.0kV x15.8K ‘2.80:4m

(c) _ _ @

4.8kV x2e.8k ‘1.5 m

=,

Figure 7-5. Line/space patterns printed by the 10x Schwarzschild optic.

SEM images of equal lines and spaces, (a)-(b) 0.2-pum and (c)-(d) 0.15-pm in dimension,
recorded in SAL 601 photoresist. The line/space patterns in (a) and (c) are oriented along
the x direction and in (b) and (d) along the y direction. The features, recorded near the
overall best focus, indicate similar performance in both directions, as expected.
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terns of equal lines and spaces recorded in SAL 601 photoresist near the overall best focus
with the Schwarzschild objective are shown in Figure 7-5. The 0.2-pum and 0.15-pum fea-
tures are oriented along the x direction in Figure 7-5(a) and (c), respectively, and along the
y direction in Figure 7-5(b) and (d). The recorded patterns exhibit good image fidelity in
both directions, as expected, although the lines along the x direction indicate somewhat
better quality than those along the y direction. Owing to the experimental uncertainty in the
~ best focal position of 0.5 pm, this small discrepancy may be a result of performing the
experiment somewhat away from the overall best focus. The slight differences in the focus
would be amplified by the contrast reduction resulting from known scattering by rough

mirror surfaces in the Schwarzschild optic [75].

The calculations of image quality based on the interferometry measurements indicate peak
image contrasts in excess of 0.8 for 0.1-um equal lines and spaces when the scattering from

rough mirror surfaces is neglected. Even in the presence of some scattered flare, this image

oK ‘EivTie

Figure 7-6. Printed 0.1-m line/space patterns.

SEM images of 0.1-pum lines and spaces printed by the 10x Schwarzschild objective in
SAL 601 photoresist.
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contrast, found for each of the two orthogonal line orientations individually about 1 um on
each side of the overall best focus, should be sufficient to record the 0.1-um line/space pat-
tern in SAL 601 photoresist [65, 68, 177]. This is demonstrated in Figure 7-6, which shows
an array of dense 0.1-pm line/space features, oriented along the x direction, printed with

the 10x Schwarzschild optic near the optimum focus.

7.5. Conclusion

The measured aberration magnitude of 0.090 wave rms corresponds to a near diffraction-
limited image quaiity for the 0.07-NA sub-aperture of the 10x Schwarzschild optic. The
expected optical ﬁerformance has been evaluated with image calculations that include the
effects of the measured aberrations and verified by imaging experiments that utilize the
EUV lithography exposure tool for which the optic was designed. In printing of several test
patterns, including the star resolution pattern and the dense line/space features, the image
quality observed experimentally is consistent with the astigmatism predicted from interfer-
ometry. The strong correlation between the calculated and the observed images is a quali-

tative confirmation of the accuracy of the interferometry experiments.
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Effects of Higher-Order Aberrations on
Image Quality in Lithographic Optics

8.1. Introduction

The wavefront aberrations in lithographic imaging systems directly impact the latitude of
the pattern transfer process. The image fidelity is influenced by the overall wavefront error,
composed of aberrations of different spatial frequencies that range from low-order to high-
frequency errors, illustrated schematically in Figure 8-1. The low-order aberrations, pro-
duced by imperfect figuring of the optical surfaces, affect the size of the smallest printable
features. These “figure” errors, containing only a few cycles of variation over the optic
aperture, correspond to the classical aberrations [95, 121, 122]. The high-frequency aber-
rations, caused by micro-roughness of the optical surfaces{, produce a flare of scattered
radiation that degrades the image contrast. A statistical description of the optical surfaces
[99, 179, 73, 101] can be used to evaluate the effect of scatte;' on the image [100, 180, 181].
In imaging with multilayer mirrors, the effects of multilayer coatings on scattering can also
be included [182, 73]. The intermediate range of spatial frequencies, corresponding to
roﬁghly ten to about a hundred cycles over the optical aperture diameter, produces low-
angle scattering that degrades imaging of features with dimensions near the diffraction-
limited resolution. The analysis of the optical performance degradation caused by these

mid-spatial-frequency aberrations, sometimes referred to as “ripple”, has been limited
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[102, 183]. The relatively low-spatial-frequency content of the ripple aberrations warrants
a deterministic description of their effect on the image, rather than a statistical representa-
tion that provides the image properties averaged over an ensemble of optical systems with

similar characteristics [180].

(a)

Figure 8-1. Aberrations with different spatial frequencies.

A schematic representation of the wavefront errors at the pupil of an optical system that
contain (a) low, (b) medium, and (c) high spatial frequencies.

With the desire for diffraction-limited imaging, the effects of mid-frequency aberrations
on image fidelity have become important in the fabrication specification qf the optical sur-
faces. Furthermore, although significant advances have been made in achieving the speci-
ﬁed figure [82, 184, 57] and surface finish [75, 185], the mid-frequency errors are still a
concern [184, 75]. In the high-performance imaging applications that require precision
aspheres, usually produced by diamond-turning optical surfacing tools, the mid-frequency

- aberrations are especially important.

In this chapter, the image degradation caused by higher-order aberrations is analyzed using

the theory of image formation including the effects of partial spatial coherence [186, 127,
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135] that is relevant to the lithographic optical systems of interest here. The optical perfor-
mance is considered in terms of the spatial frequency of the aberrations, the feature dimen-
sions, and the degree of partial coherence. The effects of higher-order aberrations are
illustrated with aerial image calculations and an evaluation of the exposure-defocus imag-

ing latitude pertinent in photolithography.

8.2. Partially Coherent Image Formation in Aberrated Optical Systems

The treatment of image formation in optical systems with partially coherent radiation
employs the scalar-wave diffraction theory [186, 127, 135]. In lithography applications uti-
lizing spectrally narrow, or temporally coherent, radiation, the light propagation through
an optical system is represented by the mutual intensity, describing the spatial coherence
in terms of the cross-correlation of the radiation fields at two spatially separateq points. A
schematic depiction of the lithography system, relevant to optics with both refractive and
reflective components, is given in Figure 8-2. The radiation properties of interest at the
object plane x,, and the image plane x; are described by the mutual intensities J,(x,; x,")
and J; (x;; x;°), respectively. To simplify notation, the coordinates x,, x;, &c. represent the
two dimensions of the plane of interest. The characteristics of the source and the condens|er
system are eipressed by the mutual intensity J, (x,; x,,), incident on the object plane. The
thin object has an amplitude transmission F(x,). The projection optics are characterized by
the émplitude response function K(x,; x;) between the field at a point x; in the object plane
and the field at a point x; in the image plane. The amplitude response function K(x,; x;) is

related to the pupil function X(f; f ) by a Fourier transform. In general, the plane of the

178



extended condenser object imaging image
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Figure 8-2. Deécription of an optical lithography system.

The notation used to describe image formation in a lithography system. The radiation
properties are described by the mutual intensities J(x; x*). The mutual intensity J,(x,; x5
incident on the object with transmission F(x,) represents the characteristics of the illumi-
nator system. The amplitude response function K(x,; x;) between a point in the object
plane x, and a point in the image plane x; describes the properties of the imaging system.
The quantities in the spatial-frequency domain, which corresponds to the plane of the
imaging system pupil, are denoted by script letters.

imaging system pupil corresponds to the spatial-frequency domain f. The mutual intensi-
ties as well as the properties of the object and the projection optics are denoted by script
letters in the spatial-frequency domain. In this discussion, the scale qonnalized coordinates
[127] are employed, accounting for the coordinate scaling in the pupil plane and for the
lateral magnification from the object to the image plane. The dimensionless spatial coordi-
" nates x, and x; represent object and image plane distances in resolution units of A/NA,
where NA is the numerical aperture of the optic on the object or the image side. The nor-

‘malized pupil coordinates f range from —1 to 1 in each linear dimension. With these con-

ventions, the quantities of interest in the space and spatial-frequency domains are related
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through two- or four-dimensional Fourier transforms. For instance, the object transmission

F(x,) and the mutual intensity in the object plane J,(x,; x,") are related to their spatial fre-
quency versions F(f) and J,(f; ) by

-2mifx,

(8-1) F(x) = j j Fe df, and

-2 (fx, + £x,")

(8-2) J,x3x,) = [[[[ 5,6 1)e dfdf .

In addition, the object and image points, x, and x;, are assumed to be in the isoplanatic
region of the optical system [127], in which the pupil function is spatially invariant and the
point amplitude transfer function K(x,; x;) depends only on the coordinate differences

Xo — Xj.

In imaging with partially coherent illumination, the mutual intensities in the object and
image planes are related by a four-dimensional frequency reséonse related to the system
pupil function [127, 135]. Specifically, in the spatial-frequenc& domain, the image mutual
intensity 4 (£ f) is the product of the object mutual intensity 7,(f; f) and the transfer func-

tion K(NKX), or
(8-3) I =5, EN KO K () -

In the space domain, the image intensity is given by the four-dimensional convolution of

the mutual intensity leaving the object J,(x,; x,,") with the point amplitude response func-
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tion K(x,) and its complex conjugate. Since the mutual intensity leaving the object corre-

sponds to the product of the incident mutual intensity J, (x,; x,”) and the product of object
transmissions F(x,)F*(x,"), the image intensity, obtained from the mutual intensity by set-

ting x = x", has the form
@4 L = [[[ [ 2,V F(x) F* (x,) K (x—x,) K* (x-x,") dx,dx,’.

The effect of aberrations on the image formation is contained in the pupil function X(f).

Here the pupil function is factored into a component %) that describes the diffraction-
limited optical system and a factor 2(f) that includes the effect of aberrations, namely

(8-5) x5 = 2w .

The aberration function 2 (f) is usually expressed as

(8-6) 2() = aper?,

where the amplitude component 4 (f) and the phase function ®(f) correspond to the trans-
mission nonuniformities and the phase aberrations in the optic, respectively. Separating the
effects of aberrations from the diffraction-limited performance. in Equation 8-3 gives the

relationship between the mutual intensity % (f; f) with aberrations and the unaberrated

mutual intensity 70(%. 1), or

8-7) LS = RER 2O P ().
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Transforming Equation 8-7 to the space domain, followed by setting x = x”, produces the

image-plane intensity I(x) of the form
(8-8) L(x) = [[[ [ G5 5/) P Gx=x) P* (x—x) dx,dx; .

Thus the aberrated image intensity corresponds to a four-dimensional convolution of the

Fourier transform P(x) of aberration function 2(f) and the mutual intensity J,-O(x; x°),

describing the image properties in a diffraction-limited system.

8.3. Aberration Frequency, Object Properties, and Coherence

The expression in Equation 8-8 for the aberrated image intensity states that the aberrations
produce image degradation through the interactions within the diffraction-limited image
pattern, described by the mutual intensity at separate image points x and x”. This aberra-
tion-induced pattern correlation occurs over distances determined by the frequency content

of the aberration transmission function ?(f). The aberrated image clearly depends on the
object characteristics that are contained in the unaberrated mutual iniensity Jio(x; x°). In

" addition, since the image relates to the mutual intensity, rather than simply the intensity or
the field amplitude, the aberration effects depend on the degree of spatial coherence in the
system. The relationships among the aberration frequencies, the object characteristics, and

partial coherence are explored in this section.
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8.3.1. Effect of a Single-Frequency Phase Aberration

To investigate the effect of different aberration frequencies, an aberration function contain-
ing a single-frequency phase variation may be considered. For a phase aberration of the
form ®(f) = Mcos(2nNf) with N cycles over the pupil radius and a peak-to-valley magni-

tude of M/m waves, the aberration function becomes

eiM cos (2nNf)

(8-9) 2() =

]

where uniform pupil transmission A (f) is assumed. This function can be expressed as an
infinite sum of complex exponentials with frequencies that are integer multiples of N
[187]. Since complex exponentials Fourier transform to delta functions, the space-domain

version of the aberration function corresponds to

(8-10) P(x) = Y, C(M)3(x—kN),

k= —oco

where the coefficients Ci(M) = K Ju(M) are expressed in terms of the ik{M-order Bessel

functions. Using the single-frequency phase aberration spectrum in Equation-8-8 gives the

aberrated intensity of the form
' (8-11) - Lx) = 3 C, (M) C* (M) J; (x=kN; x~ IN) .
k1

Thus for sinusoidal phase aberrations with N cycles over the aperture radius, the intensity

of the aberrated image consists of a weighted sum of the diffraction-limited mutual inten-
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sities at points separated by distances that are integer multiples of N A/NA. Consequently,
the correlation distances of the aberration-induced image interactions scale with the aber-
ration frequency. The interaction strengths, given by the coefficients Cy, depend on the
aberration magnitude M. For small aberrations of interest here, the amplitude of the coef-

ficients Cy that contribute to image degradation (k # 0) increases with the aberration mag-

nitude M and decreases with the interaction order k [187].
8.3.2. Aberrations Described by Zernike Polynomials

Since the aberrations in optical systems with circular pupils are often expressed in terms
of Zernike polynomials [95, 96, 98], described in the Appendix, it is instructive to consider
the impact of phase aberrations corresponding to the individual Zernike functions. While
Zemike polynomials best d_escribe the low-order figure errors, the high-order Zernike
terms may be used to understand the effects of ripple aberrations with roughly five to
twenty cycles over the pupil diameter. Although in principle any aberration can be
expressed in terms of the polynomials that form an orthogonal basis set on the circular
pupil region, the polynomial description of spatial frequencies exceeding about twenty
cycles over the aperture diameter becomes impractical. As outlined in the Appendix, each
Zemike poljmomial Zum(r, ©) consists of a nf-order radial polynomial &,,,,(r) and a si;lu-
soid in the pplar angle 6 with m cycles per revolution. The radial aﬁd azimuthal orders n
and m, related to the spatial frequencies along the radial and the azimuthal directions, are
- plotted for the first 225 Zernike polynomials in Figure 8-3(a), using the polynomial order-

ing conventions described in the Appendix.
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For a pure phase aberration, consisting of a single Zernike term of a small magnitude M,

where M << 1, the aberrations function ?(f) can be expressed as
(8-12) P() = 1+iMz,, () .

Transforming to the space domain, the effect of the aberration expressed by Equation 8-8

becomes

(8-13) L(x) = I} (x) -2M Im{ [f 1 (x5 0 Z,, (x-x) dx,.} +

Mljj‘] J. J? (xf; xi') an (x- xi) an* (x_xi') dxidxi' .

where I,-0 denotes the diffraction-limited image intensity and Z,,, represents the Fourier
transform of the Zernike polynomials. The aberrated image intensity consists of the dif-
fraction-limited intensity and the aberration-induced perturbations, determined by the
characteristics of the Zernike polynomial transform Z,,,, given in the Appendix. Generally,
~ the spatial extent of Z,,,, depends on the radial order », as illustrated in Figure 8-3(b). In
addition to the radius of the first Fourier transform peak, the figure gives the radii enclosing

50% and 90% of the total integrated square modulus, or energy, of the Zernike Fourier
| transform Z,,,,,. Both the mean spatial frequency and the spatial bandwidth, given approx-
imately by the radius enclosing 50% of the energy and by the radial range between the first
peak and the 90% enclosed energy, respectively, appear to increase linearly with the radial

order n. ‘Using the radius enclosing 50% of the energy, the approximate correlation dis-
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Figure 8-3. High-order Zernike polynomials.

(a) The radial order » and azimuthal order m of Zernike polynomials plotted vs. the poly-
nomial number. (b) The spatial frequencies of Zernike polynomials are related to their .
Fourier transform. The radius of the 50% enclosed energy, the 90% enclosed energy, and
the first peak of the Fourier transform of Zernike polynomials plotted as a function of the
radial order n. The focal spot diameter is on the order of 1 A/NA.

tance of the interactions within the image, induced by a phase aberration corresponding to

a Zernike term of radial order n, corresponds to roughly 0.24 n A/NA.
8.3.3. Aberrations and Pattern Properties

Expressing the abgrrgtion effects in terms of the properties of t:he difﬂaction—limited image
reveals the strong interaction between the image features and the aberrations. This complex
dependence allows only rudimentary deductions about the image quality in the presence of
aberrations. Since the distances over which the pattern properties become correlated per-
tain to the spatial frequencies of the aberrations, the impact of aberrations depends on the

size and the relative separation of the features. In printing of relativély dense features with

dimensions near the resolution limit, the ripple aberrations may‘ in principle degrade the
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image quality as much as low-order aberrations. Practically, the comparative effects of the
low-order and mid-frequency errors depend on their respective magnitudes. For isolated
dark features (in a bright field) of dimensions near the resolution limit, the scattering from
all aberration spatial frequencies contributes to the image degradation. Although all aber-
rations reduce the peak intensity of barely resolvable isolated bright features (in a dark
ﬁeld), mainly the low-order aberrations degrade the image fidelity. Finally, wavefront
errors with several distinct spatial frequencies may either degrade or enhance quasi-peri-

odic patterns.

In general, a complete evaluation of imaging performance requires calculations of aerial
images for the feature patterns of interest, using the known aberrations of the optical
system [188, 9]. However, the impact of wavefront imperfections on different image fea-
tures may be understood to a certain extent by considering the Fourier transform P(x) of
the aberration function P(f). The magnitude of the spatial distribution P(x) describes the
strength of the image interactions caused by the aberrations. The phase of the space-
domain aberration function P(x) determines whether the aberration-induced image interac-
tions correspond to constructive or destructive interference, i. e. image enhancement or
. degradation. The aberration effects are most progpunced for spatial peﬁods of the object
pattern that correspond to any possible peaks in the spatial distributiém P(x). Thus the
- examination of the aberration Fourier transform P(x) may reveal the spatial periods of the
patterns that are most affected by the aberrations. On the other hand, a uniform spatial
spectrum of the aberrations corresponds to an imaging performance that is not strongly
dependent bn the spatial period of the object pattern. Consequently, in applications requir-

ing good image quality for a variety of feature sizes, a relatively uniform distribution of
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aberration spatial frequencies is preferred over distributions which may catastrophically

degrade the imaging performance for certain image features.
8.3.4. Dependence of Aberration Effects on Spatial Coherence

The image degradation produced by aberrations depends on the degree of spatial coherence
in the optical system through the interactions of the diffraction-limited mutual intensity
related to the aberration spatial frequencies. To explore the relationship between coherence
parameters and aberration frequencies, the effect of coherence in the presence a single-fre-
quency phase aberration may be considered. Assuming a single-frequency aberration with
N cycles over the aperture radius and a small magnitude M << 1, the dominant aberration
contribution to the image given by Equation 8-11 corresponds to the unaberrated mutual

intensity between points separated by the fundamental interaction distance of N A/NA, or
8-14) J)(x;x-N) =

[ [ 75 Gy 2V F ) F* (2, K (-2 ) K™ (x=N=x,") dx dx

where the expansion given by Equation 8-4 is included. The effects of coherence on the .

feature pattern, described by the object transmission F(x,), appear in the mutual intensity
Jo (x5 x,") incident on the object. The single-frequency aberration shifts the unaberrated

amplitude response function Ko(xo) by N. Since the spatial extent of the illumination

mutual intensity and the unaberrated amplitude response functions is limited [127, 135],

the effect of the aberration is most prominent in the region of their overlap in
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Equation 8-14. The spatial extent of the diffraction-limited amplitude response equals
approximately to the resolution unit of A/NA. In systems employing incoherent sources
and condensers producing either critical or Kohler illumination of the object, the input
mutual intensity depends only on the coordinate difference x, — x,” and spans about
MoNA, where o represents the partial coherence factor. The partial coherence factor o,
inversely proportional to the degree of coherence, is given by the ratio NA;INA,, of the
numerical apertures of the condenser and the projector (object-side) [127]. Considering the
illumination spatial extent of A/GNA and the aberration-induced shift of N A/NA in the
response function Ko(xo), Equation 8-14 suggests that the coherent aberration effects are

most significant when the aberration correlation distance is less than the coherence width

of 1/o, or

(8-15) N<

Qal—

Thus, roughly speaking, the image perturbations due to aberrations of frequencies that cor-
respond to interaction distances within the coherence width add coheiently, while the

image effects from higher-frequency aberrations add incoherently.

8.4. Investigation of Aberration Effects with Image Calculations

The influence of aberrations in an optical system may be evalu’aied with image calcula-
tions. For feature patterns of interest, the performance assessment also involves the image
quality merit functions, dependent on the imaging application. Multiple descriptors of per-

formance are typically required to qualify lithographic lenses [189]. Owing to the strict lin-
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ewidth tolerances and the need for processing latitude in patterning of integrated circuit
features, the printed feature dimensions as well as the exposure-defocus process window
[190] represent suitable figures of merit in lithographic imaging [188, 189]. In this section,
the changes in the exposure-defocus process latitude produced by aberrations are used to
evaluate the relative importance of the different aberration frequencies on the image qual-

ity in lithography.
8.4.1. Calculation Parameters

To investigate the relationships among aberration frequencies, object features, and partial
spatial coherence, the image quality was evaluated in terms of the exposure-defocus pro-
cess window over a range of parameters. The aerial images used to determine the process

window are calculated using the program SPLAT [178] that simulates image formation

Parameters Values
wavelengthA 13 nm N
numerical aperture NA 0.1

partial coherence factor ¢ 0.1-0.9

features ’ 0.1-mm lines
orientation x and y directions
pitch 0.2-2.0 mm
polarity : bright and dark field
aberrations - mixture of astigmatism, coma, and spherical aberration
- magnitude 0.05 wave rms - o
average frequency 0.7-10 cycles over pupil radius

Table 8-1. Image calculation parameters.

The parameters used to evaluate the effects of the object size, the aberra-
tion frequency, and the partial spatial coherence on the image quality.
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with partially coherent light. The calculation parameters, chosen to include typical opera-
tional conditions in extreme ultraviolet (EUV) projection lithography, are summarized in
Table 8-1. The calculations are performed for an exposure wavelength of 13 nm and pro-
jection optics with a numerical aperture of 0.1. The 0.1-0.9 range of the partial coherence
factor o, which corresponds to the relative fill of the circular pupil with a circular illumi-
nation beam, includes values of 0.5-0.7 typically used in lithography. Since one of the chal-
lenges in printing of circuit patterns is the imaging of line features with dimensions near
the resolution limit [9, 191, 192], the test patterns chosen here are 0.1-um-wide periodic
lines of pitch varying from 0.2 pm to 2.0 pm. The line features considered include both
bright lines in a dark field and dark lines in a bright field, oriented along two orthogonal
directions. Aberrations used in the calculation have a magnitude of 0.05 wave rms, which
is typical of lithographic stepper lenses [9]. The wavefront errors are composed of equal
rms contributions from balanced astigmatism, coma, and spherical aberration terms of the

same order. To vary the aberration frequency, over a range of 0.7-10 cycles over the pupil

radius, aberration orders from the 3™ ¢ the 43" are utilized. Since each one of the aberra-
tion wavefronts is described by Zernike polynomials of three consecuﬁve radial orders
n-1, n, n+1, the average aberration frequency is taken as 0.24 n ¢ycles over the pupil
fadius, as described in Section 8.3.2. This chdice of aberration profiles with parrow-band
‘ spatial-frequency content reveals the relative effects of different spatial frequencies on the
image. Two examples of the wavefronts used are given in Fi‘guré 8-4(a) and (b). The
3'd-qrder aberration in Figure 8-4(a) contains Zernike polynomial terms 5, 6, and 8, corre-
sponding to mean radial order of n = 3 and average aberration frequency of 0.7 cycles over

the pupil radius. Similarly, the 1 1%_order aberration in Figure 8-4(b), composed of Zernike
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Figure 8-4. Examples of test aberrations.

Two examples of the wavefront phase used to investigate the effects of aberration fre-
quency on the image quality. Each aberration with total wavefront error of 0.05 wave rms
consists of equal rms contributions from astigmatism, coma, and spherical aberration of
the same order. Wavefronts composed of (a) 3" order (primary) and (b) 11 order aberra-
tions that correspond to Zernike polynomials 5, 6, 8 and 45, 46, 48, respectively.

terms 45, 46, and 48, has a mean radial order of n = 11 and an average aberration frequency

of 2.6 cycles over the pupil radius.

The merit function used here to assess the image quality is the reduction in the exposure
dose process latitude caused by the aberrations. For a particular irrIage pattern, the expo-
sure latitude corresponds the exposure dose range that produces critical feature dimensions
within specified limits fof a given defocus variation. As an example, the process window
definitions used in these calculations are illustrated in Figure 8-5 for both diffraction-lim-
ited and aberrated projection optics. In this case, the feature of interest is a bright line of
0.1-pm width and 0.35-pum pitch. The plots show the linewidth contours corresponding to
a £10% shift in the critical dimension. The exposure variation, simulated by scaling of the
calculated image, bounded by these contours represents the exposure latitude. The +0.5 pm

defocus range needed in EUV projection lithography defines the focal latitude. The relative
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Figure 8-5. Exposure-defocus latitude definition.

The defocus and exposure dose range that produces printed linewidths within specified

limits defines the process latitude. Here the process window (shaded) for 0.1-pm line fea-

tures is given by the exposure dose range that produces linewidths of the aerial image

between 0.09 pm and 0.11 um within a defocus range of £0.5 pm. The process window

for bright, y-oriented 0.1-pm lines of 0.35-jum pitch imaged at 13 nm, 0.1 NA, and partial

coherence factor of 0.5 using an imaging system with (a) no aberrations and (b) the aber-

rations in Figure 8-4(a).
impact of aberrations is given by the fractional overlap of the exposure-defocus window in
the presence of aberrations with the process window of a diffraction-limited imaging sys-
tem. For a fixed defocus range, the reduction in the process window overlap equals the

reduction in the exposure latitude.

8.4.2. Calculation Results

The calculated effects of low and high-order aberrations on bright features in a dark back-
ground and dark features in a bright background are summarized in Figure 8-6 and
Figure 8-7, respectively. For feature variations along the x and the y directions and for par-

tial coherence factors o of 0.3, 0.5, and 0.7, the figures show the exposure latitude reduc-
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tion caused by the different aberrations as a function of the average aberration frequency
and the pitch of the line features. The aberration frequency is given in cycles over the pupil
radius and the line pitch in the resolution units of VNA. As expected, the image degrada-
tion increases with the degree of spatial coherence, proportional to the inverse partial
coherence factor 1/c. In agreement with the general rule that the imaging of dark features
is more difficult than the imaging bright features [9], the aberration effects are more severe
for dark lines in a bright field than for bright lines in a dark field. The differences in the
image fidelity between line features along the x and the y directions result from the non-
uniformities of the aberrations over the pupil, illustrated in Figure 8-4. The aberrations
vary more strongly along the y direction than along the x direction, affecting line features

that are oriented long the y direction more severely than those along the x direction.

Observation of the plots in Figure 8-6 and Figure 8-7 reveals that dense features with
dimensions near the resolution limit appear to be affected similarly by aberrations of both
low and high spatial frequencies. In this case, the aberrations having different spatial fre-
quencies mainly degrade the contrast of the dense features. In printi{ng_ isolated features
separated by distances exceeding several times the feature size, the low-order aberrations
. that degrade the lme fidelity have a similar effect on the lines of varying spatial periods. In
comparison to the l.ow-order aberrations, the image quality of dark isolated fqatures is sig-
nificantly degraded by high-frequency aberrations. On the other hand, isolated bright fea-
tures having dimensions on the order of the resolution limit are less inﬁuenced by the high-
frequency ripple aberrations than by the low-order errors. These observations are consis-
tent with the facf that higher-order aberrations scatter light over distances greater than the

resolution.
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Figure 8-6. Dark-field.exposure latitude vs. aberration frequency and line pitch.

The reduction in the exposure latitude, defined as the fractional overlap of the process
window of an aberrated system with the window of a diffraction-limited system, for bright
0.1-pm lines in a dark background as a function of the average aberration frequency and
the line pitch. For lines oriented along the x and the y directions, the exposure latitude is
given for partial coherence factor of 0.3, 0.5, and 0.7.
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Figure 8-7. Bright-field exposure latitude vs. aberration frequency and line pitch.

The reduction in the exposure latitude, defined as the fractional overlap of the process
window of an aberrated system with the window of a diffraction-limited system, for dark
0.1-pm lines in a bright background as a function of the average aberration frequency and
the line pitch. For lines oriented along the x and the y directions, the exposure latitude is
given for partial coherence factor of 0.3, 0.5, and 0.7,
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Figure 8-6 and Figure 8-7 also indicate enhancement of features with certain spatial peri-
ods by certain aberration frequencies. This effect occurs when the spatial period of the line
features matches an integer multiple of the aberration scattering distance that corresponds
to the narrow-band frequency content of the aberrations considered. Since the frequency
bandwidth of the Zernike aberration terms used increases with the mean aberration fre-
quency, as shown in Figure 8-3(b), the enhancement appears to decrease somewhat with
the aberration frequency. When the aberration distances do not match the spatial periods
of the features, for spatial frequencies above roughly three cycles over the pupil radius the
effect of higher-order aberrations corresponds to an image contrast degradation that is

quite uniform with the spatial frequency.

The impact of the aberration frequency and the partial spatial coherence on the image is
jllustrated in Figure 8-8. The exposure latitude reduction caused by the differentlaberra-
tions is given as a function of the average aberration frequency and the partial coherence
factor o for dense lines of 0.2-im pitch in Figure 8-8(a) and for bright and dark isolated
lines of 1.2-pm pitch in Figure 8-8(b). Each plot also indicates the boundary, given by the
simple rule of Equation 8-15, that separates the regions where the aberration effects are
_approximately coherent from the region where they are :_;}pproximately incoher;ent. For
dense features, the boundary indeed seems to divide the regin}e Qhere the effects of the
- aberration are s_ignificant from the regime where they are liot. For isolated féatures whose
degradation is not a strong func;ﬁoﬁ'.‘of the aberration frequem;y for spaﬁal frequencies
above several cycles over the aperture, the aberration-induced image degradation appears
to be significant even when the aberration correlation distance exceeds the coherence

width.
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Figure 8-8. Exposure latitude vs. aberration frequency and coherence factor.

The exposure latitude of an aberrated system relative to a diffraction-limited system as a
function of the average aberration frequency and the partial coherence factor for (a) dense
0.1-pm lines and (b) isolated bright and dark 0.1-pm lines. The solid curve represents the
boundary where the average aberration frequency equals the inverse coherence factor.
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8.5. Figures of Merit Including Object Properties

The strong dependence of aberration effects on the object properties necessitates optics
performance evaluation for a variety of object features. Although aerial image calculations
provide a complete description of imaging quality, simpler merit functions that include the
object dependence may be useful for aberration tolerancing and image characterization.
Traditionally, the measure of lens quality has been based on the Strehl ratio [95, 121], rel-
evant in microscopy and astronomy applications, which corresponds to the ratio of inten-
sities at the center of the image of an isolated point object in optical systems with and
without aberrations. More recently, the bright and dark line ratios have been proposed as
merit functions for lithographic projectors [191-193]. For a narrow slit aperture on a dark
background, the value of the aberrated intensity at the line center divided by the intensity
in the absence of aberrations constitutes the bright line ratio. The dark line ratio describes
the intensity dip from a thin dark line in a clear background in optics with and without aber-
rations. In this discussion, the concept of the line ratio is extended to include the spatial
period of the object features. The periodic bright line ratio (PBLR) may be defined as the
ratio of intensities in optics with and without aberrations at the center of narrow periodic
" bright lines in a dark field. Similarly, the periodic dark line ratio (PDLR) corresponds to
the intensity decrease in the presence of aberrations relative to ‘the diffraction limit at the
- center of narrow periodic dark lines in a bright background. The periodic bright and dark
 line ratios can be found from the expression for image intensity given by Equation 8-4.
Under the assumption that the mutual intensity incident on the object plane depends only

on the coordinate difference x, — x,°, valid for the either critical or K&hler illumination
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[127], the periodic bright line ratio for lines with a period of sA/NA oriented normal to the

unit vector u is given by

[ 20T A (e 4

(8-16) PBLR = — )

[ 12O ST R+ 2) (L2

and the periodic dark line ratio becomes

I J;(f)zq',Re(K(ﬂ Lo (1) )as

(8-17) PDLR = —=

[ 50 5x(R(r+ )" 0 Jr

Here %(/) and X(f) denote the aberrated and the diffraction-limited pupil transmission

functions, respectively, and the integers g and g” range from —co to +oo.

As an example, the periodic bright line and dark line ratios for the wavéfront aberrations
described in Section 8.4.1 are given in Figure 8-9(a) and (b), respectively. For a partiél
coliérénce factor of 0.5 and feature variations along both x and y directions, the periodic
line' ratios are plotted as functions of the average aberration frequency and the pitch of the
line features. The abérrati;)n frequency is given in cycles over the pupil radius and the line
pitch in the resolution units of A/NA. As expected, the trends exhibited by the periodic
bright and dark line ratios match the exposure-defocus process latitude calculations for

periodic lines illustrated in Figure 8-6 and Figure 8-7.
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Figure 8-9. Periodic bright and dark line ratios vs. aberration frequency and line pitch.

The periodic (a) bright line and (b) dark line ratios as functions of the average aberration
frequency and the line pitch for the aberrations described in Section 8.4.1 and the partial
coherence factor of 0.5. ;

8.6. Conclusion

- The degradation of the image quality by wavefront aberrations has been analyzed in gen-
eral using the theory of image formation with partially coherent radiation. Considering the
aberration effects as perturbations of a diffraction-limited image, the aberrations induce
correlations within the image that are described by the mutual intensity of the diffraction-

limited image. An aberration containing N cycles of variation over the pupil radius pro-
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duces correlations within the imaged pattern over distances that are integer multiples of N
times the resolution unit of A/NA. The aberration effects increase with the degree of the
partial spatial coherence of the light used. In imaging relatively dense features, the aberra-
tion-induced effects add approximately coherently when the aberration correlation dis-
tance of N A/NA is less than the coherence width of A/oNA, where ¢ is the partial
coherence factor determined by the illuminator system. On the other hand, the interactions
are approximately incoherent when the correlation distance exceeds the coherence width.

This simple rule does not apply to isolated features.

Employing lithographic exposure-defocus imaging latitude as an image merit function, the
effects aberrations on the image have been illustrated with aerial image calculations for
aberrations with up to ten cycles over the aperture radius. As expected, the influence of
aberrations with different spatial frequencies on features with dimensions near the resolu-
tion limit exhibits strong dependence on the spatial distribution of the object pattern. Aber-
rations of all spatial frequencies degrade dense features similarly. However, only
aberrations with frequencies above roughly three cycles over the pupil radius af}ect imag-
ing of isolated features with dimensions near the resolution limit similarly. To include the
dependence of aberration effects on the object properties and on the degree of partial
coherence, the periodic line ratios have been proposed as simple merit functions for aber-
ration tolerancing and image characterization in lithographic optics. For line features, the
periodic bright and dark line ratios indicate the same image-quality trends as the exposure-

defocus process latitude based on aerial image calculations.
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9 Summary and Future Work

9.1. Summary of the Research

The imaging performance of extreme ultraviolet optical systems was investigated in this
thesis. Motivated by the desire for near diffraction-limited imaging in extreme ultraviolet
(EUV) projection lithography, point diffraction interferometry was implemented at wave-
lengths near 13 nm to evaluate wavefront aberrations in multilayer-coated reflective opti-
cal systems with moderate numerical apertures. The goal of the measurements was to
develop wavefront-measuring metrology at EUV wavelengths with accuracy beyond the
suggested wavefront aberration tolerance of 0.02 wave rms. Following several proof-of-
principle experiments, the phase-shifting point diffraction interferometer was used to
examine the overall extreme ultraviolet wavefront, produced by mirror surface irregulari-
ties and multilayer coating imperfections, in a two-mirror multilayer-coated Schwarzschild
~ optic. To assess the wavefront measurement quality, the -I'neasureme;lt repeatability was
determined and the reference wavefroht accuracy estimated by detecting known systematic
aberrations. By employing the Schwarzschild objective in an imaging experiment using a
prototype lithography exposure tool, the accuracy of the interferometry measurements was
confirmed qualitatively from the consistency between the patterns printed in photoresist

and those predicted by calculations based on the interferometry measurements.
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Using the wavefront measurements at multiple wavelengths, chromatic aberrations and
wavelength-dependent transmission nonuniformities due to the molybdenum/silicon
(Mo/Si) multilayer coatings were observed. The effects of chromatic vignetting due to lim-
ited multilayer transmission passbands on the imaging performance of the Schwarzschild
optic were analyzed. The coating characteristics extracted from the interferometry data on
the two-mirror system were also compared to previously reported coating properties mea-

sured on individual mirror substrates.

In this work, the effects of residual aberrations on the imaging performance in lithography
systems were examined by treating aberrations as perturbations of a diffraction-limited
image. The complex relationship between the aberration spatial frequency, the object prop-
erties, and the degree of spatial coherence of the radiation was explored with aerial image
calculations for aberration spatial frequencies up to ten cycles over the optic aperture
radius. To include the object dependence in aberration tolerancing and image characteriza-

tion, the periodic line ratios were proposed as simple image-quality merit functions.
9.1.1. Point Diffraction Interferometry

The isspes concerning accura;e wavefront metrology of assembled imaging systems based
on point diffraction mwﬁeroﬁewm were considered in Chapter 2. Both the conventional
and .the phase-shiftin_g versions of the point diffraction mterferomefer allow direct mea-
suremeni of the optical system wavefront from the interference between the unknown test
wave and a known reference wave. While the simpler conventional point diffraction inter-
feron';eter can in principle record aberrations of relatively large magnitudes, the phase-

shifting design, suited to the measurement of small wavefront errors, offers significantly
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higher throughput and improved accuracy through phase-shifting. In either design, the
quality of the reference wavefront and of the wavefront used for the illumination of the test
optic, both of which are produced by diffraction of light from sub-resolution pinhole aper-
tures, determines the measurement accuracy. To estimate the size of the pinholes needed
for the generation of the desired spherical wavefronts, while accounting for nonuniform
illumination of the apertures in the interferometer, scalar-field calculations applicable to
diffraction over moderate numerical apertures were employed. To characterize optical sys-
tems with moderate numerical apertures (NA <0.1) at a wavelength A with wavefront mea-
surement accuracy on the order of 0.01 wave rms, the diameter of the pinhole needed to
diffract a high-quality spherical wavefront corresponds to roughly one third to one half of
the resolution unit of A/NA for the optic under test. With wavefront-generating pinholes of
proper size, the interferometric accuracy can potentially scale with the wavelength of the

radiation used in the measurement.

The test and the reference beams in point diffraction interferometers follow nearly
common paths, allowing measurements with light sources of relatively short temporal
coherence lengths. However, the requirement of adequate contrast of the interference
fringes dgmands radiation sources that possess significant spatlal cohér#nce. In the extreme
ultraviolet spectral region, high-brightness radiation from undulators best meets the spatial
- coherence requirements ;)f point diffraction interferometers. Although in compaﬁson to
other EUV sources, undulators produce relatively spatially coherént radiation, usually only
1/10 to 1/100 of the overall undulator power in the desired spectral band is spatially coher-
ent. Usiné a statistical description of the radiation fields, the effect of the relative lack of

coherence on the spatially filtered wavefront diffracted from the interferometer entrance
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pinhole was analyzed. A general method for the characterization of the degree of coher-
ence and the radiation phase, including diffraction of the light by a pinhole aperture, is out-
lined in Chapter 2 for relatively incoherent sources described by an ensemble of
independent radiators. Under the assumptions of the statistical description, the low spatial
coherence of the undulator source does not significantly influence the quality of the point
diffraction interferometry measurements. With proper choice of the illuminator system for
imaging of the source onto the entrance pinhole, the illumination wavefront generated by

the entrance pinhole can be nearly spherical and spatially coherent, as required.
9.1.2. Proof-of-Principle Experiments

Conventional point diffraction interferometry measurements of singlet lenses at EUV
wavelengths represent one of the key experiments that have enabled later characterization
of a two-mirror multilayer-coated system with the phase-shifting point diffraction inter-
ferometer. The measurements of the intensity and the phase of the wavefronts from dif-
fractive zone plate lenses, performed near 13-nm wavelength, were discussed in Chapter
3. The presence of small zone placement errors was established from the comparison
between the measured far-field-intensity patterns from the zone plates and the diffraction
calculations for lenses with zonal errors. Relating the calculation results to the nieasured
intensity patterns revealed that the unoptimized zone plate optics, with 600 zones and an
80-;_im outer zone width, had peak zonal placement errors on the order of 30 nm. While
the inténsity measurements provided evaluation of relatively high-frequency wavefront
erTors caused by imperfect zone positioning, the interferometry measurements allowed

the characterization of the low-order aberrations. The interferometric phase measurement
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of one annular zone plate showed a wavefront error of 0.14 wave rms at 12.9-nm wave-
length. The errors in the reference wavefront due to oversize reference pinholes, esti-
mated to be about 0.04 wave rms in magnitude, were found to influence the measurement

of the test wavefront.

The second important step toward the implementation of the phase-shifting point diffrac-
tion interferometer at EUV wavelengths was the construction of the phase-shifting inter-
ferometer prototype utilizing visible light. Described in Chapter 4, the visible-light
measurements were used to evaluate the interferometer capabilities and to explore align-
ment strategies. The prototype interferometer system, applied in testing of near diffraction-
limited lenses, demonstrated measurement repeatability of +0.002 wave rms at 632.8-nm
wavelength. The measurement self-consistency, found by evaluations of the test wavefront
at multiple azimuthal orientations of the interferometer components and of the test optic

and by varying the defocus in the wavefront, was better than 0.008 wave rms.
9.1.3. Properties of a Multilayer-Coated Schwarzschild Optic

The phase-shifting point diffraction interferometer implemented at EUV wavelen gths was
used to charécterize the abe:ratio_né in a multilayer-coated Schwarzschild objectiv-e
designed for a prototype EUV lithography system. The Schwarzschild objective, cons.sis.t-
. ing of two spherical mirrors with annular clear apertures, forms 10x-demagnified images
over a field of view 400-pm in diameter by employing an off-axis circular aperture stop.
As reported in Chapter 5, three different portions of the annular aperture, corresponding to
three separate aperture stops with numerical apertures of 0.06, 0.07, and 0.08, contained

wavefront aberrations of 0.044, 0.090, and 0.313 wave rms at 13.4-nm wavelength. The
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wavefront errors consisted mainly of astigmatism, oriented along the azimuth of the annu-
lar the clear aperture of the objective. The small wavefront errors in the 0.07-NA and the
0.06-NA sub-apertures correspond to near diffraction-limited imaging performance at

extreme ultraviolet wavelengths.

The chromatic vignetting effects, caused by the limited passbands of the Mo/Si multilayer
coatings in the Schwarzschild optic, were studied with interferometry and with transmis-
sion measurements in Chapter 6. The chromatic phase aberrations and the wavelength-
dependent coating transmission nonuniformities were directly observed via measurements
at several wavelengths within the coating transmission passband centered near 13.4 nm.
The measurements predicted negligible influence of the chromatic aberrations on the for-
mation of the image in an EUV exposure system. Accounting for the layer interface imper-
fections and for the variations in the multilayer period over each mirror, good qualitative
agreement in both the transmission and the phase was obtained between multilayer calcu-
lations and the experimental observations. Furthermore, the coating characteristics
extracted from the measurements of the two-mirror system were compared to the [;revi-

ously reported coating properties measured on the individual mirrors.
9.1.4. Evaluation and Verification of Interferometer Performance

The capabilities of the interferometer were assessed in terms of the stébility and the repeat-
ability of the measurements at an operational wavelength of 13.4 nm. As described in
Chapter 5, the observed interferometer stability was found to be adequate for wavefront
charaéterization with 0.01 wave rms accuracy at EUV wavelengths. The measurement

repeatability, evaluated with extensive experiments on the 0.07-NA sub-aperture of the
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Schwarzschild objective, was established to be +0.008 wave (30.11 nm) rms. Owing to ref-
erence pinholes whose diameters of 130-165 nm were somewhat larger than the 60-100 nm
needed to test a 0.07-NA optic at 13.4 nm, the quality of the reference wavefront repre-
sented the most significant factor limiting the interferometer accuracy in these measure-
ments. The reference wavefront errors, evaluated by changing the focal component in the
measured wavefront and by detecting a systematic coma effect in the fringes, was esti-

mated to be roughly £0.015 wave (+0.20 nm) rms in a numerical aperture of 0.07.

Imaging experiments with the Schwarzschild objective, performed on the EUV lithogra-
phy exposure tool for which the optic was designed, were used to verify the accuracy of
the interferometric wavefront measurements qualitatively. As discussed in Chapter 7, the
photoresist patterns printed with the 0.07-NA sub-aperture of the Schwarzschild optic were
compared to the image intensities obtained from calculations that accounted for the astig-
matic aberrations of 0.090 wave rms measured interferometrically. For several test pat-
terns, including the star resolution pattern and the dense line/space features, the image
" quality observed experimentally revealed the astigmatism predicted from interferometry.
" The excellent agreement between the printed features and the interferometry-based image

calculations validated the measurement accuré,cy estimates found in Chapter 5.
9.1.5. Infiuence of Residual Aberrations on Lithographic Imaging

Employing the theory of image formation with partially coherent radiation, the impact of
aberrations on the image quality in lithographic projectors was considered in Chapter 8.
Viewing the aberration effects as perturbations of a diffraction-limited image, the aberra-

tions induce correlations within the image that depend on the spatial-frequency content of
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the wavefront errors and on the spatial coherence of the radiation used. An aberration with
a spatial frequency of N cycles over the pupil radius induces interactions within the image
over distances that are integer multiples of N times the optical system resolution unit of
ANA. The aberration effects scale with the degree of the partial spatial coherence. Since
the radiation is essentially coherent over distances given by the coherence width, it was
suggested that the aberration effects add coherently when the aberration correlation dis-
tance of N A/NA is less than the coherence width of A/ONA, where G is the coherence factor
determined by the illuminator system. Similarly, the addition would be incoherent when
the correlation distance exceeds the coherence width. This simple relationship, dividing
the aberration effects into coherent and incoherent regimes according to aberration fre-
quency, seems to hold in imaging of relatively dense features but does not apply to barely

resolvable isolated features.

The effects of aberrations on features with dimensions near the resolution limit were also
illustrated with aerial image calculations. Using the exposure-defocus imaging latitude rel-
evant in lithography as a figure of merit, the dependence of the image on the object prop-
erties, the aberration frequencies, and the degree of partial coherence was evaluated for
aberration 'spatiél frequencles up to ten cyé:les over the radius of the imaging system pupil.
Although a complete assessment of imaging performance generally requires aerial image
calculations for a variety of object features, simpler figures of image ciuality may be useful
in aberration tolerancing and image characterization. The periodic bﬁght and dark line
ratio_s, proposed as figures of merit that include the object and the coherence dependencies,
were found to indicate similar trends in the image quality as the exposure-defocus imaging

lattitude based on aerial image calculations.
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9.2. Suggestions for Future Work

Additional studies on the extreme ultraviolet point diffraction interferometer are required
to achieve accuracy in wavefront-measuring metrology of multilayer-coated mirror sys-
tems beyond the sub-nanometer levels demonstrated in this work. Other research topics
related to the present study are also of interest for the development of diffraction-limited
imaging at extreme ultraviolet wavelengths. The suggestions for future experiments and

calculations include:

1) Characterization of self-consistency of the phase-shifting point diffraction interferom-
etry measurements, analogous to the experiments in Chapter 5, with sufficiently small

reference pinhole apertures.

2) Evaluation of the reference wavefront quality from the interference of two wavefronts
diffracted by sub-resolution pinhole apertures. The wavefront quality may be explored
for different illumination properties, alignment conditions, and spatial separations of

the pinholes.

- 3) Theoretical investigation of the sphericity of the wavefront diffracted by small three-
dimensional pinhole apertures, including vector-field diffraction over large numerical

apertures under nonuniform illumination.

- 4) Point-diffraction interferometry measurement of a complex optical system with a large

field of view.

5) Experiment to fully correlate multilayer coating properties on individual mirrors with

the cqating performance in an assembled optical system.
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6)

7)

Development of an interferometric test suitable for the characterization of individual
multilayer-coated mirrors at their operational wavelengths. A specific suggestion in
need of further consideration is the following type of a shearing interferometer: .The
surface shape and the coating properties are tested by illuminating the mirror with two
“spherical” wavefronts, diffracted from two spatially displaced sub-resolution pin-

holes, and observing the reflected wavefronts.

Determination of the spatial aberration frequency that separates the frequency range,
in which deterministic aberration description must be used to examine the image qual-
ity, from the region where a stochastic model based on the statistics of mirror surface
profiles is sufficient. This spatial-frequency boundary can be found by considering the
frequency-dependent variance of the image intensity in the statistical aberration model,
either analytically or with Monte Carlo simulations, because the variance represents

the deviation of the actual system properties from their ensemble average.
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Appendix

A. The Zernike Circle Polynomials

For optical systems with circular pupils, the Zernike circle polynomials provide a conve-
nient representation of a wavefront in terms of distinct aberration terms. Each Zernike
polynomial corresponds to a specific balanced aberration. The first few Zernike terms rep-
resent the primary aberrations, including piston, tilt, defocus, astigmatism, coma, and
spherical aberration. As a set, Zernike polynomials form an orthogonal basis on the unit

circle, described by polar coordinates (r, ).

The Zernike circle polynomials separate into radial functions R,,(r) and azimuthal sinu-

soidal components. The polynomials are described by the order n of the radial polynomial

ﬂ(,,'m(r) and by the number of cycles m of the azimuthal component. In particular, given that

m, n 20, the Zemike polynomials Z,,,(r, 6) used here are given by

. cos (m0)
Equation A—l; z .(rn6) = Rm(r){ sin (m0) } , where
n-2s
Equation A-2. Rum (D) = i (-1° (n+S: Si'En — )
! -s\
2

213



analysis natural radial azimuthal

(575- 47°) cos 30
(5r°-47) sin 30

label label order order Zemike polynomials  Aberration names
n m
0 0 1 piston
1 1 rcos© x tilt
2 2 rsin 0 y tilt
3 3 27 -1 defocus
4 4 7 cos 20 astigmatism at 0°
5 5 72 sin 20 astigmatism at 45°
6 6 (3 -2r) cos 6 X coma
7 7 (3r3 —2r)sin 0 y coma
8 8 6rt—6r7 +1 spherical aberration
9 9 3 cos 30 triangular astigmatism at 0°
10 10 31 sin 30 triangular astigmatism at 30°
11 11 (4r* —3r2) cos 26
12 12 (4r*-3r%) sin 20
13 13 (107 — 127> + 37) cos 6
14 14 (10”° — 123 +37) sin 6
15 15 207 -30r + 1212 - 1
16 16 r* cos 40
17 17 r* sin 40
18 18
19 19
20 20

OFEEINNWWARANMWUN OFFHFNDNWWLWRAR OFREFEFNDNWW OFFNDN OF=MF O

W LY LY LY WY LY N N DD NN N
m#wwuc%mﬁgm W =

E =S
[~ -]
-
N
o

(1575 - 20r* + 67%) cos 20
(1579 — 20r* + 67) sin 20
(35r" — 607 + 30r— 4r) cos O
(3517 — 60 + 30— 4r) sin ©
7078 — 140r5 + 9074 =202 + 1

P cos 50

P sin 50

(65— 57°) cos 40

(6r5=57°) sin 46

(2177.— 307 + 10r°) cos 30

(2177 - 307 + 10/) sin 30

(561 — 105r° + 60r%— 107%) cos 26

(56r® — 105r° + 60r*- 1072) sin 20
(126r° - 280r7 + 210 607 + 57) cos ©
(1267° - 280r7 + 210°- 607> + 5r) sin 0
252r19 — 63078 + 56075 — 210r% + 302 - 1

92412 - 2772719 4+ 315078 — 16807 + 420r* - 422 + 1

Table A-1. Zemike circle polynomials used in the data analysis.

The primary (3" order) aberrations correspond to polynomials 4-8, the secondary
(5 order) aberrations to terms 9-15, the tertiary (7 order) aberrations to terms 6-24, etc.
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Of the different scalings and orderings of Zernike polynomials that have been reported [95,
96, 98, 119-121], Zernike functions that are scaled to a peak magnitude of unity and
ordered as shown in Table A-1 are employed here. The table lists the first 36 Zernike poly-
nomials used to describe the low-order aberrations of interest. The last Zemike term listed
appears out order that is given by the ordering of the other polynomials. In the data analysis

reported here, it is labeled as number 36 instead of its natural number 48..

In some applications, the Fourier transforms of the Zernike polynomials are of interest. In
terms of the polar coordinates (p, ¢) in the frequency domain, the two-dimensional Fourier

transform Z,,,, of the Zernike polynomial Z,,,, takes the form

5,0 cos (m¢)
Equation A3.  Z,_(p,9) = (-)"(-1) > -E‘-(—EP—){ }

P sin (m¢)

where J,,,; denotes a Bessel function of order n+1.
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