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1 Introduction

This is a brief statement of the research progress made on Grant NAG2-243
titled "Tools for Nonlinear Control Systems Design", which ran from 1983
till December 1996. The initial set of Pis on the grant were C. A. Desoer, E.
L. Polak and myself (for 1983). From 1984 till 1991 Desoer and I were the
Pis and finally I was the sole PI from 1991 till the end of 1996.

The project has been an unusually longstanding and extremely fruitful
partnership, with many technical exchanges, visits, workshops and new av
enues of investigation begun on this grant. There were student visits, long
term,visitors on the grant and many interesting joint projects.

In this final report I will only give a cursory description of the technical
work done on the grant, since there was a tradition of annual progress reports
and a proposal for the succeeding year. These progress reports cum proposals
are attached as Appendix A to this report. Appendix B consists of papers
by me and my students as co-authors sorted chronologically. When there
are multiple related versions of a paper, such as a conference version and
journal version they are listed together. Appendix C consists of papers by
Desoer and his students as well as "solo" publications by other researchers
supported on this grant similarly chronologically sorted.



2 Synopsis of Research Topics Covered

The grant had very much of the character of a living object and it changed
emphasis and focus over the years. The following were the main axeas cov
ered.

2.1 Adaptive Control

In the early years of the grant, a great deal of research on new algorithmsfor
adaptive control, stability robustness, parameter convergence were covered.
An extended research monograph based on the output of this research was
published by Prentice Hall in 1989, entitled "Adaptive Systems: Stability,
Convergence and Robustness" in addition to several papers on all aspects of
adaptive control.

2.2 Nonlinear Control I/O Methods

Desoer worked on a number of topics involving the parameterization of all
stabilizing nonlinear controllers, the use of dither, passivity in stabilization
and nonlinear controller design methods from an Input Output point of view.

2.3 Geometric Nonlinear Control

Motivated by flight control applications for a VTOL Harrier at Ames, we
began an investigation of "slightly non-minimum phase" nonlinear systems
jointly with Dr. George Meyer. This work has actually continued till re
cently with recent collaboration between Dr. Meyer, and Prof. Hunt. We
also studied nonlinear control of singular systems (with Petar Kokotovic of
the University of California, Santa Barbara) (non-regular), adaptive control
of nonlinear single input single output and multi input multi output systems
(respectively with Alberto Isidori and Marika Di Benedetto from the Uni
versity of Rome). Andy Teel and Raja Kadiyala worked on CAD tools for
nonlinear control systems design. Raja Kadiyala developed a CAD toolbox
called APLIN, which was to have been commercializedby Integrated Systems
Inc.



2.4 Geometric Control of Robots and Multifingered
Hands

Based on the geometric nonlinear control we developed adaptive and nonlin
ear control schemes for single and cooperative robots (multi-fingered hands).
Partly basedon this work, a text book entitled "A MathematicalIntroduction
to Robotic Manipulation" by R. Murray, Z. Li and S. Sastry was published
by CRC Press in 1993.

2.5 Flight Management Systems and Air Traffic Con
trol

Motivated by some work on nonholonomy in robots, we began a project with
Richard Montgomery at the University of California, Santa Cruz in the area
of optimal path planning for aircraft: a so-called "landing tower" problem.
In response to this problem we developed tools for optimal control problems
on Lie groups. Soon thereafter we realized that there were other deeper
research issues in path planning, conflict resolution and hybrid control for
aircraft inside TRACONS and we have begun a program of joint work with
the NASA AATT program (in general) and the CTAS program in particular
at Ames for path planning for aircraft. This work continues in the follow up
grant NAG 2-1039 with Claire Tomlin, who spends a day a week at Ames
and also represents the connections with Honeywell, Inc.

2.6 Hybrid Control

Motivated by hierarchical control of complex multi-agent systems (such as
those in air traffic control) or multi-mode control systems (such as those en
countered in flight control), we have begun a study of fundamental issues in
the design ofswitched control systems and distributed decision mahing. This
work continues in the follow up grant NAG 2-1039 entitled, "Design and Ver
ification Tools for Hybrid Control Systems in Flight Vehicle Management".
Claire Tomlin is the person primarily supported on this grant. Her role is
to forge links between the basic hybrid systems research developed on the
project and the Flight Systems Group of Dr. Meyer, with the ATM research
under the leadership of Dr. Erzberger and Shridhar at NASA Ames.



3 Workshops Organized During Period of
Grant

3.1 1989 NASA Ames Berkeley Workshop in Nonlin
ear Flight Control

This workshop held in August 1989 featured three days of presentations in
areas of nonlinear and flight control. It was attended by about 80-100 people
and is often cited as one of the premier workshops in nonlinear flight control.

3.2 1990 Second UC-NASA Workshop on Nonlinear
Control

This workshop held at Santa Barbara in April 1990 just eight months after
the 1989 workshop listed above, was a big success with about 80 speakers, a
tributed to the vitality of the field.

3.3 1993 ARO NASA Workshop on "Formal Models
for Intelligent Control"

This workshop co-sponsored by the Army Research Office was held at MIT
at the beginning of October 1993. The total number of participants was over
150 and began an era of excitement about hybrid amd intelligent control. The
speakers covered hybrid systems, switched systems, neural and fuzzy control,
flight control, discrete event systems, and hierarchical control.

3.4 1995 Bozeman Workshop on "Exterior Differen
tial Systems and Hybrid Control"

This workshop also cosponsored by the Army Research Office was held at
Bozeman (under the co-direction of Clyde Martin). Topics in exterior dif
ferential systems in nonlinear control and the new project on Air Traffic
Management begun with NASA Ames were featured topics. It was attended
by over fifty participants.



4 Personnel

4.1 Researchers supported on the grant

In addition to the Pis, and the students whose names are given in the next
subsection, Profs. Michael Heymann, Alberto Isidori, Marica Di Benedetto,
and Petar Kokotovic were partially supported for their work on the grant
when they visited Berkeley and NASA Ames.

4.2 Completed Doctoral Dissertations Earned by Stu
dents Supported by the grant

The following doctoral students were either wholly or partialy supported
by the grant. I have included their current whereabouts (if known) and
date of completion. Some other students who finished with MS only were
also supported on this grant: Joe Sifer(Desoer) and Shobana Venkataraman
(Sastry).

1. Ramon Silva Madriz, graduated 1983,

2. Ching An Lin, graduated Dec. 1983, National Jiao Tung University,
Taiwan (advised by Desoer)

3. Marc Bodson, graduated 1986, University of Utah, UT

4. Shahram Shahruz, graduated 1986, University of California, Berkeley,
OA (advised by Desoer).

5. Li-Chen Fu, graduated 1987, National Taiwan University, Taiwan

6. Amit Bhaya, graduated 1987, Federal Institute of Technology, Rio de
Janeiro, Brazil (advised by Desoer).

7. Er-Wai Bai, graduated 1987, University of Iowa, Iowa City, lA

8. Jeff Mason, graduated 1988, IBM Rochester, MN

9. John Hauser, graduated 1989, University of Colorado, CO

10. Richard Murray, graduated 1991, Caltech, Pasadena, CA



11. Guntekin Kabuli, graduated 1991, Univ of California, Davis, OA (ad
vised by Desoer).

12. Andrew Teel, graduated 1992, University of California, Santa Barbara,
CA

13. Raja Kadiyala, graduated 1992, Yasukawa Motors, San Francisco, CA.

14. A. K. Pradeep, graduated 1992, GE CR & D, Schenectady, NY.

15. Greg Walsh, graduated 1994, University of Maryland, MD.

16. Neil Getz, graduated 1995, private consultant, CA (co-advised with
Marsden).

17. Datta Godbole, graduated 1994, UC Berkeley PATH program.

18. John Lygeros, graduated 1996, LCS, MIT, MA.

Of these students several spent substantial amounts of time at NASA
Ames with Dr. George Meyer as student and post doctoral interns:

1. John Hauser

2. Joe Sifer (MS degree only, now at Aerospace Corp.)

3. Andrew Teel

4. Raja Kadiyala

5. Greg Walsh

5 Acknowledgement

The grant was a very valuable long range research tool. The consistent sup
port of basic research by our program monitor. Dr. George Meyer was a big
factor in being able to build a valuable community of students, researchers
and scholars from all over the world, who have come to regard the collabora
tive arrangements between Berkeley and NASA Ames as a fantastic example
of how basic research can be effectively transacted. I sincerely hope that,
over time, the research supported on this project will be the best and most
substantial testimonial to it.
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ANNUAL REPORT 83-84 AND
#

RESEARCH PLANS 84-85

TO NASA-AMES RESEARCH CENTER

S. S. Sastry, C. A. Desoer, and E. Polak

Department of Electrical Engineering and Computer Sciences
and the Electronics Research Laboratory

University of California, Berkeley, CA 94720

Two faculty members. Profs. S. S. Sastry and C. A. Desoer, and five

research assistants were partially supported by the grant In this year:

1. Research Activities of S. S. Sastry and his students:

I. Adaptive control - we (Sastry and Marc Bodson) studied parameter

convergence and robustness aspects of model reference adaptive control

systems. We gave necessary and sufficient conditions for parameter

convergence [1,2] and gave results showing the robustness of adaptive
i

schemes when the reference signal Is persistently exciting [3,4]. The

following publications in this area were sponsored by this grant.

[1] S. Boyd and S. S. Sastry, "Parameter Convergence In Adaptive Control,"

Proceedings of the American Control Conference, San Diego, June 84.

[2] S. Boyd and S. S. 'Sastry, "Necessary and Sufficient Conditions for

Parameter Convergence In Adaptive Control," Proceedings of the Ames-

Berkeley Symposium on problems of nonlinear control a-d fluid

mechanics.

ABSTRACT. Using GznzAaJUztd HoAmorUc Analyslt, we give a complete

description of parameter convergence In Model Reference Adaptive

Control (MRAC) In terms of the ipzcJAim of the exogenous reference

Input signal. Roughly speaking. If the reference signal "contains

enough frequencies" then the parameter vector converges to Its



V

correct value. If not, it converges to an easily characterizable

subspace in parameter space.

[3] M. Bodson aod S. S. Sastry, "Exponential Convergence and Robustness

Margins in Adaptive Control," Proceedings of the Conference on

Decision and Control, Las Vegas, December 84.

[4] M. Bodson and S. S. Sastry, "Small-Signal I/O Stability of Nonlinear

Control Systems: Application to the Robustness of MRAC Schemes,"

ERL Memo No. M84/70, September 1984 - submitted to Automatica.

ABSTRACT. This paper presents general results relating the internal

exponential stability of nonlinear time varying systems to their

external input/output stability. Provided that the undriven system

is exponentially stable, we give explicit bounds on the size of

the input under which the driven system is stable. Moreover, the

deviation from equilibrium of the driven system is at most propor-

/ tional to the (L^) size of the input, and the gain depends

inversely on the rate of exponential convergence. These results

are used to study the robustness properties of a model reference

adaptive control scheme to various kinds of disturbances, and

unmodelled dynamics. In most adaptive algorithms, the exponential

convergence follows from a persistent excitation condition, so

that this condition appears central to the robustness problem in

adaptive control. The paper concludes with some remarks on the

interpretation of these results for practical applications.

II. Multiple Time Scale Systems - We (Sastry and Ramon Silva) studied

multiple time scales in input-output descriptions of linear and nonlinear

systems arising from the dependence of their dynamics on a small parameter

e. The following publications [5,6,7] have appeared in this area so far.

-2-



two more based on the Ph.D. dissertation [7] of Ramon Si1va are in

preparation.

[5] R. Silva-Madriz and S. S. Sastry, "Input-Output Description of Linear

Systems with Multiple Time Scales," to appear in the International

Journal of Control, October 84.

ABSTRACT. We study the multiple time scales structure of linear

systems of the form

X« AQ(e)x + BpCeju

y = Cq(c)x

with a view to obtaining "approximate" lower order transfer functions

valid at different time scales. Our development includes the

classical two time scales as well. We use our results to study the

positive realness of linear systems with multiple time scales in

terms of the positive realness of the reduced order transfer functions.

[6] R. Silva-Madriz and S. S. Sastry, "Time Domain Models for Multiple

Time Sclae Linear Systems," to appear in the Proceedings of the

Conference on Decision and Control, Las Vegas, December 84.

[7] R. Silva-Madriz, "Reduced-Order Modelling in Linear and Nonlinear

Multiple Time Scale Systems," Ph.D. dissertation, U.C. Berkeley,

October 84.

III. State Space Solutions of Linear Matrix Equations Over Rings.

An important aspect of computer order linear control systems design

is solving equations of the form

Mj XMg = M3

where M^, Mg, M3 are given matrices on rings of proper, stable or strictly
proper transfer functions, for X proper, stable or both. As would be

expected solutions in transfer function form are extremely numerically

-3-



sensitive. We have developed techniques for solving these equations In

the state space and are In the process of developing software to Implement

It. The reports (with Zexlang and Andy Packard) will appear In November.

2. Research Activities of C. A. Desoer and his students

From November 1, 1983 to May 15,. 1984, Mr. C. A. Lin was an RA

working with Professor C. A. Desoer on the NASA contract. During that

period two research projects were brought to completion

a) A Comparative study of linear and nonlinear MIMO feedback configurations,

by C. A. Desoer and C. A. Lin.

This paper has been presented at the American Control Conference, June

1984 and has been accepted for publication by the International Journal

of Systems.

ABSTRACT. In this paper, we con^are several feedback configurations

which have appeared In the literature (e.g. unity-feedback, model-

reference, etc.). We first consider the linear time-Invariant multi-

Input multi-output case. For each configuration, we specify the

stability conditions, the set of all achievable I/O maps and the set

of all achievable disturbance-to-output maps, and study the effect

of various subsystem perturbations on the system performance. In

terms of these considerations, we demonstrate that one of the config

urations considered is better than all the others. The results are

then extended to the nonlinear multi-input multi-output case.

One of the interesting conclusions that the configuration used NASA

helicopter project has the best features.

b) Nonlinear unity-feedback systems and Q-parametrization (improved version),

by C. A. Desoer and C. A. Lin.

This is an improved version of a paper of similar title which will

-4-



appear in the International Journal of Control. The improved version

has been presented at the International Symposium on Systems and

Optimization, Nice, June 1984 and'published in the proceedings. The

improvements consist of streamlined proofs and in more powerful

statements of the theorem. We will submit this paper to the American

Control Conference in June 1985.

ABSTRACT. This paper concerns nonlinear systems, defines a new con

cept of stability and extends to nonlinear unity-feedback systems

the technique of Q-parametrization introduced by Zames and developed

by Desoer, Chen and Gustafson. We specify 1) a global parametrization

of all controllers that -stabilize a given -stable plant; 2) a

parametrization of a class of controllers that stabilize an unstable

plant; 3) necessary and sufficient conditions for a nonlinear controller

to simultaneously stabilize two nonlinear plants.

In the first half of 1984, with C. A. Lin, we established an asymptotic

result based on singular perturbations: namely, for a large class of

nonlinear plants, a PID controller can always be used to achieve stability

and to achieve the common asymptotic tracking and disturbance rejection

property.

ABSTRACT. We study tracking and disturbance rejection of a class of

MIMO nonlinear systems with linear proportional plus integral (PI)

compensator. Roughly speaking, we show that if the given nonlinear

plant is exponentially stable and has a strictly Increasing dc

steady-state I/O map, then a simple PI compensator can be used to

yield a stable unity-feedback closed-loop system which asyn^totically

tracks reference inputs that tend to constant vectors and asymptotically

rejects disturbances that tend to constant vectors.

-5-



Dr. C. A. Lin has graduated and is now working for Integrated

Systems, Inc., in Palo Alto. Mr. S. Mohajadd-Shahruz is holding the

RAship.

3. Research Plans for the Year 84-85

As suggested in the original proposal our work this year will

follow the following three parallel streams:

(1) Practical Adaptive Control

We have within our grasp new techniques for studying the transient

behavior of adaptive algorithms. Our results in robustness enhancement

using persistent excitation will be simulated and further studied -

along with new estimates of robustness margins. We are also in a position

to propose some new adaptive schemes and also to study some MIMO adaptive

schemes.

(2) State' Space Solutions of Equations on Matrix Rings.

As part of the project to enhance our computer aided control systems

design package, we will develop the theory and attendant numerical sensi

tivity issues to solve linear matrix equations over rings of (proper)

stable transfer functions in state space form.
$

(3) Nonlinear Compensator Design Techniques using Dither.

We should be able to give a completely rigorous theory of the use of

dither when there is a nonlinearity with hysteresis. In view of the

complete lack of rigorous theory in this domain, this possibility is

very tempting. So far the problem seems very tough: We are trying to

appropriately adapt the methods of Zames and Schneydor (IEEE Trans, on

Automatic Control, vol. AC-21, p. 660, 1976) to the hysteresis case. We

note that Mossaheb (Int. 0. of Control, vol. 38, no. 3, p. 557, 1983) did

not do the job: his conclusions are only valid for a compact time interval.

-6-



Azmual Report 1984 - 1985 and

Research Plans 1985 - 1986

to NASA-AMES RESEARCH CENTER

Grant Monitor: Dr* George Meyer

SS. Sastry and CA. Desoer

Department of Electrical Engineering and Computer Sciences

and the Electronics Research Laboratory

Univeisiiy of California, Berkeley. CA 94720

Two faculty members. Professor S.S. Sastry and C.A. Desoer and four research assis

tants were partially supported by the grant in this year (M. Bodson. L-C. Fu. S.

Shahran-Shahruz and A. Bhaya).



1. Research ActiTities of S.S. Sastry and his students

1. Adaptive control

We (Sastry. Marc Boson and Li-Chen Fu) studied the use of averaging methods in the

analysis of adaptive systems. We derived new theorems on averaging and obtained con

vergence rate estimates of some adaptive systems. These are valuable tools for the deter

mination of robustness margins and input signal design for adaptive systems. The follow

ing publications in this area were sponsored by this grant:

[1] L-C. Fu. M. Bodson. and S.S. Sastry. 'New Stability Theorems for Averaging and

Their Application to the Convergence Analysis of Adaptive Identification and Control

Schemes: ERL Memo No. 85/21. March 1985. Also. Proceedings of the 24th IEEE

Conference on Decision and Control. Fort Lauderdale. Florida. December 1985.

During the months of July - August 1985, S. Sastry and M. Bodson spent four weeks

at the Australian National University. Canberra collaborating with Professors BJJ.O.

Anderson, and R.R. Bitmead analyzing the success and failure of the MIT rule for adapta

tion using averaging, as well as extensions to the results of [l]. The following paper is to

appear based on this work and others will follow:

[2] S. Sastry. I. Mareels. B. Anderson. R. Bitmead and M. Bodson. "An averaging analysis

of the MIT Rule for Adaptive Control." to be submitted to the IFAC workshop on

Adaptive Identification and Control. July 1986. Lund. Sweden.

//. State Space Solutions of Linear Matrix BquaSdons aver various rings

An important aspect of computer aided linear control systems design is the solution

of equations of the form

M1XM2 ® ^3

where M1M2M2 are given matrices on rings of proper stable or proper stable rational

functions. We have developed techniques and software to implement solutions of these

equations in the state space. The following publications in this area have been supported



by this grant.

[3] A. Packard and S.S. Sastry. "Solution of Rational Matrix Equations in the State Space

with Applications to Computer Aided Control Systems Design * presented at the 2nd

IEEE Conference on Computer Aided Design. Santa Barbara. March 1985. to appear in

JrUemational JaumaL of Control, 1986.

[4] Z. Li and S.S. Sastry "Conditioned Invariant Subspaces. Disturbance Decoupling and

Solution of Rational Matrix Equations. ERL Memo No. 85/20. March 1985. to appear

in Iniemational Journal of Control, 1986.

2. Research ActiTities of C*A. Desoer and his students

/. Stabilizcaion by Dither

S.M Shahruz was supported for a while by this grant and later transferred to the

JSEP program. The result is a paper accepted by the International Journal of Control

whose title and abstract follow:

Stability of Dithered Nonlinear

Systems with Backlash or Hysteresis

We study the effect of dither on the nonlinear element of a single-input single-output

feedback system. We consider nonlinearities with memory (backlash, hysteresis), in the

feedforward loop: a dither of a given amplitude is injected at the input of the nonlinearity.

The nonlinearity is followed by a linear element with low pass characteristic. The stabil

ity of the dithered system and an approximate equivalent system (in which the nonlinear

ity is a smooth function) are compared. Conditions on the input and on the dither fre

quency are obtained so that the approximate-system stability guarantees that of the given

hystcreiic system.



II. Robust Limar ControUer Design

Mr. A. Bhaya was supported from January 1. 1985 to the present. With Mr. Bhaya

we investigated two basic robustness problems:

We propose a robust design method for a control structure which is perturbed by unmo-

deled dynamics. The unmodeled dynamics have the special feature that they are very

lightly damped. As a specific example of such a control structure we consider a large flexi

ble space structure (LFSS). For this example, when sensors (with suitable gains) and

actuators are colocated. the plant is passive. Thus a strictly passive compensator results in

an exponentially stable feedback system. An important robustness property of such com

pensators is that for any possible passive unmodeled dynamics, the resulting perturbed

system is stable.

More generally, this design method applies to all MIMO linear time-invariant plants

with passive transfer fimctions.

In the general case (for the LFSS example this means no colocation of actuators and

sensors) we state necessary and sufficient conditions for the exponential stability of the

control system. By means of a first-order perturbation calculation we find a condition

that the (^-parameter must satisfy that ensures, that feedback does not destabilize the

unmodeled dynamics. The following publication is based on this research.

[l] A. Bhaya and C.A. Desoer. "On the design of Large Flexible Space Structures." to

appear in IEEE Transactions on Automatic Control, also memorandum no UCB/ERL

M84/106 of the Electronics Research Laboratory. U.C. Berkeley; to be presented at

24th HIE Conference on DedsUm end Control, December 1985. Florida.

Hitherto, results available on robust stability of feedback systems required one or the

other restriction on the nature of the plant or the additive perturbation. For example, the

extremely useful result of Doyle requires that the perturbation be normbounded on the

Jci>-axis so that the perturbation may not have poles on the yo>-axis and that the nominal

plant and the perturbed plant have the same number of unstable poles.



We found a simple algebraic proof of a necessary and sufficient condition for stability

of the unity-feedback system where the plant and the additive perturbation have indepen

dent inputs. This independent excitation of plant and perturbation occurs in many physi

cal systems where the perturbation represents unmodeled dynamics rather than plant

parameter changes. Another feature of our result is that it holds even if plant, compensa

tor and perturbation are unstable.

[2] A. Bhaya and C.A. Desoer. "Robust Stability under Additive Perturbations." to

appear in IEEE Transactions on Automatic Control, also Memorandum no UCB/QIL

M84/110 of the Electronics Research Laboratory. U.C. Berkeley.

3. Research Plans for the Year 1985 - 86

Two students (M. Bodson and A. Bhaya) supported by the grant are expected to

finish their Ph.D. dissertations this year respectively in the area of adaptive control and

control of flexible structures.

(1) Stability. Convergence and Robustness of Adaptive Algorithms

We would like to synthesize the results of the part few years in aspects of stability,

convergence and robustness of adaptive algorithms for continuous and discrete time sys

tems into a research monograph whose primary audience is practicing flight control

engineers, academics and other researchers. We have succeeded in unifying and organizing

the literature as well as reformulated and solved adaptive control problems in a way we

feel is at the same time compact, rigorous, and cosy to follow. A first draft of the mono

graph has been prepared and new material that is under consideration for publication is

being constantly added. We feel that such a well-written publication will greatly enhance

the literatures. Also, we have efficient ways of producing the text using our UNIX facili

ties.
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(2) Adaptive Control and Identification in the Presenceof Prior Information

One of the greatest drawbacks of adaptive identification and control is the ability to

incorporate reasonably prior information about the structure of the plant being identified

or controlled—for instance, a few unknown gains in the interconnection of an otherwise

well modelled linear system. Preliminary work has shown that considerable modification

of present algorithms are needed in this context. Prior information in both a state space

and transfer function context will be considered.

(3) Adaptive and Robust Control of Linearizable Non-linear Systems.

Two sets of problems need to be investigated for linearizable systems of the kind

studied in the TAFCOS programs at times—

i) the on-line identification of some unknown parameters in the linearizing

transformations, so as to iteratively improve the linearizations.

ii) the robustness to unmodelled dynamics of the linearized controller.

Research on part (ii) is rudimentary, but we have encoomtered some initial success in

part (i) in the context of some linearizable systems encountered in the control of robot

manipulators.

(4) Feasibility Study of Expert System Architectures for Computer Aided Control Sys

tems Design (CACSD).

We will study the feasibility of providing a high level design environment to per

form generic flight control CACSD such as:

modelling the plant, determining the characteristics of the plant model, modifying

the configurations to make the plant more amenable to control (moving

sensors/actuators), formulating line design specificaiions (reference model, trajectory

generations, etc.). the actual design procedures (LQ. adaptive, linearization), design

tradeoffs, and constant checkup, validation, documentation and imflenentation.



In the first year we will study the feasibility for future years we will expand this activity

to a more constructive mode for prototype sets of control problems.

(5) Robust Designs for flexible structures

Our proposed method based on the Q-parameterization raises a number of implemen

tation issues: in particular, to obtain an algorithm for designing the controller subject to

the constraints imposed by the stabilization requirement.

We also suspect that for plants with slightly damped modes, there must be some

fundamental limitations analogous to the ones derived by Zames and Doyle and Stein.



SS-k(o

Tvro students Marc Bodson and Amit Bbaya supported by this grant fimshed

their Ph.Ds this year. This brings to four the total number of Ph.Ds completed

under this grant.

1. Research Activities of SL S. Sastiy and IBs Students

A. Stability, Convergence and Robustness ofAdaptvue Systems

During the period September 1, 1965 to August 1966, Marc Bodson com

pleted his Ph.D. dissertation. I am pleased to say that his enttre doctoral

research was supported by NASA office —some of his work has appeared in

print; but I have taken his doctoral dissertation as core to write an extended

research monograph titled Adaptive Control - Stability, Parameter Qjnvergence

and Robustness under contract with Prentice Hall to be submitted by December

1966 and to appear by March 1967. The contents of this monograph are almost

wholly on research supported by this grant and the writing is about three-

fourths complete. A brief s\immary of some aspects of the book is given below:

[l] Marc Bodson. "Stability. Convergence and Robustness of Adaptive Systems."

ERLMemorandum No. UCB/ERL M66/66, August 1966:

Abstract: The thesis addresses three issues of prime importance to adap
tive systems: the stability imder ideal conditions, the convergence of the
adaptive parameters, and the robustness to modeling errors and to meas
urement noise. New results are presented, as weU as simplified and unified
proofs of existing results.

First, some identification algorithms are reviewed, and their stability
and parameter convergence properties are established, llien, a new, input
error, direct adaptive control scheme is presented. It is an alternate
scheme to the output error scheme of Narendra, lin, and Valavani, which
does not require a strictly positive real condition on the reference model,
or overparametrization i&en the high-frequency gain is unknown. Useful
lemmas are presented and unified stability proofs are derived for the input
and output error schemes, as well as for an indirect adaptive control pro
perties. However, the input error and the indirect schemes have the ad^^-
tage of leading to a linear error equation, and of allowing for a useful
separation of i&ntification and control.

The parameter convergence of the adaptive schemes is further analyzed
using averaging techniques, assuming that the reference input possesses



some siationarity properties, and that the adaptation gain is sufB.ciently
small. It is shown that the nonautonomous adaptive systems can be approx
imated by autonomous systems, thereby considerably simplifying the
analysis. In particular, estimates of the rates of exponential convergence of
the parameters are obtained for the linear identification scheme, as well for
the nonlinear adaptive control scheme. The approach is particularly useful,
as it lea^ to a frequency domain analysis, and has a vast potential for
interesting extensions.

The Rohrs examples of instability in the presence of unmodeled dynam
ics are reviewed. A connection between exponential convergence and
robustness is established in a general framework. The result is applied to a
model reference adaptive control scheme, and stresses the importance of
the persistency of excitation condition for robustness. Robustness margins
of the adaptive control scheme are also obtained. The mechanisms of insta
bility observed in the Rohrs examples are e3q>lained, end methods to
improve robustness are briefiy investigated.

Besides this summary the book will contain adaptive control of robots (joint

work with J. Craig), as well as some work on adaptive control of partially known

systems (see B below).

Other publications by Bodson and mjrself supported on this grant were:

[2] M. Bodson, S. Sastry, B. Andersoa R. Bitmead. and I Mareels, "Nonlinear

Averaging theorems and the determination of parameter convergence rates

in adaptive control," Systems & Control Letirs 7(1986) 145-157.

Abstract: The paper presents nonlinear averaging theorems for two-time
scale systems, where the dynamics of the fast system are allowed to vary
with the slow system. The results are applied to the Narendra-Valavani
adaptive control algorithm, and estimates of the parameter convergence
rates are obtained which do not rely on a linearization of the system around
the equilibrium, and therefore are valid in a larger region in the parameter
space.

[3] S. Sastry, M. Bodson, B. Anderson, I. Mareels, and R Bitmead, "The MIT Rule

Revisited," Proceedings of the IFAC Workshop on Adaptive Identification and

Control, liund, Sweden July 1966, also submitted to Automatica.

Abstract: The MIT rule is a scalar parameter adjustment law fdiich was
proposed in 1961 for the model reference adaptive control of linear systems
modeled as the cascade of a known stable plant and a single unknown gain.
T^s adjustment law was derived by approximating a gradient descent pro
cedure for an integral error squared performance criterion. For the early



part of the 1960s this rule was the asis of many adaptive control schemes
and a considerable wealth of practical experience and engineering folklore
was amassed.

The MIT rule is in general not globally convergent nor stable but has a
performance determined by several factors such as algorithm gain, refer
ence input magnitude and frequency, and the particulsir transfer function
appe.aring in the cascade. These restrictions on the MIT rule slowly came to
be discerned through experimentation and simulation but effectively were
without theoretical support until some novel algorithm modifications and
stability analysis, so-called Lyapunov redesign, due to Parks. Our aim in
this paper is to pursue a theoretical analysis of the original MIT rule to sup
port the existing simulation evidence and to indicate mechanisms for treat
ing questions of robustness of MIT-rule-based adaptive controllers with
undermodelling effects.

The techniques that we apply to this problem centre on root locus
methods, Nyquist methods and the application of the theory of averaging.
Stability and instability results are presented and, using pertinent theories
for different regimes of the gain-frequency plane, we approximate the
experimentally derived stability margins, but for a broader signal class
than simply periodic inputs. The mechanisms of instability and stability for
these adaptive systems are highlighted and allow us to enunciate guidelines
for the MIT rule to work. It is a pleasing by-product of this theoretical
analysis that these guidelines coincide to a large degree with those
advanced in earlier times on eiq>erimental and heuristic grounds.

B. Averaging and Transient Analysis of Adaptive Systems

An important aspect of the study of adaptive systems is their transient per

formance ~ a frequent criticism of adaptive control has been its erratic tran

sient performance. Given the nonlinear, time-varying nature of the adaptive

control systems, a transient analysis is frequently complicated. However, the

situation is tractable in the situation that the adaptation is slowed-down. We

have studied several aspects of the transient behavior of adaptive systems:

First we have extended to the discrete Ume case results which we obtained last

year (on this grant with Fu and Bodson) for the continuous time case. It has

been a dominant theme in our work to proceed with continuous and discrete

time analysis in parallel and unify the often chaotic results in the literature:

[4] E.-W. Bai, L.-C. Fu, S. S. Sastry. "Averaging Analysis for Discrete Time and

Sampled Data Adaptive Systems," ERL Memorandum No. UCB/ERL M86/67,

September 1986, also to appear in the proceedings of the 28th IEEE



Conference on Decision and Control. Athens, Greece, December 1986, and

submitted to the IEEE Trans, on Circuits and Systems:

Abstract: We extend our earlier continuous time averaging theorems to
the nonlinear discrete time case. We use theorems for the study of the con
vergence analysis of discrete time adaptive identification and control sys
tems. We also derive instability theorems and use them for the study of
robust stability and instability of adaptive control schemes applied to sam
pled data systems. As a by product we also study the effects of sampling on
unmodeled dynamics in continuous time systems.

Also in preparation is a paper discussing the choice of opUmal input signal

into an adaptive scheme for the fastest rate of convergence.

[5] L. C. Fu and S. S. Sastry, "Optimum Input Signal Design for Adaptive

Identification and Control." invited to the American Control Conference,

May 1987.

C. Feasibility Studyfar the Use of Expert Onrlvne Control Systems

We spent a large amount of time during the year studjring the literature and

having numerous discussions on the integration of e:q>ert systems and control

with a student (Richard Murray) and a visiting scientist on loan to us h:om

E.T.C.A. Paris, Dr. Zavidovique. R Murray has yet to synthesize a good survey of

the literature, but some of my own thoughts on the subject of the integration of

expert control are given in the following invited paper.

The paper is titled by S. V. Sastzy and S. S. Sastry, "On the Integration of

Robotics and Intelligent (E3q>ert) Control with Power Systems Reliability," Proc.

of the IFAC 86 Workshop on Power Sjrstems Reliability, Bangalore, India,

December 1986. Though power systems reliability and robotics are not within

the framework of this grant, 1 feel that sections 0, 1, 2, and 3 in fact are not

geared to that application. Further power systems and robotics are treated only

as an example of the kind of complex, large-scale, multi-sensor, systems for

which rule based control is relevant.



On the iDtegrntlaa of Robottce and Int^fent (Expert)
Control Into Power Sysiemi RolUbUity

X V.Sattrt* XXJMrr*

*Aatoao«iTi Rmsrct Awariitioe of ledU, P. O. Box tSS,
P«m,4U00I«Ib(IU

••Ocpwtaiat oT EUctriol EetiMnag wd «b« Dtetroeka Ramith
Liborniwy. Ueimd^ ef CaltfatBia, Bofctky, CA M7S0, USA

btrodsctlen

la tbia talk wc «3I prcaeat kow oc ftel tkat tht tachaiqaa
of iaulligeat (expert) eoatrol caa be tatcfrated bto poarcrlyatma
ffUabitity. Wt will oeljr tacBtiea ta pawiag tbc cat of lebMiea b
tabaaebg power ayatcn reliability. latcUigcat or expert or rale
baaed coatrel are a relatively aew aad aaexpbred am of eoatrol
bvolvbg tbe btcraeUoa betweea aa expert eyatea aad a rea^
time eoatrol aystcn.

b recent yeate there have been (eertainiy b the U. S.) aharp
dceliaes ia tbe riaeof productivity aad ayateia effeeUvcacaa after a
period of abarp rbe (194S'1970). To ideatify tbe barrieia to
growth wc rcgaid complex eagiaecrbg ayatema aa cempeeitbaa of
three layera: tbe pbyaieal byer, aeaaor byer, aad deeiaioB bycr.
la tbe context of power ayatema or Sexibic robotic maaafaetarbg
cclb, tbc orgaaixatioB b aa abowe below.

DccWm L»r*r ti—>r Lcyw

Coof^iRRiioR* UuMiftntmmn,

CmwoI ••4 SiwclctiM

Pkrocal l»rn

MectiM Teelk ftetota,

Pww Heaiiiai Dvrkw
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Productivity bereaaea of tbe pre-lS70 era vreredec manly to
tccbaological advaaces that made diaerete operatbaa b tbe pbyai
eal byer more rapid, preebe aad automated. Oac eeaaeqeeace of
the level of automatba aad reliability aow avaQabk at the pbyai
eal byer b that major bereaaea b tbe overall cffbieaey of tbe aya-
tcma a ealikely to be obtabed by futare baovatba here. A
accond and aaiatcaded eeaaequeaec of tbeae teebaological.
advaacea ia tbe tremeadoua berdea placed oa thedeeinae byerbj
order to effectively deaiga, plan aad eoatrol the bereaabgly eom-'
plex operatioaa b tbe pbyaieal byer daapite tbe maaatvcaoMaato
of detailed data about tbeae epcratieea provided by advaaeed aea
aor ayatema. CurrtiU iumt* layer#JuS la eapc eittk Ibw caaiplce-
dly and data aphnen and tkia u l&c baete barrur la Ike mcraaec ta
predvelmly.

Ia tbb talk tbea wt vrQI praaeat (aemewbat abatractly aad
with oaly few apeeific alluaioaa to power ayatema) oa-gobg pro-
Jccta both at the Aalomottve Raeareb Amciatioc of ladb, Paae
aad tbe Elcctrooiea Reaearcb Laboratory, Berkeley en trduttc-
tur€» and anseranmenla for Ike dtebiea byer. Ooatiol faactieaa

may be divided bto*bw'ievcr contbuoaa regulatba of tbe pby-
beal byer aad "high IcvcT or "btelligeat" faaetbaa meatba^
above. Low bvel eoatrol b eoaveaieatly earned eat by coavea-
tbaal feedback eoatroQen wkbb caa be dcaigaed (though tbeae
too could be asade btcUigeat - act Seetioa S), it n tbe higher level
eoatroUcr arcbitcetare we wtD primarily be iatcrtatad u tbb talk:
aa we will axplaia b Seetbas 1 aad S. Sectwa 3 eoataiaa a
dcacripttoa of aa expert ayatem (mtclligeat eoatrol ayatem) arcbi-
Iceture for eoatrol aad Seetioa 4 aome applicatioaa to power aye-
iema reliabilitr.

Vettac*- Pvvw Smmv. Leal, CctmtiM
fiaMc, Um Ceelhiae Scaaom

trmei. OieekBwettie. -

Pe»u Syeiiw

CoDvaatloaal Coatrel aad its Llmltatbaa

A baaie framework for eoatrol b givea b the folbwbg
Bchenatw

Input Output

PLAKT

COMIBOLLn

b which the plant to be eoatroOed b viewed aa aa bpat-output
qratan; with bpata lime faaetbaa (bcfaagbf Urptcally to R"*) ^
aikd oatputa abo have fusetbas ( €R"*) aad the eoatroQw b a
ayatem whkk geaeratea the reqabite bput b order to a^leve a
dmirabb output (regubtbu, for bstaaec, demaada that tbe out
puts decay with time, etc). The eoatrol thooretk faaetbaa of:

(1)
(S)
(S)
W

hlodeUbg

IdeatlScatba

Aaalyme, aad
Deaiga



•I* fanpkmtaiad wHhn tba ffUMwork. Tkt int step i* tta
pMBdicm b ft aedftUiBi fttop wkm Ikt piftat b BodftlM fiv
^ntly M ft fttou ftpftcf dpftmicftl ajraim wbk bpftl^tpftt
^••eripUoB ^tft bj 15 SipMfti Ibc iap«i apacft, X>tbc
•tftU spBM. Y Ikt Ofttpftt cpaet, ftnd two Mps tbt otftU trftftsi-
tioQ Bftp S-.VX XX TX T (r*tkt opocc wbiek tho tfaot rftri-
•bb btbftp to, ^ieaUr or ) -• 7 aad tkc ofttpat md •
Oftt Bftp r m X X T X U ^Y. For oxftapk, V aoftld be
|l"-fO,ee[.XS R' ftod F«o«id be R"*|0.oo(ftftd / S R« ia
whicb CftK S ft fftBCtiOS of (<ti<0>*0i«) NCR"
•ad •€R"'iO,oe(. ftod r b ft fftftetiea oT !,«.•. Tho ooBpofti-
tioo of tbaae two Bftpo b the tapat-Ofttpnt Bftp.

Givcft tbb Bodcl of the dysftBieal oirfttcm, the aeit atop b
the eentrol pandifm b iiaUiJieaUtn, aaatly the diaeeTafy of the
state apftce X m artO aa the dbooecryof the state trsaaitioB sad
oatpot readout sapa. Tbb b perforaed oo*tbe wkib the phat b
b operatioa or otibe aabs a^ Bodeb or rtpSeaa (saabtbaa)
of the pbnt.

The ana/yaw pbaac eooabta b ^plifybc the Bodtl ebtabed
throogh idcBttficfttba aad Bakbg it traeiabb to avaSftbie tecb>
aiqaes of Ibcar, aoa^Bacarcoatrol tbcoiy. TypKally the oatpot of
tbb phase b a BfttbeBfttical dcacriptioD of the plut, mj of the
form

i- /(*.•)

»- «(»)

«(0€R'.a{0€R'*

f(0€R- (1.1)

The d*$ign phase coasbta of ^pljrbg state of the art
Betbeda of Ibcar, soaliDcar ooatrol to the ooatrol of the ^tema
b the form (1.1) above accoootbg If acccanry, for a ccrtaia
amooDt oT ancertaiaty, b some parametcra of the BodeL
laeluded as well arc imptemcDtatba iauca sacb as mnplbf rates,
BieroprDccssen for pcrformbc the appropriau caleolatbas, etc.

1. Llmttatbaa of Ceaveaitooal Coatrel

Whib the feregebg framework baa proves to be extremely
attractive coaceptoally asd baa bad ooBcreoa socecBses b the
ielda of process control, fligbtcontrol ayatema for aircraft, control
of spacecraft, and the like; we have been ooafroatcd b recent
yean by ayatema wbkb are too oompkx to St bto the cnrrent
paradigm. The complexity can arbe b many diOerentways:
(1) Sue end Location: Severalayatema that one b called upon to

control are gcograpbbally dbtribnted and have very large
nnmben of aemi-autoBomotts aabsyatema, eoopled tbroogb
oommunicatioB networks with suable transport delays, for
example power ayatema, large compoter commonicatba ayw.
terns, etc.

(2) ComplexUjf: With the advent of new technologies the com*
plexity of ayatema that need to be controlled bu grown to
aueb an extent that it b very difficult to obtab even the
starting pobt for a good model b the paradigm described
above. Consider the probbm of controllbg the laae of a
gas-laser torch used for cattbg metsL A detailed pbyaicd
model from 6nt prbciplcs b difficult to obtain and if
obtained extremely cumbeiaome to maaipulate because of its
complexity. However, a great deal of sxpertbe about the
proccs and its dependence on eeriab parameters, sacb as
the inlet preaurc of oxygen can be gathered durag its asage
and coatrel bwa based en thb expetitftce.

(3) UvUipk Sbiwors: Claameal paradigms for ooatrol are
motivated by oeasideratieBS of vary atapk seasorn for
Beasurbg well definedoatputs for bstaace: b a preosB con
trol, cnvirenmcot temperature, praasarc asasofs; h a light
control environment, gyre oatpats, dynoBic praasarc scosots;
b a robot maaipolator ooatrol oavireaBeat, velocity aad
acceleratbn season aad so oa. With the advest of sow aad
more sophisticated aad varbd seasofa, other kbds of seasor
data are availabk, for exampk visaal (oafosts of oaBctas),

both BoaechwiBlg"aad "WwriSree or pwssare prolics
(oatpats of tactik saason). Fraqatatiy, too. malti seasor
data aboat the saBM object Beads to be aggregated bto a
abgk oohereat 'state* of the pnoms. Cootrol of eves rela
tively aimpk faactioac oaeh as oa-Bae traaskat atability
aascBBcat b oeaplieated by the foot that a varbty of
difereat kbds of aeaaor dau from geaeraten, bases, drenit
beaaken, sad reaeton aead to be aggregated. la the yean to
oooM data fasioo fitoB eves bob aad aophistieatsd vkiea
aeason wiOaaed to be perfocBed.
We feel that advaaces b expert or rak besed oontrel will be

beaeidal to the operations of power ayateou b three areas.
Ijbfoaitocbg: eyatsB dbgaosiB, fsalt aaalyds, atalnlity sasesn- .

meat aadstability BsrgbsaikaaoeBeaL
DSchedalbg: of Bsbteaaace, of brb^g ap aad rtattmg

down both geasratioa sadb^, aaitonmmitmtnt
S) Coocdbatioa: largely h a iBtontivc phase. When a aystem

ateds to be tacoaaactW after aa idsadmg
baddeat.

S. lairodaciBg iDtalOgaaca fete Control Systams
Almost ascoasdoady, good ooetrel eagbecn have always

been aabg hearktks aloag aritb ooavcatiooal ooatrol tecboiqoes.
Astrem, 9t of|1| pobt oat that a siapk opcratbosl bdustrial PID
(preportloaal integral derivative) lagubtor ooasiden operator
bterfaces, operatioasi issues Eke switehbg smoothly between .
Baaaal aad astoaatk operatbn, traaskots due to parameter
changes, the effectsof aon-lbcar setuaton, arbdup of the btegral
terB, amxiaom aad atbimuB sekcteia, ate. so Acm b the
igan below
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Blockdingramof aa hdustrbl PID regulatorwith bcurBtics
(after Asttom, ef sQ

It k therefore clear that heuristics based on the experience of
experts is aa essential part of a oeotrelkr so as to saablethe PID
oontrelkr to function effectively. Similar such examples arise eon-
otsatly b applkatioo of modern oeatrd • another example k an
btelligent adaptive oootroQer.

Oilllifl
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Aaotber example • a eompkx Bexiblc maaafactQiias ctU
bvolving tbe eeordinatioa of aomcrous robots, maebue toob,
btciligeol season, etc. is sbowa ia tbe fifore below

SEE FIGURE AT END OF PAPER

The kejr eharaeterbtie of all these sjratcms b a high level of
distributed as well as eeatralbed iatclligenec. Intelligent PID or
adaptive eontrollen of tbe form diseosscd above supply local intel
ligence. More global rule based eontrollen deal with bigber level
problems of monilering, coordtnaftoa, aser mler/oce, cff'linc fro-
fromminp, etc.. At tbe current time tbe development, debugging,
fflodificatbn and tating of tbe rule-baaed part of tbe eontroi logic
• done to a cempl^dy sd-Aoe snd msyetemotic fothion. Tku in
part explains the relalive tadc of rapid inereaae in the performance
of complex systems such as pover systems, process eontroi aystems,
or nen'perfermance of cerlstn other complex eontroi aystems • aaeh
as fUxahlt raana/flctunnp cells ia tbe face of rather imprcsaivc
beresscs m techaologieal progrcse b:

(1) Computatioa
(2) High bandwidth cemmnaicatba
(3) High quality waaen

la tbe rest of tbb paper we wiQ t^ to dbeusa a framework
for devebpbg iatctligent (rule-baaed) or txpcrt eeatrol pyatcms
and then potcatial applicatbne b tbe Geld of power pjitera relia
bility.

S- A CoBcapival Arcbltactara for Rola Baaad Coatrel

A rale baaed, axpcrt eeatrol ayatcm b aomcwbat diffenat
from a dbgaeatie or deatga orisatcd apart qrstam b that U b a

"pikee of rsaf-ti'aie aaflware btcnetbg with a aystam wkoM
dysamka ara chaagad by tba (faadback)talaa of tba apart eootrol
•yttcm. Tbaa, a block diagram of a rab baaad eoatieQar (aat abo
Aitron, at a] (l) ud WatcrnnB ^ aaada a faw atra faatara:

1 aiMMt
] V

iaelreef

Tba raadar faraiDar with apart qratasta wQI aaa tba additba of
Iba aaw bbeka: pcrfetmaaca aaalyaar, coatrel aJgortthias, AfD
and DfA,o» waQ w tba dyaaaica of tba procan. Wa wQl dbeuas
tbaaa brbBy:

2b< System Dotahaae
Tbb b a eoUaetba of faeti, aidaaca, bypotbeaea and goab:

for aampb, mbsot maasunmai tobraaeaa, oparatiag tbrasbolda,
eoDStaatsor oparatiooal aaqnaaciag, ate. Otbar aampka ladbate
both atatie aad dyaamic goab: aeh a maiataia atabb operation
or find epUaal operating poiata (static) or rceoafigun tba cyatem
(dyaamb).
TheRmUhaae

Tbaaa typically ceatua preductiea nks described as: if
< citaatiea > Iba < actbo >^. Tts wtuattoa tapresaau

facts, aidaca, bypotbeab ad goab from tba databsM, ud tbe
actbn can be either to add to/xaodify tbe database or to activate
Tsrioua ideatifieatioa/cMtrol algeritbms. The rubbase b often
atrueturcd in groups or kaowlcdge sourca tbat eutaia rubs
about the aaac rabjai to atapOfy tbe search.
fnferenes Enpine

Tbe purpaa of tba iafenaea ague b to dccida tbe ceatat
(database of futa, tvtducc, bypotbeaea ud goab) which produc-
.Iba ruka to aabct aat.

Cbcr hUerfou

• Tbb ba two parts: the Bnt g^as davabpmaat rapport aueh
u a rub aditor, ad nib browser. Tba otbar part b a ruatime
btarfaea wbkb aplains to tbe aser bow a cartaia rob was fixed
or bow a etrtaia fact ww craeludcd.

Perfarotomet Analyxer
Tbb b a bbck which daterabaa ff a ayatam b atabb or

wbatbcr tbe ayatcm b fuactioabg appropriately at its carrent
eparatbg pobt or the aararity of tba aystaa at its earrat eparat-
bg parities
Ffamer

A pluaar b aaaded to duga predaetioa goab• for bstucc
le duga aait gacrstba b raapoaae to fiugbg bads, to
laeoaBgare tba aatwork b aceerduca witb aotaa serarHy aabace-
But leotba or b racpoase to aeaa oa-lba fulta. Witb may
•etiow avaOabb ud oiuy aaqaaea peaaibb the davdopmaat ^ -
» eutiol plu may bevbwed a a aaa^ tbroa^ a hrga aatwork
for a path Ibat raacba tba cuiutly aatabliahad goab. Tbb
•larcbbg ud pbaabg baaed om the abatractad apartbe of
baau apaita b a fudamatal part of tbe apart autteOer.



Sack s pUanm b tMf le viRaltM la yroblagu Mch i
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iBpbBcauUoB iM«i iavohriaf Ibt cat of prodaetioa aja-
tarns (aseb as OPSG. OPSS), tkc kbd of piecraaatag iaagoagc
(LISP, PROLOG), a aaiibex tjrpt or kla^beard type archilse-
lart, ferward/baekward ebaiabg of niiaa, rtaaoaiag with aaetr-
laiaty, ate. arc loo iacolvcd to be djacaaaad fbrtbcr bare.

4 AppSeatioD Aroaa b Power Spatoma RoOabUUp
Power Sjrateina repraaeat aa astreaeljr eoapkx daaa of ayw

leotf to be cestroUed ndiably for the feUowbg itaaoac Tbay arw
1) bffc acsk ajatciaa coasiBtisg of aeecnl haadrtda of aaita b
geographically aridely distributed iocatbaa.
S) aofflplcx to Bodd for a variety of diffcreat itaaoaK the
dyaamics of power ay*tetas bappcas oa a Tariety of diffcreat tbw
aealcr time ceaataata of ciitait breakers, awng dyaamiea of tbe
geaerators, boikr dyaamiea, sebtdaSag daily, weekly, awatbly,
ate. Sometimes tbe dyaaaiica are aot cither ooatiaaoas time or
diaerctc time but are ceeni driwci*' for iastaace wbea Bgbtabg
strikes caoae tbe laadiag of a aetwerk. Farther good awdeb arc
lypicaJly oaavailablc for eastemer lead charaetcriatica, probability
of faults, etc.

3) They have aaltiple acasoia whose aeaaarcmeats seed to be
aggregaud for a oohereat dtseriptioa of the state of tbe pyatcm.

We feel* that primary areas for the applicability of expert
oyatems b power ayatema reliability are b

1 Sytum Moaitoriag • diagaoatica aad fault aaalyab
5 Sehedulbg • mabtcaaacc, hydro^cdulbg, aait oemmit-

mcot

3 Coerdbatba aad Reatoratba

J. Monitoring

System aaalysb aad diagooab are faTorite domaias for the
application of expert ayatema. bdoaiterbg meaas preeidbg the
dupatcher with a eempreheasive aaalyab of tbe system aad poiau
bg out ita volaerabilitiea rather thaa dtsplaybg a large amouat of
uaproeesced raw data.

Tim b a relatively easy task ghreo that aeenrity aaaessment
can be performed, the expertbc of expert dbpatehers codified aad
formulated bto rules aad implemeated with a leaseaably good
separation of domain kaewlcdge aad the bfereaee eagiae.
t. Scheduling

Mathematically speaking, scheduling b merely a eery large
scale coaatrainted optimbatba problem bvohrbg thousands of
real aad integer vari^Ies. Unfortunately, it b toe large a system
to easily implement. Goaaequeatly, it ae^ to be broken op bto
a strategic part aad a sequence of smaller optimbatba pioblema.
The strategic part bcluding dccompositbn bto smriler sub
prohbma b what the codified knowledge of sxperta b good for
9. Sgtlem Reetoniion

Thb b similar to sehedulbg, except that H b a multi-
objective optimizatwa problem bv^bg thesatbfaetba of both
static and dynamic eeastraiata • power flew ooastrabts require the
generated power to match the bad power, stability coostaats seed
to eaaure that the system b abb to esdora soit change sad syo>
chroanatba. FbaQy, operatbg ooastrabts bvolvbg gcasrator
bad pick-up aad Uae teritchbg aced to be ooasidered.

Expert coatrel systems are seeded to plan aad eoordbale the
•se of several aaalyab packages as well as some hesrbtbs bvohr
bg the order ofbtereoaseeti^

Wefeel that the three sreu listedhere axe jsst the tip of the'
fceberg of possibb furtherextoasbasof rak based ooatrol ayXcms
b power systeflas.

•TkapsrtartavpapwobMidlMsriyaathiltS. isportolA. Ibyw.

Aakaowbdgonwata The reaeareh of S. S. Saetry was spoaaored
b part by NASA sader grant NAG8-243. Wewould liketo thank
R. hdarray, A. Neyer, aad espeetally Professor B. Zavidoviqoe of
CTGA, Paris for acveral diecMcioas.
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(1) Asttoffl, K. J., Aatoa, J. J., aad Arxea, K. E~ "ExpertCon-
troT Aatowsti'ce,Vol 23 (1988) pp. 377-286.

(21 Waterman,D. A., fspcrt Sgetema, Addisoa-Wesby, 1986.
(I) Neyer, A. F. "Expert Systems for Power Eagbeeriag - A

Tatoriar, hLS. Ptu II Report, Uaiveiaity of Califoraia,
Berkeley, December 1985.



n. Research Activities elC.K Desoer and Ifis Students

1. Dr. A. Bhaya was supported from September 1, 1985 to April 1986. Dr. Bhaya
completed his thesis entitled

Issues in the Robust Coniroi of Large FlexMe Structures

Two new issues were considered:

1. Suppose we consider the general linear unity-feedback MIMO structure S(/*, C)
where P is unstable. Even In that case, the stabilizing controller may be
parameterized by Q: it is well known that if is stable, then Q may be any
proper stable transfer function. If P is unstable, the Q must satisfy certain
structural constraints dictated by the instability structure of P. We found the
necessary and sufficient condition on Q so that it gives a stabilizing controller for
P. This is reported in the paper

Necessary and Sufficient Conditions on Q ( = C (/ + PC )""*)
for Stabilization oftheLinear Feedback System S (P, C )

A. Bhaya and C. A. Desoer.

Abstract: We find the following necessary and sufficient conditions of
Q ( :=C (/+ PC )''^) to H-stabilize the standard linear time-invariant unity
feedback system 5 (P,C) where P has the l.c.f. iDpi ,Npi) and the r.c.f
(Npr , ): and f/ is a principal ideal domain, (i) Q must have elements in H,

pf-(ii) (resp. (iii)) Q must factorize in H with Dp^ (resp. Dpi) as a left (resp.
right) factor and (iv) (/ —QP ) must factor in H with Dpj. asa left factor.

In the usual large flexible structure model, it is known that in the colocated case,
the plant has necessarily some Jw -axis zeros. (Hence severe performance con
straints follow). By reformulating the problem of the location of the zeros as an
eigenvalue problem it is possible to show that as the number of actuators is
increased the zeros of transmission have increased frequencies, without however
breaking the interleaving property. Those results will be presented at the CDC
in December 1986.

Transmission Zeros of Large Flexible Space Structures (LFSS)
Amit Bhaya and Charles A. Desoer

Abstract We consider a general finite element (lumped) model for the LFSS. We
assume small deformations, linear-elastic materials and neglect Coriolis forces,
gyroscopic coupling and damping. We assume that the modal position is the
output; colocated sensors and actuators with the sensor gains chosen so that it
has the system representation Sp = {A ,P,C ) where

2.

A =
0 • 0

. • . • • • • ; B = • • •

• 0
•

6
: C= :o|

with system matrix S, where B and rk (.S) = m ^n,
tf := (c»>i^, • • • CR" with0 ^<t>2 ^ • ^<i)„ .



West-Vukovich &al characterized the transmission of zeros of Sp and showed
that all (n —m) nonpositive transmission zeros of the reduced system

}(with system matrix Sp) are the squares of the transmis
sion zeros of S.. Thus S„ was shown to have 2(n —m ) Jw -axis transmission

. zeros.

In this paper, we use the simple structures of the reduced system Sp to reformu
late the problem of finding the transmission zeros of Sp (equivalently the zeros
of det [Sp(.)] ) as the numerically well-conditioned and standard problem of
finding the (n —m) real eigenvalues of a real, symmetric (n —m)x(n —m)
matrix.

Earlier reported work^ now published

A. Bhaya and C A. Desoer, "Robust Stability under Additive Perturbations",
IEEE Trans. AC-30, No. 12, pp. 1233-34, Dec. 1985.

2. Mr. G. Kabuli started to work this summer he is familiarizing himself with the
nonlinear literature and in particular is studying a proposal of J. Hammer to factorize
nonlinear discrete-time plants in a manner similar to the linear case.

Rdated V/ork

3. Mr S. M. Shahruz has completed some of his work on nonlinear systems and has
obtained a streamlined derivation of the singular perturbation problem with three
time-scales. The result is a paper accepted for publication by Circuits Systems and
SigJial Processing entitled

Stability of Nonlinear Systems with Three Time Scales
C. A. Desoer and S. M. Shahruz

Abstract We study the asymptotic stability of a singtdarly perturbed nonlinear
time-invariant system S^j, which has three vastly different time scales. The sys
tem 5^1, is approximated by three simpler systems over different time intervals.
We give a straight forward proof of the fact that the asymptotic stability of S
is guaranteed when the equilibrium points of the three simpler systems are
exponentially stable and when the parameters ( and v are sufficientlysmall.

The work on dithered systems reported earlier has been published:

C. A. Desoer and S. M. Shahruz "Stability of Dithened Nonlinear Systems with
Backlash or Hysteresis", International Journal of Control, 46, 4, pp. 1045 - 1060,
1986.

10



m. Research Hans f w the Year 1966-18B7

One student (Li-Chen Fu) supported by this grant is espected to finish his

dissertation this year in the area of adaptive controL

A. Frequency Domain Concepts for Robust, Adaptwe Control

A need has emerged for a s3mthesis of frequency domain techniques of

analysis into the study of the transient behavior and design of adaptive systems.

This is particularly difficult since adaptive systems are nonlinear and time-

varying. We have encountered some success, however, in carrying out this pro

gram when the rate of parameter update is slowed down (consider our work on

averaging and optimal input-design). We feel that this work can be extended on

several directions:

(i) An understanding of the shift in the tuned value of the adaptive system in

response to changes in the frequency content of the excitation

(ii) An understanding of mechanisms of Instability including slow drift instabil

ity, high-gain instability

(iii) Adesign technique for the adaptive control of sampled-data systems

(iv) A systematic design procedure for general indirect-adaptive control laws.

Our work so far has concentrated on direct adaptive (in fact, model refer

ence adaptive control). We are now poised to use frequency domain tech

nique for indirect schemes.

B. Completion of our Monograph Project-Stability, Oonuergence and Robust'

ness of Adaptvue MgoriJthms

This monograph (currently being classroom tested) is an attempt at provid

ing the first rigorous, compojct text on adaptive control expected to be finished

by December 1986. S. S. Sastry and Marc Bodson propose to give a short course

11



Progress Report of S^. Sastry and his Students

At various times during the year four graduate smdents of S.S. Sastiy were partially sup

ported on the grant: E.W. Bai, L.C. Fu, J. Mason and R. Murray. E.W. Bai and L.C. Fu have

graduated and are Assistant Professors at the University of Iowa and National Taiwan Univer

sity, respectively. J. Mason is expected to complete his HlD. disseitation by January 1988.

These three students worked in the area of linear adaptive control Richard Murray has been

studying high level languages for manipulation and trajectory planning for multi-fingered robot

hands. In addition I have begun a systematic study of adaptive control of linearizable systems.

Here are some details of the research on the grant and abstracts of the key publications:

1. Linear Adaptive Control

We have continued our ongoing work on the use of fiequency domain techniques and

averaging for the study of the transient behavior and robusmess of adaptive control techniques.

1.1. Averaging Analysis for Discrete Hme and Sampled Data Adaptive Systems (Bai, Fu and

Sastry). to appear in the IEEE Transactions on Circuits and Systems, February 1988, also in

the Proceedings of the Conference on Decision and Control, Dec. 86 (Athens).

Abstract: We extend our earlier continuous time averaging theorems to the non
linear discrete time case. We use theorems for the smdy of the convergence
analysis of discrete time adaptive identificationand control systems. We also derive
instability theorems and use them for the study of robust stability and instability of
adaptive control schemes applied to sampled data s^rstems. As a by produa we also
study the effects of sampling on unmodelleddynamics in continuous time systems.

1.2. Frequency Domain Synthesis of Optimal Inputs for Adaptive Identification and Control

(Fu and Sastry), Proceedings of foe American Control Conference, Minneapolis, June 87, also

submitted to the IEEE Transactions on Automatic Control.

Abstract: In tiiis ptper, we predsely formulate foe inputdesignproblem of choos
ing proper irputs for use in SISO At^tive Identification Model Reforence
Adaptive Control algorithms. Characterization of the optimal irqaits is given in foe
frequency domain and is arrived at throughfoe use of averaging theory. An expres
sion for what we call foe average infoimatimi matrix is derived and its propNerties
are studied. To solve foe ir^t desigii problein, we recast the design problem in foe
form of an optimization problem maximizes the smallest eigenvalue of foe
average informationmatrix over power constrained signals. A convergent numerical
algorithm is provided to obtain the global optimal solution. In foe case where foe
plant has unmodelled dynamics, a careful study of robusmess of both Adaptive
Identification and Model Reference Adaptive Control dgorithms is performed using
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averaging theory. With these results, we derive a bound on the frequency search
range required in the design algorithm in termsof the desired performance.

U. Slowdrift Instability in Model Reference Adaptive Systems - an Averaging Analysis (Fu

and Sastry), Intemational Journal of Control, Vol. 45 (1987), pp. 503-527.

Abstract: Hiis paper presents instability theorems for one and two-time scale
time-varying non-liriear systems. The theorems are ^plied to the model reference
adaptive control system with unmodeUed dynamics and output disturbances.

1.4. Frequency Domain Analysis and Synthesis Techniques (Ph.D. dissertation of Fu).

Abstract: In this thesis we use a mathematical technique, referred to as the
method of averaging, to thoroughly smalyze both adaptive identification and adaptive
control schemes. In principle Sie results hold when the rate of parameter update in
the adaptive loop is ^ow compared with the dynamics of the other state variables,
but in practice they work for normal rates of parameter adaptation. Our analysis is
not confined to the ideal case which consists of knowing the order of the unknown
plant exactly and assuming ^ere exists no external dismibances, but it also allows
for unmodeUed dynamics and additive output disturbances. We also make use of
the method of averaging to solve the optimal input problem, i.e. the problem of
choosing the input which produces the fastest rate of parameter convergence.
The results of this thesis are many. Ibe first is a set of stability theorems which
determine when a dynamical system possesses exponential stability, partial exponen
tial stability or ultimate boundedness. InstabiUty theorems for one- and two-time-
scale systems are also given. Under the assumptions of a stationary reference input
and slow adaptation these results are applied to adaptive systems. The next result is
a calculable estimate of the rate of parameter convergence when various adaptation
algorithms are used. When the plwt contains unmodeUed dynamics, we use the
method of averaging to formaUy define the notion of a set or "tuned parameters".
Under the assumptions of slow adaptation and persistency of exdtation, we diow
that for the adaptive identifier, Uie actual identifier parameters converge to a baU
which is centered at the tuned parameters and whose radius goes to zero as the
adaptation gain goes to zero. Similar results, though slightly more compUcated, are
also obtained for the adaptive control case. To fllustrate the importance of the •
choice of input signals, the phenomenon of dow-drigt instabUity is analyz^
FinaUy a frequency domain technique, for the synthesis of reference inputs which
solve the optimal input problem, is given. An expression for what we call the aver
age information matrix is derived ^ its properties are studied. The objective of
the input synthesis technique is to spcdfy the frequency content of a power con
strained input signal, which maximizes fire smaUesteigenvalue of fire average infor
mation matrix, and hence maximize the parameter conv^ence rate. A convergent
numerical algorithm is given which obtairrs ^obaUy opimal solutiotrs to fire above
problem. When the plant contains unmoddlS dynamics, practical considerations of
the range of support of the frequency ccmtent of the reference it^t is given.

1.5. Arralysis of Ad^tive Identifiers in the Presence of UnmodeUed Dynamics: Averaging

and Tuned Parameters (Mason, Bai, Fu, Bodson and Sastry), ERL Memo No. M87/25, submit

ted to IEEE Trarrsactiorrs on Automatic Grirtrol.
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Abstract: -Adaptive identifiers are designed with the assumption that the order of
the plant is known. In this paper we a^yze the behavior of a standard identifier
when the plant contains adchtonal dynamics, called unmodelled dynpnics, which
invalidate the toown order assumption. The first result of our analysis is an input
richness condition which does not depend on the order of the unmoddleed dynam
ics to guarantee persistency of excitation of tite regressor. TIiot we show tiiat the
P£ condition leads to a BIBO stability property for the identifier. We use &e
method of averaging to formally define die imtion of tuned parameters as die equili
brium of the identifier averaged system. It is shown that the tuned parameters
always exist and that Ae actual parameters converge to some neighborhood of the
tuned parameters. From the definition of the tuned parameters, we derive an expli
cit expression to calculate them and interpret diem as the fixed parameter values
which minimixe the mean squared ouq>ut error.

We have continued to develop the results of (1.5) for die identification of the transfer

function of a flexible space structure. The input-ouqjut data is obtained fiom a model of the

structure at Caltech and is endowed with several modes which we choose not to model.

The monograph project started last year on diis grant is nearing completion (draft

enclosed).

2. Adaptive Control of Linearizable Systems (Sastry)

In recent years, starting with the pioneering work of Meyer and Qcolani at NASA-Ames

an interesting methodology of non-linear control has evolved. A number of applications of

these techniques have been made, however, their chief drawback appears to arise from the fact

that they rely on an exact cancellation of non-linear terms in order to get linear ir^ut-ouqiut

behavior. We suggest the use of adaptation as a technique to make asymptotically exact the

exact cancellation of non-linear terms when the uncertainty in the non-linear terms is

parametria This work was carried out in collaboration with D. Normand-Cyrot of L.S.S. -

E.SJE., Paris.

Abstract: In this paper we give some initial results on the adt^tive control of
"minimum-phase** non-linear systems which ate exactly iiq)ut-ouq>ut linearizable by
state feedback. Parameter adaptation is used as a tedinique to lobustify the exaa
cancellation of non-linear terms which is called for in the linearization technique.
We review the application of tte tedmiques to tiie adaptive control of robot mani
pulators. Orily the continuous time case is discussed in thispaper-extensions to the
discrete time and sampleddata case are not obvious.

3. Trajectory Generation and Manipulation Primitives for a Multi-fingered hand (Mur

ray and Sastry)

One of the most important areas of future research in control is the generation of com-



mand trajectories for a control system from a high level, qualitative description of a task. This

problem is readily perceivable in a variety of applications: flight control (from the pilot's idea

of a maneuver to a lefercnce trajectory), robot path planning (from a pick and place description

to a collision avoidance trajectory that respects a torque limits), etc. For ourpart we have been

interested in understanding manipulation of objects by a multi-fingered hand, which of course

can be thought of as being a collection of robots. Manipulation of objects, such as screwing

parts and mating parts for assembly; reconfiguring can be achieved if the high level description

could be specified in terms of a set of primitives. Candidate primitives include various types

of grasps - power grasp, dextrous grasp, pinched grasp and some motions - twirl, push, apply

contact force, compliance, etc. These in turn are to be complied to a set of control actions on

the individual joints of the fingers taking into account their kinematics, collision avoidance,

torque limits on the motors.

Such a program is undoubtedly ambitious and the project is in its infancy: we have built

a two jointed, two-fingered hand (Styx U) controlled through a PC-AT currtnily instrumented

with joint encoders and strain gauge finger tips are being designed to perform simple opera

tions: such as peg in a hole insertion, grasping, etc. We hope to proceed inductively on this

project - using our experimental experience to come up with notions of the correct theory to

pursue in this regard.

The Berkeley Multi-Fingered Hand

%
'/



Progress Report of C. A. Desoer and his student M. G. Kabuli

1. Nonlinear Systems, Factorizations and Stable Feedback Systems

The well established algebraic factorization theoiy for linear systems has been singularly

successful in obtaining definitive results: class of all achievable input-ou^ut maps, the

parametrization of all stabilizing compensators, the decoupling problem, the sensitivity minimi

zation problem (H" theory), the decentralized control problem, etc. Recently a few papers

investigated some of the possibilities that factorization would offer in the nonlinear context.

We are in the process of developing that line of research. So far we have completed the papers

listed below:

1.1 C. A. Desoer, M. G. Kabuli, ^^Stabilization and Robustness qf the Nonlinear

Unity-Feedback System: Factorization Approach"^ University of California, Berke

ley ERL Memo M87/28 1987, also accepted to International Journal of Control,

Ref. No. UCy87227.

Abstract: This paper is a self-comained discussion of a right factori
zation approach in the stability analysis of the continuous-time or
discrete-time, time-invariant or time-varying, wdl-posed unity feed
back system S(P, C). We show that a wdl-posed stable feedback sys
tem S(P, C) imi^es that P and Chave right factorizations. In the case
where C is stable, P has a normalized right-coprime factorization. The
factorization approach is used in stabilization and simultaneous stabili
zation results.

An abbreviated version of these results have been accepted for presentation at the

26th IEEE Conference on Decision and Control, Los Angdes, Dec. 1987, under

the title "Nonlinear Systems, Factorizations and Stable Feedback Systems",

12 C. A. Desoer, M. G. Kabuli, "Right Factorization cfa Class cfTtme-Varying Non

linear Systems", University of California, Berkdey ERL htemo M87/S5 1987, also

submitted to IEEE Transactions on Automatic Control, Ret No. CM-87298.

Abstract: We consider a dass of nonlinear continuous-time time-
varying plants widi a state-space description which has a uniformly
completely controllable linear part For tMs dass, we obtain by calcu
lation a ri^ factorizatiorL In tbe case where tte state is available for
feedback, we obtain a normalized rigltt-coprime factorization.



13 C. A. Desoer, M. G. Kabuli, ^Linear Stable Unity-Feedback System: Necessary

and Si^ient Conditions for Stability under Nonlinear Plant Perturbations*',

University of Califomia, Beikeley ERL Memo M87/64 1987, also sulmiitted to

IEEE Transactions on Automatic Control, Ref. No. CM-87378.

Abstract: We consider a linear (not necessarily time-invariant) stable
unity-feedback system, where the plant and the compensator have nor
malized right-coprime factorizations; we study two cases of nonlinear
plant pertuibations (jodditive and feedback), with four subcases result
ing from: J) allowing exogenous input to the perturbation or not, 2)
allowing the observation of the ou^ut of the perturbation or not The
plant perturbation is not required to be stable. Using the factorization
approach we obtain necessary and sufficient conditions for all cases in
terms of two pairs of nonlinear pseudo-state maps. Simple physical
considerations explain the form of these necessary and sufficient con
ditions. Finally we obtain the characterization of all perturbations for
which the perturbed system remains stable.

Some of these results in the paper above were presented at the 25th Aimual AUer-

ton Conference on Conununication, Control and Computing, Urbana-Champaign,

SepL 1987, under the title "Linear Stable Unity-Feedback System: Necessary and

Sufficient Conditions for Stability Under NonlinearAdditive Plant Perturbations",

1.4 C. A. Desoer, A. N. Giindes M. G. Kabuli, "Coprimefactorizations of individual

subsystems in stable linear systems", submitted to the 1988 American Control

Conference, Atlanta, Georgia, June 1988.

Abstract: We consider a stable linear ( not necessarily time-
invariant) unity-feedback system and obtain the necessary and
sufficient conditions under which the individual subsystems have right-
and left-coprime factorizations. The lineartime-invariant case is given
as an example.



Research Plans for the Year 1987 -1988

This year our research will be in three major areas. The focus will shift somewhat from

problems of linear, adaptive control to non-linear flight control. Hie methodology of research

will also shift somewhat fiom being purely theoretical to one which is more closely coupled to

a few candidate applications:

0) The control of VIOL aircraft, and in particular die Hairier at NASA - Ames.

00 The control of flexible robot manipulators, both for large riewing maneuvers and smaller

dextrous motions.

Oii) The generation of command trajeaories for the low-level control of multi-fingered hands

and flight control systems.

In order to accomplish this shift in our research methodology, especially in the context of

the first application listed above, we envision a much closer interaction with the Ames Flight

Control group with die exchange of models, data and techniques. We will be significandy

aided in this process by the presence in our research group of John Hauser, who has had con

siderable experience with flight control systems as a pilot with the Air- Force. At the outset

Mr. Hauser will spend some time with the simulation fadlities at Ames understanding the

nature of the models and porting them in a form in which they can be understood and used by

other people in the group. We then hope to embark on the following program of research:

Section 1. Identification of Non-linear Plants

Key problems arise in the devdoinnem of non-linear models for fli^ control finom simu

lation models and flight data. These problems center around coming up with analytic^ models

of the non-linearities present in die system. The non-linearities need to be chosen so diat diey

are a basis set for the system to be identified (they are ridi enou^ to model die system com

pletely), and in addition die resultant model needs to be robust The tools which are used for

linear model identification may be extended to linearizable systems with only a modest effort

Consequendy, the choice of the non-linear functions chosen to rqiresem the plant is critical

Some choices of functions may result in a linearizable system while others may not The tools
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that we will bring to bear on this topic will be a combination of-symbolic manipulation tools,

simulation tools and identification tools. We will proceed in developing the theory in this

regard inductively, i.e. we will start with some prototype identification problems encountered

with the modelling of the dynamics of the Harrier from exisimg simulations and flight data and

then proceed to propose a theory.

Section 2. Research in Linearizing Control of Non-linear Systems

While a great deal of progress has been made in applying the methodology of linearizing

control to "minimum phase" non-linear systems very little progress has been made in the con

text of non-minimum phase non-linear systems. For such systems there are two approaches

available: to explicitly include the non-minimum phase diaracteristic in the reference model or

to modify the output of the system so as to make it minimum phase. The latter option has

been used to get a system with no zeros for the longitudinal axis of the helicopter. We pro

pose to build the theoretical backbone for such approaches.

Yet another area of active research in linearizing control has to do with when the lineariz

ing conditions are not uniformly satisfied in regions of the state space. For example, in the

instance of a relative degree 1 system the case when Lg{h) is not bounded away firom zero but

changes sign in a certain region of the state spaceis not covered. We have encountered such a

situation in the context of the control of a fiexible robot manipulator. Hie situation is consider

ably more involved in the multivariable case. As in the previous section we hope to proceed

inductively from our experience with the test bed flexible robot manipulator which we have

built and instrumented. We will also commence the program of studying the linearizability of

the Harrier dynamics.

A question related to the one raised in fiie preceeding paragraph is the question of near-

linearizability of non-linear dynamics, i.e. when die linearizability conditioiis fail to hold, how

does one determine by how much they fiail to hold. In other words which systems are nearly

linearizable and how does one perform af^roximate linearizatiorL We prc^se to develop a

systematic methodology for this task.
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Section 3. Comnuuid Generation for Control Systems

A key problem in control systems is the development of a methodology for the genera

tion of commands as inputs to a control system from a higfh level task description. Ccmsider,

for example the problem of trajectoiy generation for robot manipulators: from a description of

the task and the configuration of obstacles in die environment one generates a collision

avoidance trajectory in space. This needs to be indexed by time in such a manner as to

include torque constraints on the motors, finite slew rates for the torques and so oil For a

flight control system the problem is complicated by the fact that the constraints on actuators are

more complicated and that certain trajectories are infeasible when die system is not minimum

phase. Further, the process of compiling a low-level quantitative description of a task from a

high-level qualitative one is not well understood. Infact, it is in the context of this problem that

we have begun the work on multi-fingered hands described in the progress report We propose

to continue both that project as well as one involving command generation for the Hairier and

the flexible arm this year.

Section 4. Adaptive Control Of Linearizable Systems

As pointed out in the progress repon a key drawback of linearizing control is that it relies

on exact cancelladon of non-linear tenns. Consequendy, when these terms are not exacdy

known the cancellation needs to be robustified using adaptation. We have begun some woik in

this regard on this grant last year, but this is preliminary and will need to be extended to cover

the situations described in Section 2 above and the three applications indicated above.



Progress Report of S.S. Sastry and his Students

1987 .1988

During the past year three graduate students of S.S. Sastxy were pardally supported on

this gram« Richard Muiray, John Hauser, and Andrew TeeL Richard Murray continued the

work he began last year in the control and trajectory generation of marnpulation printitives for

a multi-fingered hand. Both John Hauser and Andrew Teelhave been working on the lineariz

ing control of a class of non-linear systems, with specific emphasis on the dynamics of the

Harrier, VTOL. In the area of linear adaptive control in work supported by this grant, I have

completed a monogn^h witii Marc Bodson (a student supported on this grant until January

1987) entitled "Adaptive Control: Stability, Convergence and Robusmess," to be published by

Prentice Hall in November 1988. This brings to a state of completion a long program of

research in linear adaptive control, supported on this grant firom October 1983 to the present,

which also resulted in the completion of fourPh.D. dissertations eitherwholly or partially sup

ported by this grant, M. Bodson (December 1986), E.W. Bai (August 1987), L.C. Fu (August

1987), J. Mason (June 1988). Here are some details of the research on the grant and abstracts

of key publications:

1. Linear Adaptive Control

1.1. "Adaptive Control, Stability, Convergence and Robustness" (S. Sastry andM. Bodson), to

be published by Prentice Hall, November 1988. This 378 page monograph is a synopsis of our

work in the last four years in adaptive control with contributions from the dissertations of Fu,

Bai and MasotL

1.2. "Analysis of Adaptive Identifiers in the Presence of Unmodelled Dynanucs: Averaging

and Tuned Paramemrs" (Mason, Bai. Fu. Bodson and Sastry), /£££ Trans, on Automatic



Corarol. Vol. 33. No. 10.1988. pp. 969-975.

Abstract: Adaptive identifiers are designed with the assumption that the order of
die plant is known. In this paper we analyze the behavior of a standard identifier
when the plant contains additional dynamics, called unmodelled dynamics. tRdiich
invalidate the known order assumption. The first result of our analysis is an input
richness condition which does not depend on the orderof the unmodelled dynamics
to guarantee persistency of excitation of the legiessor. Then we diow that die P£
condition Ifads to a BIBO stability property for the idendfier. We use the method
of averaging to formally define the nodon of tuned parameters as the etpdlibriuin of
die idendfier averaged system. It is shown that the tuned parameters always exist
and that the actual parameters converge to some neighborhood of the tuned parame
ters. From the definition of the tuned parameters, we derive an cqdidt expression
to Th '̂Tn and interpret them as the fixed parameter values which minimize
the mean squared output error.

2. "Trajectory Generation and Manipulation Primitives for a Multi-fingered Hand"

(Murray and Sastry).

We have completed the construction of a two Jointed, two fingered hand (Styx II) con

trolled through a PC-AT to perform some simple operation. The two fingered hand has tumed

out to be an excellent test bed for trying out various kinds of low levd control laws for posi

tion and force control. It has also helped us to formulate a comprdiensive "universal" theory

of Lagrangian control for single and multi-manipulators under a variety of contact conditions.

As we had suggested in last year's progress report, we have studied questions of trajectory

generation for a multi-fingered hand firom a high level qualitative description of a task.

Though we have not yet had some definitive results in the area, we have been smdying the

literature in the area of event driven control systems for additional tools.

2.1. "Control Experiments in Planar Manipulation and Grasping." (Munay and Sastry), sub

mitted to the 2989 IEEE Coiference on Robotics and Automation, also to be a UCB/ERL

Memo, October 1988.

Abstract: Many algorithms have been proposed in the literature for control of
multi-fingered robot hands. This paper compares the performance of several of
these algorithms, as well as someextensions of more conventional manipulator con
trol laws, in the case of planar grasping. A brief introduction to the subjectof robot
hands and the notation used in this paper is included.



2^. "Dynamics and Control of Constrained Robot Systems," (Murray, Hsu and Sastry). Sub

mitted to the IEEE Co/ference on Robotics and AuiomadonifR, 1989; also to be a UCBIERL

MemOn October 1988.

Abstract: This paper presents a general hamework for developing dynamics ai^
control laws for a large of robot systems. This class includes single robots in
contact with the environment, multi-fingered hands, and multiple robots perfoiming
a coordinated task. Several well known trajectory control laws for robots are
extended using this framework and proofs ofe^^nential stabiliQr are giveiL A new
control law which allows hybrid position/stiffoess conirol is also presented along
with proofs of stability. Experimental results ofthe control algorithms are given for
die case of a two-fingered hand manipulating an object and a single robot ^iplying
a force to a surface.

3. Control of Linearizing Systems

We have continued the program of taking recent advances in non-linear control imo a

practical desi^ methodology. In this work, we have been collaborating very closely with the

fiight control group at NASA-Ames. Two sets ofprojects are underway.

3.1. Flight Control of VTOL Aircraft (Hauser and Sastry in collaboration with G. Meyer of

NASA-Ames). When the linearizing theory is blindly ^plicd to the flight control of high per

formance aircraft, such as VTOL aircraft, the controller yields an internally unstable system.

This is because linearizing control is based on cancellation of the zero dynamics, which are

slightly non-minimum phase for the dynamics of the VTOL. We have developed methodology

to modify the theory for these and other non-minimum phase systems.

"Linearization Techniques for Fiight Control Systems," (Hauser, Sastry and Meyer).

Abstract: There has been a great deal of exdtemem recently over the development
of a theory for explicitly linearizing the input-output response of a nonlinear system
using state feedback. One shortcoming of this ^ory is the inability to deal with
non'ounimum phase nonlinear systems. Highly maneuverable jet aircraft, such as
the V/STOL Harrier, belong to an important class of sflgfidy non-minimum phase
nonlinear systems. Tlie non-minimum phase character of these aircraft is due in part
to a slight coupling between rolling moments and lateral accelerations. In this
paper, we show that while strai^itforward application of the flneaiization theory to
a non-minimum phase system r^ults in asystem with alinear input-ouqut response
but unstable internal dynamics, designing a feedback control based on a minimum
phase approximation to the true system results in a system with desirable properties
such as bounded tracking and asymptotic stability.



32. "Computer Aided Non-linear Controller System," CTcel and Sastry).

To make the theory a practical design methodology we have devdoped a VAXIMA

based design package for obtaining the "mnnal form" of non-linear systems staxtmg from an

analytical description of their dynamics. In hiture, we will also devdop B-Spline software to

take numerical data and convert it into an analyticd form necessary for the follow up analysis

and design.



Progress Report of C. A. Desoer and M. G. Kabuli

1987.1988

1. Nonlinear Systems, Factorizations and Stable Feedback Systems

Factorization theoiy for lin^r dme-invariaiit ^fstems bas been die only ^iproach that

completely fh?rar^»ri7«»<; all stabilizing compensatois, all adiievable peifonnance objectives in

one framewoik. Recently* a few papeis have investigated die extension of the factonzanon

approach to a nonlinear setting* using bounded>ii^[nit bounded-ouQiut stabiliQr aiguments. Hiis

generalization is not an abstracdon solely for theoretical purposes; It csqxures die essence of

certain properties of the linear factorizadon theory often considered as limited to its constrained

setting of the algebra of linear maps. When we restrict ourselves to addidve feedback

schemes* this generalizadon allows us to describe the set of feedback stabilizable nonlinear

plants. In certain cases* one can find one* many or even all stabilizing compensators and

describe die achievable closed-loop maps. As it is wdl-known not all linear systems admit cer

tain factorizadons required for the applicadon of feciorizadon theory; thus* it is not lestricdve

at all to consider special classes of plants in the generalizadoiL The following papers

emphasize these points.

1.1. C A. Desoef, M. G. Kabuli* "Stabilizadon of a Pass of Nonlinear Systems Using a Fac

torizadon Approach*" Proceedings of theIEEE 27th Corference on Decision and Control, Aus

tin* December 1988.

Abstract: T,in<»nr time-invariant proper plants with a minimal state-space descrip
tion can always be stabilized in an observer-cantroller configuration where the feed
back system insists of a two-input one-output compensator which is stable; hence*
such plants ahvays have right-coprime ftiaorizadons. Using observer based con
trollers, coprime factorizations of a dass of linear plants have been obtained in the
literature. In this paper* we generalize the right-coprimeness definition by requiring
only that the corresponding plaru's pseudo-state can be reconstracted by a two-input
one-output stable observer. After pointing out the properties of this definition and
the feedback system £(?* (2) • we obtain right-coprime factorizations for a dass of
nonlinear plants, where a two-input one-output pseudo-state observer is constructed.
A feedback stabilization scheme is given using this observer.



1^. CA- Desocr, MG. Kabuli. "Nonlinear Stable Unity-Feedback Systems with One Linear

Subsystem^ UCB/ERL Memo M87/91, E>ecember 1987.

Abstract: In this paper, we consider the nonlinear unity-feedbadt configuration
where one of the two subsystems (either the plant or the compensator) is specified
by a linear (not necessarily time-invaiiam) m^. If the linear subsystem has a left-
copiime factorization, the nonlinear subsystem is shown to have a specific normal
ized right-coprime fiactotizaiion. If the linear sobsystem also has a normalized
light-coprime factorization, we obtain a parametrization of die set of an stabilizing
nonlip*^^^ subsystems; this parametrization canbe intetpreied as: i) diat of all sta
bilizing nonlinear compensators for a ^ven linear plant or fi) dim of an nonlinear
fractional perturbations of a possibly nonlinear plam stabilized by a given linear
compensator. It is irueresting to note that the set of dl stabilizing nonlinear com
pensators (fiar a given linear plant) (or ioteipreted ^fferentiy, the set of an stable
nonlinear fractional perturbations of a nonlinear plmt, stabiliz.ed by a given linear
compensator) is predsdy of the form wefi-known Ibr the linear case except diat
certain maps including die free stable parameter Q are nonlinear.

13. The foUowing is a status update of the papers listed in the previous progress report

• "Stabilization and Robustness of the Nonlinear Unity-Feedback System," Imema-

tioncd Journal of ConxroU VoL 47, No. 4, pp. 1133-1148, April 1988.

• "Right-Factorization of a Qass of Time-Varying Nonlinear Systems," IEEE Tran-

sactions on Automatic Control^ VoL 33, No. 8, pp. 755-757, August 1988.

• "Linear Stable Unity-Feedback System: Necessary and SufBdent Conditions for Sta

bility under Nonlinear Plant Perturbations," IEEE Transactions on Automatic Con

trol, Vol. 34, No. 1, January 1989.



Proposed Researdi 1988 -1989

We will continue the new directions of research cominenced last year with the shift in

focus firom linear, adaptive control to non-linear flight control with tire methodology shifting to

two candidate applications:

0) The controlof VTOL aircraft.

01) Tlie generation of rnmniflnri trajectories for the low-level control of multi-fingered hands

and flight control systems.

The past year has seen closer exchanges with the NASA Ames Flight Contnti group involving

some students working with models, data and tediniques sudi as John Hauser, Andrew Teel

and Joseph Sifer. Hie following topics of research will bepursued:

1. Identification of Non-linear Systems

So far, we have developed generic control techniques for simplified models of VTOL air

craft. This year we will need to develop more sophisticated analytical models ftom simulation

models and flight data. We plan to use B-splines as the basic set for modelling the uncertain

ties. They are certainly rich enough to model the system; whether or not tiiey will provide

robust models needs to be studied. We will bring to bear a combination of symbolic simula

tion tools and identification tools to model the dynamics of the Harrier ftom exisnng simula

tions and flight data.

2. A Robust Theory of Linearization

2.1. Slightly Non-Minimum Phase Systems

We have developed a theory for effectively dealing with the siighiiy non-minimum phase

characteristics of planar VTOL models. We will foflow up this work with the extension to

more complicated three degree of fteedom VTOL models. We have developed a joy stick

based simulation package so that the resulting controller may be "flown" to determine its

efficacy.
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22. Linearization in the Presence of Uncertainty

yesr we insuguiated a piognuxi of edapdve couuol for lineenzable non-linear sys

tems. This was a technique for dealing with non-linear systems wfaidi have parametric uncer

tainty. We have now smdied other tedmiques for robust linearization inthe presence ofuncer

tainty or poor modeling of thenon-linearities sudi as sliding mode ctnxtiol and high gairu as

well as the zero dynamics algorithm of Isidori. We wiU try some of these techniques on die

Harrier dynamics.

2.3. Command Generation for Control Systems

Most control methodologies begin with a nrrtatn desired trajectory that the plant is

required to track. The generation of these trajectories finom a qualitative description of die con

trol tasks is far from trivial or obvious • especially given the constraints on actuators, finite

slow rates, etc. It is the context of this problem that we instigated the work on multi-fingered

hands on this grant Tliis year we will use the e^ertise of a pilot to betterunderstand the pro

cess of trajectory generation for the VTOL^larrier. Also, proceetfing space will be high level

control for the two-fingered hand.

3. Factorization Based Approaches

We propose to investigate the use of diese foctorization techniques to clarify two impor

tant problems:

Q) The robusmess problem: that is, how to chaiacteiize the robust design, how to find the

achievable robusmess for a given specification. We must recall that an importam advance in

linear theory was Zames's elucidation of the trade-off between robustness and perfoimance for

the MIMO case.

Ci) Two of the most important properties of feedback systems are the disoirbance lejecdon

and tracking properties. We propose to study these problems using our foctorizaiion methods.



Progress ReportofS.S« Sastry and his Students^ 1988-1989

During die past year three graduate students of S.S.Sastry were supported by this grant: John

Hauser, Andrew Teel Raja Kadiyala. John Hauser finished his Ph. D. dissertation inAugust 1989 on

The Approximate Linearization ofNonlinear Systems with emphasis on the dynamics ofV/STOL aircrafL

Both Andrew Teel and Raja Kadiyala have finished dieir M.S. project reports on the indirect adaptive

control ofnonlinear systems.

Also, using additional funding furnished by this grant we organized the 1989 NASA Ames - UC

Berkeley workshop in Nonlinear Flight Control held between August 21st and August 24th diis year.

This workshop featured three days of presentations by specialists in the areas of both nonlinear control

and flight control and was attended by about 80-100 researchers. The workshop also served to showcase

some of the joint work in this area being done by NASA Ames and UC Berkeley. Here are some of the

details of workdone on the grant andthe abstracts of key publications:

1. Approximate Linearization of Nonlinear Systems

While necessary and sufficient conditions for both lull state and input-ou^ut linearization have

been given in the literature a great deal remains to be done in making these conditions part of a

comprehensive design methodology, hi the work started on this project we have taken the first steps to

identi^ those conditions in die linearization method which are not robust We have then proceeded to

examine how when these conditions fiail id be satisfied but fiiil to do so by a small amountthat conditions

for die approximate linearization exist The development ofthe theory has been guided bytwo key exam

ples, the first being the model ofa planar V/STOL aircraft and die second being a ball and beam model

ling the dynamics of variable wing stores or fiiel slosh in an aircraft wing, hi die former case the non

linear system is slighdy nonminimum phase sothat linearization results ina closed loop unstable system;

while in the latter case the system fails to haverelative degree so that the linearization technique cannot

be directly applied. The following publications andtheirabstracts reflect this work:



ApproximateTracking for Nonlinear Systems
with AppUcation to Flight Control

JobnHauser

Jn rhig disi?f^rTi^Tfon, we embaikon a project to make recent ttieoredcal advances in geometric non
linear control into apracticable control designmethodology.

The method of input-output linearization by state feedbadc provides a natural framework to design
controllers for systems, such as aircraft, ^iriiere output tracking radier than stabilization is die control
objective. Central notions include relative degree and zero dynamics. Rou^y speaking, the relative
degree of a system is the dimension of thepartof thesystem that can be input-output linearized and die
zero dynamics are the remaining (unobservable) dynamics. Systems with exponentially stable zero
dynamics areanalogous trajectories withintemal stability.

While investigating the use of diese methods in the control of the V/STOL Harrier aircraft, we
notice that the small forces produced when generating body moments caused the aircraft to have an
irngtahie zerodynamics, i.e., to be nftriTninimiiin phase. However, if thiscoupling were zero, dientheair
craft could be input-output linearized widi nozero dynamics. Ihotherwords, a smaU change in a parame
ter resultedin a significant changein the systemstmcture!

With this observation as the driving force, this dissertation smdies the effects of system perturba
tionson the structure of the system and develops methods for tracking controller design based on approxi
mate systems.

After reviewing the basicsof geometric nonlinear control, we showthat small regular perturbations
in thesystem canresult in singular perturbations in die zero dynamics. Wegive asymptotic formulas for
the resulting fast dynamics.

Nextwedevelop techniques for tracking control design forsystems thatdo not have a well defined
relative degree. Using an approximate tracking for the true system. This ^proach is shown to be supe
rior to the usual Jacobian linearization method on a simple ball and beam system.

Returning to the aircraft controlproblem, we use a highly simplified planarVTOLaircraft model to
illustrate the (slight) nonminimum phase characteristic of these systems and develop a controller to
guarantee approximate tracking. We also develop a formal theoryfor this dass of systems.

Zero Dynamics of Regularly Perturbed Systemsare Singularly Perturbed

S. S. Sastry, J. E Hauser and P. V. Kokotovic

hi this paper we preseiu new results on die stmcture of the zeros of linear and nonlinear systems
under peiturbadon. hi particular we show that when state space descriptions of linear or single-input
single-ouiput systems withrelative degree 2 2 areregularly perturbed, thentheirzerodynamics aresingu
larlyperturbed and show a separadon of time scales, hi dieSISO case, we give asymptotic formulas for
the new highfrequency zero dynamics arising formthe regular perturbatioiL



Nonlinear Control via Approximate Ihput*Output Linearization:
theB^l and Beam Example

J. E. Hauser,S. S.SastryandP. V. Kokotovic

In this paper, we study approximate inpuc*ou^ut linearizanon ofSISO nonlinear systems vduch fail
to have relative degree in the sense ofByrnes and Isdori. This woik is indie same spirit as the eariier
woik ofKroner on approximate full state linearization by state feedback. The general tiieory presented in
diis paper is motivated through it's application on aball and beam sj^stem, acommonly used undeigiadu-
ate control laboratory experiment; where it isshown to be superior to the standard Jacobian linearization
ferthis example.

2. Adaptive Control of Nonlinear Systems

In previous work, we had studied the use ofparameter adaptation to robustify the cancellation of

nonlinear tenns in the exact linearizing control laws. The work had been restricted to the use of direct

adaptive control techniques, i.e. there was no explicit separation between identification and control.

While the results were analytically quite pleasing and also practically implementable on a model of a

robot manipulator we found rhar the amount of computation required in its implementation was rather

large. Consequently we spent last year studying techniques for indirect adaptive conuol involving an

explicit separation between identification and control. We began with astudy ofnonlinear identifiers both

ofthe least squares and projection variety and then used them togive a few indirect adaptive schemes one

based on a selftuning principle and the other ona reduced order nonlinear observer. The schemes were

proven to be convergent and a systematic study ofthe relative merits ofeach ofthe schemes on several

examples was completed in the following work:

Indirect Techniques for AdaptiveInput Output
Linearization of Nonlinear Systems

R. Kadiyala, A.Teel,P. Kokotovic andS. Sastry

A technique of indirect adaptive control based oncertainty equivalence for irqnit output lineariza
tion of nonlinear systems is proven convergenL It does not suffer from the overparameterizanon draw
backs of the direct adaptive control techniques on the same plant This paper also contains a semi-
indirect adaptive controller which has several attractive features ofboth the direct and indirect schemes.



Progress Report of C. A.Desoerand his Students,1988-1989

Repoit on Research by DesoerandM.G.Kabul!

(Kabul!, whowas supported by this grant, completed hisdissertation in August of 1989)

The results of our recent research on Factorization tedmiques for the study of feedbacksystems has

beenwritten up in a self consistent form in die following report. Thesenew results werepresented at the

MTNS Symposium in Amsterdam, June, 1989.

Factorization Approach to Nonlinear Feedback Systems
by

CA. Desoer and M.G. Kabul!

ERL Memorandum UCB/ERL M89/64

In its general algebraicframework, factorizadon theory has provento be extremdy usefel in solving
interesting control problems related to linear time-invariant systems that have transferfencdon represen-
tadons. This work smdies the extension offactorizadons to nonlinear multiinput-muldouqmt mzps.

The nonlinear maps considered are assumed to be causal 0.e., non-anddpatory) and axe defined
over input and output extended spaces; hence die setting is quite general and is suitrfele for analyzing
unstable nonlinear maps. Due to the flexibility of choosing norms in input and output spaces, this input-
output approach is suitable for generalized forms ofbounded-input bounded-ouqiut stability analysis.

Faaoiizadon tools are applied to stability and robustness analysis of nonlinearaddidve feedback
systems. These tools axe also used to proposestabilizing feedback schemes.

Properstablefactorizadons of lineartime-invariant finite-dimensional systems andrelated key facts
are reviewed for modvadon: they lead to a compactself-contained formuladon of stability and robusmess
properdes.

Stabilizing feedback systems and existence of factorizadons are smdied based on a discussion of
fectorizadon tools for general linearm^s. Using factorizadon tools, necessary and sufficient condidons
are given for robust stability of the nominal linear uruty-fi:edback system under nonlinear (possibly
unstable) addidve, feedback, pre-muldplicadve and post-m^dplicadve plant perturbations.

Following a discussion for right-factotizadon toolsfor rronlinear causal maps, a stabilmng addidve
feedback configuration is proposed. Right-firctorizadon and right-coprime factorization examples for
some classes of nonlinear plants ate explicitly worked ouL After stating condidons on linear (not neces
sarily time-invariant) for parametrizing die set of all nonlinear stabilizing compensators in non
linear unity-feedback systems the parametrizadon of all stabflizing nonlinear compensators is obtained.
Stability and robustnessofnonlinearunity-feedback system and condidons for simultaneous stabilizadon
are studied using factorizadon tools.
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Research Proposal 1989-1990

Wewill continue the woikinstigated lastyearonmaking a practicable design methodology fornon-

linear control systems with ^plications to flight controL Thefollowing topics willbe pursued:

1. Linearization for Non-regular MIMO Systems

hi workdone on this grantlast year, we studied the approximate linearization of nonlinear systems

which were either slightly nonminimum phase or failed to have relative degree by a small amount both

of these investigations were primarily SISO for technical reasons having to do with the fact that die

MIMO linearization results were not yet fully unified (except for the instance of full state linearization,

which was solved by Hunt, Su and Meyer). Recently we have been made aware of the theory of differen

tial algebra which is useful in defining the notions of regular MIMO systems and systems which are

decouplable by dynamic state feedback. The MIMO counterpart, then, of systems which have relative

degree is systems which are regular. Our program this year will be to smdy the approximate linearization

of systems which fail to be regular or if they are regular are close to not being regular (Ukethe V/STOL

aircraft models). Some preliminary work in this regard has begun in joint work with DiBenedetto, Grizzle

and Hauser.

2. Regulator Theory for Nonlinear Systems

In recent work by Bymes and Isidori there have been new necessary and sufficient conditions for the

existence of nonlinear regulators. There are two drawbacks to these results, even though they apply to

non-minimum phase systems Qndeed this is their chief virtue): they are too closely based on the Jacobian

linearized system and they are somewhat non-constructive, in the sense that the compensator is described

in terms of the existence ofsolutions to certain first order partial differential equations.



We win remedy both of these deficiencies: the former by incoiponiiing into this theory recent work

by Krtner and other researchers on higher order (hi^er than 1, tiiat is) observers and the latter by asys

tematic approximation technique for solution ofthe pardal differential equation deriving from the fact

that the regulator PDE is a center-manifold type ofPDE for which a systematic approximation theory

exists.

3. Command generation for Control Systems

Most control systems begin with a description oftrajectories that need to be tracked ormodels of

signals which need to be followed. The generation ofthese trajectories which respects actuator constraints

as well as intrinsic dynamical constraints on the system isfar from evidem. While we have made very lit

tle progress on this topic last year we will continue to persevere in this line ofinvestigation with inspira

tion from models derived from NASA.

4. From Numerical Models to Symbolic Computation

A key area of investigation is the ability to make analytically tractable models for design starting

from numerical and wind tiinnpi data... tills is especially important when theanalytical model isdifferen

tiated repeatedly to get the controller. During this year we hope to begin a program of research into sys

tematic model identification in collaboration with Dr. G. Meyer of NASA Ames and Mr. Jim Smolka of

NASA, Edwards.



Tools for Nonlinear Control Systems
Design: Continuation Proposal

S. S. Sastry. C. A. Desoer

November 26. 1990

1 Introduction

In this year we have continued the program of developing theoretical and
CAD tools for the rapid prototyping ofnonlinear control systems. Highlights
of the program this year were :

1. We sponsored a workshop on Nonlinear Control along withNSF and the
UC Nonlinear SciencesInstitute. This workshop was held in April 1990
at UC Santa Barbara and was billed as the second UC-NASA workshop
in NonlinearControl. Even though the workshop wasonlyeight months
after the workshop at Berkeley it was a big success, attended by almost
80 researchers, a tribute to the vitality of the field. We propose that
a tradition be made of UC-NASA workshops held either every year or
every other year with the location shifting between Berkeley and Santa
Barbara.

2. Two Berkeleystudents spent the summerwith Dr. George Meyerwork
ing with him on encoding the details of his flight control methodology
with the eventual goal of making it the heart of a nonlinear controller
design package for UNIX workstations under an X windows environ
ment.

The rest of this renewal proposal is organized as follows: in Section 2 we
give a brief progress report for the year 89 —90 and in Section 3 we present
the renewal proposal for 90 —91.

1



2 Progress Report 89-90

Duxing the past year three graduate students of S. S. Sastry weresupported
by this grant: Raja Kadiyala, A. K. Pradeep and Andrew Teel. Andrew
Teel and Raja Kadiyala finished their M. S. project reports combining CAD
tools for nonlinear control with indirect adaptive control of nonlinear sys
tems. The topics can fit into two categories:

2.1 Robust and Adaptive Nonlinear Control

The first topic of resesurch was to use adaptive and sliding mode control
to robustify linearization by state feedback as a methodology for nonlinear
control. Since linearization is based on exact cancellation it is prone to
lack of robustness when the cancellation is not exact. In our past work
we had produced new results in nonlinear adaptive control to make the
cancellation of the nonlinear terms asymptotically exact. The present work
is an extension of this work using techniques of indirect adaptive control,
namely explicit identification followed by nonlinear control. We have also
explored the use of sliding mode control as a methodology to reject model
uncertainties of certain classes. The papers based on this research are the
following:

1. Indirect Techniques for Adaptive Input Output Lineariza
tion of Nonlinear Systems, by Teel, Kadiyala, Kokotovic and Sais-
try, to appear in Intl. J. of Control, Dec 1990.

Abstract

A technique of indirect adaptive control based on certainty equiva
lence for input output linearization of nonlinear systems is proven con
vergent. It does not suffer from the overparameterization drawbacks
of the direct adaptive control techniques on the same plant. This pa
per also contains a semi-indirect adaptive controller which has several
attractive features of both the direct and indirect schemes.



2. Generalized matching Conditions for Sliding Mode Control of
Perturbed Nonlinear Systems, by Pradeep, presented at the UC-
NASA workshop at SB, April 90.

Abstract

There has been a great wealth of theoretical machinery built up for
controlling and analyzing nonlinear systems culminating in a rather
complete characterization of linearization by state feedback. F^back
linearization, however, has been somewhat slow to catch on in "real
world" applications mostly due to the fact that there does not exist a
good CAD tool which handles feedback linearization of nonlinear sys
tems. In turn, the nonlinear CAD tool development has been hampered
in the past since the calculations necessary to formulate the feedback
law are symbolic in nature, but with the advent of new symbolic pro
cessing packages and the unleashing of new compute horsepower it has
become feasible to carry out the necessary computations.

We will present the construct ofanonlinear control CAD tool which
is in its preliminary stages and discuss issues such as model extraction
and spline fitting to create the descriptional equations of a system.
We will also propose possible architectures for real time controllers on
which the generated controller my be implemented.

In yet another approach wehave been exploring the use of the new residts
of Byrnes and Isidori on nonlinear regulation for systems which may not be
minimum phase or even have well defined relative degree. A good practical
system which has stimulated the theory in this direction has been the ball
and beam system which is a model of fuel slosh in aircraft wings. The papers
written in this area are:



1. Applications of Nonlinear Output Regulation, Teel and Sastry,
UC-NASA workshop at SB, April 90.

Abstract

Recently, results have been establish^
output regulation »pjrtSal ^erential equation
appropriate control law involves g applied these
to tod an invariant, enor
results to the problem of trackmg a especially useful for
beam example. The a-eU-detoed

certainties in thfe context, torther. we plan to look at tracking res
when the exosystem varies slowly with time.

2. Robust and Adaptive Nonlinear Output Regulation, Teel, sub
mitted to European Control Conference, Oct. 90

Abstract

The object of this paper is to prove the stability of an adaptive
control scheme designed to asymptotically achieve output regulation
for a class of nonlinear systems. Center manifold theory is the frame
on which most of the analysis rests. The task is restricted to the
tracking of signals that are generated by Poisson stable exosystems.
No growth restrictions are made on the vector fields of the nonlinear
system. This is attractive because the analysis can be extended to
certainty equivalence of exact input-ouput linearizing control schemes
for tracking of Poisson stable trajectories.

Keywords. Nonlinear Output Regulation, Adaptive Control, Cen
ter Manifold, Slowly-varying.



3. Toward Larger Domains of Attraction for Local Nonlinear
Control Schemes, Teel, submitted to European Control Conference,
Oct. 90

Abstract

This paper is niotivated bythe fact that the success of approaches
to controlling nonlinear systems that cannot be exactly linearized is
very'sensitive to initial conditions. The focus of this paper will be
extending the regions of attraction for recent control schemes when
applied to SISO nonlinear systems that do not have a well-defined
relative degree.

The basic conclusions that we have obtained so far show that the theory still
has a fair distance to go before it is a practical design method, since the
technique is very sensitive to initial conditions .As a consequence adaptation
does not significantly enhance the domain of attraction.

2.2 CAD tools for nonlinear systems

We have proceeded steadily forward towards developing CAD tools for non
linear control systems design. Two papers report the code written to date.
For the most part the code is written using Mathematica as the basic com
putational engine. We are hoping to interface this code to a more standard
simulation environment such as Matrix-X in future.

1. CAD for Nonlinear Control Systems, Teel, ERL MemoUCB/ERL
M 89/135, December 1989.

Abstract

A computer software package has been developed to assist in the
control design for a certain subclass of nonlinear systems. Much progress
has been made in the area of nonlinear control recently. The design
procedure that is a result of these advances has been automated in this
software package. Both single-input single-output (SISO) and multi-
input multi-output (MIMO) systems are handled.



2. CAD andImplementational Tools for Nonlinear Systems, Kadiyala
and Sastry, UC-NASA workshop, SB, April 90.

There has been a great wealth <rf theoretical machinery built 19 fiff controlling and analyzing ntm-
linMT systems culminating in arather complete chatactetizadon of linearization by state feedback. Feed
back linearization, however, has been somewhat slow to catch cm in"real wcrid" applicatxcms mostly due to
the fact diat there does not exist a good Computer Aided Design (CAD) tool which handles feedback
linearization ofnonlinear systems. In turn, the nonlinear CAD tool devdopment has been hampered in the
past since the calculations necessary to ftsmulate the feedback law are symbolic in nature, but with the
advent of new symbolic processing packages and the unleashing of new compute hcusepowo' it has
become feasible to cany outthenecessary computations.

Apackage*twhich is ^lecific to flight control, has been developed in ctmjunction with NASA Ames
Research Center. Although this package is not symbolic in nature, itdoes cany through the necessary cal
culations numerically, which flien renders an aucraft mput-output linear. Ttecontroller created can than
bereadily implemented onthe current generation offlight control computers.

We are currently constructing a nonlinear control CAD tool package which will implement the
necessary operations for feedback linearization on ageneral cto of systems and also handle the model
extraction and spline fitting that is necessary to develop the descriptional equations ofasystem. The tr^-
tional nonlinear tools available in present packages will be incorporated as well. We will also look into
possible architectures for real lime controllers on which the generated controller may be implemented.

[1] George Meyer Application ofBrunowsl^ Fronts in Mtdti'Mode Flight ControU 1990 American Coiurol
Conference, Sheraton Harbor Island Hotel, San Diego, California, May 23-25,1990



3 Proposal for 1990-91

We will continue the program of adaptive linearization: a new paper on
direct adaptivelinearization ofMIMO nonlinear systems is underpreparation
(jointly with DiBenedetto). This work supported by this grant will give a
comprehensive solution to the nonlinear MIMO model reference adaptive
control problem. This work will bring to a finish the program of adaptive
linearization begun three years ago. This work will be presented at the
European Control Conference, 1991.

Further we will continue the program of developing the new nonlinear
regulator theory (which is not based on cancellation of nonlinear terms) and
study how to enhance it's domains of attraction and robustness. We feel
that the area of nonlinear regulation is the best methodology available for
controlling nonlinear systems which are either not linearizable or are non-
minimum phase. In addition to making the theory more practical we wiU
also study techniques for approximately solving the center manifold style
partial differential equations.

In keeping with the long range goal of developing CAD tools for nonlin
ear control systems design we will continue to write code in an integrated
framework both for nonlinear adaptive control, fiight control and nonlinear
regulators.

The key problem that we will address in this year however will be the
following nonlinear flight control problemwhich combines aspects of approx
imate linearization for slightly nonminimum phase nonlinear systems and
trajectory planning for nonlinear systems: Consider the following model for
a rigid body model of an aircraft.

mr = mg

Ri =

JCj =

• 0 ' ' Cd(1 + CiQ^) "
0 + Ri{ ev3 •¥R2\r? c»p )

-1 . CL(1 + C2a) .
LJ X Ri

U X Juj^
U2

«3

"4

In the equation above r stands for the position of the CM of the aircraft in
inertial coordinates, Ri € 50(3) stands for the orientation of the aircraft



body frame relative to the inertia! frame and Ri € 50(3) is the orientation
of the aircraft wind frame relative to the aircraft body frame. The angle of
attack angle a and the side slip angle p describe the orientation R2 as

R^ =

with 5(x) is the skew symmetric matrix associated with the cross product
operation with the unit vector in the x direction, i.e. (l,0,0)x. Similarly
for 5(i). The coefficients C|>,C5,cl stand for the drag, side force and lift
force coefficients. The coefficients c,fi model the parasitic coupling between
moment generation and force generation. The input ui is the thrust input
and the inputs 1/2,1x3,1x4 stand for the moment inputs to the aircraft. Thus
the system has four inputs. The system can thus be used to independently
control four outputs. A sample choice is the three position variables r and
the roll angle 6. Of course 9 is one of the variables in Ri as

With these four outputs the system is weakly nonminimum phase, because
of the cross coupling c, It is important to precisely formulate the different
choices of outputs which can be decoupled approximately by state feedback.
Such a program was laid out by Meyer in his paper at the American Control
Conference , 1990. We will carry out the details of his program and describe
the different modes which the aircraft can fly in.

In the second halfof the program for this year we will study the problem
of trajectory generation for aircraft onmaneuvers involving a combination of
different regimes of control and strategies for switching between them. We
will discuss the implications of having a hybridor eventdrivencontrolsystem
which has continuous system dynamics and discrete or logic dynamics. In
this part of the program we will continue our close collaboration with Dr.
Meyer.



Tools for Nonlinear Control Systems
Design: Continuation Proposal

S. S. Sastry, C. A. Desoer

October 24, 1991

1 Introduction

In the year 1990-91, we worked on four areas of nonlinear control:

1. Adaptive Control of MIMO Nonlinear Systems

2. Robust and Adaptive Regulators for Nonlinear Systems

3. Control of Nonlinear Systems in the Presence of Saturation

4. CAD tools for Approximate linearization

2 Progress Report 90-91

During this year three graduate students of S. S. Sastry were supported on
this grant: Raja Kadiyala, A. K. Pradeep and Andrew Teel. They all expect
to finish their Ph. D. dissertations between January and June 1992. In
addition we partially supported Prof. M. Di Benedetto during her visits
here.

2.1 Robust and Adaptive Control of MIMO nonlin
ear systems

We developed starting from our earlier work on adaptive control of SISO
nonlinear systems a theory of model reference adaptive control for MIMO



nonlinear control systems. We also continued with our work on adaptive
control of SISO nonlinear systems with a paper describing its application to
the control of induction motors:

Indirect Adaptive Nonlinear Control of Induction Motors by
Kadiyda, submitted to the IFAC Conference NOLCOS, June 1992 in Bor
deaux, France.

An indirect adaptive control law based on certainty equivalence is de
signed for a model of the induction motor wdth the assumption that the
magnetic subsystem is linear. This nonlinear control law renders the in
duction motor system input-output linear and «l1so achieves input-output
decoupling. In addition, we find for the specific case of the induction motor
we are able to prove parameter convergence and asymptotic tracking of a
reference trajectory using the indirect adaptive controller. This result differs
from the generic case where we can only show asymptotic tracking. The in
direct adaptive control methodology also does not suffer from the drawback
of overparameterization as in the direct adaptive control technique. Simu
lations are also given comparing nonadaptive, direct adaptive, and indirect
adaptive nonlinear controllers.

The work on adaptive control of MIMO nonlinear systems was as follov^s:
Adaptive Linearization and Model Reference adaptive Control

for a Class of Nonlinear Systems, by Di Benedetto and Sastry, in pro
ceedings of the European Control Conference, Grenoble, 1991 and to appear
in the Journal of Mathematical Control, Estimation and Control, 1992.

This paper discusses two schemes for the adaptive control of MIMO non-
linecir systems with parametric uncertainty in their djmamics. The first
approach is an adaptive version of a dynamic precompensation scheme of
Descusse and Moog for linearizing right invertible MIMO nonlinear systems.
The second approach is Model Reference Adaptive Control. The scheme pre
sented is an adaptive version of the scheme proposed by Di Benedetto for
asymptotic model matching using static state feedback. We also show that
the non-adaptive model matching control law can be specialized to yield
a tracking control law by choice of a suitable model and give an adaptive



version of this algorithm.
In this paper, the first topic that we cover is adaptive input-output lin

earization of general MIMO systems. We consider the class of systems that
may be linearized by dynamic compensation. We then give an adaptive ver
sion of the algorithm of Descusse and Moog for dynamic linearization and
decoupling. In the process, we give a precise characterization of the prior
information needed to build the adaptive controller.

Next, we begin with the problem of general model reference adaptive
control of nonlinear systems. We take advantage of some recent results on
(non-adaptive) asjTnptotic model matching with stability for general MIMO
nonlinear systems, to begin this program. These results are also interesting
in that they allow for specialization to the problem of tracking for general
MIMO systems by static state feedback. Our results on nonadaptive tracking
using static feedback for general MIMO nonlinear systems is a by-product of
the results of Di Benedetto but have not appeared in the literature, to our
knowledge. Using these non-adaptive algorithms as basis we give an adaptive
version of the algorithms. The prior information needed to implement the
scheme and is also discussed.

2.2 Robust and Adaptive Regulators

In recent years there has been a great deal of interest in the use of nonlin
ear regulators for tracking signals being generated by exo-systems by plants
which are not necessarily minimum phase or input-output linearizable. How
ever, the solutions given by Bj'mes and Isidori suffer from the drawback that
they are extremely diiBcult to compute and that they have small domains
of attractions. have worked on ameliorating these difficulties and also in
making the regulator adaptive:

Robust and Adaptive Nonlinear Output Regulation, by Teel, Pro
ceedings of the European Control Conference, Grenoble, 1991.

Recently, Byrnes and Isidori have established results for output regula
tion of nonlinear systems. In this framework, deriving the appropriate control
law involves solving a partial differential equation (PDE) to find an invari
ant, In this framework, deri%'ing the appropriate control law involves solving



a partial differential equation (PDE) to find an invariant, error zeroing man
ifold. In general, to achieve regulation, no uncertainty is permitted in the
state equations of the plant or exo-system (which generates trajectories and
disturbances.)

We haveexamined the output regulation problem in the case of paramet
ric uncertainty in the plant and exo-system. We have shown that, when the
states of the plant and exo-system axe available forfeedback, a slowly-varying
adaptive scheme can be used to achieve regulation asymptotically. The basic
structure of the adaptive schemeemploys a standard "observer-based" iden
tifierof our past work on indirect adaptivecontrol and relies on the nonlinear
slowly-varying result of Hoppensteadt.

Toward Larger Domains of Attraction for Local Nonlinear Con
trol Schemes, by Teel, Proceedings of the European Control Conference,
Grenoble, 1991.

This work is motivated by the observation that the success of some re
cent nonlinear control approaches is very sensitive to initial conditions. W'e
especially focus on the recent results of Byrnes and Isidori for (local) out
put regulation of nonlinear systems. In this framework, achieving regulation
involves solving a partial differential equation (PDE) to find an invariant, er
ror zeroing manifold and then making this manifold attractive. Then, if the
initial conditions of the system we very close to this manifold, the state tra
jectory decays to the manifold and regulation is achieved. However, it may
not be realistic to expect the initial state to start very close to the manifold.

W'e have chosen to overcomethis problem by augmenting the manifold in
such a way that the initial conditions are necessarily dose to the new mani
fold and the new manifold asymptotically becomes the original error zeroing
manifold. W^e are able to augment the manifold by adding additional (decay
ing) states to the exo-system (which generates trajectories and disturbances.)
In essence, we are changing the prescribed trajectory such that it is dose to
the initial states and asymptotically becomes the original trajectory. The
results are still local. However, for some systems, this approach can greatly
increase the range of initial conditions that can be himdle with the nonlinear
regulator.



2.3 Control of Systems with Actuator Saturation

In a set of two papers, Teel has developed a great deal of the machinery
required to stabilize certain classes of nonlinear and linear systems with
actuator limits. These papers have excited a great deal of interest in the
commimity and have already been generalized.

Global Stabilization and Restricted lYacking for Multiple Inte
grators with Bounded Controls, by Teel, submitted to NOLCOS, Bor
deaux, France, 1992, accepted in Systems and Control Letters.

Necessary and sufficient conditions for globally stabilizing linear systems
with bounded controls are known. In essence, the system must be stabilizable
and not have any eigenvalues in the open right half plane. Constructing such
a control law, however, is not straightforward. In the work of Sussmann and
Sonntag, a complicated recursive procedure was outlined for producing such
a control which requires one to solve for a certain submanifold of the state
space. Further, it was shown there that no saturation of a linear feedback
can globally stabilize a simple chain of integrators of dimension 3 or more.

In our work, we have developed a nonlinear combination of saturation
functions of linear feedbacks that globally stabilizes a chain of integrators
of arbitrary order. The appealing feature of the proposed control is that it
is easy to construct. Further, it is linear near the origin and can also be
used to achieve trajectory tracking for a class of trajectories restricted by
the absolute bound on the input.

Using Saturation to Stabilize a Class of Single-input partially
linear Composite Systems, by Teel, submitted to NOLCOS, Bordeaux,
France, 1992.

We are interested in globally (semi-globally) stabilizing single-input non
linear systems that cannot be globally full-state linearized. We focus on
partially linear composite systems where the dynamics of the nonlinear sub
system are not zero-input asymptotically stable. We specify a class of such
systems where a linear plus (small) bounded control can be used to stabi
lize the composite system. A subset of systems in this class can be globally



(semi-globally) stabilized using only a bounded control.
We propose algorithms that use our recent result for stabilizinga (linear)

chain of integrators with bounded controls. In the nonlinear setting, the suc
cess of our algorithms depend only on the general properties of the nonlinear
terms and not on their explicit form. Consequently the stability property is
robust to unmodeled nonlinear terms that satisfy the general properties as
well as unknown (possibly time-varying) bounded parameters.

2.4 CAD Tools for Nonlinear Systems

In work supported by this grant Raja Kadiyala has been developing a tool
kit for approximate linearization called AP-LIN. This is based upon his ex
perience in working with Dr. Meyer at NASA Ames in the summerof 1989
and is an attempt towards developing a real-time nonlinear control systems
design toolkit: the software has been partially written and tested on some
classroom style examples. More will be done in the Ph. D. dissertation work
of Kadiyala. The following paper summarizes his work to date:

AP-LIN: A Tool Box for Approximate Linearization of Nonlin
ear Systems, by Kadiyala, submitted to the IEEE Conference on Computer
.Aided Control Systems Design.

.A toolbox for nonlinear control system design is presented. This package
contains modules to approximate systems to polynomials systemsof arbitrary
order and then render them input-output linear or input-state linear with
arbitrary order error terms. We also discuss possibilitiesfor real-time control.

2.5 Structure of the zero dynamics of nonlinear con
trol systems

In addition we continued with our other work on structure of MIMO zero
dyucimics and how they change under perturbations. A paper based on this
co-authored with Isidori, Kokotovic and Byrnes is to appear in the IEEE
Transactions on Automatic Control in 1991.



Singularly perturbed zero dynamics of nonlinear systems by
Isidori. Sastry. Kokotovic and Byrnes, to appear in the IEEE Transactions
on Automatic Control, 1991.

Stability properties of zero dynamics axe among the cnidal input-output
properties of both linear and nonlinear systems. Unstable, or '̂ non-minimum
phase", zero dynamics are a major obstacle to input-output linearization
and high gain designs. An analysis of the effects of regular perturbations
in s3-stem equations on zero dynamics shows that, whenever a perturba
tion decreases the system^s relative degree, it manifests itself as a singular
perturbation of zero dynamics. Conditions are given under which the zero
dynamics evolve in two timescaJes char2w:teristic of a standard singular per
turbation form that allows a separate analysis of slow and fast parts of the
zero dynamics. The slow part is shown to be identical to the zero d3aiamics
of the unperturbed system, while the fast part, represented by the so called
boundary layer system, describes the effects of perturbations.

3 Proposal for 1991-92

3.1 Approximate Linearization and Inversion for MIMO
nonlinear systems

In past work on this grant, we have studied approximate linearization for sys
tems without relative degree (for example, the ball and beam system) and
for systems which are slightly non-minimum phase (the V/STOL Harrier ex
ample). In the first example, the system did not have relative degree and
had ot be approximated by a system which was regular^ that is, it had rela
tive degree. In the second example, certain terms in the decoupling matrix
representing the parasitic generation of small forces by moment generating
control surfaces needed to be neglected in order to:

• improve the numerical conditioning of the inverse of the decoupling
matrix.

• avoid cancellation of far off right half plane zeros.

In this work we will attempt to generalize this problem to the study of
approximate inverses of nonlinear systems. The general observation appears



to be that if there are small terms in the decoupling matrix, not only do they
contribute to large numbers in the inverse, but they are also symptomatic
of the appearance of far off zeros which would be cancelled by input-output
linearization schemes unless they were neglected in the algorithm. Which
terms need to be neglected is rather obvious in the instance of flight control,
but is less so in other applications. With Di Benedetto and Grizzlewe have
begun to give methods for inversion of MIMO nonlinear systems which are
both numericall}' robust and also do not cancel far-offzeros. So fax, we have
succeeded in obtaining robust versions of the Descusse Moog algorithm for
input-output decoupling by dynamic extension. We have not yet obtained
robust versions of the Singh algorithm or the Di Benedetto, Grizzle, Moog
algorithm.

3.2 CAD Tools for Approximate Linearization

The basic package .AP-LIN written this year needs a user interface, also it
needs to be tired out on a number of design examples and extended from
SISO to MIMO systems. The Ph. D. dissertation of Kadiyala will contain
the user's manual and is expected between Jsmuaxy and June 1992.

3.3 Control of Systems with Saturation

The Ph. D. dissertation of Teel will deal with the design of nonlinear control
laws in the presence of actuator saturation. The linear situation has been
addressed already and extended somewhat to the nonlinear context, but the
algorithms could be improved further. Connections with slidingmode control
laws will also be made.

3.4 Flight Control and Trajectory Generation

Though the questions of trajectory generation and switches in the operating
regimes of an aircraft under the assumption of simplifled models for the
d}mamics was proposed last year, we have not as yet meAesubstantial project
in this regard. We have however been studying the work of Singh using
models of a slightly different nature. As soon as we have a Arm handle
in this regard, we hope to begin with a more detailed investigation of mode
switching in flight control laws. Such an effort would complement one already
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under way at Ames under Dr. Meyer in collaboration with Drs. Hunt and
Su.

3.5 NASA Ames — UC Berkeley Nonlinear Control
Workshop

In October 1992, we will host at Berkeley the second NASA - Berkeley
workshop in nonlinear control bringing together researchers &om the USand
overseas to participate in a workshop on new axivances in nonlinear control,
with emphasis on how these advances may impact control of aircraft and
spacecraft. We will have activeparticipationfrom European researchers who
are involved in the European Space Agency (ESA) programs. The workshop
will be about 3 days long and wewill (as in 1989) provide sometravel support
to students to attend the workshop.



Tools for Nonlinear Control Systems
Design: Progress Report for 1991-92 and

Proposal for 1992-93

S. S. Sastry

October 19,1992

1 Introduction

In the year 1991-92, we worked on the following areas ofnonlinear control:

1. Adaptive Control of MIMO NonlinearSystems: Applications

2. Stabilization of Nonlinear Systems in the Presence of Satura
tion in the Actuators

3. CAD tools for Approximate linearization

2 Progress Report 91-92

During this year four graduate students of S. S. Sastry were supported on
this grant: Raja Kadiyala, A. K. Pradeep and Andrew Teel and Datta God-
bole. Pradeep finished his Ph. D. in March 1992, Kadiyala finished his Ph.
D. in April 1992 and Teel in May 1992. They are currently respectively at
GE Corporate Research Center, Schenectady, Teknekron Control and Au
tomation (a small start up in the area of control in Emeryville, CA) and at
the Ecole des Mines (though Teel will take up a position at the University of
Minnesota in January 1993).



2.1 Abstracts of Ph. D. dissertations completed in
1991-92

In this sectionf we have collected (verbatim) the abstracts of the three Ph.
D. students, who finished this year and were supported on the grant, £rom
1989-1992.

2.1.1 Feedback Stabilization: Nonlinear Solutions to Inherently
Nonlinear Problems — A. R. Teel

Control strategies are developed for nonlinear systems that fzdl to satisfy
differential geometric conditions for input-to-state linearizability under state
feedback and change of coordinates.

The centralpart of this work ismotivated primarily bya popular"ball and
beam" laboratory experiment. For this example, the differential geometric
conditions for input-to-state linearizability are not satisfied. Strategies have
been developed previously to overcome this limitation in a neighborhood of
an equilibrium manifold in order to achieve (approximate) tracking and local
stabilization. Howevo*, the domains of attraction for these methods are very
small.

Control strategies are presented for a general class of nonlinear systems,
of which the "ball and beam" is an example, which result in arbitrarily large
domains of attraction for both the small signal tracking problem and the
stabilization problem. The main component of the approach is the use of
saturation functions to limit the destabilizing effects that cannot be removed
by geometric linearization techniques. One of the new elements of this work
is the nesting of saturation functions to systematically isolate and diminish
these destabilizing effects.

One can think of a linear chainof integrator systems that are subject to
"actuator constraints" as nonline2U' systems that cannot be made to appear
linear globally. The methodolog>* of nested saturation functions provides
new, simple globally stabilizing control laws for such systems.

In addition to developing methodologies for systems like the "ball and
beam" and linear systems subject to "actuator constraints", asymptoticaUy
stabilizing control strategies are devrioped for a class of nonholonomic con
trol systems. These systems generically do not satisfy geometric conditions
for inpui-to-state linearization. New, smooth time-varying and locally stabi-



lizing control laws are developed based on previous work in the literature on
steering nonholonomic systems with sinusoids. Globally stabilizing strategies
are then achieved by again introducing saturation functions.

Finally, results are presented that improve regions of feasibility for a
recently developed nonlinear adaptive control scheme.

These diiTerent settings are used toargue for the desirability of tackling in
herently nonlinear control problems with new, inherently nonlinear solutions.
The case ismade for continued research to develop powerful, specialized tools
to add to the nonlinear control toolbox.

2.1.2 CAD Tools for Nonlinear Control — R. Kadiyala

In this dissertation I present a toolbox for nonlinear control system design.
This toolbox (.^P-LIN) contains modules to approximate systems by polyno
mials systems ofarbitrary order and then render them input-output linear or
input-state linear with error terms ofarbitrarily high order. The approxima
tion of the full nonlinear system to a polynomial nonlinear system allows us to
compute the control law numerically as opposed to symbolically. Hence the
computations can be made extremely fast. Furthermore, since the APilN
package is a stand alone package written in C, we have the ability to repeat
the computations in real-time along the trajectory of the controlled system.

The task ofapproximating a system and updating the control law accord
ingly is ver}' similar to adaptive control and we present a technique ofindirect
adaptive control based oncertainty equivalence for inputoutput linearization
of nonlinear systems. This adaptive control scheme does not suffer from the
overparameterization drawbacks ofthe direct adaptive control techniques on
the same plant.

We give an example of the indirect control scheme by designing a con
troller for a model of the induction motor with the assumption that the
magnetic subsystem is linear. We find that the adaptive nonlinear control
law asymptotically renders the induction motor system input-output linear
and also achieves input-output decoupling. In addition, wefind that for the
specific case of the induction motor weare able to proveparameter conver
gence and asjonptotic tracking of an open set of reference trajectories using
the indirect adaptive controller. This differs from the general indirect con
troller structure, where we cannot guarantee parameter convergence.

Wealso presenta visualization tool which allows one to view the stability



regions of nonlinear ordinary differential equations in three dimensions. We
find that these computations may be carried out in parallel and present
an algorithm for multiple networked workstations. We also discuss various
viewing alternatives for the visualization of these dynamics.

An outline of the dissertation is as foUows. We start with a review of
the nonlinear control techniques implemented in the package and continue
with a development of the indirect adaptive control scheme followed by the
induction motor example. The AP-LIN package isthen presented along with
Sys-View, a tool for the visualization of stability domains for dynamical
systems.

2.1.3 Sliding Mode Control of Perturbed Nonlinear Systems —
A. K. Pradeep

In this dissertation, we present techniques and conditions for the robust
control of perturbed nonlinear systems.

First, we develop matching conditions i.e., conditions to be satisfied by
perturbations such that the control objective, namely asymptotic regulation,
is achieved by the perturbed system, utilizing control laws for the unper
turbed system. In the first three chapters of this dissertation we present
statements and proofs of matching conditions for:

1. Perturbed SISO systems.

2. Perturbed, MIMO systems that possess vectorrelativedegree.

3. Perturbed MIMO systems that are invertiblebut do not possess vector
relative degrees.

We considercontrol laws for such systemsdeveloped in the framework of the
zero dynamics algorithm and the dynamic extension method.

In chapter 4,we review inournotation some basic results onexistence and
uniqueness ofsystems with discontinuous right hand sides. Finally in chapter
5 we develop techniques that utilize sliding mode control theory to identify
unknown parameters for a class of nonlinear systems. We then develop ro
bust control laws using a Lyapunov control method that ensure stabilization
in the presence of mismatched perturbations for a class ofnonlinear systems.



We utilize sliding mode control theory for the purpose of synchronous regu
lation utilizing multiple sliding surfaces, and conclude this dissertation with
a conjecture on fractional control.

3 List of Manuscripts Submitted or Pub
lished

1. R. R. Kadiyala, CAD Tools for Nonlinear Control, Proceedings of the
IEEE Conference on Computer Aided Design, Napa, April 1992.

2. R. R. Kadiyala, Sys.View: AVisualization Tool for viewing the regions
of validity and attraction of nonlinear systems, ERL Memo NO. M
92/21, March 1992.

3. A. Teel, Global Stabilization and Restricted Tracking for Multiple In
tegrators with Bounded Controls, to appear in Systems and Control
Letters, also ERL Memo M 91/58, revised October 1991.

4. A. Teel, Error Based Adaptive Nonlinear control and regions of feasi
bility, submitted to Systems and Control Letters, also ERL Memo M
91/96.

5. A. Teel, Using Saturation to Stabilize a class ofpartially linear compos
ite systems. Proceedings of the IFAC conference on Nonlinear Control
Systems Design (NOLCOS), pp. 224-229.

6. G. Burgio, M. Di Benedetto and S. Sastry, Adaptive Linearization by
dynamic state feedback: a case study. Proceedings ofthe IFAC confer
ence on Nonlinear Control Systems Design (NOLCOS), pp. 594-600.

7. R. Kadiyala, Indirect Adaptive Control of Induction Motors, Proceed
ings of the IFAC conference on Nonlinear Control Systems Design
(NOLCOS), pp. 144-150.

8. A. Teel, Semi-global stabilization ofminimum phase nonlinear systems
in special normal forms, to appear in International Journal of Control,
also ERL Memo M 91/101, revised February 1992.



9. A. Teel, R. Murray and G. WaJsh, Nonholonomic Control Systems:
from Steering to stabilization with sinusoids^ ERL Memo No. M 92/28,
March 1992.

10. A. Teel, Beyond Linear Feedback for the nonlinear regulator, ERL
Memo M 92/29, March 1992.

11. R. Kadiyala, APJ^IN: a tool box for approximate linearization of non
linear systems, to appear in the IEEE Control Systems Magazine, also
ERL Memo M 92/22, March 1992.

12. M. Di Benedetto and S. Sastry, "Adaptive Control for MIMO Nonlinear
Systems, to appear in Journal of Mathematical Systems and Estima
tion, 1992.

13. A. R. Teel, R. M. Murray and G. Walsh, "Nonholonomic Control Sys
tems: from Steering to Stabilization with Sinusoids", ERL Memo M
92/28, March 1992 and submitted to the IEEE Conference on Decision
and Control, 1992.

4 Brief Outline of Research Findings

In this funding period we have begun a large activity in developing software
for nonlinear control systems design. The software is being evaluated and
tested on numerous practical control systems design problems. We have
also continued our activity in adaptive control of nonlinear systems, both

•adaptive regulation and adaptive tracking and also sliding mode control of
nonlinear systems. We also began a project on the use of saturation fimctions
for stabilizing systems which either had finite escape time or for which the
presence of actuator constraints actually made the linearizing control laws
difficult to implement.

1. CAD and Implementational Tools for Nonlinear Systems

The toolbox (APXIN) contains modules to approximate systems by
polynomial systems of arbitrary order and then to render them input-
output or input-state linear with error terms of arbitrarily high order.
The approximation of the full nonlinearsystem by a polynomialnonlin
ear system allows us to compute the control law numerically as opposed



to symbolically. Furthermore, since the package is a stand alone pack
age written in C, we have the ability to repeat computations in real
time along the trajectory of the controlled system. The task of ap
proximating a system and updating the control law accordingly isvery
similar to adaptive control.

FinaUy, we have a visualization tool called SYS-VIEW which allows
one to view the stability regions of the control laws. The calculations
for this purpose are carried out in parallel on multiple networked work
stations and the results presented on a Silicon Graphics workstation.

2. Adaptive Tracking for nonlinear systems

In this research, we (joint work with M. Di Benedetto from the Uni-
versita di Roma) studied two schemes for the adaptive tracking control
of MIMO sj'stems with parametric uncertainty in their dynamics. The
first approach isan adaptive version ofa staticfeedback law for tracking
control based on some results on asymptotic model matching recently
proposed by Di Benedetto. This scheme is based on some new tech
niques for extending the so-called zero dynamics algorithm of Isidori
and Byrnes to problems of stable model matching followed by their
specialization to tracking. The second scheme is an adaptive version of
a dynamic precompensation law ofDescusse and Moog for linearization
using dynamic state feedback.

3. Sliding Mode Control of MIMO nonlinear systems

The problem of developing precise matching conditions for nonlinear
systems which are not hnearizable by static state feedback has proved
to be a surprisingly hard nut to crack. In early work on the grant
we encountered success in developing matching conditions for MIMO
systems linearizable by static state feedback. The extension of these
results to either dynamically decouplable MIMO systems or other more
general systems is not yet complete.

However, our earlier experiments with sliding mode control laws have
enabled us to understand solutions to stabilization problems where it
may be shown that the underlying control system cannot be stabilized
by continuous, state feedback.



4. Using Saturation to Stabilize Nonlinear Systems
For a large class of systems with polynomial nonlinearities, there is a
problem of finite escape time and also the problem that the systems
cannot be globally fulbstate linearized. In the dissertation work of
Teel, he used saturation functions to stabilize such systems and also to
stabilize systems which could not be linearized because ofactuator con
straints. These results represent solutions to several classical problems
of stabilizing systems in the presence of a very common nonlineanty:
saturation. Among the surprises, one can show that it isnot completely
obvious how to stabilize a linear system consisting of a chain of inte
grators when saturation is presented. Teel presented a methodology
using nested sequences of saturation functions for this purpose.

5 Proposal for 1992-93

5.1 Development of Rapid Prototyping Controller De
sign Tools

1 One of the most important goals of this grant is to develop at least at a
conceptual level user friendly tools for nonlinear control, which contain on
the one hand recent advances in the theory, but on the other hand also take
advantage of recent advances in workstations to provide graphical and sym
bolic visualization of simulations. Our software has incorporated graphical
depiction of our control laws on Sun workstations. This, we believe, is es
sential to allow for rapid prototyping of new nonlinear and adaptivecontrol
laws. The systematic development of the software in C with a good user
interface are current topics of research. What has begun as an oif-line CAD
tool design effort has, owing to the development of computer hardware, be
come an attractive option for real time control: consequently the real time
aspects of the computations are our future priorities.

5.2 Intelligent Control of Hybrid Systems

One of the major challenges in the design and prototyping of controller de
signs is the problem of aggregating continuous time dynamics and control



with discrete event dynamics, ansing from logical operations. This prob
lem is particularly acute in the context of complex hierarchically organized
control systems where at all but the lowest levels of the hierarchy the con
trol is on models of a coarser granularity then differential equations. Such
problems arise, for example, in highway automation problems, problems of
command and control and also more generically in flight control (with many
modes of operation) and process control. This represents a new direction of
research on the grant and a transition towards tools for intelhgent control
systems combining features of low-levd nonlinear control and control of dis
crete systems. Apreliminary position paper explaining our current directions
of investigation are contained in the next section.

5.3 Flight Control and Trajectory Generation
Though the questions of trajectory generation and switches in the operating
regimes of an aircraft under the assumption of simplified models for the dy
namics was proposed last year, we have not as yet made substantial progress
in this regard. We have, however, been studying the work of Singh using
models of a slightly different nature. As soon as we have a firm handle in
this regard, we hope to begin with a more detailed investigation of mode
switching in flight control laws. Such an effort would complement one al
ready under way at Ames under Dr. Meyer in collaboration with Drs. Hunt
and Su.

5.4 NASA Ames — UC Berkeley Nonlinear Control
Workshop

In Summer 1993, we will host at Berkeley the third NASA - Berkeley work
shop in nonlinear and intelligent control bringing together researchers from
the US and overseas to participate in a workshop on new advances innonlin
ear control and intelligent control of hybrid ^stems, with emphasis on how
these advsoices may impact control of aircraft and spacecraft. We will have
active participation from European researchers who are involved in the Eu
ropean Space Agency (ESA) programs and the Center for Intelligent Control
Systems located at Harvard and MIT. The workshop will be about 3 days
long and we will (as in 1989) provide some travel support to students to
attend the workshop. We are hoping that the European Space Agency will



be able to fund the travel of European researchers to attend the meeting as
well.

6 Intelligent Control Systems: a position pa
per

We (myself and S. K. Mitter) have been teaching a 3 hour a week seminar
class on intelligent control for the past 7 wedcs this term at MIT, to try to
organize our thinking about the research agenda in Intelligent control. Here
are some notes that I have put down about my thoughts thus far. It is to be
thought of as a preliminary position paper. The position paper is incomplete
in the sense that it does not have a complete discussion of the literature and
opportunities in Discrete Event Dynamical Systems (DEDS) and is somewhat
superficial in its review of the literature on grammars, automata (especially
Buchi automata) and on verification of program correctness, all of which
are essential for a comprehensive research program in Intelligent Control
Systems.

In the course, we have been emphasizing a pragmatic view of Intelligent
Control as the structure ofcomplex^ hierarchically organized control systems
with several levels ofsensory-motor control loops. This keeps us from going
off at tangents about the precise definition of the term "intelligent control .
Some examples of such systems occur in biological motor control ([1], [2]),
in Intelligent Vehicle Highway Systems (IVHS) ([10], [13])» iu flight control,
automotive control and in signal processing ([5]), to mention a few examples.

These examples are characterized bythe following features:

1. Hybrid Dynamics consisting of continuous time dynamics and logic.

2. Hierarchically organized control, with the low levd control b«ng non
linear control at the level of differential equations and the higher levels
being analogous to the control of Markov chains (namely stodiastic
control of a finite state non-deterministic process).

3. Distributed intelligence and adaptation at all levels ofthe hierarchy.

Let us consider some of the examples a little further:

10



• Biological Motor Control
Control ofourinusculo-skeletal system involves control at the muscular
level (perhaps of the PD kind), at the spinal level, the pre-cortical
and the cortical level. Some sequences of motor actions appear to
be "hard-wired" into the spinal level, such as walking sequences, yet
others seem to need cerebellar intervention (for example, motions that
involve balancing or shifting weight) and still others appear to need
full cortical intervention (especially those which involve some hand-eye
coordination). It appears that the dynanucal models used toplan one's
movements are progressively less quantitative and more symbolic the
higher one ascends in the hierarchy. Further, it appears that high level
commands issued at the cortical level appear to generate progressively
larger and larger groups (schemes) of commands (rather like a computer
interpreter or compiler) down the hierarchy. Dual to this, there is a
fan in of sensory information from the individual muscle fibers (with
their muscle spindles and Golgi tendon organs) and the proprioceptors
and tactile sensors up the same hierarchy with a view to presenting the
relevant kind of signal for feedback at each level of the hierarchically
organized control.

• Intelligent Vehicle Highway Systems
One of the methods that is being suggested for easing of congestion
on the highways is the idea ofplatooning cars so as to be able to steer
them down highways at a high speed. Such an operation has been char
acterized as "making trains out ofcars", but the situation is far more
subtle: in particular, unlike a centralized controller for railroad cars
or a completely decentralized controller for autonomous mobile robots,
one has the need for decentralized intelligence in every car making for
allowances in the needs and desires of the driver. Thus, the control
of such an Intelligent Vehicle Highway System involves control at the
regulation layer (nonlinear steering control in the lateral and longitu
dinal directions), platoon layer (control ofa finite state process whose
states are the cars in eachplatoon with the velocity and acceleration of
the platoon leader), link layer involving segments of the freeway where
platoons need to be monitored for optimal size and velocity and net
work layer assigning optima; travel time routes to each carentering the
IVHS compatible with maintaining a good through-put ofcars through
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the system.

• Flight Control, Automotive Control
In the design of control systems for systems as diverse as aircraft and
cars one builds controller subsystems for controlling different parts of
the composite: thus, for example, in a car, one has anti-lock brak^,
fuel injection, suspension control, intdligent cruise control (with colli
sion monitoring and avoidance), etc. However, these systems do in fact
interact dynamically with each other so that a logic level controller
(involving a finite state process) is superimposed on these low-level
controllers. It is seldom clear as to how to design the logic in a manner
which isnot ad-hoc and does notproduce deadlocks orother incompat
ibilities. A similar situation exists for aircraft where control systems
such as autopilots, engine control systems, flutter suppression, envi
ronment controllers all need to mteract in order to not deadlock or
otherwise confuse the composite system.

The chief features of these systems axe hierarchies ofmodels ofincreasing
granularity with concomitant compression (or fan-in) of sensor data up the
hierarchy and demodulation or decompression (fan-out) of control commands
down the hierarchy. The hierarchy of models could for instance range from
partial differential equation models to ordinary differential equation models
to finite state machines (also, some times caUed De Marco diagrams) to
formal languages and grammars. An example of a language for addressing
these issues and also the issues of uncertainty at several scales is contained
in ([6], [12], [7]). ^ . . . ,

Related to the question of hierarchies of models is the question of signal to
symbol or symbol to signal transduction which seems to be the fundamental
endeavor in the neural networks literature ([11]). Indeed thegoals ofneural
networks are to train a circuit using signals so as to get them to encode
patterns as symbols, which they recall at later times or use as a basis for
generalization. This also appears to be the point to fuzzy cofitn)/([ll], [14])
where the mechanism of fuzzy reasoning is used as an interface between
the signal world and the symbol world (which is linguistic in a literal sense).
Another such instantiation ofa signal to symbol transducer isfound inthe so-
called H dot equation of Brockett ([8], [9]) which uses a differential equation
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to perform several combinatorial optimization problems and discrete searches.
Questions of model uncertainty, adaptation and learning certainly per

meate our notions of hierarchy with update of models to be performed at
every level of the hierarchy in decentralized fashion.

I may add in closing that thisview ofinteUigence isdiametrically opposed
to that espoused in say ([3]) where thepoint ofview taken is not hierarchical
but really integrative of a large number of elementary sensory motor loops
acting on an individual level. This point of view has been developed quite
thoroughly by Brooks. We are at the current time unable to make a more
scholarly comparison of the pluses and minuses of the approaches.
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Tools for Nonlinear Control Systems
Design; Progress Report for 1992-93 and

Proposal for 1993-94

S. S. Sastry

January 11, 1994

1 Introduction

One of the major challenges in the design and prototyping of controller de
signs is the problem of aggregating continuous time djmamics and control
with discrete event dynamics, arising from logical operations. This problem
is particularly acute in the context of complex hierarchically organized con
trol systems where, at all but the lowest levels of the hierarchy the control is
on modelsof a coarser granularity then differential equations. Such problerns
arise in flight control (with many modes of operation) and process control.
In this proposal, we discuss the issues in the control of hybrid systems arising
from intelligent flight control. The research proposed here is complimentary
to an ongoing activity at NASA Ames with potential payoff in the design
of integrated flight control systems for high speed civilian transport aircraft
(SST).

2 Progress Report 1992-93

In the year 1992-93, we workedon three projects on the grant NAG 2-243:

1. Path planning for aircraft

In the area of path-planning for aircraft, we set ourselves the so-called
"landing tower problem". In this problem, we are given a sequence of



via-points and times by the control tower for the position and orienta
tion of the aircraft and asked to plan a trajectory through those points.
We attacked this problem using a kinematic model for the motion-bf
the aircraft. More specifically if ^ € SE(Z) models the position and
orientation of the aircraft and the inputs ui, 1/2,^3 stand for the rates
of rotation about the principal (body) axes of the aircraft and v the ve
locity of the (CTOL) aircraft, then the kinematic equations of motion
are given by

• 0 -a;i CJ2 0 •

a?! 0 —a;3 0

•—tu'2 073 0 V

0 0 0 0

9=^9 (1)

Here g is represented in homogeneous coordinates and the velocity v is
normalized to 1, representing the fact that the velocity of the aircraft is
roughly constant. We solve the problem ofsteering the aircraft between
go and p/ in "optimal fashion", that is to minimize

T 3

j:uUt.
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We have solved this problem and shown that the optimal inputs are
elliptic functions (so-called Weierstrass P-functions) and have devised
computational procedures for steering the system. The problem is un
dergoing further refinement in terms of reducing the use of the yawing
input and also to treat the velocity of the aircraft as input. A notable
drawback of the approach is the use of the kinematic model for the
planning. This is something that we plan to address in this year's re
search. The work done in this project has not yet been published but is
in preparation. G. Walshwill file his M. A. dissertation in Mathematics
on this topic in January 1994.

2. Steering and Control of a Nonholonomic system: a Bicycle

The project on building and controlling a bicycle was undertaken on
this grant in an attempt to understand mode switching and nonlinear
control laws for a complex dynamical system whose equations of mo
tion possess non-holonomic constraints. Mode-switching was between
starting the bicycle, riding in a straight line and turning. A children's



bicycle was instrumented with motors and a 486-based computer. A
model of the bicycle was derived and simulated. Control laws for turn
ing were derived and axe to be presented at the Control and Decision
Conference this year. Mechanical problems vdth measuring the atti
tude of the bicycle and academic difficulties faced by the student (N.
Getz) who was working on this project have caused us to rethink the
future of this project. It will in all likelihood be revived with a different
student.

ARO-NASA workshop on "Formal Models for Intelligent Con
trol"

Also in this funding period one of our activities was the planning and
organization of a workshop on "Formal Models for Intelligent Control",
co-sponsored by the Army Research Office and held at MIT, between
September 30th and October 2nd, 1993. This workshop featured over
twenty speakers representing different points of view on formal models
for intelligent control. Some areas represented were

(a) Hybrid systems: Antsaklis, Brockett, Grossman, Ho, Kohn, Nerode
and Ramadge.

(b) Switched systems: Guckenheimer and Morse.

(c) Neural and fuzzy systems: Sontag, Tomizuka and Wang.

(d) Flight control: Hauser, Meyer and Stengel.

(e) Discrete event systems: Caines and Lafortune.

(f) Hierarchical control systems: Mitter, Sastry and Varaiya.

A large number of students also attended the workshop and the head-
count of the total attendance at the workshop was about a hundred
and fifty. The workshop was also attended by industrial participants
from General Electric, Siemens, Lincoln Laboratories and Draper Lab
oratories. Program managers from the Army Research Office, AFOSR,
NIST and NSF also showed their enthusiasm for the proceedings.

It is planned to invite the speakers to submit some of their published
papers and to compile a volume with three or four long survey papers
written with the aid of the students Branicky, Deshpande, Godbole



and Lygeros who were at the meeting. Also the IEEE 'transactions
on Automatic Control is considering at its Eklitorial Board Meeting in
December a special issue on '̂ Formal Models for Intelligent ControF
inspired by the workshop.

3 List of Manuscripts Submitted or Pub
lished

1. M. Di Benedetto and S. Sastry, "Adaptive Control for MIMO Nonlinear
Systems, Journal of Mathematical Systems and Estimation, Vol. 3, No.
1, 1993 pp. 73-105.

2. A. R. Teel, R. M. Murray and G. Walsh, "Nonholonomic Control Sys
tems; from Steering to Stabilization with Sinusoids", ERL Memo M
92/28, March 1992 Proceedings of the IEEE Conference on Decision
and Control, Scottsdale, 1992, submitted to the IEEE Transactions on
Automatic Control.

3. N. Getz, "Control of modified Caplygin nonholonomic systems," Pro
ceedings of the IEEE Conference on Decision and Control, San Antonio,
1993.

4. G. Walsh, S. Sastry and R. Montgomery, "The Landing Tower Problem:
Optimal Control on Lie groups", (in preparation).

4 Proposal for 1993-94

Control of Hybrid Systems in Flight Control
One of the major challenges in the design and prototyping of controller

designs is the problem of aggregating continuous time dynamics and control
with discrete event d}mamics, arising from logical operations. This problem
is particularly acute in the context of complex hierarchically organized con
trol systems where at all but the lowest levels of the hierarchy the control is
on models of a coau-ser granularity then differential equations. Such problems
arise, for example, in highway automation problems, problems of command
and control and also more generically in flight control (with many modes of



operation) and process control. This represents a new direction of research
on the grant and a transition towards tools for intelligent control systems
combining features of low-level nonlinear control and control of discrete sys
tems. Here we discuss the issues in control of hybrid systems arising from
intelligent flight control (such as those arising in the development of high
speed civilian transport or the SST).

In this context, the control of the overallsystem has the following features:

1. Pilot plans a path from source to destination, using criteria such as
weather, time of flight and fuel consumptions. This is referred to as
the strategic level.

2. The Air TrafEc Control system modifies the flight plan to be com
patible with trafflc considerations and possible other criteria such as
anticipated changes in weather and safety considerations.

3. The flight path from the Air Traffic Control is then converted into a
tactical level plan consisting of steering the aircraft through different
flight regimes, such as

(a) Conventional or CTOL mode

(b) Helicopter or HELl mode

(c) Attitude control or ATX mode

(d) Vertical Take Off and Landing or VTOL mode

4. Each of the regimes of operation comeequipped with a nonlinear con
trol law, consisting of approximate full-state linearization. The reason
for having approximate control is to prevent the cancellation of fast
unstable zero dynamics arising from parasitic coupling effects between
the mechanism for moment and force generation in the aircraft. These
different nonlinear controllers need to be spliced together in a smooth
fashion.

5. The performance of each "linearizing" control in each regime needs to
be improved by using either anticipatory control of the non-minimum
phase dynamics or a non-linear regulator approach. Further the imple
mentation of the controller in each regime involves swritching brought
about by changes in the coordinate charts describing the orientation of
different sixes (body, wind) on the aircraft.



From looking at these features, the following hierarchical control archi
tecture h2is been proposed by Meyer at NASA Ames:

1. Strategic Level Planner This combines both the pilotplanning
of her route from one place to another along with the air tralEc con
troller's allocation of check points on the trajectory. The outcome of
this planner is a sequence of discrete events or commands.

2. Tactical Level Planner The coarse and incomplete plem arising from
the strategic level is converted into a detailed tactical plan consisting
of chunks of trajectory labeled with the appropriate modal conditions:
such as HELI (for helicopter mode), VTOL (for vertical take off and
landing mode) or CTOL (for conventional take off and landing mode),
to pick a few e.xamples. The tactical level planner tries to take into
account performance limitations of the aircraft ats well as comfort con
siderations of the passengers.

3. Arithmetic or Low-level controller Using detailed dynamic mod
els of the aircraft linearizing controllers using different outputs are se
lected with different controllers being in effect for each mode. Further,
switches in the controllers occur when singularities of the coordinate
charts parameterizing orientation are encountered.

Our research will be complimentary to the intelligent flight control project
already under way at Ames. The goal of our research will be to develop tools
for the analysis of hierarchical hybrid dynamical systems motivated from
specific problems encountered in solving the integrated flight management
system described above. Challenges abound at various levels in this sort of
a hierarchical system and we will list a few sample problems that we will
attack:

1. Path planning for aircraft including the classification of trajectories
into the different modes of operation. This is planning at two levels:
at the level of the air trafflc control and at the level of the on-board
controller.

2. Switching between different modesofcontrol. This is involved in several
different wavs:



(a) switching between modes of operation, such as VTOL, HELl,
CTOL, etc.

(b) switching between approximate inverses or anticipatory tracking
control laws in each mode

(c) switching between different coordinate charts in the same mode
of operation.

3. Specification and verification tools for hybrid control systems.

More specifically, our efforts will be in:

4.1 Trajectory Planning at the tactical level

Trajectory planning is a critical issue both from the standpoint of the control
tower as well as the aircraft. Several approaches including optimal control
and searching through a data baseof stored trajectories have been suggested.
Our own approach thus far has been kinematic. As a consequence, the tra
jectories may run into difficulties when implemented on dynamic models of
aircraft. Also the path planner should generate mode types for the different
segments of the flight so as to be of use for the lower levels of control and also
to enable transitions in the event of sudden changes necessitated by emer
gency conditions. Results on classification of bundles of trajectories will be
valuable in this context.

Unlike many hierarchical systems where models become increaisinglycoarse
and unrefined the higher one travels in the hierarchy, the flight control ap
plication calls for a fairly detailed dynamical model and a sense of actuator
limits and state variable constraints in order to develop a trajectory planner.
The question of how few details will be needed to plan the trajectory and
tag the discrete components of the state will be the first area of research that
we will address. While it is clear as a general principle of modeling that the
sophistication of the model of a control system should reflect the difficulty of
the control task at hand, the implementationof this principle for hierarchical
designs appears to be a problem that has yet to receive attention. It is the
problem of functionally based model reduction. Our approach to making a
dent on this problem will be inductive from a solution of the specificproblem
of trajectory planning models.



4.2 Switching Controllers

While certain classes of switched dynamical systems such as those arising
from relaxed control or sliding mode control have been well investigated, it
is fair to say that a systematic investigation of switching between different
nonlinear control laws is in its infancy. The literature in gain scheduling
does little from a design point of view in establishing rules of transition to
preserve continuity of the controllerinputs. Wewill begin a systematic study
of performance specifications and design guidelines for control systems with
switches. We will be aided in this regard by some related work in the project
on highway automation, PATH.

While the underlying dynamics of the aircraft are smooth functions, the
control laws based on full state approximate linearization are different in
different modes of operation. This has to do with changes in the independent
and dependent outputs of the aircraft depending on the flight regime of the
aircraft. Thus, the arithmetic level controller is switched at each instant
of mode switching. Mode switching needs to be accompanied by smooth
transitions in the control inputs. This in turn needs the design of so-called
transitional or interface level controllers for mode switching.

4.3 Specification and verification tools for hybrid con
trol systems

In systems which have the level of functional and hierarchical complexity of
flight control systems systematic design tools for verification of-whether the
control schemes meet the specifications need to be developed. The level of
sophistication of current hybrid systems methodologies is severely limited to
analysis of systems with clocks or systems whose dynamic performance can
be abstracted by clocks. New frameworks and a fresh new approach to these
problems is warranted.
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1 Introduction

One of the major challengesin the design and prototyping of nonlinear control
systems is the problem of aggregating continuous time dynamics and control
with the discrete event dynamics which arise , au-ising from logical operations.
This problem is particularly acute in the context of complex hierairchically
organized control systems where, at all but the lowest levels of the hierarchy,
the control is on models of a coarser granularity than differential equations.
Such problems arise in flight control (with many modes of operation) and
process control. In this proposal, we discuss the issues in the control of
hybrid systems arising from intelligent flight control.

In 1994, we began a project aimed to be coordinated with Dr. Meyer of
the Ames research center on the use of control theoretic methods for air traflic

control. In this research, we aimed to understand aspects of the planning of
trajectories for an aircraft auto-pilot given via points for the aircraft to follow,
and to formulate control laws for achieving and modifying these planned
trajectories. Actuator limitations and non-minimum phase characteristics of
the aircraft need to be taken into account to modify the planned trajectories.
In continuing work, we will combine this work with planning of trajectories
at the level of the air traffic control with the auto-pilot.



2 Progress Report 1994

In the year 1994, we worked on three projects on the grant NAG 2-243:

1. Path planning for aircraft

In the area of path-planning for aircraft, we set ourselves the so-called
"landing tower problem". In this problem, we are given a sequence of
via-points and times by the control tower, specifying the position and
orientation of the aircraft, and we are asked to plcm a trajectory through
those points. Weapproached this problem using a kinematic model for
the motion of the aircraft. More specifically, if ^ € 5jB(3) models the
position and orientation of the aircraft and the inputs ui,U2,U3 stand
for the rates of rotation about the principal (body) axes of the aircraft
and Vthe velocity of the (CTOL) aircraft, then the kinematic equations
of motion are given by

• 0 -Ui U2 0 •

Ui 0 -U3 0

II

-t/2 0 V

0 0 0 0

(1)

Here g is represented in homogeneous coordinates and the velocity v is
normalized to 1, representing the fact that the velocityof the aircraft is
roughly constant. Wesolve the problemof steering the aircraft between
the initial and final configurations, go and gj in "optimal fashion", that
is to minimize

rT 3
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We have solved this problem and shown that the optimal inputs are
elliptic functions (so-called Weierstrass P-functions) and have devised
computational procedures for steering the system. One very interesting
aspect of the explicit solution is that it includes helices, circles and
straight line segments. This is especially pleasing, since such solutions
are currently used frequently by the ATC. The problem is undergoing
further refinement in terms of reducing the use of the yawing input and
also to treat the velocity of the aircraft as input. A notable drawback
of the approach is the use of the kinematic model for the planning.

i:



Computational approaches to the efficient generation of trajectories
are also being pursued.

2. Stabilization of Satellite using fewer than 3 actuators

The dynamicsand controlof satellites has receiveda tremendous amount
of attention in the control literature. When there are fewer than 3 actu
ators the steeringof the satellite from one configuration to another can
be achieved, if the satellite is not symmetric. These open loop steer
ing control laws can be stabilized using a "time-varying" linearization
about the trajectory. However, for set point regulation of the satel
lite, stabilizing control laws need to be derived. Early work of Meyer
solved this problem for the case of 3 actuators and this work has been
extended by other researchers recently as well. We revisited the prob
lem of stabilizing a satellite with two or fewer actuators and gave time
varying smooth control laws, for this purpose. This is perhaps the best
one can do, since a theorem of Brockett guarantees that no smooth
time-invariant stabilizingcontrol law can be found for this class of sys
tems.

3. Modeling of the dynamics and control of a model helicopter

In work on the grant this year, we have set up a test rig consisting of
a model helicopter mounted on a six degree of freedom robot in the
laboratory. The purpose of the robot is to measure the position and
orientation of the helicopter in a reasonably cheap fashion. The heli
copter is equipped with motors foroperating its rotors and swash plate.
The goal of the project is to interface this to a Unix workstation as a
test bed for tryingout different approaches to its control: at the current
time we are contemplating a nonlinear control approach, which needs
detailed identification of the helicopter, and a fuzzy control approach,
which needs only a rudimentary model. These two approaches will be
compared.
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4 Proposal for 1995: Control of Hybrid Sys
tems in Flight Control

In this project we are interested in pursuing the study of hierarchical, hybrid
control systems in the context of air traffic control. A representative scenario
could be as follows, in the vicinity of a large urban airport:

1. The Air Traffic Control (ATC) gives the pilot a sequence of via points
and approach vectors corresponding to sequencing the siircraft for land
ing.

2. The (auto-)pilot plans a path to interpolate between these via points
based on other data such as time of flight and fuel consumption. If the
path is not feasible or is unsatisfactory, the pilot re-negotiates with the
ATC.

3. The planned flight path is then converted into a tactical level plan
consisting of steering the aircraft through different flight regimes, such
as

(a) Conventional or CTOL mode

(b) Helicopter or HELI mode

(c) Attitude control or ATT mode



(d) Vertical Talce Off and Landing or VTOL mode

4. Each of the regimesof operation comesequipped with a nonlinear con
trol law, consisting of approximate full-state linearization. The reason
for having approximate control is to prevent the cancellation of fast
unstable zero dynamics arising from parasitic coupling effects between
the mechanism for moment and force generation in the aircraft. These
different nonlinear controllers need to be spliced together in a smooth
fashion.

5. The performanceof each "linearizing'' control in each regime needs to
be improved by using either anticipatory control of the non-minimum
phase dynamics or a non-linear regulator approach. Further, the imple
mentation of the controller in each regime involves switching brought
about by changes in the coordinate charts describing the orientation of
different axes (body, wind) with respect to the aircraft.

From looking at these features, the following hierarchical control archi
tecture has been proposed by Meyer at NASA Ames:

1. Strategic Level Planner This combines both the pilot's planning
of his route from one place to another along with the air traffic con
troller's allocation of check points on the trajectory. The outcome of
this planner is a sequence of discrete events or commands.

2. Tactical Level Planner The coarse and incomplete plan arising from
the strategic level is converted into a detailed tactical plan consisting
of chunks of trajectory labeled with the appropriate modal conditions,
such as HELI (for helicopter mode), VTOL (for vertical take off and
landing mode) or CTOL (for conventional take off and landing mode),
to pick a few examples. The tactical level planner tries to take into
accoimt performance limitations of the aircraft as well as comfort con
siderations of the passengers.

3. Arithmetic or Low-level controller Using detailed dynamic models
of the aircraft, linearizing controllers using different choices of output
functions are selected. Different controllers axe in effect for each mode.

Further, switches in the controllers occur when singularities of the co
ordinate charts parameterizing orientation axe encountered.



Our research will be complementary to the intelligent flight control project
already under way at Ames. Both the PI and at least one of his students
will interact closely with the groups of Drs. Meyer and Tobias (ATC) at
NASA, Ames to help get a realistic formulation of the research issues. The
student (identified as Ms. Claire Tomlin) will spend the summer of 1995 at
Ames, to help this dialog. The goal of our research will be to develop tools
for the analysis of hierarchical hybrid dynamical systems motivated from
specific problems encountered in solving the integrated flight management
system described above. Challenges abound at various levels in this sort of
a hierso-chical system and we will list a few sample problems that we will
attack:

1. Path plamning for aircraft including the classification of trajectories
into the different modes of operation. This is planning at two levels:
at the level of the air traffic control and at the level of the on-board

controller.

2. Switching between different modes of control. This is involved in several
different ways:

(a) switching between modes of operation, such as VTOL, HELl,
CTOL, etc.

(b) switching between approximate inverses or anticipatory tracking
control laws in each mode

(c) switching between different coordinate charts in the same mode
of operation.

3. Specification and verification tools for hybrid control systems.

4.1 Trajectory Planning at the tactical level

Trajectory planning is a critical issue both from the standpoint of the con
trol tower as well as from the aircraft. Several approaches including optimal
control and searching through a database of stored trajectories have been
suggested. Our own approach thus far has been kinematic. As a conse
quence, the trajectories may run into difiiculties when implemented on dy
namic models of aircraft. Also the path planner should generate mode types



for the different segments of the flight so as to be of use for the lower lev
els of control and also to enable transitions in the event of sudden changes
necessitated by emergency conditions. Results on classiflcation of bundles of
trajectories will be valuable in this context.

Unlike many hierarchical systems in which models become increasingly
coarse and unrefined the higher one travels in the hierarchy, the flight control
application calls for a fairly detailed dynamical model and a sense of actuator
limits and state variable constraints in order to develop a trajectory planner.
The question of how few details will be needed to plan the trajectory and
tag the discrete components of the state will be the first area of researchthat
we will address. While it is clear as a general principle of modeling that the
sophistication of the model of a control system should reflect the difficultyof
the control task at hand, the implementation of this principle for hierarchical
designs appears to be a problem that has yet to receive attention. It is the
problem of functionally based model reduction. Our approach to making a
dent on this problem willbe inductive from a solution of the specificproblem
of trajectorj' planning models.

4.2 Switching Controllers

While certain classes of switched dynamical systems such as those arising
from relaxed control or sliding mode control have been well investigated, it
is fair to say that a systematic investigation of switching between different
nonlinear control laws is in its infancy. The literature in gain scheduling
does little, from a design point of view in establishing rules of transition to
preserve continuity of the controller inputs. Wewill begin a systematic study
of performance specifications and design guidelines for control systems with
switches. We will be aided in this regard by some related work in the project
on highway automation, PATH.

While the underlying dynamics of the aircraft are smooth functions, the
control laws based on full state approximate linearization axe different in
different modes of operation. This has to do with changes in the independent
and dependent outputs of the £urcraft depending on the flight regime of the
aircraft. Thus, the arithmetic level controller is switched at each instant
of mode switching. Mode switching needs to be accompanied by smooth
transitions in the control inputs. This in turn needs the design of so-called
transitional or interface level controllers for mode switching.



4.3 Specification and verification tools for hybrid con
trol systems

In systems which have comparable functional and hierarchical complexity of
flight control, systematic design tools for veriflcation that the control schemes
meet the speciflcations need to be developed. The level of sophistication
of current hybrid systems methodologies is severely limited to analysis of
systems with clocksor systems whose dynsimicperformance can be abstracted
by clocks. New frameworks and a fresh new approach to these problems is
warranted, since the origin of hybrid control laws in the context flight control
arises not only from the interaction of planning and continuous control, but
also the interaction between different kinds of nonlinear control laws (on the
same nonlinesu: control system).



Tools for Nonlinear Control Systems Design:
Progress Report for 1995 and Proposal for 1996

S. S. Sastry

1 Introduction

One of the major challenges in the design of control systems is the problem of aggregating
continuous time dynamics and control with the discrete event dynamics arising from logical
operations. This problem is particularly acute in the context of complex hierarchically
organized control systems where, at all but the lowest levels of the hierztrchy, the control
is on models of a coarser granularity than differential equations. Such problems arise in
flight control (with many modes of operation) and process control. In addition, the problem
of integrating discrete planning with continuous dynamics arises when there is a need for
coordination among multiple agents. In this proposal, we discuss our background work in air
traffic management systems. We then discuss our plans for research on this grant to design
and implement Flight Vehicle Management Systems for multi-agent coordination maneuvers,
which are guaranteed to be safe.

2 Progress Report 1995

In the year 1995, we worked on three projects on the grant NAG 2-243. These are discussed
below. As other activity on the grant, we helped Clyde Martin orgsmize a workshop at
Bozeman, Montana from July 24-28th, 1995, on the topic of "Exterior Differential Systems
and Hybrid Control". Our role was to incresise the scope of the workshop to include recent
work on Exterior Differential Systems and bring in some supplementary funding from the
Army Research Office to allow a large number of students to attend the meeting.

2.1 Stabilization and Tracking of Feedback Linearizable Systems
under Input Constraints

The problem of feedback linearization of nonlinear systems in the presence of input saturation
was considered in this work. Although different approaches for stabilization of linear and
nonlinear systems under bounded controls have been suggested in the literature, the need to
perform output tracking for nonlinear systems dictates the choice of feedback linearization in



our control design. This method results in linear error dynamics allowing the estimation of
the convergence rate. Explicit chaxaoterization ofthe spaceoffeasible trajectories that can be
tracked using bounded inputs has been made, followed by simulation results. In later work,
we have considered the problem of avoiding saturation by trajectory reparameterization for
feedback linearizable systems. The desired trajectory is reparameterized on a slower time
scale in order to avoid input saturation. Necessary conditions that the reparameterizing
function must satisfy have been derived. The deviation from the nominal trajectory is
minimized by formulating the problem as an optimal control problem.

2.2 Hybrid Control in Air l^afBc Management Systems

In a collaborative project involving the University of California, Berkeley, NASA Ames
Research Center, and Honeywell Systems Research Center, we have begun the study of
hiersirchical, hybrid control systems in the framework of air traffic management systems
(ATMS). The need for a new ATMS arises from the overcrowding of large urban ^rports
and the need to more efficiently land and take off larger numbers of aircraft, without building
new runways. Technological advances that make a more advanced air traffic control system a
reality include the availability of relatively inexpensiveand fast real time computers (both on
board the aircraft and in the control tower) and global positioning systems. The usefulness
of these technological advances is currently limited by today's air traffic control system,
which involves the use of "freeways" in the Terminal Radar Approach Control (TRACON)
region around urban airports. These freeways are set approach patterns to runways which
do not allow for the possibility of so-called "free flight" by an aircraft to its destination.
Limiting the aircraft trajectories in this manner results in the addition of both planned and
unplanned delays to air travel. Research has focused on hierarchical, hybrid control systems
and their application to air traffic management. One proposed decision support hierarchy
describes an automated, decentralized ATMS: much of the control functionality exists in the
flight vehicle management system on board each aircraft rather than at the ground-based air
traffic control. Aircraft trajectories are restricted in the airport region; outside this region
the architecture allows for so-called "free flight". A simulation and visualization package for
hybrid systems in the framework of ATMS, called SmartPlanes, is being developed to aid
the design process.

2.3 Output Tracking for a Non-Minimum Phase Dynamic CTOL
Aircraft Model

In thiswork, a dynamic model ofa conventional takeoff andlanding (CTOL) aircraft was used
to study output tracking in the presence of non-minimum phase dynamics. Non-minimum
phase characteristics in this model result from the fsict that the process of generating an
upward pitch moment produces a small downward force, causing the aircraft to lose altitude.
The model is not full state linearizable and the internal (zero) dynamics which remain
after input-output linearization using the coordinates of the center of mass as outputs are



unstable. The CTOL model is not "flat" with respect to flxed points on the aircraft body.
The nonlinear- inversion technique of Devasia and Paden produces stable trajectories for the
states of the internal dynamics, but the corresponding feed-forward force inputs required
to track these trajectories bie large. Approximate linearization techniques which'ignore the
coupling between the pitch moment and the vertical and horizontal aircraft dynamics, have
been used by us to calculate inputs of smaller magnitude.

3 List of Manuscripts Submitted or Published

1. S. Sastry, G. Meyer, C. Tomlin, J. Lygeros, D. Godbole and G. Pappas, "Hybrid
Control in Air Traffic ManagementSystems", Proceedings of the 1995 IEEE Conference
on Decision and Control, New Orleans, LA, December 1995.

2. C. Tomlin, J. Lygeros, L. Benvenuti and S. Sastry, "Output Tracking for a Non-
minimum phase dynamic CTOL aircraft model". Proceedings of the 1995 IEEE Con
ference on Decision and Control, New Orleans, LA, December 1995.

3. C. Tomlin, G. Pappas, J. Lygeros, D. Godbole, S. Sastry, and G. Meyer, "Hybrid
Control in Air Traffic Management Systems", to appear in the Proceedings of the 1996
IF.AC, San Francisco, July 1996.

4. G. Pappas, J. Lygeros and D. Godbole, "Stabilization and tracking of feedback lin-
earizable systems under input saturation constraints". Proceedings of the 1995 IEEE
Conference on Decision and Control, New Orleans, LA, December 1995.

4 Px'oposal for 1996: Hybrid Systems in Flight Con
trol

4.1 Background: A Decentralized Decision Making System

We propose a partially decentrsdized air traffic manatgement decision support system which
transfers much of the current air traffic control (ATC) functionality to each individual air
craft. Weexpect our proposed system to be more robust and reliable, reduce ATC workload,
and be more suitable for free flight.

• A distributed system is more fault tolerant. If a single aircraft's computer system fails,
most of the ATMS system is still intact, and the aircraft may be guided by voice to
the nearest airport. If in a centralized system the central computer fails, the results
could be catastrophic.

• Congestion is increasing monthly in large urban airports. A distributed system is more
suited to handling increasing numbers of aircraft than is a centralized system, since



a new aircraft and its own computer system may be added easily to the system. A
centralized system would require upgraides to the ATC computer regularly.

• Free flight, oneof the features ofa distributedcontrol system,minimizes fuel consump
tion since each ^rcraft may optimally plan its own trajectory, which in turn results in
reduced delays outside TRACONs. Free flight is also an advantage in avoiding turbu
lence, since the aircraft woidd not have to wait for clearance from ATC to avoid rough
weather patches.

• A distributed system reduces the ATC workload, allowing ATC to spend more time in
resolving safety critical situations.

• In a centralizedsystem, because of the large number ofaircraft it has to deal with, ATC
can only use a rough approximation of each siircraft^s dynamics to calculate feasible
trajectories. In our ATMS model, each aircraft's autopilot contains a detailed model of
its own dynamics, and thus the aircraft itself is well equipped to plan its own trajectory
in a conflict resolution maneuver.

The functionality of the proposed air traffic management architecture is slightly different for
the region inside the TRACON (take off and landing) than it is for the region outside the
TRACON (en-route airspace). In the region outside the TRACON, the density of aircraft
is relatively small, and we propose that each aircraft be allowed to completely plan its own
trajectory (to be called the "free flight" region). In this region, conflicts will be resolved by
coordination between aircraft, the role of the ground baised ATC will simply be to provide
information about the route, such as upcoming weather conditions. Inside the TRACON, the
ATC will determine the approach trajectory for each aircraft. These trajectories will depend
on local weather conditions and traffic. A block diagram of our proposed architecture for
ATMS inside the TRACON region is presented in Figure 1. The levels of architecture below
ATC reside on the individual aircraft and comprise what is known as the aircraft's Flight
Vehicle Management System, or FVMS. The FVMS consists of four layers, the strategic,
tactical, and trajectory planners, and the regulation layer.

4.1.1 Air lYaflic Control

When an aircraft enters the TRACON region of an ^rport, ATC passes a sequence of
waypoints to the strategic planner on board the aircraft. These waypoints are a discretization
of a kinematic trajectory, accessed from a database of stored kinematic trajectories, which
have been calculated offline for different combinations of:

• aircraft kinematics;

• wind magnitude and direction;

• runway configurations.
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These pre-computed trajectories have been optimized to provide a minimum-time path for
the given aircraft kinematics. The waypoints from ATC are time-stamped to provide a
suggested schedule of landings, which is designed to meet the announced arrival times and
reflects conflict resolution and compromises between airline schedules. Once ATC has cal
culated these waypoints and passed them to the strategic planner, all of the planning and
control tasks are taken over by the FVMS on board the individual aircraft. If the FVMS
changes the waypoints for some reason (such as in a safety critical situation), then the new
set of waypoints is passed to ATC. Outside the TRACON region, free flight is under effect
and the role of ATC is minimal. ATC passes only TRACON exit and entry information
to the tactical planner of the aircraft, and then the tactical planner takes over the role of
calculating an initial kinematic trajectory for the aircraft.

4.1.2 Strategic Planner

The main role of the strategic planner is to resolve conflicts between aircraft. Inside the
TRACON, the strategic planner has the additional role of designing a coarse trajectory for
the aircraft in the form of a sequence of control points, ct, which interpolate the waypoints
from ATC. If the tactical planner on board the aircraft predicts that a conflict will occur
between its aircraft and other aircraft, it notifies the strategic planner. Conflict resolution
is to be achieved by communication between aircraft at the strategic level. The strategic
planners of all aircraft involved in the potential conflict determine a sequence of maneuvers
which will result in conflict-free trajectories, and then each strategic planner commands its
own tactical planner to follow these maneuvers. Inside the TRACON, the commands are
passed down to the tactical planner in the form of a modified sequence of control points.
ATC is notified if this modified sequence deviates from the original set of waypoints.. Outside
the TR.^CON, where the upper levels of the ATMS architecture have looser control over
trajectory planning, the commands themselves are passed.

4.1.3 Tactical Planner

Inside the TRACON, the tactical planner refines the strategic plan by interpolating the con
trol points with a smooth output trajectory, denoted yd in Figure 1. Outside the TRACON,
it csdculates this trajectory from scratch, using only the initial and final conditions of free
flight (the TRACON exit and entry information). In addition to the output trajectory, the
tactical planner determines the sequence of flight modes necessary to execute the kinematic
plan. In both regions, the tactical planner is responsible for predicting conflicts.

The tactical planner uses a simple kinematic model of the aircraft for all trajectory cal
culation. For conflict prediction, it uses information about the positions and velocities of
neighboring aircraft (available through radar) and kinematic models to predict their move
ment. If more information, such as neighboring aircraft type and capabilities, is av^lable
through communication, the models can be refined. Simple models are used at this stage
since very detailed models may unnecessarily complicate the calculations, which are assumed
to be approximate and have large safety margins.



4.1.4 TVajectory Planner and Regulation

The trajectory planner uses a detsuled dynamic model of the aircraft, sensory -input which
measures the wind's magnitude and direction, and the tactical plan consisting of an output
trajectory and sequence of modes, to design a full state and input trajectory for the aircraft.
This trajectory is passed to the regulation layer which directly controls the ^rcraft.

4.2 A Hybrid System Methodology for Multi-Agent Conflict
Resolution

A method for conflict prediction and resolution in a multi-agent system is to be developed
in the context of our decision support system for ATMS.

Conflicts arise due to the different objectives of the individual agents, and must be resolved
to avoid collision between agents. The method will use optimal control in a game theoretic
setting in a way being developed by us for hybrid systems verification ([1]) to calculate the
maneuver which resolves a potential collision. If the problem camnot be solved, the agents
resort to a sequence of sub-optimal protocols to avoid the conflict.

The algorithm for predicting and resolving conflicts is presented in Figure 2. Each agent
in the system performs the algorithm simultaneously. For example, in the case of aiir traf
fic management systems (ATMS), the algorithm is run on board each aircraft within the
strategic and tactical planners of the flight vehicle management system.

At the first step of the algorithm (level (1)), long range conflict detection is performed. This
process determines whether or not a conflict is likely to occur between agents, and identifies
the set of agents involved in the potential conflict. Methods such as forwzird extrapolation
the current motion of the agents (such as in [4]), or simply choosing a sphere around each
aircraft (whose radius depends on the velocity of the aircraft) as a possible conflict region,
could be used to determine the agents involved in .the potential conflict. These agents are
then treated as players in a zero sum dynamic game (level (2) of the algorithm), in which
each agent tries its best to avoid a collision in an environment in which all of the other agents
are its opponents, and are trying their best to cause a collision. A solution to the dynamic
game is a sequence of control strategies for each agent, which will guarantee that the agent
avoids collision assuming that the actions of all of the other agents are unknown, but lie
within a known disturbance set.

In our research on the grant this year, wewill refineour game theoretic techniques for hybrid
systemsdesign, first introduced in [1] and axiapted for ATMS in [3] to develop the set of initial
conditions in which conflict resolution needs to be undertaken. This research is already quite
interesting and challenging in two dimensions, where it extends the basic state of the art in
pursuit evasion games ([2]). Of course, our primary interest will be in three dimensions.

When collisions seemunavoidable, wewill develop protocolsfor collision avoidance and verify
their safeness. Then, we will develop the dynamic control laws (including potential mode
changes in the FVMS) to implement them. Verification of the composite hybrid system



(5)
Full communication among agents
Optima] control problem involving many agents
Default solution is a predefined set of protocols

No Solution

(4)
Partial Communication among Agents
Zero Sum/N-player game

(3) Prioritize the Agents

No Solution

(2)
Zero Sum/N-pIayer game for collision avoidance

(1) Determination of Agents

Figure 2; Strategy for conflict prediction and resolution in a multi-agent setting.

may or may not fit into the game theoretic framework alluded to earlier, and will have to
be studied. We expect to make progress for at least two kinds of conflicts, which we have
begun studying, namely overtake and collision. The 2-agent overtake conflict describes the
situation in which twoagents are traveling in the samedirection, and the agent who is behind
has the greater speed. The 2-agent collision conflict is one in which the agents are traveling
towards each other.

In our research this year, we will concentrate on generalizing these ide2is and developing
them in a way so as to allow for the interaction between the tactical layer and the conflict
avoidance module, possibly including some dynamic replanning and mode setting of the
maneuvers.

4.3 Implementation, Verification and Validation of Hybrid Con
trol Laws

In addition to the design of the architecture for a complex system such as ATMS, an im
portant issue is the reliable implementation of hybrid system algorithms as well as their
verification and validation.



4.3.1 HOPTs: Hierarchy of Operational Procedure Tables

One methodology which seems to address these issues is HOPTs (Hierarchy of Operational
Procedure Tables), developed by Honeywell Technology Center in collaboration with NASA
Ames.

HOPTs is a model-based formal specification language, which automates the translation of
designer specifications to software code, documentation, and test plans, through the use of
operational procedure tables. Operational procedures define a set of high level tasks which
may be sequenced together to complete a mission. The operational procedure tables con
sist of mission scenarios^ which are sets of external circumstances (such as windshear and
collision avoidance), and mission behaviors^ which are the responses of the system to the
given scenarios. The system is considered to be complete and consistent if it responds to all
possible mission scenarios with acceptable mission behaviors.

The tabular structure of HOPTs is amenable to correctness verification. The model is
validated, a table at a time, in order to prove correctness of mode switching logic and to
ensure completeness and consistency. However, verification and validation of the hybrid
systems is not yet resolved. In work on the grant this year, we will study the problems
associated with the HOPTs implementation of our FVMS conflict resolution protocols.

4.3.2 Simulation and Visualization Issues

The complexity of largescale projects renders simulation a valuabletool both in the design of
various control laws and coordination protocols as well as in the evaluation of overall system
performance. Furthermore, a good simulation package may also be used as a debugging tool
in the design process. This requires the development of a simulation package for hybrid
systems that will be able to simulate both the low level differential equation models as well
as the high level finite state machine models. The complexity of the system also emphasizes
the need for efficient computational schemes, such as parallel and distributed computation
algorithms. Each simulation run results in a tremendous amount of data that needs to
be analyzed and interpreted. Visualization techniques, such as animation, can be used to
present the simulation results in a manner which is much easier to analyze by the designer.
In this direction, the development of SmartPlanes, a simulation and visualization facility for
ATMS, has begun. At the current stage, SmartPlanes is a visualization tool which allows the
user to view the trajectory of a single aircraft from various perspectives. In future versions,
multiple aircraft will be shown as well as a local radar, and the user will have the ability to
configure the airport so as to meet the needs of different cities.

4.4 Visitors

In lieu of having the traditional NASA-Berkeley workshop this year, we have elected to
have 3-5 day long presentations by eminent researchers at Moffett Field, so as to enable us
to understand their point of view and question them in depth. Examples of such visitors



could include W. M. Wonham (University of Toronto), Wolf Kohn (Sagent Corporation)
and Anil Nerode (Cornell University), and Sanjoy Mitter (MIT). The last named has some
very interesting new insights into the use of infinite linear programming in logic verification.
Budgets for these speakers are included in the proposed budget.
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3 Progress Report for 1996

In the year 1996, we worked on five projects on the grant NAG 2-1039. These are discussed
here. I may add that the past year has been an unusually productive year in terms of the
output ofthe researcher supported on this grant, Ms. Claire Tomlin, who also spends a day
a week at NASA Ames.

3.1 Bounded Tracking for Nonminimum Phase Nonlinear Sys
tems with Fast Zero Dynamics

In this work, we derive tracking control laws for nonminimum phase nonlinear systems with
both fast and slow, possibly unstable, zero dynamics. The fast zero dynamics arise from a
perturbation of a nominal system. These fast zeros can be problematic in that they may be
in the right half plane and may cause large magnitude tracking control inputs. We combine
the ideas from some recent work of Hunt, Meyer, and Su with that of Devasia, Paden, and
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Chen on an asymptotic tracking procedure for nonminimum phase nonlinear systems. We
give (somewhat subtle) conditions under which the tracking control input is bounded as the
magnitude of the perturbation of the nominal system becomes zero. Explicit bounds on the
control inputs are calculated for both SISO and MIMO systems using some interestingnon-
standard singular perturbation techniques. The method is applied to a suite of examples,
including the simplified planar dynamics of VTOL and CTOL aircraft.

3.2 Switching through Singularities

The nonlinear control toolbox has built up a fair level of sophistication with the use of tech
niques for input-output and full state linearization, approximate linearization, and bounded
tracking for nonminimum phase systems. One area in which results have been hard to come
by is the tracking of singular or non regular nonlinear control systems, i.e. those that fail
to have relative degree. While the problem of trying to track trajectories that go through
singularities was begun by Hirschorn and Davis who limited the class of outputs that could
be tracked, the first set of practical schemes for approximate asymptotic tracking through
singularities was given by Hauser, Sastry and Kokotovic, using an approximation technique.
This in turn spurred the development of a result by Grizzle, Di Benedetto and Lamnabhi-
Lagarrigue which proved the necessity of "regularity" for asymptotically exact tracking.

In parallel with this activityhas been the interest in using switching control laws for adaptive
control, for steering and stabilization, as well as activity in hybrid control systems. We com
bine ideas from switching along with our results on exact tracking of slightly non-minimum
phase systems to describe our results in approximate tracking for singular or non-regular
nonlinear systems.

3.3 Multiobjective Hybrid Controller Synthesis

The problem of systematically synthesizing hybrid controllers, that satisfy multiple control
objectives is* considered. We present a technique, based on the principles ofoptimal control,
for determining the class of least restrictive controllers that satisfy the most important
requirement (which we refer to as safety). The system performance with respect to the
lower priority requirement (which we refer to as eflSciency) can then be optimized within
this class. We motivate our approach by three examples, one purely discrete (the problem
of reachability in finite automata) one hybrid (the steam boiler problem) and one primarily
continuous (a flight vehicle management system).

3.4 Conflict Resolution for Air Traffic Management: A Case
Study in Multi-Agent Hybrid Systems

Aconflict resolution architecture for multi-agent hybrid systems withemphasis on AirTraffic
Management Systems (ATMS) is presented. In such systems, conflicts arise in the form of
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potential collisions which are resolved locally by inter-agent coordination. This results in a
decentralized architecture in whichsafety issues are resolvedlocally and central agencies, such
as Air Traffic Controllers, focus on global issues such as efficiency and optimal throughput.
In order to allow optimization of agents' objectives, inter-agent coordination is minimized
by noncooperative conflict resolution methods based on game theory. If noncooperative
methods are unsuccessful, then cooperative methods in the form of coordinated maneuvers
are used to resolve conflicts. The merging of inter-agent coordination, which is modeled by
discrete event systems, and agent dynamics, which are modeled by differential equations,
results in hybrid systems.

3.5 Hybrid Control in Air Traffic Management Systems

The congestion of aircraft in the airspace around large urban airports strongly suggests the
need to increase the efficiency of the current air traffic management system (ATMS). In a
research collaboration which includes UC Berkeley, NASA Ames Research Center, and Hon
eywell Systems Research Center, an architecture for a new ATMS is proposed. Research is
focused on hierarchical, hybrid control systems and their application to air traffic manage
ment. The proposed architecture describes an automated, decentralized ATMS: much of the
control functionality exists in the flight vehicle management system on board each aircraft
rather than at the ground-based air traffic control. Aircraft trajectories are restricted in
the airport region; outside this region the architecture allows for so-called "free flight". A
simulation and visualization package for hybrid systems in the framework of ATMS is being
developed to aid the design process.
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