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Abstract

Cross-talk Noise Immune VLSI Design using Regular Layout Fabrics

by

Sunil P. Khatri

Doctor of Philosophy in Engineering-Electrical Engineering and Computer Sciences

University of California at Berkeley

Professor Robert K. Brayton, Chair

In modern integrated circuit (IC) fabrication processes, the cross-coupling capaci

tance between adjacent wires on the same metal layer is a large fraction of the total

capacitance of these wires. With shrinking processfeature sizes, this fraction increases

further. Since these fabrication processes have their minimum feature size well below

1 //m, they are referred to as deep sub-micron (DSM) processes.

Asa result ofthis increase in cross-coupling capacitance, cross-talk between neigh

boring wires is becoming an increasingly important problem in VLSI design, and is

expected to continue to be a problem for future fabrication processes. Two distinct

problems occur due to cross-talk. First, cross-talk can cause a significant delay varia

tion in a victimwire depending on the electrical state of neighboring wires. The exact

delay of a victim wire depends significantly on whether its neighboring wire(s) {ag-

gressors) perform a transition as well. If the aggressors perform a transition, then the

victim delay depends strongly on whether the aggressors perform a like or an unlike

transition. Secondly, cross-talk can cause the logic value of a wire to be incorrectly

interpreted depending on the state of neighboring aggressor wires, resulting in a loss

of signal integrity. If a victim wire is held at a steady logic value, and aggressors

perform a rapid transition, this change in voltage capacitively couples to the victim

wire, causing a glitch in its waveform. If the magnitude of this glitch is large enough,

the logic value of the victim wire may be incorrectly sampled.



iln this work, we propose two VLSI layout methodologies which address the cross

talk problem in DSM integrated circuit design. In our methodology, the cross-talk

problem is solved by design, by imposing a fixed pattern of wires on the IC die, on all

metal layers. In particular, this repeating pattern, referred to as the Dense Wiring
Fabric (DWF) pattern is ••• VSGSVSGS •••, where V represents a VDD wire, G
represents a GND wire, and S represents a signal wire. This sequence of wires recurs

on the metal layers of the IC.

With this choice of layout fabric, the cross-coupling capacitance between signal
wires drops by between one and two orders of magnitude, thereby all but eliminating
the delay variation and signal integrity problems due to cross-talk. For example, in a
0.1//m process, the delay variation due to cross-talk drops from 2.01:1 to 1.03:1. Also,

signal inductances drop by 50% as well, since the current return path for any signal
wire is always adjacent to it. The uniformity of inductive and capacitive parasitics
which results from the regularity of the DWF is a feature that CAD tools can exploit.
Our layout "fabric" scheme eliminates the conventional notion of power and ground
routing on the integrated circuit die. Instead, power and ground are essentially "pre-
routed" all over the die. By suitably introducing vias whenever VDD (or GND) wires
intersect onadjacent metal layers, a power andground distribution network oflow and

uniform resistance iscreated. The DWF also results in tighter tolerances on the inter-
layer dielectric thicknesses due to the fact that metal is maximally gridded all over
the IC die. Finally, the DWF enables us to easily generate a low-skew global clocking
network due to the tightly controlled and uniform parasitics. In our scheme, the
characterization of interconnect parasitics (capacitance, inductance and resistance)
becomes extremely simple due to the repeating nature of the DWF pattern. This
characterization needs to be done only once for a design, resulting in significant time
and computational savings.

In this thesis, we introduce two fabrics that utilize the DWF pattern. The first,
Fabricl, uses the DWF pattern chip-wide, including within the layout cells in the
design. This fabric is incorporated into a traditional VLSI design flow, and over a
series of examples, exhibits an area overhead of about 60% when two metal layers are
used for routing. If more layers are used, then this overhead drops to 17%.



Fabrics attempts to reduce this area overhead. In this fabric, the logic network is

implementedas a network of medium-sized Progrsunmable Logic Arrays (PLAs). We

choose an implementation of PLAs which is naturally cross-talk immune, and also

extremely dense. The routing area between PLAs utilizes the DWF pattern, while

a specialized layout fabric is utilized within the PLAs. We show that the delay of a

single PLA is about 50%, and the area about 50% compared to that of a standard-

cell based layout. We introduce synthesis algorithms to cluster a logic netlist into a

network of PLAs in the FabricS style. Each of these PLAs has a bounded width and

height. The number of inputs and outputs of each PLA are flexible as long as the

resulting PLA width remains within the specified bound. We also perform folding

on the resulting PLAs to achieve better logic density. For a series of examples, the

area penalty for a network of PLA implementation in the FabricS scheme is shown

to be a mere 2.4% compared to the standard-cell implementation style, while the

circuit delay improves by around 15%. These results remain substantially unchanged

regardless of whether 2, 3, 4, 5 or 6 metal layers are utilized for routing the design.

In summary, we show how the uniform and predictably low parasitics in our

fabric methodology give rise to a reliable and predictable design style. We have

implemented our scheme and compared it with the standard cell design styles. The

crosstalk immunity, high speed, low area overhead, quick design turnaround time,

and high predictability of our'methodology indicate that it is a strong candidate as

the preferred design methodology in the DSM era.

Professor Robert K. Bra^^on
Dissertation Committee Chair
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Chapter 1

Introduction

1.1 Cross-talk in DSM IC Design

With the rapid development of VLSI fabrication technologies, we have reached
an era where the minimum feature sizes of the leading processes is well below 1 //m.
Such processes are called Deep Sub-Micron (DSM) processes. With shrinking feature
sizes, many new problems arise. Certain electrical problems like cross-talk, electro-

migration, self-heat and statistical processing variations are becoming increasingly
important. Until recently, IC designers were able to cleanly partition the design task
into a logical and a physical one, with no interaction between the two sub-tasks. The

increasing importance of the above electrical effects requires that designers consider
the interaction between logical and physical design at the same time. This makes the

design task more complex and time-consuming.

The cross-talk problem is perhaps the most important effect which jeopardizes the
ability ofdesigners to abstract the logical and physical aspects of design. Cross-talk
typically occurs between adjacent wires on the same metal layer, when the cross-
coupling capacitance between these wires is large enough for them to affect each

other s electrical characteristics. As the minimum feature size of VLSI fabrication

processes reaches the 0.1/zm range, process engineers are forced to increase the height
of wires in relationship to their width, in order to keep their sheet resistivity from in
creasing quadratically. This in turn increases the cross-coupling capacitance between
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a wire and its neighbors as a fraction of its total capacitance, resulting in cross-talk

problems.

Two distinct problems occur due to cross-talk. First, adjacent wires can affect

each other's signal delay due to their large cross-coupling capacitance. The exact

delay ofa (victim) wire depends significantly on whether its neighboring wire(s) (ag
gressors) perform a transition aswell. If the aggressors perform a transition, then the
victim delay depends strongly on whether the aggressors perform a like or an unlike

transition. Secondly, signal integrity of the victim wire is affected adversely. If a
victim wire is held at a steady logic value, and aggressors perform a rapid transition,
this change in voltage capacitively couples to the victim wire, causing a glitch in its
waveform. Ifthe magnitude ofthis glitch is large enough, the logic value ofthe victim
wire may be incorrectly sampled. With the decreasing minimum feature size of VLSI

fabrication processes, these problems are becoming increasingly common [Gro98].

1.2 Thesis Overview

In this work, we propose two VLSI layout methodologies which address the cross
talk problem in DSM integrated circuit design. In our methodology, the cross-talk
problem is solved by design, by imposing a fixed pattern ofwires on the IC die, on all
metal layers. In particular, this repeating pattern, referred to as the Dense Wiring
Fabric (DWF) pattern is ••• VSGSVSGS ••• where V represents a VDD wire, G
represents a GND wire, and S represents a signal wire. This sequence ofwires recurs
on all the metal layers of the IC.

With this choice of layout fabric, the cross-coupling capacitance between signal
wires drops by between one and two orders of magnitude, thereby all but eliminating
the delay variation and signal integrity problems due to cross-talk. For example, in a
0.1//m process, thedelay variation due to cross-talk drops from 2.01:1 to 1.03:1. Also,
signal inductances drop by 50% as well, since the current return path for any signal
wire is always adjacent to it. The uniformity of inductive and capacitive parasitics
which results from the regularity of the DWF is a feature that CAD tools can exploit.
Our layout "fabric" scheme eliminates the conventional notion of power and ground
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routing on the integrated circuit die. Instead, power and ground are essentially "pre-
routed" all over the die. By suitably introducing vias whenever VDD (or GND) wires
intersect on adjacent metal layers, a power and ground distribution network of low

and umform resistance is created. The DWF also results in tighter tolerances on
the inter-layer dielectric thicknesses because metal is maximally gridded all over the
IC die. Finally, the DWF enables us to easily generate a low-skew global clocking
network due to the tightly controlled and uniform parasitics. In our scheme, the

characterization of interconnect parasitics (capacitance, inductance and resistance)
becomes extremely simple due to the repeating nature of the DWF pattern. This

characterization needs to be done only once for a design, resulting in significant time
and computational savings.

In this thesis, we introduce two design methodologies that utilize the DWF pat
tern. Thefirst. Fabric1^ uses the DWF pattern chip-wide, including within the layout

cells in the design. This fabric is incorporated into a traditional standard-cell based

VLSI design flow, and over a series of examples, exhibits an area overhead of about

60% when two metal layers are utilized to route the design. If more metal layers are
used, this overhead drops to approximately 17%. If three or more layers are used for
routing, and if the DWF is not utilized in the routing area, then the area overhead

of Fabricl is about 2%. This shows that if cross-talk was not a problem in modern

designs, the Fabricl scheme would compete favorably with the existing standard cell
based methodology.

Fabrics attempts to reduce this area overhead. In this fabric, the logic network is
implemented as a network ofmedium-sized Programmable Logic Arrays (PLAs). We
choose an implementation of PLAs which is naturally cross-talk immune, and also

extremely dense. The routing area between PLAs utilizes the DWF pattern, while

a specialized layout fabric is utilized within the PLAs. We show that the delay of a

single PLA is about 50%, and the area about 50% compared to that of a standard-

cell based layout. We introduce synthesis algorithms to cluster a logic netlist into a
network of PLAs in the Fabric3 style. Each of these PLAs has a bounded width and

height. The number of inputs and outputs of each PLA are flexible as long as the
resulting PLAwidth remains within the specified bound. We also perform folding on
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the resulting PLAs to achieve better logic density. For a series of examples, the area

penalty for a network of FLA implementation in the FabricS scheme is shown to be a

mere 3% compared to the standard-cell implementation style. These timing and area

comparison results remain essentially unchanged, regardless of whether 2, 3, 4, 5 or

6 metal layers are used to perform the routing.

On the other hand, if the network of PLAs is routed at minimum pitch on all

metal layers (i.e. the DWF is not used in the routing region), then we obtain an

overall timing improvement of about 15% and an overall area improvement of 20%

compared to standard cells. Once again, these improvements remain essentially the

same, regardless ofwhether 2, 3,4, 5or 6 metal layers are used to perform the routing.

This comparison suggests that if cross-talk was not an issue (and therefore the DWF

was not required), the Fabric3scheme would still be a good choice over the standard

cell methodology.

Since wires are routed at 2x minimum pitch in thesemethodologies, it is desirable

to reduce the number of wires in a design. We introduce schemes for wires removal

in the Fabric3 setting, and show they are effective in reducing the wiring, and hence

the circuit area of a design implemented using the Fabric3 methodology. We obtain

area reductions of about 11% using these techniques. This area reduction increases

for the larger exsunples in our benchmark suite.

In summary, we show how the uniform and predictably low parasitics in our

fabric methodology give rise to a reliable and predictable design style. We have

implemented our scheme and compared it with the standard cell design styles. The

crosstalk immunity, high speed, low area overhead, quick design turnaround time,

and high predictability of our methodology indicate that it is a strong candidate as

the preferred design methodology in the DSM era.

1.3 Thesis Outline

This dissertation is organized in the following manner. Chapter 2 lays the ground

work for this thesis. In this chapter, we introduce the VLSI processing technology

predictions that our subsequent experiments are based on. Baised on these predictions,
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parasitics axe extracted for on-chip wires on an IC. These parasitics are used to per
form SPICE [Nag95] simulations to validate cross-talk effects like delay variation and
signal integrity loss. Having shown that cross-talk is a significant problem for future
VLSI design, we review the existing approaches to handle cross-talk. Among existing
approaches, layout-based approaches and CAD-based approaches are discussed.

Chapter 3 introduces the basic idea of VLSI layout fabrics. The advantages and
disadvantages of the fabric approach are discussed.

Chapters 4 and 5 introduce two design methodologies which both use the fabric

idea of Chapter 3. Chapter 4 introduces a design methodology which is based on
a standard-cell based design style. An area overhead of about 60% is exhibited in

this scheme when two metal layers were used to route the design. If more layers are
utilized, this penalty drops to about 17%.

Chapter 5 introduces a methodology which reduces this overhead significantly by
utilizing a network of Programmable Logic Arrays (PLAs) to implement the logic
circuit. Electrical characterization results for these PLAs are discussed. Algorithms
to cluster a logic network into a network of PLAs are introduced. Experiments show

that the area overhead using this methodology is 3%, with a delay improvement
of 15%. These timing and area comparison results remain essentially unchanged,
regardless ofwhether 2, 3, 4, 5 or 6 metal layers are used to perform the routing.

In Chapter 6, we outhne techniques for performing wire removal in a network of

PLAs. We show how these techniques are very effective in reducing the wiring, and
hence the total circuit area of designs implemented using a network of PLAs. We

obtain average area reductions ofabout 11%. This reduction is larger for the larger
examples in our test suite.

Finally, in Chapter 7 we conclude the thesis, and discuss avenues for further work

in this area.



Chapter 2

Validating Deep Sub-Micron

Effects

2.1 Chapter Overview

In this chapter, we motivate our approach by a brief analysis on the trends ofre
sistance and capacitance ofon-chip interconnect with decreasing feature sizes ofVLSI
ICs, which is described in Section 2.2). We show analytically that the capacitance
of a conductor to its neighboring conductors is becoming an increasing fraction of its
total capacitance, thus giving rise to a situation where cross-talk problems become
increasingly important. In Section 2.3, we detail our interconnect geometry predic
tions. Based on these predictions, we experimentally validate the above capacitance
trends in Section 2.4. Finally, in Sections 2.5, we experimentally validate the delay
variation (Section 2.5.1) and signal integrity (Section 2.5.2) problems by means of
SPICE [Nag95] simulations.

2.2 Trends in DSM VLSI Interconnect

The resistance of the conductor in Figure 2.1 is given by: R= ^ = where
p is the resistivity of the wire material. It is assumed that the current flows along
the L dimension. As the minimum feature size of a VLSI process decreases, the
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Figure 2.1: Resistance of a Conductor

w

Figure 2.2: Plate Capacitance

resistance of a wire increases .quadratically. This is because both T and W scale

with the minimum feature size in general. Since a quadratic increase in resistance is

unacceptable, the recent trend is to increase T in relation to W.

The capacitance of a conductor consists of two parts.

• The first is called plate capacitance, and models the capacitance of a wire to
the conductor at the lower layer.

In Figure 2.2, when W » H, the parallel plate model applies, so that C =

k ' eo • Here k is the dielectric constant of the encasing material, and eo
is the permittivity of free space. When, however, VF < H, the fringing model
applies and C = a log{W).
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w w w

Figure 2.3: Edge Capacitance

For DSM processes, the fringing model applies. At 0.6 fim, W/H ~ 2, so the

parallel plate model was applicable, but at 0.35 fim and below, W/H 1, so

the fringing model applies.

• The second is called edge capacitance. It models the capacitance of a wire to

neighboring conductors on the same layer.

In Figure2.3, when T ^ W, the parallel plate model applies, and C =

For T <W, the fringing model applies, and C = Q log(T)

For DSM processes, the parallel plate model applies. At 0.6 /xm, T/W 1, so

the fringing model was applicable. But for 0.25 pm and below, T/W ~ 3, so

the parallel plate model applies.

From the above, we note that the edge capacitance is becoming the dominant

capacitance for a wire, and that the plate capacitance contributes less to its total

capacitance. In Section 2.4.1 we perform 3-dimensional parasiticextraction to verify

this behavior.

From the above analysis, we also realize that increasing T/W decreases the resis

tance of a wire, but results in larger capacitances. It has been shown that increasing

T/W beyond 2 does not cause a significant improvement in delay. Also, fabricating

wires with T/W much more than 2 is difficult. Hence T/W = 2 is a practical choice

of aspect ratio of the wires. In the sequel, we assume this value of aspect ratio for all

metal layers.
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2.3 Predicting VLSI Process Technology Trends

Our starting point for this research was to obtain estimates ofinterconnect geome
tries for future VLSI fabrication processes. Using the VLSI interconnect predictions

from the NTRS [ntr97], as well as those from Sematech [Fis97], we came up with
our "strawman" interconnect geometry parameters. We passed these parameters to

several contacts in the VLSI design industry for their comments, and refined the es

timates based on this feedback. The result of this exercise is detailed in Table 2.1.

This table lists various process parameters for several processing generations. Here,

Vdd refers to the power supply voltage, Le// is the effective channel length of a tran
sistor and tox is the gate oxide thickness of a transistor. For each conductor, H is

the height, W its width, S refers to the minimum allowable spacing and Una is the

thickness of the dielectric between metal layers. "Sheet p" refers to the sheet resis

tivity of the material, in ohms per square. Throughout this thesis, we assume that

copper wires are used for every metal layer on the chip. The use of copper wires sig

nificantly alleviates electromigration, which was a significant problem for aluminum

based processing technologies.

It is assumed that vias in our strawman technology are stackable. This means

that a via between metal layers i and z+1 can be placed directly below a via between

layers i + \ and i 2. This was not possible in prior process generations.

In the design methodologies we introduce in this thesis (Chapters 4 and 5), we

perform all experiments using a 0.1 //m technology with copper interconnect, and a

low-K dielectric. This technology is based on the parameters described in Table 2.1.

2.4 Extracting On-chip Layout Parasitics

Having established a "strawman" process technology for upcoming technologies,
we now experimentally study the trends in interconnect parasitics as the feature size

of modern VLSI fabrication processes decreeises. Of the processes we considered in

Table 2.1, the first two processes are used in aggressive circuit designs today, while

the remaining processes are still a few years from being used. In our experiments
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Process (n) 0.25 0.18 0.13 0.10 0.07 0.05

Vdd (V) 2 1.8 1.5 1.2 0.9 0.6

Leff (nm) 160 100 70 50 35 25

tox (A) 60 45 35 30 20 12

Levels 6 6 7 8 9 9

Poly

H(n) 0.2 0.15 0.13 0.1 0.07 0.07

W(m) 0.25 0.18 0.13 0.1 0.07 0.05

S (|i) 0.25 0.18 0.13 0.1 0.07 0.05

sheet p (n/D) 4 5.3 6.2 8 11.4 11.4

Ml-2

0.5 0.46 0.34 0.26 0.2 0.14
w(n) 0.30 0.23 0.17 0.13 0.1 0.07

SW 0.30 0.23 0.17 0.13 0.1 0.07

sheet p (fi/D) 0.044 0.048 0.065 0.085 0.11 0.16

tins (nm) 650 500 360 320 270 210

M3-4

H{(i) 2.0 2.0 1.2 1.0 0.6 0.6
W(n) 1.0 1.0 0.6 0.5 0.3 0.3

S (m) 1.0 1.0 0.6 0.5 0.3 0.3
sheet p (fi/D) 0.011 0.011 0.018 0.0224 0.036 0.036

tins (nm) 900 900 900 900 900 900

M5-6

2.5 2.5 2.0 2.0 1.5 1.5

W(n) 2.0 2.0 1.0 1.0 0.75 0.75

SW 2.0 2.0 1.0 1.0 0.75 0.75
sheet p (n/D) 0.009 0.009 0.011 0.011 0.015 0.015

^ins 1400 1400 900 900 900 900

M7-8

H(P) -
- 2.5 2.5 2.4 2.4

W(p) -
- 2.0 2.0 1.2 1.2

s (p) - - 2.0 2.0 1.2 1.2

sheet p (Jl/D) - - 0.009 0.009 0.0094 0.0094

tins (nm) -
- 1400 1400 900 900

M9

1

H(p) - -
- - 2.5 2.5

W(p) -

- - - 2.0 2.0

S(P) - -
- - 2.0 2.0

sheet p (!!/•) - - - - 0.009 0.009

tins (nm) - -
- - 1400 1400

Via size (p) 0.5 0.36 0.26 0.2 0.14 0.1

(M1-M2) R (Q) 0.46 0.69 0.95 1.43 2.16 3.27

K 3.3 2.7 2.3 2 1.8 1.5

Table 2.1: "Strawman" process parameters

10
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Figure 2.4: Single wire over a mesh

to project cross-talk and signal integrity trends into the future, we consider three

processes from Table 2.1. These are the 0.25/xm, O.l^um and the 0.05//m process.

We utilize parasitic extractors to determine the parasitics for these three process

technologies, and to validate the trends described in Section 2.2.

2.4.1 Capacitance

Interconnect parasitic characterization was experimentally performed using a 3-

dimensional parasitic extractor called SpaceZD [spa]. The input to SpaceZD is a

3-dimensional circuit layout, and the output is the value of the parasitics between

different features of that layout. SpaceSD uses a boundary element method to com

pute interconnect capacitances.

Figures 2.4 and 2.5 graphically describe the interconnect configurations for which

we performed SpaceSD runs. Figure 2.4 represents a single wire of minimum width

on metal layer z, which runs over a series of wires on metal layer i —I, which are

separated from each other by the minimum spacing rule. This represents the extreme

case where a wire is routed without any neighboring wires on the same metal layer.

Since there are no capacitances to neighboring wires, such a routing would typically

be done for speed-critical signals.

The other extreme case is shown in Figure 2.5. Here a series of wires on metal

layer i of minimum width are routed at minimum spacing, and run over a series of
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Figure 2.5: Mesh of wires

wires on metal layer i —1, which are also routed at minimum spacing. In this configu

ration, a wire would have higher capacitances to neighboring wires, and simultaneous

transitions on neighboring wires could alter the delay of the wire of interest.

Table 2.2 reports the results of the SpaceSD runs on the configuration in Fig

ure 2.4. Table 2.3 shows the results of the SpaceSD runs for the configuration in

Figure 2.5. All SpaceSD runs were performed for all three processes described in the

previous section, and for all metal layers.

In these tables, Ci,o refers to the capacitance of a conductor on metal layer i, to

ground. refers to the capacitance of a conductor on metal layer i, to its immediate

neighbor. C^ is the the capacitance of a conductor on metal layer i, to its neighbor's

neighbor. is the capacitance of a conductor to wires of the higher layer above

it. All capacitances are reported per micron of length of the conductor of interest,

and in the units of 10"^® F.

We observe that for Table 2.2, the capacitance to ground is larger in general than

for Table 2.3. However, it is also true that for configuration of Figure 2.5, the total

capacitance of a wire is larger than for the configuration of Figure 2.4. Hence, a

signal in the configuration of Figure 2.5 is more susceptible to signal integrity and

delay variation problems due to the switching of its neighbors. This is because for a

wire in the configuration of Figure 2.5, a large fraction of the wire capacitance is to

its neighboring wires.

In Table 2.3, we notice the trend of increasing Ci^i with decreasing feature size.
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Process C'l.O C'2,0 C'a.o ^4,0 ^5,0 Q,o C't.o

00
0

Cg.o
0.25/i 55.47 54.02 91.80 80.61 88.21 90.13 — — _

0.10/z 53.99 58.85 102.27 67.01 95.28 84.69 92.89 89.75 —

0.05// 64.32 52.48 93.39 58.52 84.28 76.71 96.08 85.44 96.47

Process Ci,2

CO

(^3,4 <^4,5 ^5,6 ^6,7

00

0.25/i
O.lO/z
0.05//

40.46

34.52

35.69

22.5

30.54

48.87

50.70

43.67

37.40

59.82

62.04

52.82

63.65

65.03

58.33

67.48

69.35

70.08

67.11

'8,9

57.24

Table 2.2: Capacitance for Single Wire ofFigure 2.4 (10~^®F per /zm)

13

Process 0.25// 0.10// 0.05//
Layer Ci,0 Cm- c;, Ci.o Cm Ct,i+i Ci,o Ci,i C/.i+i

1 10.96 40.76 1.24 9.65 9.97 49.35 1.59 14.8 15.75 46.82 1.43 23.48
2 0.86 27.79 0.73 6.82 0.92 48.05 1.17 5.33 1.64 47.58 1.85 3.00
3 1.77 40.92 € 31.81 2.58 45.84 1.46 30.14 5.38 48.28 1.11 12.45
4 0.96 41.83 e 22.67 1.10 44.08 0.91 18.32 1.2 46.66 1.3 11.63
5 2.82 23.36 c 41.87 2.31 39.84 e 34.8 3.90 39.15 0.43 29.66
6 10.27 33.49 € - 1.07 40.59 0.55 22.04 1.51 38.33 0.15 39.2
7 — - - - 3.00 23.51 0.25 38.65 3 37.61 0.355 40.27
8 — - - - 10.63 30.80 2.66 - 1.57 38.95 0.14 27.15
9 —

— — -
- - - 13.43 31.50 1.96 -

Table 2.3: Capacitance for Intersecting Meshes of Figure 2.5 (10"^®F per //m)

Additionally, decreases in some cases with decreasing feature size. This capac
itance is highly dependent on the value of for Metall in Table 2.1, and since
this number decreases rapidly from 0.25/zm to 0.05/zm, the capacitance actually
increases in many cases with decreasing feature sizes. However, in spite of this, the
fraction of the cross-coupling capacitance ofa wire to its total capacitance increases
with decreasing feature size.

In some simulations, SpaceSD did not return the values ofC-j, (this is indicated
in Table 2.3 as an "e" symbol). This is probably a consequence of our setting the
window-size parameterof SpaceSD to a small value. We made this choice in order to

obtain faster runs. However, whenever the value of was returned, it was at least
an order of magnitude less than Cj,,-.
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In this section, we experimentally verified the anal3d;ic trend described in Sec

tion 2.2. We showed that the capacitance of a wire to its adjacent wires increases

as a fraction of its total capacitance. Because of this, a signal's delay and integrity

depend heavily on the switching activity of its neighboring wires.

2.5 Validating Cross-talk Effects

2.5.1 Delay Veu:iation

Using the parasitics determined in Table 2.3, we constructed a SPICE model

of an inverter driving a Metal2 wire. We modeled the two immediate neighbors of

this wire similarly. At the end of each wire is a load corresponding to twice the

gate capacitance of the driving inverter. The delay of the central victim wire varies

depending on whether its aggressor neighbors undergo a like or unlike transition, or

no transition at all. This delay variation is reported in Tables 2.4 and 2.5, for the

three processes we consider, and for varying lengths of the wire.

Table 2.4 reports delays for a driving inverter of size 3x the size of a minimum

inverter, while the driving inverter in Table 2.5 is 6x minimum. In both tables, all

delays are measured in picoseconds, and are measured from the time the input voltage

reaches VDD/2 to the time the far end voltage reaches VDD/2. The L parameter

denotes the length of each of the three wires in /xm. fj represents the delay when
both neighbors switch in the opposite direction compared to the center wire which

switches from high to low. represents the same condition, except that the center

wire switches from low to high, represent the delay when both neighbors are

quiescent, while the center wire performs a high to low transition, tj represent the
delay when both neighbors switch in the same direction as the center wire which

performs a low to high transition. t~ represent the delay when both neighbors switch

in the same direction as the center wire which performs a low to high transition. The

max/min column denotes the maximum delay variation of the center wire.

From tables 2.4 and 2.5 we note that for each of the process under consideration,

the delay variation due to crosstalk (the max/min column) increases with the length
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Process L
V tt max/min

0.25fjtm 25fim 96.44 93.85 89.99 78.91 79.92 1.222

0.1fim 25fim 52.35 53.18 43.90 38.71 38.56 1.379
0.05/jim 25/xm 23.34 29.02 19.75 19.68 16.78 1.729
0.25//m dOfim 108.36 105.49 95.45 80.39 85.78 1.348
0.1//m bOfxm 63.74 65.08 51.69 39.86 39.64 1.642

0.05/zm 50//m 30.72 39.27 23.66 20.58 17.73 2.215
0.25/Lim 75/im 126.15 120.77 102.04 82.06 85.18 1.537

O.l^m 75/xm 78.72 82.43 57.39 41.23 40.93 2.014
0.05//m 75/L4m 39.06 50.40 27.43 21.77 18.74 2.689

Table 2.4: Delay variation for a Metal2 wire driven by a 3x minimum inverter

Process L
V max/min

0.25/L«m 25fim 85.76 82.89 81.78 76.79 79.16 1.117

0.1/zm 25fim 44.18 45.20 39.97 37.61 37.39 1.209

0.05jum 25/Ltm 19.28 23.57 18.02 19.59 16.56 1.423

0.25/im 50)um 91.62 88.83 85.06 77.15 79.75 1.188

0.1/im 50//m 51.83 53.16 43.78 38.13 37.88 1.403

0.05/im 50/im 24.19 29.80 20.27 20.17 17.30 1.723
0.25/Lfm 75/im 97.65 97.35 88.44 79.45 80.39 1.229
O.l^m 75/im 58.17 59.71 47.80 39.45 38.51 1.551

0.05/Lfm 75/im 28.66 35.04 22.81 20.83 18.06 1.940

Table 2.5: Delay variation for a Metal2 wire driven by a 6x minimum inverter

15
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of the wires, as we would expect. Also, for each given length of wire, this variation

is larger for processes with smaller feature sizes. This is because the capacitance ofa

wire to its neighboring wires becomes a larger fraction of its total capacitance with

decreasing feature size.

We compare the delay variation of all three processes for the same length of

wire, even though wire lengths scale with reducing feature sizes. This is appropriate

because inter-module wires do not scale in DSM designs. Even though intra-module

wires scale with decreasing feature sizes, the longer inter-module wires do not.

The delay variation for Table 2.5 issmaller than that ofTable 2.4, since thedriving
inverters are larger, and hence the driving resistance smaller. This reduces the effect

of the switching ofneighboring wires. Nevertheless, the delay variation increases with

increasing wire length, and with decreasing feature size, as observed in 2.4.

2.5.2 Signal Integrity

The increase in contribution of the edge capacitance to the total capacitance of
a signal is a problem because adjacent wires in the same layer can in general be

switching as well. These transitions on the adjacent wires can also cause signal
integrity problems for the wire of interest.

To illustrate this, we conducted another experiment. Again using the parasitics

determined in Table 2.3, we-constructed a SPICE model of an inverter driving a
Metal2 wire. We modeled the two immediate neighbors of this wire similarly. At
the end of each wire is a load corresponding to twice the gate capacitance of the

driving inverter. The central victim wire is held at a quiescent high value, while its

s-ggressor neighbors undergo a high to low transition. The rapid change in voltage
of the neighboring aggressors capacitively couples into the victim wire, giving rise
to a glitch in its voltage waveform. If the magnitude of this glitch is large enough,

the value of the victim wire can be erroneously sampled, resulting in incorrect circuit

operation.

Table 2.6 reports the results of this experiment for a driving inverter of size 3x

the size of a minimum inverter. The driving inverter in Table 2.7 is 6x minimum. In
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Process L Vglitch %VDD

0.25um lOOum 0.306 1S.31

O.lum lOOum 0.316 26.31

O.OSum lOOum 0.173 28.76

0.25um 200um 0.478 23.88

O.lum 200um 0.406 33.8S

O.OSum 200um 0.229 38.18

0.25um 300um 0.S66 28.28

O.lum 300um 0.494 41.18

O.OSum 300um 0.260 43.42

Table 2.6: Signal integrity for 3x minimum inverter

Process L Vglitch %VDD

0.25um lOOum 0.193 9.66

O.lum lOOum 0.210 17.48

O.OSum lOOum 0.116 19.39

0.2Sum 200um 0.312 1S.62

O.lum 200um 0.317 26.42

O.OSum 200um 0.178 29.S9

0.2Sum 300um 0.409 20.46

O.lum 300um 0.383 31.88

O.OSum 300um 0.231 38.43

Table 2.7: Signal integrity for 6x minimum inverter

17

both tables, the L parameter has the same meaning as in tables 2.4 and 2.5. The

^glitch column reports the magnitude of the voltage glitch on the victim wire, while
the %VDD column reports the ratio Vgutch/ VDD. This denotes the severity of the
glitch. A glitch which is greater than 0.4 x VDD can cause incorrect sampling of the
victim wire's logic value.

From Tables 2.6 and 2.7 we note that for each ofthe process under consideration,
the signal integrity problem is aggravated with increasing wire lengths. Also, for
a given length of wire, the magnitude of the glitch as a fraction of process voltage
increases withsmaller feature sizes. Again, this is because the capacitance ofa wire to
itsneighboring wires becomes a larger fraction of its total capacitance with decreasing
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feature size.

For all three processes under consideration, we compare the signal integrity char

acteristics for the same length of wire. This is appropriate because inter-module wires

do not scale in DSM designs, even though intra-module wires scale with decreasing

feature sizes.

For a given process and wire length, the signal integrity problem for Table 2.7 is

less serious than that for Table 2.6, since the driving inverters are larger, and hence

the driving resistance smaller. This reduces the susceptibility of the center wire to

the transitions of the neighboring aggressor wires. However, the severity of the signal

integrity problem increases with increasing wire length, and with decreasing feature

size, as we noticed in 2.6.

2.6 Review of Existing Techniques

2.6.1 Overview

The problems faced in designing and manufactiuring ICs using DSM fabrication

processes are not entirely new. Over the past few years, these problems have slowly

become significant enough that academia and industry have begun to take notice. As

a result, techniques that address the cross-talk problem in DSM design are relatively

recent.

In this section we review some of the existing techniques which address cross-talk

in DSM VLSI design.

2.6.2 Layout-based Techniques

2.6.2.1 Ad-hoc Approaches

Cross-talk is typically handled in an ad-hoc manner in industry [Gro98]. The

methodology utilized is to first create the logic and layout for a module. After the

layout is generated, a separate engineer is assigned to the task of checking for cross

talk problems. This engineer analyzes the layout for signal pairs that have been
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routed at minimum spacing, for more than a "critical" distance. This critical distance

depends on the process geometry and the signal drive strengths. Now, the cross-talk

speciahst analyzes the circuit at the logic level, to determine if these signal pairs

have logical and timing characteristics which could result in signal integrity or delay

variation problems. If onesignal is driven by a small driver, for instance, it could be a

candidate for signal integrity problems. For such a signal, the critical distance would

be small. If it is determined that both signals have similar timing characteristics,

then delay variation problems can be exhibited.

Once the cross-talk specialist has extracted the problem signal pairs from the

original set of signal pairs, this information is fed back to a layout designer, whose

task it is to space the signals apart so that cross-talk problems are avoided.

The entire process depends on manual expertise, and is therefore slow and prone

to errors. Also it requires the services of several additional designers, which adds to

the design cost and design turn-around time.

2.6.2.2 Custom Layout

If the chip layout is performed manually, then cross-talk can be addressed at the

time of layout design. Some design houses still depend on custom layout. This is

especially practical for ICs with a large area under regular structures like datapaths

and memory.

In this case, the timing and logical relationship between pairs ofsignals are known

before-hand, and layout is performed to space apart signals that are likely to exhibit
delay variation or signal integrity problems.

This approach too depends on manual dexterity, and is therefore prone to errors

like the previous one.

2.6.2.3 The DEC Alpha Solution

In the past, some techniques to ensure characterizability and reliability ofdesigns
have been proposed and implemented. For example, in the DEC Alpha chip [G"'"97],
metal layers 3 and 6 (in a 6 layer metal process) were exclusively dedicated to power
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and ground routing. In this scheme, a signal on any of the remaining layers has a
constant voltage plane either above or below it, thus ensuring that a larger fraction
of its total capacitance is to a node of constant voltage. In the absence of such a

scheme, signal wires on higher metal layers would have very small capacitances to a
node of constant voltage, on account of their large distance from the substrate. Also,
these wires would have relatively large capacitances toneighboring signal conductors.
In such a situation, ifthe neighboring conductor would undergo a signal transition, it
could couple a large noise voltage into thesignal ofinterest, possibly resulting ina loss
of signal integrity. It could also result in delay variations when the neighboring signal
conductors undergo signal transitions while the wire of interest is also undergoing a
transition.

The above solution worked well for the DEC Alpha microprocessor. However,
with decreasing feature sizes, we find that the capacitance of a wire to its neighboring
wire is an increasing fraction of the total capacitance of the wire. This was shown

analytically and empirically in section 2.4.1. As a consequence, a solution such as the
DEC Alpha's solution is not practical for future processes.

2.6.3 Design CAD based Techniques

2.6.3.1 Post-layout Methods

One class of solutions handles cross-talk after layout is generated, and is exempli
fied by the work of [RIXK94]. In [RIXK94], the layout is analyzed for signals that
are liable to exhibit cross-talk. These pairs of signals are then subjected to a logi
cal analysis to determine if a cross-talk fault can be justified and propagated to the
primary outputs. This logical analysis filters out these pairs based on functionality.
The remaining signals are flagged as potential cross-talk candidates, and a separate
layout modification step is required to space them apart.

Such post-layout approaches are not expected to scale as cross-talk becomes an

increasing problem with shrinking feature sizes of VLSI fabrication processes. This
is because the number of pairs of signals that are potential cross-talk candidates

increases significantly with diminishing feature sizes. Therefore, the computational
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complexity of performing the required logical analysis will be extremely high.

2.6.3.2 Constraint-driven Methods

The second and more appealing class of solutions to the cross-talk problem was

introduced in [KSV96]. In this work, the authors first analyze the logic netlist for

pairs of signals that are likely to have a significant cross-talk interaction, such that

this interaction is visible at the primary outputs. This step requires the computation

of Compatible Output Don't-Cares [Sav92] and also requires image computation for

sequential designs, both of which are computationally expensive tasks. Now the

cross-talk candidates are passed as constraints to a cross-talk aware channel router

[KSV94], which spaces them sufficiently apart in order to avoid cross-talk problems.

This work is appealing in that it handles cross-talk by design. However, as cross

talk becomes a significant problem in DSM IC design, it is anticipated that the

number of such constraints will grow to an unacceptable level, making this approach

impractical.

2.6.4 PLA based Techniques

Programmable Logic Arrays (PLAs) [GLL80, McC86] have recently experienced

a renewed interest as a logic implementation style for high-performance designs. The

IBM Gigahertz processor [PAB''"98] utilized two-level PLAs to implement control

logic. The stated reaisons for this choice were high speed and the ability to quickly

implement and modify the design. The predictable speed and area of the resulting

circuit were also cited as reasons behind the choice.

As we observed in Chapter 2, one of the major detrimental effects of the cross

talk problem in DSM design is the unpredictability of signal delays. The use of PLAs

in [PAB'̂ 98] alleviates this problem greatly.
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2.6.5 Our Approach

Having discussed existing techniques to tackle the cross-talk problem in DSM IC

design, we briefly outline our approach as well. Our approach is unique in that it

eliminates cross-talk up-front and bydesign. It solves the cross-talk problem byall but

eliminating it. This is achieved by utilizing a specialized arrangement of wires in the

layout of the circuit. By ensuring that no two signal wires are ever routed adjacent

to each other, we reduce cross-talk by between one and two orders of magnitude.

Signal wires are always separated by VDD or GND wires. Whenever VDD (or GND)
wires intersect on adjacent metal layers, we introduce metal vias. In this way, a high

quality power and ground distribution network is also created. There are several

other advantages to our approach as well, which will be discussed in Chapters 3, 4

and 5.

With our approach, cross-talk problems are essentially eliminated. In addition,

inductive and capacitive parasitics are highly predictable and regular, giving rise to
highly predictable designs with a low design turn-around time.

Other regular layout structures have been used in the past, for reasons of ease of

programmability, and shorter times to market. FPGAs [Tri94, DGK94] and PLAs
are an example. However these structures do not address DSM IC design problems.

Our layout structures are designed with cross-talk in mind, and are unique in that

sense.

2.7 Chapter Summary

In this chapter, we provided the motivation for our research by an analysis on the

trends of resistance and capacitance of on-chip interconnect with decreasing feature

sizes ofVLSI ICs. We showed, both analytically and empirically, that the capacitance

of a conductor to its neighboring conductors is becoming an increasing fraction of its

total capacitance. Using our interconnect geometry predictions, we experimentally

showed that the delay variation andsignal integrity problems aregetting progressively

more serious with decreasing process feature sizes. In this way, we showed that cross-



CHAPTER 2. VALIDATING DEEP SUB-MICRON EFFECTS 23

talk problems are becoming increasingly important in DSM VLSI design.

Additionally, we reviewed some existing techniques utilized to address cross-talk

in DSM designs. Among these techniques are layout-based approaches, which tend

to be instance-specific and manpower-intensive. The CAD-based approaches include

post-layout techniques, which we don't expect to scale well as process feature sizes

decrease. The constraint-driven CAD-based approaches are more appealing, but are

computationally expensive. PLAshavebeen used as a technique to control the timing

uncertainty and high design turn-around time of existing methodologies.
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VLSI Layout Fabrics
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3.1 Chapter Overview

In a typical VLSI IC, the preferred routing direction for any metal layer is usually

perpendicular to the directions for layers above and below it. Other than this guide
line, layout is performed without a strict prior arrangement ofwires. This can easily
give rise to situations where two or more wires are routed together for long distances
on the same metal layer, resulting in cross-talk problems.

In order to curb the detrimental effects of cross-talk, our approach involves im

posing a pre-defined layout "fabric" on the entire IC die. All wiring within the IC is

required to conform to this fabric pattern. This repeating fabric pattern ensures that

the cross-coupling capacitance between any two signal wires on the same metal layer

is extremely small, and a very small fraction of the total capacitance of any onewire.

In this chapter, we outline the particular layout fabric proposed in this thesis. The

characteristics of this fabric are outlined in Section 3.2. In Section 3.3 we describe

the advantages of our scheme, while in Section 3.4 we describe its disadvantages.

3.2 Our Dense Wiring Fabric (DWF)

It is our opinion that DSM VLSI design using the familiar layout paradigms will

not be feasible due to the problems described in Chapter 2. The additional analysis
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required to design a reliable circuit using existing layout paradigms will prove to be

prohibitive in cost and design turn-around time.

Toeliminate the uncertainty in the effective capacitance ofa wire and the resulting

delay variation andsignal integrity problems, we introduce a new layout methodology.

The primary goalof our methodology is to ensure that each signal wire has the same

immediate "electrical neighborhood". One advantage of this is that the wire has an

effectively constant capacitance and inductance. The other advantage of this is that

3-dimensional parasitic characterization needs to be done only once for the entire

circuit.

This goal is achieved by imposing a fixed pattern of wires on the IC die, on all

metal layers. In particular, this repeating pattern, henceforth referred to as Dense

Wiring Fabric (DWF) is ••• VSGSVSGS •••, where V represents a VDD wire, G

represents a GND wire, and S represents a signal wire. The entire chip is maximally

gridded with wires at minimum pitch. Wider wires can be implemented by discretely
widening wires, in steps of 2 •P, where P is the wiring pitch. This is achieved by
widening a wire so that it occupies theregion originally designated for its neighboring
VDD or GND wire and the other signal wire adjacent to this VDD or GND wire. We

experimentally determined that this causes a negligible change in the power and

ground resistance characteristics of the DWF. In the DWF, signal wires alternate

with power and ground wires in the layout, on all metal layers. This fabric pattern

ensures that adjacent signal wires are always capacitively shielded from each other.

Metal wires on any layer run perpendicular to those on layers above and below it.

The DWF arrangement is shown in Figure 3.1.

In addition, whenever VDD (or GND) wires on layer i intersect with VDD (or
GND) wires on layer i -fl, we introduce a metal via, and thus generate a power (and
ground) distribution network for the IC. As we will see later, this network results in

a high-quality power and ground distribution.

3.2.1 Parasitics in the DWF
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S G S V SO

Figure 3.1: Arrangement of conductors in the DWF Fabric

3.2.1.1 Capacitance

In the DWF, every signal wire has a power wire as one neighbor, and a ground
wire as the other neighbor. This presence of constant-valued nodes on either side of a

signal wire ensures that each wire on a particular metal layer of the 10 has the same

parasitic capacitances per unit length. Also, the majority of the total capacitance of
the wire is to the ground or power wires. The capacitance ofany signal wire to the
nearest signal wire is between one and two orders of magnitude smaller, hence the

delay of a wire is effectively independent of the transitions of any of the other signal
wires. This istrue regardless ofthe whether other signals inthe signal's neighborhood
undergo any transitions. The delay variation of a wire due to transitions of a group
of wires wires on higher or lower metal layers is discussed in Section 3.3.1. In these

experiments, the worst case delay variation is shown to be 6% when a group of 128
wires on the next higher metal layer undergo transitions at the same time as a victim

wire.

In order to quantify the interconnect parasitics of the DWF, we performed 3-

dimensional parasitic extraction using SpaceSD, for a mesh-like configuration ofwires
shown in Figure 3.1. These extractions were based on the0.25//m, 0.10/zm and 0.05/im
technologies described in Table 2.1. In the process technology we used, the width of

the via plug between Metall and Metal2 is 1.33 times the minimum Metall width. In

order to allow the place and route tools to place vias at any location along a wire, we

fixed the Metall pitch to be twice the width of a Metall to Metal2 via, or 2.66 times
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Process 0.25/x 0.10/i 0.05Ai
Layer C'.. Ci,t+1 Uifl Ci,i C'u Ci.O Ci,i C-

1 17.82 17.38 e 9.65 13.31 23.87 0.88 17.11 22.67 26.01 e 39.51
2 1.46 17.26 0.69 16.03 1.35 26.14 1.03 9.83 2.05 27.91 1.71 3.84
3 8.91 21.18 0.25 48.93 2.05 32.61 2.83 23.57 5.08 29.73 1.23 4.0
4 1.67 19.68 0.34 31.76 1.24 26.76 0.40 22.94 1.03 29.20 1.03 14.35
5 0.88 11.05 £ 49.47 1.44 21.70 0.27 42.73 3.35 20.84 0.29 34.89
6 17.24 17.85 0.71 - 0.94 23.18 0.32 27.71 2.64 20.65 1.08 32.69
7 — - - - 3.44 11.39 0.33 48.42 2.62 19.26 0.22 45.07
8 - - - - 10.82 19.69 2.31 - 1.55 23.35 0.128 29.86
9 — — —

- -
- - - 13.37 18.96 1.74 -

Table 3.1: 3-DimensionaI Parasitics for DWF scheme (in 10~^®F per fjt)

the minimum Metall width. The results ofthe 3-dimensional parasitic extraction are

detailed in Table 3.1.

In Table 3.1, Ci^ refers to the capacitance of a conductor on meted layer i, to
ground. C,,, refers to the capacitance ofa conductor on metal layer i, to its immediate

neighbor. C^ is the capacitance of a conductor on metal layer i, to its neighbor's
neighbor. is the capacitance ofa conductor to wires of the higher layer above
it. All capacitances are reported per micron of length of the conductor of interest,
and in the units of 10"^® F.

In Table 3.1, we notice the general trend of an increase in Cf^,- with decreasing
feature size. Other observations made for Table 2.3 generally hold here as well.

In some simulations, SpaceSD did not return the values of (this is indicated
in Table 3.1 as an "e" symbol). This is a consequence of our setting the window-size

parameter of SpaceSD to a small value. We made this choice in order to obtain faster

runs. However, whenever the value of C,-was returned, it was at least an order of

magnitude less than C,,,.

We observe that the capacitance of a signal to its nearest signal wire (i.e. it's
neighbor's neighbor) is between one and two orders of magnitude smaller than the

capacitance to its immediate neighbor. Since the neighbors ofa signal wire are VDD
and GND wires, the majority of the capacitance of a signal wire is to a stable node.

Therefore, the ratio of the cross-coupling capacitance of a wire to its total capacitance
is very low. Hence cross-talk problems are significantly reduced in the DWF.
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Ifwires in thedesign were spaced apart such that the pitch between wires was twice
the minimum pitch (but there were no VDD/ GND conductor between any adjacent
signal wires), the cross-coupling capacitances were about 3x less than the traditional

layout style. This indicates that the presence of intervening VDD/ GND wires in our
DWF fabric has the dual benefit of significantly reducing cross-coupling capacitances
between signal wires, and also providing a power and ground distribution network for
the IC.

It may appear that the total capacitance of a given length ofwire in our scheme
would be much larger than that of a wire in the arrangement of Figure 2.4. From
Table 2.2, we determine that the total capacitance ofa Metal2 wire is 58.85 x 10"^®
F/nm (for a 0.1 /zm process). Using our layout methodology, the total capacitance
of a Metal2 wire is (26.14 x 2+ 9.83) x IQ-i® = 62.11 x IQ-i® F//zm. This is an
increase of only 5.5%. Similarly close values are obtained for other metal layers. This
shows that the total capacitance of a wire in our scheme is comparable to that of a
wire routed for mciximum speed.

3.2.1.2 Inductance

As DSM circuits move to gigahertz speeds, on-chip signal inductances start af
fecting wire delays [Ger99]. This is more severe in top layer metal wires.

We use [Lia80, TS86] to determine the inductance of a Metal8 conductor routed
in our scheme versus a single Metal8 conductor routed over substrate.

When waveforms make transitions over time intervals which are smaller than the
time offlight ofa wire trace, then the transmission-line character ofthe wire becomes
apparent. We now proceed to show that longer wires in our designs would exhibit
transmission line effects.

The velocity of propagation u is

U = — (3.1)
c

y/K

Here c is the speed of light in free space, and k is the dielectric constant of the

enclosing material.
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In the 0.1//m process technology described in Table 2.1, « = 2.0. This gives u =
2.121 X10® m/s. For a time of flight of50 picoseconds, the length ofthe wire isabout
1 centimeter. This means that if a wire of length 10 millimeters is driven by a signal
with a risetime of less than 50 picoseconds, it would exhibit transmission-line effects.

In the 0.1/xm process, thesignal rise times are less than 50 picoseconds (based on the

tables in Section 3.3.1) and hence longer global wires in this process would exhibit

transmission line effects.

For a transmission line, the velocity of propagation u is

where L and C are the inductance and capacitance of the line per unit length.

Now, using the value of C for a MetalS wire from Table 3.1, we get a uniform

inductance of 2.153 x of wire in the DWF scheme. Using SpaceSD, the

capacitance of the single MetalS wire over substrate was determined to be 51.9 x

IQ-i® F/^m. Hence this configuration has an inductance of 4.283 x 10~^nH/pm of
wire.

These numbers were experimentally verified using ASITIC [asi]. ASITIC isa CAD

tool that aids the analysis andmodeling ofpassive metal structures residing ona lossy

conductive substrate. These structures includes inductors, transformers, capacitors,

transmission lines, interconnect, and substrate coupling analysis.

The inductance value for a wire in a traditional layout style is very hard to deter

mine in general. This number is highly dependent on the exact local layout topology,

and is in general unpredictable using the existing layout paradigms of today. This

is because different wires have current return paths different distances apart. The

current return path is also dependent on the input vector. This gives rise to input

vector dependent inductances, which is very undesirable.

However, in ourscheme the current return path for each wire isadjacent to it. This

ensures that the inductance of the wire is very low. Also, since the layout topologies
are fixed, wires in our scheme have a predictable and uniform inductance value.
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3.3 Advantages

There are several advantages to the DWF fabric, which we elaborate in this sec

tion.

3.3.1 Delay variation

In the DWF scheme, the capacitance of any signal wire is entirely predictable,

and can be obtained simply by multiplying the corresponding entries in Table 3.1 by
the wire length. This makes characterization of wire delays extremely easy. Since
the capacitance ofa signal wire to the nearest signal wire on the same metal layer is

negligible, two adjacent signal wires on the same metal layer do not affect each others

signal integrity or delay.

To verify this, we ran an experiment to determine the delay variation ofa signal
wire when its neighboring signal wires undergo simultaneous transitions.

Using the parasitics determined in Table 3.1, we constructed a SPICE model

of an inverter driving a Metal2 wire. We modeled the two immediate neighbors of
this wire similarly. At the end of each wire was a load corresponding to twice the
gate capacitance of the driving inverter. The delay of the central victim wire varies

depending on whether its aggressor neighbors undergo a like or unlike transition, or
no transition at all. This delay variation is reported in Tables 3.2 and 3.3, for the

three processes we consider, and for varying lengths of the wire. This experiment is
very similar to that described in Section 2.5

Table 3.2 reports delays for a driving inverter of size 3x the size of a minimum

inverter, while the driving inverter in Table 3.3 is 6x minimum. In both tables, all

delays are measured inpicoseconds, and are measured from the time theinput voltage
reaches VDD/2 to the time the far end voltage reaches VDD/2. The L parameter

denotes the length of each of the three wires in /xm. fj represents the delay when
both neighbors switch in the opposite direction compared to the center wire which

switches from high to low. i;!" represents the same condition, except that the center

wire switches from low to high, represent the delay when both neighbors are
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Process L tt tr max/min
0.25/im 25//m 89.49 86.46 88.95 83.17 88.73 1.07

O.l^m 25/zm 41.55 41.79 41.44 41.56 41.33 1.01

O.OS^Lzm 25//m 18.84 22.14 18.74 21.76 18.62 1.18

0.25//m bOfim 95.25 92.97 94.80 91.24 94.49 1.04

O.lfjtm 50/zm 47.27 47.94 46.93 47.21 46.57 1.02

O.OS/ira 50//m 21.37 25.86 21.11 25.16 20.89 1.23

0.25^m 75/Ltm 100.39 98.50 99.99 99.53 99.59 1.01

O.lfim Ibfim 52.47 53.24 52.06 52.38 51.63 1.03

O.Obfim 75/zm 24.86 29.23 24.48 28.29 24.05 1.21
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Table 3.2: Delay variation for a MetaI2 wire driven by a 3x minimum inverter in the
DWF

Process L 4 ^7 max/min
0.25/xm 2biim 82.26 80.82 81.32 80.81 81.23 1.01

0.1/xm 2bfim 38.99 39.30 38.98 39.17 38.92 1.01

O.Obfim 2bf£m 17.55 20.61 17.51 20.49 17.45 1.18

0.25/xm bOfim 85.18 82.51 83.96 84.00 83.81 1.03

O.lfim bOfim 41.55 42.66 41.06 42.34 40.88 1.04

0.05/zm 50/zm 19.35 22.89 19.24 22.51 19.13 1.19

0.25/xm Ibfim 87.85 85.31 86.58 88.05 86.34 1.03

O.lfim Ibfim 44.67 45.69 44.10 45.22 43.86 1.04

O.Obfim Ibfim 20.93 25.23 20.77 24.67 20.61 1.22

Table 3.3: Delay variation for a Metal2 wire driven by a 6x minimum inverter in the
DWF

quiescent, while the center wire performs a high to low transition, tj represent the
delay when both neighbors switch in the same direction as the center wire which

performs a low to high transition. t~ represent the delay when both neighbors switch

in the same direction as the center wire which performs a low to high transition. The

max/min column denotes the meiximum delay variation of the center wire.

From Tables 3.2 and 3.3 we observe that the delay variation due to crosstalk (the
max/min column) is extremely low, since the cross-coupling capacitance between
adjacent signal wires is significantly reduced compared to the traditional method.

When we compare Table 3.2 with Table 2.4, we notice that the DWF concept results
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in a great reduction in delay variation, for each combination of process and wire
length. For example, in the 0.1/zm process, for wires of length 75^m, the delay
variation reduces from 2.014:1 to a mere 1.03:1 when the DWF concept is used.

Similar improvements are obtained when we compare Table 3.3 with Table 2.5.

This shows that the use of the DWF results in a significant improvement in delay
variation. This improvement is obtained because the capacitance of any signal wire
is entirely predictable, since the immediate neighbors of any signal wire are always
one power and one ground wire. The capacitance of a signal wire to the nearest

signal wires is negligible. We determined that the capacitance of a wire to its imme

diate neighbor is at least 10 to 15 times larger than its capacitance to its neighbor's
neighbor. Hence the effect, on any signal, of its neighboring signal wires undergoing
transitions is negligible.

Cross-talk can also occur when a series of wires on the metal layer immediately
above or below a victim wire simultaneously transition at the time the victim wire

undergoes its transition. The most common way in which this condition can occur on
an IC is when all the wires of a bus undergo a transition (usually these transitions are
simultaneous) while the victim wire undergoes its own transition. We simulated this

condition for a victim wire on Metal2, which is driven by a 3x minimum inverter. It
has a fixed load which corresponds to an inverter twice its size, and a length equal
to the width of the bus above it. The wiring structure assumes the use of the DWF.

Each Metal3 wire on the bus is driven by a 6x minimum inverter. The results of this

experiment are reported in Table 3.4. The second column of this table lists the width

ofthe bus. Columns 3 through 8 have the same meaning as in Tables 3.2 and 3.3.
Table 3.4 shows that cross-talk from adjacent layers is not a significant problem

in the DWF. The cross-talk problem is greater for a 0.25/im process compared to
a 0.1//m process. This is because the capacitance of a Metal2 wire to Metal3 wires

above it is a smaller fraction of the total capacitance of the Metal2 wire in the 0.1//m
process, as indicated in Table 3.1.

Even though the capacitance ofa Metal2 wireto Metal3 wires above it is a smaller

fraction of the total capacitance of the Metal2 wire in the 0.05/zm process than in
the 0.1/im process, cross-talk in the 0.05//m process is greater than in the 0.1//m
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Process ambits tt K max/min
0.25/zm 32 83.90 83.90 82.86 81.14 81.79 1.03

O.lyum 32 38.10 38.45 37.89 38.09 37.72 1.02

0.05//m 32 26.80 27.99 26.76 27.91 26.71 1.05

0.25/im 64 85.98 86.52 84.03 81.46 82.07 1.06

O.lfxm 64 38.44 38.80 38.08 38.12 37.75 1.03

0.05//m 64 26.88 28.08 26.80 27.91 26.72 1.05

0.25//m 128 89.51 90.57 86.47 82.50 82.89 1.10

O.l^m 128 39.06 39.46 38.45 38.23 37.85 1.04

0.05/im 128 27.04 28.24 26.89 27.93 26.74 1.06

33

Table 3.4: Delay variation for a Metal2 wire in the DWF, with aggressor bus on a
higher metal layer

process. This is attributed to the fact that the transistors are significantly faster in

the 0.05/im process. This results in a higher rate of change of the aggressor signal's

voltage, resulting in a more aggravated cross-talk effect. In fact, the transistors in

the O.l^m process are faster than those in the 0.25)Lim process. As a result, the cross

talk improvement in the O.l/zm process over the 0.25/zm process is not as high as the

reduction in the fraction of the capacitance of a Metal2 wire to Metal3 wires above

it compared to the total wire capacitance.

3.3.2 Signal Integrity

Signal integrity problems are also significcintly improved by using the DWF, since

signal integrity is a strong function of the capacitance of a signal to its neighbors.

Sincethe cross-coupling capacitance to adjacent signal wiresdrops significantly, signal

integrity improves dramatically in our scheme.

To illustrate this, we conducted an experiment similar to the one described in

Section 2.5.2. Using the parasitics determined in Table 3.1, we constructed a SPICE

model of an inverter driving a Metal2 wire. We modeled the two immediate neighbors

of this wire similarly. At the end of each wire is a load corresponding to twice the

gate capacitance of the driving inverter. The central victim wire is held at a quiescent

high value, while its aggressor neighbors undergo a high to low transition. The rapid
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Process L Vgiitch %VDD

0.2Sfjbm lOO^m 0.006 0.31

O.l^m 100/xm 0.006 0.48

0.05//m lOOfim 0.011 1.96

0.25/xm 2G0//m 0.007 0.37

0.1/zm 200/zm 0.007 0.61

0.05//m 200/zm 0.013 2.22

0.25^m 300/zm 0.009 0.44

0.1/xm 300//m 0.007 0.62

0.05^m 300^m 0.015 2.44

Table 3.5: Signal integrity for 3x minimum inverter in DWF

Process L Vgiitch %VDD

0.25/Ltm 100/zm 0.004 0.20

0.1/im 100//m 0.004 0.33

0.05;Ltm 100/zm 0.010 1.83

0.25/zm 200^m 0.006 0.31

0.1//m 200//m 0.006 0.49

0.05/xm 200/im 0.012 2.14

0.25/im SOOiim 0.007 0.35

0.1 fim 300/zm 0.007 0.57

0.05/im 300//m 0.009 1.47

Table 3.6: Signal integrity for 6x minimum inverter in DWF
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change in voltage of the neighboring aggressors capacitively couples into the victim

wire, giving rise to a glitch in its voltage waveform. If the magnitude of this glitch

is large enough, the value of the victim wire can be erroneously sampled, resulting in

incorrect circuit operation.

Table 3.5 reports the results of this experiment for a driving inverter of size 3x

the size of a minimum inverter. The driving inverter in Table 3.6 is 6x minimum.

The Vgiitch column reports the magnitude of the voltage glitch on the victim wire,

while the %VDD column reports the ratio Vgutch/ VDD. This denotes the severity of

the glitch. As mentioned earlier, a glitch with a magnitude greater than 40% of VDD

can cause incorrect sampling of the victim wire's logic value.
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Process(//) RdwfW RrbgW
0.25 0.17 - 0.24 5.5

0.10 0.39 - 0.54 10.63

0.05 0.68 - 0.86 20.1
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Table 3.7: Power and Ground resistsuice

Prom Tables3.5 and 3.6 wenote that for each of the processes under consideration,

the signal integrity problem is aggravated with increasing wire lengths. For a given

length of wire, the magnitude of the glitch as a fraction of process voltage increases

with smaller feature sizes. However, when we compare Table 3.5 with Table 2.6, we

note that the magnitude of the glitch is significantly reduced in the DWF scheme, for

the same process and wire length. For example, for a 0.1//m wire of length 200//m,

the glitch magnitude drops from 33.85% of VDDto 0.61% of VDD. For the traditional

scheme of Table 2.6, the maximum glitch magnitude is 43.42%, while the maximum

glitch magnitude for the DWF scheme is 2.44%. Similar results are observed when

we compare Table 3.6 with Table 2.7.

For a given process and wire length, the signal integrity problem for Table 3.6 is

lessserious than that for Table 3.5, since the driving inverters are larger, reducing the

susceptibility of the center wire to the transitions of the neighboring aggressor wires.

3.3.3 Power Supply Resistance

Routing of power and ground on the entire chip is automatic in our scheme. At

every point where a power (or ground) wire on metal layer i overlaps with a power

(or ground) conductor on metal layer z + 1, a via is introduced. Given the large

number of such intersections, the power and ground resistance at every point is held

low, and almost constant. We extracted the resistive mesh corresponding to the

power and ground networks, and ran this through SPICE to determine the effective

power and groimd resistance. Table 3.7 reports these results. We probed the power

network resistanceon Metall at different points in the power network, and report the

maximum and minimum values of the power and ground resistance over the entire
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mesh under the heading Rdwf- These probes were placed at various points on the

die. For any metal layer, probes were placed on Metall at the vertices and center

points of the smallest square enclosing a group of four power or ground vias on that

metal layer. The absolute value ofthis resistance was extremely low, and its variation

was within 50%. On the other hand, it is not easy to estimate the power and ground
resistance ofthe existing routing methodologies, since they areextremely ad-hoc. For
a comparison, we assume a standard cell methodology, with rows oflength 1000 times

minimum Metall width, and a width of 8 times minimum Metall width. The rows

are powered from one end. The power or ground resistance at the end of such a row

is listed under the heading Rreg »and is about 20 times larger than that obtained
using our routing methodology.

This gridding of power and ground gives the layout the appearance ofa "fabric".

3.3.4 Uniform and Predictable Inductance

As DSM circuits move to gigahertz speeds, on-chip signal inductances start affect
ing wire delays [Ger99]. This is more severe in top layer metal wires, and for wires
carrying signals with fast slew-rates (like clock signals).

As we described in Section 3.2.1.2, the use of the DWF results in a significant
decrease in the inductance of on-chip wires. This is because each signal in the DWF
has a current return path which is adjacent to it. Since the layout topology is fixed
in the DWF, wires in our scheme have a predictable and uniform inductance value.

However, the inductance of wires in the traditional layout style is highly dependent
on the local layout topology, and hence difficult to predict. This is because different

wires have current return paths a different distance apart. Additionally, the current
return path is also dependent on the input vector.

3.3.5 Tighter control of t
ins

It has been empirically observed that for large chips with varying local densities
of metalization, tins varies locally as well, since the changing metalization density
makes it difficult to obtain a constant Uns during the chemical-mechanical polish
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(CMP) [Fur97] phase of processing. This in turn causes local changes in capacitance

which is undesirable.

Our scheme results in a constant density of wires in any region of the chip, and

on every metal layer. This has the added advantage that it results in a much tighter

control of which in turn results in more predictable capacitances across the die.

3.3.6 One-time Psurasitic Extraction

In Chapter 2 we showed that the capacitance of a wire to its adjacent wires

increases as a fraction of its total capacitance, with decreasing process feature size.

Because of this, a signal's delay and integrity depend heavily on the switching activity

of its neighboring wires. In the traditional design style, there could be a large number

of unique layout configurations used in the IC. In order to design a reliable IC,

each unique interconnect configuration would need separate parasitic characterization.

This would involve running a 3-dimensional parasitic extractor (similar to SpaceSD),

which is highly compute-intensive. Additionally, the large amount of data from these

extractions would be difficult to manage.

In the DWF scheme, however, there is only one wiring configuration that needs to

be characterized. This increases the ability to design reliable ICs with a quick design

turn-around time.

3.3.7 Applicability of CAD Techniques

Another advantage of our scheme is that it is easy for CAD tools to make use of

the regularity and predictability of parasitics to their advantage. For instance, it was

shown [OB98a] that the regular layout structures give rise to predictable delays and

a notion of "critical length" of a wire segment. A "critical length" is the optimum

spacing between buffers to minimize the delay of a wire. Wires of critical length

on any layer have the same "critical delay". More efiicient CAD algorithms can be

devised taking this theory into account.

Further, by modifying the minimum width and spacing of each layer, the delays

of different metal layers can be tuned to the designer's specifications.
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3.3.8 Routing Flexibility

This special layout style does not require a major modification to the existing

routing tools. For our routing experiments, the routing was achieved by using a

routing pitch which was twice the normal value. Power and groimd routing can be

achieved trivially after the signal wires have been routed.

3.3.9 Applicability to Special Circuits

Specialized circuits like memories C£in be handled easily within our layout scheme.

Given the regular nature of memory structures, it is not difficult to see that our

scheme lends itselfnaturally to such structures. We created the layout for an SRAM

and a DRAM cell in our layout scheme, and found that this could be done without

an area penalty. This is because of the rich availability of VDD and GND in the

DWF. Similarly, we expect that other regular structures like data-paths would also

map cleanly into our layout scheme.

Local breaks of the fabric structure on lower metal layers does not appreciably
increase the power or ground resistance of the DWF, since the major contribution to

the low power and ground resistance is made by the higher metal layers. This was

experimentally verified. This flexibility allows us to compactly implement regular

structures.

3.3.10 Global Clocking

The common method of distributing clock signals on ICs is referred to as an H-

tree. Such an H-tree structure is shaped like the letter "H", and is driven from the

center of the "H". The clock signals at the endpoints of the vertical limbs of the "H"

have the same arrival time since the total wire length from the center of the "H" to

the endpoints is identical. This is true if the parasitic capacitances and inductances

of each of the traces is identical, which is difficult to ensure in practice.

Global clocking of a chip using our layout scheme would be easily achieved. We

would reserve a series of grid wires for the clock signal. These grid wires would form



CHAPTER 3. VLSI LAYOUT FABRICS 39

an H-tree structure. Since metal layers i and j run in perpendicular directions, it

is easy to construct such a H-tree structure. The uniform capacitive and inductive

parasitics of each of limbs of the "H" would ensure equal skew at each endpoint of

the clock H-tree.

3.4 Disadvantages

The DWF scheme has some disadvantages, which are listed below.

3.4.1 Chip Area

The main disadvantage of the DWF technique is that it could result in a larger

chip-wide area utilization. This would seem intuitive, since signal wiring is performed

at twice-minimum pitch. So wiring intensive circuits are likely to utilize more area.

In Chapters 4 and 5, we introduce two design methodologies and compare the

chip area utilization for DWF-based designs and standard cell-based designs.

For the first methodology, which we call Fabricl, we obtain an area penalty of

about 60% if two metal layers are utilized for routing. This penalty drops to about

17% if more metal layers are utilized.

For the second methodology, which utilizes a network of PLAs to implement the

circuit, the area penalty is shown to be about 3% regardless of the number of meted

layers utilized to complete the routing.

3.4.2 Total Capacitance

The DWF technique results in an increase in the total capacitance of a wire, as

described in Section 3.2.1.1. However, this increcise is a mere 5.5%. In spite of this

increase, designs using the DWF exhibit significantly lower maximum signal delays

compared to the traditional design style (compare Table 3.2 with Table 2.4, and

Table 3.3 with Table 2.5). This is because of the low inter-signal capacitance of the

DWF compared to the traditional design style, which results in a very low delay

variation due to cross-talk.
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3.5 Chapter Summeiry

In this chapter, weintroduced the DWF fabric concept. Wereported results of ca

pacitance and inductance extraction experiments on the DWF structure. We showed

that cross-coupling capacitance between adjacent signal wires drops significantly in

the DWF compared to the traditional layout methodology. The inductance of wires

drops as well. We described the advantages of the DWF scheme, which are briefiy

outlined below:

• First, the capacitance of any signal wire is entirely predictable, since the imme

diate neighbors of any signal wire are always one power and one ground wire.

The capacitance of a signal wire to the nearest signal wires is negligible, (at

least 10 to 15 times smaller than its capacitance to its neighbor). Hence the

signal integrity and delay variation problems are all but eliminated.

• Secondly, the routing of power and ground to the entire chip is automatically

achieved in the DWF. At every point where a power (or ground) wire on metal

layer i overlaps with a power (or ground) wire on metal layer z + i, a via is

introduced. Given the large number of such intersections, the power and ground

resistance at every point is held very low, and almost constant.

• Thirdly, each signal has a current return path which is adjacent to it, hence its

inductance is very low. In the existing layout paradigms of today, the inductance

of signals can vary greatly, since different wires have current return paths a

different distance apart, depending on the exact layout of the circuit in the

neighborhood of the signal.



41

Chapter 4

Fabric1 - Fabric Cell Based Design

4.1 Chapter Overview

In the Fabricl design methodology, library cells correspond to the standard cells

of a standard-cell methodology. We call our library cells fabric cells. The routing

area between instances of the fabric cells utilizes the DWF fabric. The layout of a

fabric cell utilizes the DWF fabric internally. As a result, the DWF fabric is utilized

all over the IC layout.

In terms of logic synthesis, technology mapping and placement/routing, the Fab

ricl methodology follows the same steps as the standard cell methodology. Thus, in

an IC design, the use of a Fabricl methodology in place of the traditional standard-cell

based methodology requires minimal infrastructural changes.

We compare the Fabricl methodology with the standard-cell methodology by em

ploying two separate design flows. In both design flows, logic synthesis and technology

mapping are performed using SIS [SSL'̂ 92]. The first design flow (Section 4.2) uses

public domain placement and routing tools. The routing tool utilizes the channel

routing methodology [YK82, RF82, BP83, SVSR84]. Two metal layers are used for

routing. In the second design flow, described in Section 4.3, commercial placement

and routing tools are used. The routing tool employs an area routing methodology

and allows the use of up to six metal layers.
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4.2 Design Flow 1

In this section, we compare the area utilization of the Fabricl design methodology

with that of a standard-cell based design methodology. The detailed routing of the

design is performed using a channel routing methodology, using two metal layers for

routing.

4.2.1 Design Methodology

In the Fabricl methodology, the DWF fabric is used all over the IC layout, in

cluding within the layout cells of the design. The cells in the layout library in this

methodology are functionally equivalent to the cells of the standard cell library that

we use for comparison. We refer to our layout cells as fabric cells.

In terms of logic synthesis, technology mapping and placement/routing, the Fab

ricl methodology is identical to the standard cell methodology.

We first created a group of 11 static CMOS cells in our Fabricl methodology,

using the MAGIC [HM084] layout editor. These fabric cells are shown in Figure 4.2.

The corresponding transistor level netlists for these cells are shown in Appendix A.

These cells followed the DWF conventions described in Chapter 3, and did not use

Metal2 at all. The transistor level design of these cells matched that of a control set

of 11 standard cells that were part of an existingstandard cell library [Bur94] that we

had access to. This standard cell library used Metall for internal wiring and Metal2

for cell pins. However, our fabric cell library used Metall to contact the cell pins,

and left Metal2 free for over-the-cell routes.

The layout of a sample standard cell and its corresponding fabric cell is shown in

Figure 4.1. Note the vertical-running VDDand GND wires in the layout of the fabric

cell. Alternate vertical tracks are reserved for signal wiring.

Once we had a standard cell library and a corresponding fabric cell library, we

proceeded to perform placement and routing tests to compare the area utilization of

the Fabricl based design with that of a standard-cell based design.

Our design flow consisted of choosing a blif version of a benchmark circuit, per-
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Figure 4.1: Sample standard cell and its corresponding fabric cell

forming logic optimizations on it using SIS [SSL''"92], and then mapping the circuit

using our libraries. After this we use the OCX [Cas91] toolset to place and route

this mapped design (for both methods). We use the wolfe tool within OCT to do

the placement and routing. Wolfe in turn calls TimberWolfSC'4-^ [SSV85] to do

the placement and global routing, and YACR [RSSV84] to do the detailed routing.

For the Fabricl methodology, we use a wiring pitch which is 2x that used for the

standard-cell based methodology. Note that the fabric cell concept does not require

the use a channel-based place and route technique. Once the routing was complete,

we compared the total area of both methods.

4.2.2 Experimental Results

The routing for the Fabricl methodology is performed with a wiring pitch that

is 2x the metal pitch. In the standard-cell based flow, routing is performed with a

wiring pitch equal to the metal pitch.

We performed a variety of experiments to compare the area utilization characteris-
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Figure 4.2: Fabric Cells
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Circuit Standard Cell Fabricl Ratio

Area Rows Area Rows

0432 1971.67 8 3380.00 5 1.71

0499 4901.00 10 8431.22 9 1.72

O880 4337.67 10 9126.00 6 2.10

01355 6346.89 13 8637.78 10 1.36

O1908 6835.11 13 9144.78 8 1.34

O2670 20974.78 13 20035.89 6 0.96

O3540 18101.78 19 33424.44 8 1.85

alu2 4093.56 9 6966.56 8 1.70

apex6 13613.89 13 24035.56 7 1.77

count 1220.56 6 2046.78 6 1.68

decod 375.56 4 431.89 4 1.15

pcle 507.00 4 769.89 5 1.52

rot 13651.44 13 24955.67 7 1.83

pair 36147.22 20 60032.56 11 1.66

AVERAGE 1.60
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Table 4.1: Layout Area using 2 Routing Layers (Fabric cells routed using DWF)

tics ofour layout schemewith the standard-cell based layout methodology. Intuitively,

it would appear that since signals in the Fabricl methodology can only use every other

routing track, there would be a large area penalty. Since the routing pitch for Fabricl

is twice that of the standard-cell based method, it would seem that our designs would

utilize 4 times the area of designs routed using the standard-cell methodology. This

is because we could expect both the vertical and horizontal dimensions of the design

to double (since the wiring pitch is twice the minimum metal pitch).

For all the examples, and in both the Fabricl and standard cell methodologies, we

performed numerous runs and report the best result in Table 4.1. The examples we

used were someof the combinationalcircuits from the MCNC91 benchmarksuite, and

some additionalexamples as well. In Table4.1, the layoutarea and the corresponding

number of cell rows are reported for both styles of layout. The area is reported in

square microns. The "Ratio" colunin represents the ratio of the size of the resulting

design using Fabricl to that using standard cells.

We observe that the average area penalty of using the Fabricl methodology is

60%. This is much less than the expected 4x area penalty. Also, in case of the C2670
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example, the area of the Fabricl design is smaller than that of the standard-cell based

design.

One of the techniques suggested [SK98] to minimize the delay variations due to

crosstalk is to up-size transistors in the design. In [SK98] it was found that W/L = 23

for transistors was optimal in this sense. Such an increase in device sizes would

certainly lead to a large increase in layout area. Our increase of 60% would be

comparable, if not smaller than that of the approach of [SK98]. This is justified

because the W/L ratio for our standard cells is very low. If it were to be increased

to the extent described in [SK98], a significant area penalty would result. The device

sizes for our standard cells are shown in A.

Table 4.2 reports the routing area utilization of the fabric cell methodology and

the standard cell methodology. The only difference is that the fabric cells are routed

without using the DWF. In other words, the routing pitch is the same as the metal

pitch. If cross-talk was not a problem and the DWF was not required to be utilized,

then this table would be useful in comparing the fabric cell methodology with the

standard cell methodology. Table 4.2 is organized exactly like Table 4.1.

Over our benchmark examples, we observe that the average area penEilty of the

fabric cell methodologyover the standard cellmethodology in Table 4.2 is about 32%.

Also, the variation in the area penalty of individual examples is reduced significantly.

This is probably due to the fact that some examples have a large number of wires,

resulting in larger area penalties when the DWF is utilized.

The reason for an area penalty of 32% is that our fabric cells do not utilize Metal2

at all in their layout. Therefore the channel router approaches our cells in Metall

and does not use the Metal2 area available over the fabric cells. Therefore the routing

resources are only partially utilized. In the case of the standard cells (which utilize

Metal2 in their layout), the router approaches the cell in Metal2, and there is therefore

a full utilization of the available routing resources. This area overhead would reduce

with the use of a better router.

The area overhead for our scheme can be lowered further. Among the reasons for

the large overhead are:
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Circuit Standard Cell Fabricl Ratio

Area Rows Area Rows

0432 1971.67 8 2366.00 6 1.20

0499 4901.00 10 6534.67 9 1.33

O880 4337.67 10 5858.67 5 1.35

01355 6346.89 13 8656.56 11 1.36

O1908 6835.11 13 9764.44 12 1.43

O2670 20974.78 13 27359.22 9 1.30

O3540 18101.78 19 22063.89 13 1.22

alu2 4093.56 9 5933.78 9 1.45

apex6 13613.89 13 18270.78 8 1.34

count 1220.56 6 1614.89 6 1.32

decod 375.56 4 525.78 5 1.40

pcle 507.00 4 600.89 3 1.19

rot 13651.44 13 18646.33 8 1.37

pair 36147.22 20 45836.56 11 1.27

AVERAGE 1.32
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Table 4.2: Layout Area using 2 Routing Layers (Fabric cells routed at min. Pitch)

• First, the natural router for the Fabricl methodology is an area router. We

believe that an area router will reduce the area of Fabricl based designs. This

is because our fabric cells are designed to have a width which is a multiple of

4x the pitch for Metall (so that two cells, when placed side by side, will obey

the gridding restrictions imposed by the DWF scheme. As a result, fabric cells

have variable heights. When such cells are placed in a row, the channel router

assumes the height of the row to be that of the tallest cell in the row. This

results in a significant waste of routable area.

Secondly, even though our fabric cells do not utilize Metal2, the channel router

approaches our cells in Metall and does not use the Metal2 area available over

the fabric cells. In the case of the standard cells, the router approaches the

cell in Metal2 and there is therefore a full utilization of the available routing

resources. However, in the case of the fabric cell based layout, the Metal2 area

above the cells is not utilized at all. This problem would not occur if we had

an area router.
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• A better placement tool, which allows rotation of a cell along the horizontal
axis, could improve our results.

• Using a richer fabric cell library will result in a better technology mapping
result, and hence a more efficient design. This is true for both design styles.

In the next section, we overcome the first three restrictions by utilizing a com
mercially available area router in our flow.

4.3 Design Flow 2

In the design flow ofSection 4.2, the detailed routing ofthe design was performed

using a channel routing methodology which used two metal layers for routing. In this

section, we remove this restriction, by performing the routing using a commercially

available router which performs area routing, and allows the use of up to six metal

layers for routing.

4.3.1 Design Methodology

In the design flow of this section, the fabric cells that we utilized are identical to

those in Section 4.2. Also, logic synthesis and technology mapping is performed just
as in Section 4.2.1.

Ourdesign flow consists ofchoosing a blifversion ofa benchmark circuit, perform

ingsome simple logic optimizations on it using SIS [SSL'''92], and then mapping the

circuit using our libraries. Placement and routing were performed using the SEDSM-

5.1 [Cad99] toolset from CADENCE. Placement was performed using the QPLACE

tool within SEDSM-5.1. Routing was performed using the WARP area router, which

can use up to 6 metal layers for routing. We compare the total area of the Fabricl

and standard-cell based design styles. In our experiments, we use between 3 and 6

metal layers to route the designs. The standard cells we used for this experiment were

optimized to work with the CADENCE tools, and were provided with the SEDSM-

5.1 package. For the pins of these cell, there were several possible contact locations
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Figure 4.3: Vias with and without Borders

available, to enable easier routing. Also, rows of standard cells could be flipped and

abutted so that their power and ground buses were shared, resulting in reduced circuit

area.

We also assume that all vias in these processes are borderless. Figure 4.3 illustrates

a borderless via in comparison to a via with borders. Previous process generations

required vias to have borders.

4.3.2 Experimental Results

Tables 4.3 and 4.4 report the results of these experiments. In these tables, the total

circuit area (in square microns) is reported for designs implemented in the standard

cell methodology and the Fabricl methodology. In these tables, routing is performed

utilizing 3, 4, 5 and 6 metal layers.

In Table 4.3, routing of the Fabricl design is performed with a wiring pitch that

is 2x the metal pitch. In the standard-cell based flow, routing is performed with a

wiring pitch equal to the metal pitch. In Table 4.4, routing for both methodologies

is performed with a wiring pitch equal to the meted pitch.

From Table 4.3, we note that the overall area penalty of the Fabricl methodology

is about 17%, and has significantly dropped from the 60% penalty obtained when
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3 Routing Layers 4 Routing Layers 5 Routing Layers 6 Routing Layers
Example Std Oell Fabricl Ratio Std Cell Fabricl Ratio Std CeU Fabricl Ratio Std CeU Fabricl Ratio

0432 1832.90 1840.41 1.004 1832.90 1976.69 1.078 1832.90 1840.41 1.004 1832.90 1840.41 1.004
0499 3501.54 3797.03 1.084 3501.54 3797.03 1.084 3501.54 3797.03 1.084 3501.54 3797.03 1.084
O880 2769.83 3242.16 1.171 2769.83 2896.58 1.046 2769.83 2896.58 1.046 2769.83 2896.58 1.046

01355 4911.40 6206.29 1.264 4911.40 6206.29 1.264 4911.40 6206.29 1.264 4911.40 6206.29 1.264
O1908 5301.05 6206.29 1.171 4988.15 6206.29 1.244 4911.40 6206.29 1.264 4835.26 6206.29 1.284
O2670 6253.68 7496.10 1.199 6253.68 7228.39 1.156 6253.68 7228.39 1.156 6253.68 7228.39 1.156
O3540 12930.39 16164.59 1.250 11897.60 15770.34 1.326 11252.23 14996.45 1.333 11252.23 14996.45 1.333
alu2 4283.14 5262.05 1.229 4176.72 6206.29 1.486 4247.52 4819.14 1.135 3899.51 4395.69 1.127

apex6 5541.98 6707.61 1.210 5541.98 6707.61 1.210 5541.98 6454.51 1.165 5541.98 6454.51 1.165
count 1237.42 1460.77 1.180 1237.42 1124.93 0.909 1237.42 1232.01 0.996 1237.42 1232.01 0.996
dccod 475.90 511.67 1.075 475.90 511.67 1.075 475.90 511.67 1.075 475.90 511.67 1.075
pcle 475.90 584.66 1.229 475.90 584.66 1.229 475.90 584.66 1.229 475.90 584.66 1.229
rot 4911.40 6454.51 1.314 4988.15 5724.43 1.148 4911.40 5724.43 1.166 4911.40 5724.43 1.166
pair 14593.07 17790.23 1.219 12806.65 15770.34 1.231 12317.66 16563.69 1.345 12439.02 15380.95 1.237

1.186 1.178 1.161 1.155

Table 4.3: Layout Area using 3, 4, 5 and 6 Routing Layers (Fabric cells routed using
DWF)

two metal layers were used. This is because the WARP router routes over cells, and

therefore the available Metal2 above our fabric cells was utilized^. The two layer

router of Section 4.2.2 did not utilize this area. Also, the fabric cells have a variable

height, and the router of Section 4.2.2 assumed the height of a fabric cell row to be

the maximum height among the fabric cells of that row. The router did not route

over the row thus created, resulting in wasted area. However, the WARP router does

not have this restriction, resulting in more compact routes.

The results of Table 4.4 indicate that when the DWF is not routed in the routing

region between fabric cells, we obtain a layout area improvement of about 15%. The

area penalty obtained in this table over the standard cell based design is insignificant.

4.4 Chapter Summary

In this chapter, we described the Fabricl design methodology, and compared it

with the standard-cell based methodology. In the Fabricl methodology, library cells

{fabric cells) correspond to the standard cells in the standard-cell methodology. The

routing area between instances of the library cells utilizes the DWF fabric. The DWF

fabric is utilized within the layout of the fabric cells as well.

^Our fabric cells do not utilize Metal2 in the layout
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3 Routing Layers 4 Routing Layers 5 Routing Layers 6 Routing Layers
Example Std OeU Fabricl Ratio Std CeU Fabricl Ratio Std Cell Fabricl Ratio Std CeU Fabricl Ratio

0432 1832.90 1807.11 0.986 1832.90 1807.11 0.986 1832.90 2082.11 1.136 1832.90 1807.11 0.986

0499 3501.54 3560.51 1.017 3501.54 3560.51 1.017 3501.54 3749.11 1.071 3501.54 3749.11 1.071

O880 2769.83 2938.72 1.061 2769.83 2854.76 1.031 2769.83 2854.76 1.031 2769.83 2854.76 1.031

01355 4911.40 5205.62 1.060 4911.40 4928.04 1.003 4911.40 4928.04 1.003 4911.40 4928.04 1.003

O1908 5301.05 4928.04 0.930 4988.15 4928.04 0.988 4911.40 4928.04 1.003 4835.26 4928.04 1.019

O2670 6253.68 7162.24 1.145 6253.68 7162.24 1.145 6253.68 7162.24 1.145 6253.68 7162.24 1.145
O3540 12930.39 10361.20 0.801 11897.60 10281.96 0.864 11252.23 10203.03 0.907 11252.23 10281.96 0.914

alu2 4283.14 3197.90 0.747 4176.72 3197.90 0.766 4247.52 3197.90 0.753 3899.51 3197.90 0.820

apcxG 5541.98 5665.57 1.022 5541.98 5665.57 1.022 5541.98 5783.60 1.044 5541.98 5665.57 1.022

count 1237.42 1098.92 0.888 1237.42 1098.92 0.888 1237.42 1098.92 0.888 1237.42 1098.92 0.888

decod 475.90 547.56 1.151 475.90 547.56 1.151 475.90 547.56 1.151 475.90 547.56 1.151

pcle 475.90 547.56 1.151 475.90 547.56 1.151 475.90 547.56 1.151 475.90 547.56 1.151

rot 4911.40 5433.16 1.106 4988.15 5548.77 1.112 4911.40 5490.81 1.118 4911.40 5665.57 1.154

pair 14593.07 12791.61 0.877 12806.65 12879.99 1.006 12317.66 13057.63 1.060 12439.02 13416.59 1.079

0.996 1.009 1.033 1.031

Table 4.4: Layout Area using 3, 4, 5 and 6 Routing Layers (Fabric cells routed at
min. Pitch)

We introduced two design flows to perform this comparison. In terms of logic

synthesis, technology mapping and placement/routing, the Fabricl methodology uses

the same steps as the standard cell methodology in both these design flows.

In the first design flow, public domain placement and routing tools were used. The

routing tool utilizes the channel routing methodology, and two metal layers to perform

the routing. We show that for our benchmark examples, the Fabricl methodology

utilizes on average 60% more area than the standard-cell based methodology.

In the second design flow, we use commercial placement and routing tools, em

ploying an area routing methodology which allows the use of up to six metal layers

for routing. With this flow, an the area penalty of the Fabricl methodology is about

17%. This is due to a better utilization of the routing region.

In the first design flow, if we were not constrained to use the DWF, then the

area penalty for our fabric cell methodology is 32%. This is because the router does

not utilize the Metal2 routing area completely. However, in the second design flow,

if we were not constrained to use the DWF in the routing region, then the Fabricl

methodology has an area penalty of about 2%.
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5.1 Chapter Overview

This chapter introduces a new design methodology to address the cross-talk prob

lem in DSM VLSI design. This new methodology retains the best features of the

Fabric1 scheme of Chapter 4, with an extremely low area penalty.

In this approach, we implement the logic netlist in the form of a network of medium

sized PLAs. Each FLA is a multi-output structure, laid out in a crosstalk-immune

manner. Our layout implementation of PLAs is extremely dense as well.

We utilize two regular layout fabrics in this methodology. The first fabric results

from our use of specialized PLAs to* implement the design. We show that a PLA

implemented in this fabric style is not only cross-talk immune, but also about 2x

smaller and faster than a traditional standard-cell based implementation of the same

logic. The second fabric is the DWF, and it is utilized in the routing region between

individual PLAs. By utilizing these two fabrics, we ensure the cross-talk immunity

of the overall design. The other benefits of the DWF, like a high quality power and

ground distribution, and uniform and predictably low parasitics are retained in this

design style. Our scheme results in a reduction in cross-talk between signal wires

of between one and two orders of magnitude, compared to the standard-cell based
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approach.

Our synthesis flow involves clustering the design into a multi-level network of

PLAs, each of which has a bounded width and height. The number of inputs and

outputs of each FLA are flexible as long as the resulting FLA width is bounded. We

also perform folding of the resulting FLAs to achieve better logic density.

We have implemented this scheme using two design flows. Our methodology re

sults in circuits that are extremely fast cind dense, with an overall timing improvement

of about 15% and an overall area penalty of 2.4% compared to standard cells. These

timing and area comparisons remain essentially the same, regardless of whether 2, 3,

4, 5 or 6 metal layers are used to perform the routing.

On the other hand, if the network of FLAs is routed at minimum pitch (i.e. the

DWF is not used in the routing region), then we obtain an overall timing improvement

of about 15% and an overall area improvement of 20% compared to standard cells.

Once again, these improvements remain essentially the same, regardless of whether

2, 3, 4, 5 or 6 metal layers are used to perform the routing. This comparison would

be relevant if cross-talk was not an issue and therefore the DWF was not required.

With a network of FLAs, there is a more direct relationship between the cost

function being optimized during synthesis, and the actual FLA implementation, since

there is no intervening technology mapping step. As a result, multi-level logic syn

thesis is tightly coupled with logic implementation in our design flow.

The remainder of this chapter is organized as follows. Section 5.2 discusses FLAs,

and the characteristics of the style of FLA we utilize in this research. Section 5.3

introduces the network of FLAs as an implementation style for DSM VLSI design.

Section 5.4 describes the synthesis algorithms we use, which include a FLA folding

algorithm (Section 5.4.2) and an algorithm to cluster a logic circuit into a network of

FLAs (Section 5.4.3). Sections 5.5 and 5.6 describe two experimental design flows we

utilize to verify the utility of the Fabric3 concept. Finally, Section 5.8 summarizes

this chapter.



CHAPTER 5. FABRICS - NETWORK OF FLA BASED DESIGN 54

5.2 Programmable Logic Arrays

The Programmable Logic Array (FLA) [GLL80, McC86] is a logic implementation

style that has existed for many years. PLAs implement the logic function in a 2-level

form. PLAs can implement functions with several inputs and outputs in one flat

structure. In a PLA, individual cubes of the logic function are implemented, in what

is called an AND plane. Outputs are connected to their releveint cubes in the OR

plane. PLAs axe simple to implement, but for functions with a largenumber ofcubes,

they can be extremely slow.

PLAs haverecentlyexperienced a renewed interest as a logic implementation style

for high-performance designs. The IBM Gigahertz processor [PAB"'"98] utilized PLAs

to implementcontrol logic. The reasonsfor this choice werehigh speed and the ability

to quickly implement and modify the logic. We note that the IBM design did not

utilize a networkof PLAs as we are proposing; rather, single PLAs were used.

5.2.1 Introduction

Consider a PLA consisting of n input variables Xi, 0:2, ••• , x„, and m output vari

ables 2/1,2/2, ••• ,2/m. Let k he the number of rows in the PLA. A literal U is defined

as an input variable or its complement.

Suppose we want to implement a function / represented as a sum of cubes / =

ci + C2 H 1- cjk, where each cube Ci = I] - If "• l^\ We consider PLAs which are of

the NOR-NOR form. This means that we actually implement / as

/ - ~ ^ (^-1)
t=i 1=1 t=i

The PLA output / is a logical NOR of a series of expressions, each corresponding

to the NOR of the complement of the literals present in the cubes of /. In the PLA,

each such expression is implemented by word lines, in what is called the AND plane.

Assume that these word lines run horizontally. Literals of the PLA are implemented

by vertical-running hit-lines. For each input variable, there are two bit-lines, one for
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Figure 5.1: Schematic view of the PLA core

each of its literals. The outputs of the PLA are implemented by output lines, which

also run vertically. This portion of the PLA is called the OR plane.

5.2.2 PLAs in DSM VLSI Design

We use a pre-charged NOR-NOR style of PLAs in our design. The schematic view

of the PLA core is shown in Figure 5.1. Several observations can be made from this

figure:

A G A' BOB' Oi O2

m m

Figure 5.2: Layout of the PLA core
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• In a pre-charged NOR-NOR PLA, each word-line ofthe FLA switches from high
to low at the end of any computation, if it switches at all. As a result, there is

no delay deterioration effect due to crosstalk with neighboring word-lines.

• However, there is a possibility that two "aggressor" word-lines on either side

of a "victim" word-line may switch low during the evaluate phase of the clock,

while the victim attempts to stay pre-charged. In this situation, it is possible

that the switching of the aggressor word-lines will cause the victim word-line to

pull low. We simulated this for the relevant sizes of PLAs, and determined that

a long channel (i.e. "weak") static pull-up devicesuffices to avoid this situation.

Hence word lines may be safely routed at minimum pitch.

• In the vertical direction, we shield an input and its complement by a GND wire,

which is required by the devices in the AND plane anyway. This can be seen in

Figure 5.2.

• One maximally loaded word-line is designed to switch low in the evaluate phase

of every clock. It effectively generates a delayed clock, D_CLK, which delays

the evaluation of the other word-lines until they have switched to their final

values.

• Each bit-line is pre-charged low in the pre-charge phase. The corresponding

devices are not shown in in Figure 5.1.

By using a pre-charged NOR-NOR PLA as the layout building block in our

methodology, we incur no extra area penalty, either in the horizontal or vertical

direction. This is because the horizontal wordlines are routed at minimum pitch.

Also, in the vertical direction, both an input and its complement are required to be

routed along with a GND wire and a separate track to form the wordline contact. By

placing the required GNDwire between the signal wire and its complement, weensure

that the PLA structure is crosstalk immune as well. Figure 5.2 shows the layout of

the PLA core. The horizontal word lines are implemented in METAL2. The width

of the PLA core is 4 •n + 2 •m tracks, since the each input requires 4 vertical tracks,



CHAPTER 5. FABRICS - NETWORK OF FLA BASED DESIGN 57

and each output requires 2. In Figure 5.2, the bithnes labeled A / A' and B / B'

represent inputs to the PLA and their complements. The output lines labeled Oi and

O2 represent two outputs. GND tracks axe labeled G in this figmre. Device sizes in

Figure 5.2 correspond to those shown in Figure 5.1.

We implement the input and output drivers outside the footprint of the PLA^ (i.e.

in the routing channel). This gives rise to a much lower area overhead for our PLAs,

and also allows us significant fiexibility in sizing the drivers. The only effect it has

on the routing region between PLAs is the introduction of one via per driver. We

were able to complete the layout of all control signals with an additional cost of only

4 horizontal tracks. 4 extra bit-lines are required for the implementation of the pre-

charge transistors per PLA. Figure 5.3 shows the relative orientation of pre-charge

devices, muxes and drivers in our layout of each PLA. In all the simulations we report

in this chapter, these overheads are accounted for. Also, in the electrical simulation

of the PLA characteristics, the transistor sizes utilized are £is shown in Figure 5.1.

4

rows

k

rows

mux

drivers

mux

devices

output
predischarge

devices

••

• - W. : ^ «

, devices

AND

Plane

J L

4 columns 4n + 2m + 2 columns

PLA Core

Figure 5.3: Layout Floorplan of PLA

Due to the regularity of the PLA structure, a simple delay formula can be used

to estimate the worst-case delay of a PLA. As we will see, this formula is utilized in

the synthesis step.

^These devices are not shown in Figure 5.1 and Figure 5.2.
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Figure 5.4: Arrangement of conductors in the PLA core

5.2.3 Electrical Chciracterization

Figure 5.4 shows the pattern of wires occurring within the core of our PLAs. Note

that in the PLA core, VDD is not utilized. Also, any signal and its complement are

always separated by a GND wire which is required in the PLA core an)rway.

Capacitive parasitics for the wires within our PLA core were extracted using

the 3-dimensional parasitic extractor SpaceSD [spa]. The input to SpaceSD is a 3-

dimensionalcircuit layout correspondingto Figure 5.4. Layout dimensionscorrespond

to the 0.1pm strawman process of Table 2.1. The output is the value of the capacitive

parasitics between different features of the layout.

The results of these extractions are shown in Table 5.1. In this table refers

to the capacitance between two metal conductors on the same level i, which are

separated by minimum spacing. Cf^ refers to the capacitance between two such

conductors separated by twice the minimum spacing. Ci^ is the capacitance of a

conductor to the substrate, and Ci^i+i is the capacitance of a conductor on level i to

other conductors on level i + 1.

Layer ^i,0 1

1 47.17 14.57 13.72 15.78

2 48.37 - 0.77 5.96

Table 5.1: 3-Dimensional Parasitics for Figure 5.4 (10 ^®F per p )

To compare a single PLA implemented in our layout style against the standard-



CHAPTER 5. FABRICS - NETWORK OF FLA BASED DESIGN 59

cell layout style, we took four examples and implemented them in both styles. Delay

and power results were obtained utilizing SPICE [Nag95]. The area comparison was

done using actual layout for both styles.

For the standard-cell style of layout, we performed technology-independent opti

mizations in SIS [SSL'̂ 92], after which we mapped the circuit using our library of

11 standard cells. We use the wolfe tool within GOT [Cas91] to do the placement

and routing. Wolfe in turn calls TimherWolf30-4-2 [SSV85] to do the placement and

global routing, and YACR [RSSV84] to do the detailed routing.

For the FLA layout style, we flatten the examples, and then generate the MAGIC

[HM084] layout for the resulting FLA using a perl [WS92] script. To compute the

delay, we simulate a maximally loaded word-line, which is discharged by a single pull

down device. The output line is pulled down by a single output pull-down device.

The loads on the line are n diffusion loads in the AND plane, and m gate loads in the

OR plane. Farasitics from Table 5.1 were utilized to model the interconnect within

a FLA.

FLA implementation Standard Cell Ratios

Example n m k D A P D A P D A P

cmb 16 4 15 160.3 53.3k 5.32 300 159.8k 6.15 0.534 0.334 0.864

cu 14 11 19 189.1 69.5k 4.84 420 186.5k 4.24 0.450 0.373 1.140

x2 10 7 17 164.8 45.3k 4.23 290 136.8k 1.82 0.568 0.331 2.324

z4ml 7 4 59 200.5 95.2k 10.28 575 118.3k 3.17 0.349 0.805 3.243

Table 5.2: Comparison of Standard-Cell and FLA implementation styles

The results of this comparison are listed in Table 5.2. For each layout style,

D refers to the delay in picoseconds, A refers to the layout area of the resulting

implementation in square grids, and P refers to the power consumption. For the

Standard cell layout style, D and P values are the maximum values obtained after

simulating about 20 input vectors. Also, we don't account for wire capacitances in the

Standard cell implementation, which would only increase its delay and power. In the

case of the FLA layout style, however, the D and P are worst-case values. Despite this,

the FLA layout style shows impressive improvements over the Standard cell layout
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style in area and delay. The PLA layout utilizes between 0.33 and 0.81 times the area

of the Standard cell layout. The average area utilization of the PLAs is 0.46 times

that of the Standard cell layout style, which is an impressive reduction. The delay

value for the PLA is on average 0.48 times that of the Standard-cell implementation.

The power consmnption of the PLA is usually larger than that of the Standard cell

implementation, mainly because the bit-line capacitances are charged and discharged

on every cycle. PLAs with large values of k exhibit a much higher power consumption.

For this reason, we use a value of < 25 while clustering a circuit into a network

of PLAs. This power consumption can also be curbed by gating the clocks of PLAs

which are not utihzed during a given computation. Also, power and delay can be

traded off in our PLA design style. Finally alternative fabrics utilizing unate PLAs

can be used to reduce the power consumption.

To estimate the effect of crosstalk between literals of neighboring variables in the

PLA, we simulated a PLA with k = 40. Let /j be a literal of variable Xj, and li+i

be a literal of variable Xj+i. Assume and li+i are separated by a blank track. In

this situation, there is a 1:1.0156 delay variation for fj, depending on whether li+i

switches in the opposite or the same direction. This delay variation is small enough

to be disregarded.

5.2.4 Discussion

The reason why PLAs result in very favorable area and delay characteristics com

pared to a standard cell layout are the following:

• First, PLAs implement their logic function in 2-level form, which results in

superior delay characteristics as long as A; is bounded. On the other hand, in

a standard cell implementation, considerable delay is incurred in traversing the

different levels (i.e. gates) of the design.

• In DSM processes, it is often stated that an increasing fraction of a signal's

delay is attributable to wiring. In the PLA implementation scheme, local wiring

is collapsed into a compact 2-level core, which is naturally crosstalk-immune.
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Hence wiring delays are reduced.

• Devices in the PLA core are minimum-sized, giving rise to extremely compact

layouts. Such is not the case for Standard cell layouts.

• In our FLA core, NMOS devices are used exclusively. As a result, devices can

be placed extremely close together. However, in a Standard cell layout, both

PMOS and NMOS devices are present in each cell, and the PMOS-to-NMOS

diffusion spacing requirement results in a loss of layout density.

The fact that the IBM Gigahertz processor[PAB"'"98] utilizes two-level PLAs to

implement control logic is further evidence that PLAs are an effective logic imple

mentation style for high-performance designs.

5.3 Networks of Programmable Logic Arrays

Having discussed the characteristics of a single PLA, we now discuss how a network

of PLAs is constructed.

Since the PLAs in our design are pre-charged, we need to ensure that the inputs

to any PLA settle before its evaluation begins. A network of PLAs is correct iff each

PLA in this network satisfies this constraint.

Definition 5.1 The PLA dependency graph G(V, E) of a network of PLAs is a

directed graph such that

V= {vi^V2,' " where eachvertexVi corresponds to a unique PLA in the network,

(vi, Vj) E E iff an output of PLA pi is an input to PLA pj.

It is easy to see that if the PLA dependency graph has a cycle, then the correspond

ing network of PLAs is not correct. For a correct network, we need to ensure that the

PLA dependency graph is acyclic, and also that the evaluation of PLA p begins only

after the evaluation of the slowest PLA g, such that (g, p) G E. This suggests a self-

timed [Rab96] design style. For this reason, eachPLA q generates a completion signal,

which gates the evaluation clock of the appropriate PLA p. Given the regularity of
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the PLA structure, the worst case delay ofeach FLA iseasily known, andcorresponds
to the delay ofa single word-line pulldown device discharging a (maximally loaded)
word line and a single output device discharging the output line. This completion

signal is generated with an overhead of one additional word line and one additional

output line in each PLA. Additional timing maxgin is obtained by downsizing the

output driver of the completion signal.

When PLAs are placed, local breaks occur in the power and ground gridding

structure of Metall and Metal2. This condition was simulated, and determined to

cause a negligible change in the powerand ground resistance, because the contribution

ofupper metal layers to the resistance ofthe power andground network far outweighs
that of the lower metal layers.

5.4 Synthesis Algorithms for the Network of PLAs

Methodology

5.4.1 Overview

In this section, we introduce the synthesis algorithms which are used in the net

work of PLAs design flow. In Section 5.4.2, we discuss our folding algorithm. This

algorithm folds the inputs of individual PLAs in order to achieve a higher logic den

sity. This folding procedure helps reduce the final number of PLAs in the network by

between 20 and 50%. Section 5.4.3 discusses our clustering algorithm, which is used

to cluster a multi-level netlist into a multi-level network of PLAs.

5.4.2 Folding Algorithm

We only fold the inputs of our PLAs. This is because even after a pair of inputs

are folded, we can access each input from both the top and bottom directions of the

PLA, since each input utilizes two signal tracks in our PLAs. This enables the router

to access any input pin from both the top and bottom sides of the PLA, resulting in

a smaller circuit area.
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If pairs of outputs were folded as well, the router would not be able to access any

one output on both the top and bottom sides of the PLA. This would result in a

larger circuit area utilization. Hence output folding is not performed.

Algorithm 1: Folding the inputs of a FLA
M = construct_inatrix(P)

G = initialize-fold^aph(P)

lbl:C = findJbld.candidates(M)

while (c = find-best.candidate(C)) != NIL do

applyJ'old(c, P)

update_fold_graph(G, c)

goto Ibl

end while

Algorithm 1 describes our folding strategy. We first construct a 0-1 matrix M

corresponding to the AND plane of the FLA P. "1" or "0" entries of the cubes are

mapped to "1" entries in this matrix while entries are mapped to "0" entries

in the matrix. We then initialize our fold graph G. This is a graph with vertices

corresponding to rows of the FLA. There is an edge between vertices p and ^ in G if

row p must be above row q in the FLA as a result of a fold. Next we find the set of

pairs of inputs whose columns in the matrix have a null intersection. This set forms

the set of potential fold candidates, C.

The find-best-candidate routine returns the best candidate among the list of po

tential fold candidates, such that the fold implied by this candidate does not result

in a cyclic fold graph G^. The ranking ofcandidates is performed using the following

figure of merit 77.

rj = a- {ifcubes - size(ii) - size{i2)) + (3 • (\size(ii) - size{i2)\) (5.2)

Here size(j) is the number ofnon-zero matrix column entries corresponding to the

input j. Also, #cubes is the total number of cubes in FLA P, while a and p are

constants. The first term of 7/ favors folds that add fewer edges to the fold graph.

The second term favors folds whose inputs have a large imbalance in their number of

non-zero column entries. This allows subsequent folds to proceed without hindrance.

cyclic fold graph means that some vertexpi (i.e. row pi) must be above another vertex p2
(i.e. row P2), while P2 must be above pi as well. This condition is not simultaneously satisfiable.
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If find-besLcandidate returns a candidate, then we apply the fold, update the fold

graph to reflect this fold^, and again attempt to find more folds. The process ends

when no more legal folds can be found.

5.4.2.1 Results

We tested our algorithm on several 2-level circuits, with varying values of a and

p. The results are shown in Table 5.3.

Circuit Number of Folds

Name #inputs ^outputs Q= 1,^ = 0 a = 0, /? = 1 Q=1,)0 = 1 Q= 1,^ = 4
cm42a 4 10 2 2 2 2

cm85a 11 3 1 2 2 2

cml62a 14 5 4 6 5 6

cml63a 16 5 4 7 7 7

cmb 16 4 4 4 4 4

cu 14 11 3 3 2 3

x2 10 7 2 4 3 4

z4ml 7 4 0 0 0 0

TOTAL 20 28 25 28

Table 5.3: Folding Algorithm Results

The results of Table 5.5 suggest that a large p value is helpful in finding more

folds. While performing clustering, we use this algorithm with a = 1 and = 4.

5.4.3 Clustering Algorithm

Problem Definition: Given an arbitrary logic circuit C, cluster C into a network

N of PLAs, subject to :

• the network N is correct.

• each PLA has a height no larger than a specified maximum, H.

• each PLA has a width no larger than a specified maximum, W.

Algorithm 2 outlines our clustering strategy. We begin by performing some tech

nology independent optimizations on C . Next, we decompose C into a network C* of

columns ci and C2 are folded, then the fold graph is updated by inserting edges between all
vertices pi and P2, such that M[pi, ci] = M[p2jC2] = 1-
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nodes with at most p inputs. Now C* is sorted in depth-first manner. The resulting

array of nodes is sorted in topologicat^ order, and placed into an array L.

Now we greedily construct the logic in each PLA, by successively grouping nodes

from L such that the resulting PLA implementation of the grouped nodes N* does

not violate the constraints of PLA width and height. This check is performed in the

check-PLA routine, which first fiattens N* into a two-level form, P. It then calls

espresso [BHMSV84] on the result to minimize the number of cubes in P. Next,

checkJPLA calls the PLA folding routine of Section 5.4.2 which attempts to fold

the inputs of P so as to implement a more complex PLA in the same area. Finally

check-PLA ensures that the final PLA, after folding and simplification using espresso,

satisfies the maximum width and height constraints respectively®. If so, we attempt

to include another node into N*, otherwise we append the last PLA satisfying the

height and width constraints to the result.

Folding the PLAs resulted in a decrease of between 20% and 50% in the total

number of PLAs required for a network.

The get-next-element routine returns nodes in the fanout of the nodes in N* (in

an attempt to reduce the wiring between PLAs), provided that the inclusion of such

a node into N* would not result in a cyclic PLA dependency graph. If such nodes

are not available, the first un-mapped node from L is returned.

After clustering is performed, we invoke a procedure called last-gasp. This is a

final effort in reducing the wiring between PLAs. This procedure attempts to move

individual nodes in L to a different PLA than their currently assigned PLA. If a

wiring gain is realized by such a move, the move is made. If no more nodes can be

gainfully moved, or if a specified number of iterations have been made through L, the

procedure returns. We note the following about this procedure:

• It is possible that a node n in L is the only node in some PLA p, and if n can

''Primary inputs are assigned a level 0, and other nodes are Eissigned a level which is one larger
than the mciximum level of all their fanins

®Each input in our PLA requires 4 vertical tracks, and each output requires 2 vertical tracks.
Hence the width constraint is satisfied for a PLA with n inputs, m outputs and p cubes if 4-n-|-2-m <
W, where W is the maximum allowable PLA width. The height constraint is satisfied \l p < H,
where H is the maximum allowable PLA height.
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be gainfully moved to another PLA, then FLA p can be removed. We came

across a few instances where a PLA was removed in this manner.

• lasLgasp returns when no node can be gainfully moved. At this point, it is still

possible that more than one node can simultaneously be moved to realize a gain

in wiring. However, last-gasp does not check this.

Algorithm 2: Clustering a Circuit into a Network of PLAs
C = simplify_network(C)

C* = decompose-network(C, p)

L = dfs-andJevelizejiodes(C*)

N* =0

RESULT=0

while get-nextjelement(L) != NIL do

N* = N* U get-next-element(L)

P = make_PLA(7V*)

if check_PLA(P, W, H) then

continue

else

Q —removeJast_element(TV*)

RESULT = RESULT U N*

N* =Q

end if

end while

last^asp{RESULT)

Note that this algorithm does not attempt to ensure that the maximum delay

between any PI-PO pair is bounded. As a result, it sometimes returns a network

with delays larger than the corresponding standard cell implementation. However,

on average, the delay of the network it returns is much better than a standard cell

implementation (see Sections 5.5.2 and 5.6.2).

We implemented our algorithm in SIS, and performed extensive benchmarking of

the PLA network clustering code. We found that a good choice of parameters was

p = 5, W = 50 to 70, and H = 15 to 25. Increasing H beyond 30 did not usually

result in a reduction in the total number of PLAs generated.

We verified functional correctness of the resulting network of PLAs, at the end of

the clustering step.
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5.4.3.1 Results

In this section, we outline the effectiveness of the last.gasp strategy. We list the

number of wires in a network of PLAs generated by Algorithm 2, both with and

without the last-gasp procedure. These results are listed in Table 5.4. The colunrn

labeled "Wires before" lists the number of wires in the network of PLAs if last-gasp is

not used. The column labeled "Wires after" reports the number of wires if last-gasp

is used. The percentage wiring improvement due to last-gasp is reported in the

column labeled "%Improvement". The column labeled "PLAs removed" reports the

number of PLAs removed by last-gasp. In all the examples in Table 5.4, the maximum

allowable PLA height was 25, and the maximum PLA width was 60.

Example Wires before Wires after PLAs removed %Improvement

decod 21 21 0 0

pcle 39 39 0 0

count 74 74 0 0

C432 177 172 0 2.82

C499 256 223 0 12.89

alu2 177 120 2 32.20

rot 662 514 0 22.36

apex6 584 488 0 16.44

pair 1592 1506 0 5.40

C880 375 304 0 18.93

C1355 380 362 0 4.74

C1908 543 441 0 18.78

C2670 799 ' 698 1 12.64

C3540 1465 1366 0 6.76

AVERAGE 9.62

Table 5.4: Wiring improvement with last-gasp

From the results of Table 5.4, we note that there is a significant reduction in wiring

as a result of using the last-gasp procedure. On average, wiring is reduced by 9.62%.

In examples alu2 and 02670^ last-gasp was able to remove at least one PLA from the

network.
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5.4.4 Other Clustering Algorithms

We experimented with another algorithm for clustering, in which we first perform

a min-cut bi-partitioning using hMETIS [KAKS97, KK98]. If either of the two halves

satisfies the maximum width and height constraints, we stop, otherwise we recurse

on this procedure. We found that this resulted in a large increase in the number of

resulting PLAs, though it usually reduced the number of wires.

We experimented with a variation of the min-cut bi-partitioning idea, in which

we recursively performed bi-partitioning, but called Algorithm 2 when the halves

of the cut got below a certain size. Although this resulted in a reduction in the

mmiber of PLAs compared to the regular bi-partitioning scheme, it did not reduce

the number of PLAs compared to Algorithm 2. Also it did not reduce the number of

wires significantly. In many examples, the number of wires remained unchanged.

In both the bi-partitioning schemes mentioned above, the min-cut does not guar

antee that the PLA network will be correct. It is possible that a path from PI to PO

is cut twice by hMETIS. In this case, the PLA network would not be correct. We

contacted the authors of hMETIS and were informed that there was no way to avoid

this situation. The work-around that we used was to perform a series of cuts, and

choose one only if it satisfied the PLA correctness constraint.

5.5 Design Flow 1

In this section, we compare the area and timing characteristics of the FabricS

design methodology with that of a standard-cell based design methodology. In both

cases, the detailed routing of the design is performed using a channel routing method

ology, using two metal layers for routing.

5.5.1 Design Methodology

The logic netlist is first clustered into a network of PLAs using Algorithm 2.

The synthesized network of PLAs is placed using a simulated annealing-based FPGA

placement tool called VPR [BR97]. Since the PLAs in our design have approximately
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the same size, the problem of placing PLAs is similar to the FPGA placement problem.

Hence VPR is a good choice.

The placed result is routed using wolfe. Global routing is performed on the de

sign using TimberWolfSC-4.0 [SSV85]. Finally detailed routing is performed using

YACR [RSSV84], a 2-layer channel router.

For the standard cell based methodology, the design flow is identical to the one

described in Section 4.2.1.

5.5.2 Experimental Results

The area and delay characteristics of our network of PLAs based design method

ology are shown in Table 5.5. The routing of the network of PLAs is performed with

a wiring pitch that is 2x the pitch for Metall and Metal2. In the standard-cell based

flow, routing is performed with a wiring pitch equal to the Metall or Metal2 pitch.

Table 5.5 describes the results for a series of benchmarks, comparing the area of a

standard cell implementation (column 2), and the FabricS approach (column 3). All

areas cire in units of square microns. Column 4 reports the ratio of column 3 to

column 2.

Also reported is the total delay (in picoseconds) of the standard cell implemen

tation (column 5), and that of the Fabric3 approach (column 6). The ratio of these

two delays is shown in column 7.

Delays for the standard cell implementation were obtained by running the ex

act timing analysis [MSBSV93] technique on the mapped netlist. For the Fabric3

approach, we computed the worst case delays of each PLA in the network using

Spice [Nag95], as described in Section 5.2.3. Then we found the worst case delay
path from any primary input to any primary output in the PLA network by travers

ing the network of PLAs in DFS order.

In the results reported in Table 5.5, clustering into a network of PLAs was done

with W = 50 to 70 in steps of 10, and H = 15 to 25 in steps of 5. The best area

among these runs is reported in Table 5.5.

We note that over all these examples, the area overhead of the Fabric3 method
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was a mere 2.4%. This is inspite ofthe fact that the DWF is used in the routing area
between PLAs, but not used in the standard cell case. Also, the delay ofthe FabricS

approach is approximately 15% better than that of a standard cell implementation.

Some examples result in much higher delays for the network of PLAs style. This
is attributed to the fact that our clustering routine does not attempt to control the

delay of the network, but rather attempts to reduce wiring between PLAs.

Area Timing
Example Std Cell Ntk of PLA Ratio Std Cell Ntk of PLA Ratio

C432 1971.67 2628.89 1.338 2326.4 2237.1 0.962
C499 4901.00 3868.22 0.789 1861.5 1575.8 0.847

C880 4337.67 5295.33 1.221 2007.5 1587.3 0.791

C1355 6346.89 7248.22 1.141 2688.4 1890.7 0.703

C1908 6835.11 10271.44 1.502 2203.9 3235.6 1.468

C2670 20974.78 15604.33 0.744 2388.3 2244.6 0.940

C3540 18101.78 39677.44 2.191 3324.3 4385.5 1.319

alu2 4093.56 2929.33 0.717 2528.3 1758.2 0.695

apex6 13613.89 8656.56 0.636 1332.4 1011.2 0.759

count 1220.56 694.78 0.564 2029.7 568.0 0.280

decod 375.56 225.33 0.567 330.4 184.3 0.558

pcle 507.00 469.44 0.925 1285.7 334.5 0.260

rot 13651.44 11454.44 0.838 2256.1 2110.8 0.936

pair 36147.22 41761.78 1.166 1951.9 2660.2 1.363

AVERAGE 1.024 0.848

Table 5.5: Layout Area and Timing (PLAs routed using DWF)

Table 5.6 reports the area and timing results for the condition in which the routing

of the network of PLAs is performed with a wiring pitch equal to the Metall and

Metal2 pitch. The organization of the table is identical to that of Table 5.5. In case

cross-talk was not a consideration and wiring did not need to be performed in the

DWF, then this would be the area and timing comparison of the FabricS methodology

and the standard cell based methodology.

In Table 5.6, clustering into a network of PLAs was done with W = 50 to 70 in

steps of 10, and H = 15 to 25 in steps of 5, and the best area among these runs is

reported.
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Area Timing
Example Std Cell Ntk of PLA Ratio Std Cell Ntk of PLA Ratio

C432 1971.67 1765.11 0.895 2326.4 1791.4 0.770

C499 4901.00 2873.00 0.586 1861.5 1520.1 0.817

C880 4337.67 4037.22 0.931 2007.5 1761.4 0.877

C1355 6346.89 6853.89 1.080 2688.4 1919.1 0.714

C1908 6835.11 7548.67 1.104 2203.9 2785.3 1.264

C2670 20974.78 11923.89 0.568 2388.3 2361.7 0.989

C3540 18101.78 30326.11 1.675 3324.3 4529.8 1.363

alu2 4093.56 2234.56 0.546 2528.3 1235.3 0.489

apex6 13613.89 5933.78 0.436 1332.4 1236.9 0.928

count 1220.56 563.33 0.462 2029.7 568.0 0.280

decod 375.56 169.00 0.450 330.4 184.3 0.558

pcle 507.00 300.44 0.593 1285.7 319.0 0.248

rot 13651.44 8506.33 0.623 2256.1 2093.2 0.928

pair 36147.22 24918.11 0.689 1951.9 2900.2 1.486

AVERAGE 0.760 0.837

Table 5.6: Layout Area and Timing (PLAs routed at min. Pitch)

In Table 5.6 we notice that the average area utilization of the network of PLAs

is significantly reduced from the standard-cell based implementation. This is as ex

pected, since the network of PLAs methodology implements logic in a very dense

fashion, as detailed in Section 5.2.3. Also, the timing of the network of PLA imple

mentation is on average about 16% better than that of the standard cell implemen

tation. This improvement is very similar to that reported Table 5.5.

5.6 Design Flow 2

In the design flow of Section 5.5, the detailed routing of the design was performed

using a channel routing methodology which used two metal layers for routing. In

this section, this restriction is removed. Routing is achieved using a commercially

available router which performs area routing, and allows the use of up to six metal

layers for routing.
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5.6.1 Design Methodology

This design flow consists of choosing a blif version of a benchmark circuit, and
clustering it into a network ofPLAs using Algorithm 2. Theresulting network ofPLAs
is now placed and routed using the SEDSM-5.1 [Cad99] toolset from CADENCE.

Placement was performed using the QPLACE tool within SEDSM-5.1. Routing was
performed using the WARP area router, which can use up to 6 metal layers for

routing. We compare the total area of the FabricS and standard-cell based design

styles. In our experiments, we use between 3 and 6 metal layers to route the designs.

We also compare the timing of the FabricS based design with the standard-cell based

design, using the technique described in Section 5.5.2.

The standard cells used for this experiment were optimized to work with the

CADENCE tools, and were provided with the SEDSM-5.1 package. Each pin of

these cells had several possible contact locations available, to enable easier routing.

Also, rows of standard cells could be flipped and abutted so that their power and

ground buses were shared, resulting in reduced circuit area.

For this flow, we sissume that all vias in these processes are borderless. Figure 4.3

illustrates a borderless via in comparison to a via with borders.

5.6.2 Experimental Results

3 Routing Layers 4 Routing Layers 5 Routing Layers 6 Routing Layers
Example Std Oell Ntk of PLA Ratio Std Cell iNtk of PLA Ratio Std Cell Ntk of PLA Ratio Std Cell Ntk of PLA Ratio

C432 1832.90 1603.20 0.875 1832.90 1603.20 0.875 1832.90 1603.20 0.875 1832.90 1603.20 0.875
0499 3501.54 2440.36 0.697 3501.54 2046.66 0.585 3501.54 2046.66 0.585 3501.54 2046.66 0.585
0880 2769.83 3576.04 1.291 2769.83 3576.04 1.291 2769.83 3331.60 1.203 2769.83 3212.62 1.160
01355 4911.40 5843.07 1.190 4911.40 4640.33 0.945 4911.40 4640.33 0.945 4911.40 4640.33 0.945
O1908 5301.05 7184.26 1.355 4988.15 6165.39 1.236 4911.40 6329.79 1.289 4835.26 5843.07 1.208
O2670 6253.68 9658.96 1.545 6253.68 8471.36 1.355 6253.68 8092.80 1.294 6253.68 8092.80 1.294
O3540 12930.39 27172.23 2.101 11897.60 22272.58 1.872 11252.23 20449.00 1.817 11252.23 20747.52 1.844
aiu2 4283.14 2141.84 0.500 4176.72 2141.84 0.513 4247.52 2141.84 0.504 3899.51 2141.84 0.549

apexG 5541.98 4783.11 0.863 5541.98 4783.11 0.863 5541.98 4783.11 0.863 5541.98 4783.11 0.863
count 1237.42 597.31 0.483 1237.42 597.31 0.483 1237.42 597.31 0.483 1237.42 597.31 0.483
deco<l 475.90 227.41 0.478 475.90 227.41 0.478 475.90 227.41 0.478 475.90 227.41 0.478
pcle 475.90 499.97 1.051 475.90 499.97 1.051 475.90 499.97 1.051 475.90 499.97 1.051

rot 4911.40 5685.16 1.158 4988.15 5529.41 1.109 4911.40 5375.82 1.095 4911.40 5375.82 1.095

pair 14593.07 22584.08 1.548 12806.65 20449.00 1.597 12317.66 21351.05 1.733 12439.02 20449.00 1.644

1.081 1.018 1.015 1.005

Table 5.7: Layout Area using 3, 4, 5 and 6 Routing Layers (PLAs routed using DWF)
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3 Routing Layers 4 Routing Layers 5 Routing Layers 6 Routing Layers
Example Std Oell Ntk of PLA Ratio Std Cell Ntk of PLA Ratio Std Cell Ntk of PLA Ratio Std Cell Ntk of PLA Ratio

0432 1832.90 1460.77 0.797 1832.90 1460.77 0.797 1832.90 1460.77 0.797 1832.90 1460.77 0.797

0499 3501.54 1930.72 0.551 3501.54 1930.72 0.551 3501.54 1930.72 0.551 3501.54 1930.72 0.551

0880 2769.83 2785.73 1.006 2769.83 2785.73 1.006 2769.83 2785.73 1.006 2769.83 2785.73 1.006

01355 4911.40 3733.21 0.760 4911.40 3733.21 0.760 4911.40 3733.21 0.760 4911.40 3733.21 0.760

O1908 5301.05 4604.98 0.869 4988.15 4124.21 0.827 4911.40 4327.01 0.881 4835.26 4604.98 0.952

C2670 6253.68 6206.29 0.992 6253.68 6206.29 0.992 6253.68 5803.39 0.928 6253.68 5803.39 0.928

03540 12930.39 16164.58 1.250 11897.60 15901.21 1.337 11252.23 16430.11 1.460 11252.23 15901.21 1.413

alu2 4283.14 1666.27 0.389 4176.72 1460.77 0.350 4247.52 1666.27 0.392 3899.51 1666.27 0.427

apexO 5541.98 3861.38 0.697 5541.98 4327.01 0.781 5541.98 3861.38 0.697 5541.98 3861.38 0.697

count 1237.42 584.67 0.472 1237.42 584.67 0.472 1237.42 584.67 0.472 1237.42 584.67 0.472

decod 475.90 219.63 0.462 475.90 219.63 0.462 475.90 219.63 0.462 475.90 219.63 0.462

pole 475.90 360.24 0.757 475.90 360.24 0.757 475.90 360.24 0.757 475.90 360.24 0.757

rot 4911.40 4124.21 0.840 4988.15 3733.21 0.748 4911.40 3733.21 0.760 4911.40 3733.21 0.760

pair 14593.07 17103.41 1.172 12806.65 16430.11 1.283 12317.66 15901.21 1.291 12439.02 17103.41 1.375

0.787 0.794 0.801 0.811

Table 5.8: Layout Area using 3, 4, 5 and 6 Routing Layers (PLAs routed at min.
Pitch)

Tables 5.7 and 5.8 report the results of these experiments. In these tables, the total

circuit area (in square microns) is reported for designs implemented in the standard

cell methodology and the network of PLAs methodology. In these tables, routing is

performed utilizing 3, 4, 5 and 6 metal layers.

In Table 5.7, routing of the network of PLAs is performed with a wiring pitch that

is 2x the metal pitch. In the standard-cell based flow, routing is performed with a

wiring pitch equal to the metal pitch. In Table 5.8, routing for both methodologies

is performed with a wiring pitch equal to the metal pitch.

In the results reported in Tables 5.7 and 5.8, clustering into a network of PLAs

was done with W = 50 and H = 15. Had we chosen from among a larger set of values

of W and H (as in Section 5.5.2), we would have obtained yet better results.

Prom Table 5.7, we note that the overall area penalty of the network of PLAs

methodology is extremely small, and essentially matches the results obtained in Sec

tion 5.5.2. The average area penalty drops slightly when more routing layers are

made available to complete the routing of the design. With four or more metal layers

available to perform the routing, the overhead of the network of PLA methodology

is insignificant.

The area improvements in Table 5.8 are very similar to those obtained in Table 5.6.

This suggests that even if cross-talk was not a problem in modern designs, the FabricS

approach has marked advantages over the standard-cell based approach.
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Example Std Cell Ntk of PLA Ratio

C432 2326.4 1791.4 0.770

C499 1861.5 1520.1 0.817

C880 2007.5 2089.7 1.041

C1355 2688.4 1825.4 0.679

C1908 2203.9 3397.1 1.541

C2670 2388.3 2367.0 0.991

C3540 3324.3 4529.8 1.363

alu2 2528.3 1674.3 0.662

apex6 1332.4 1380.3 1.036

count 2029.7 568.0 0.280

decod 330.4 184.3 0.558

pcle 1285.7 282.9 0.220

rot 2256.1 1737.0 0.770

pair 1951.9 2900.2 1.486

AVERAGE 0.872
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Table 5.9: Timing Characteristics of Circuits derived in Flow2

Table 5.9 reports the timing comparison for circuits implemented in the network

of PLAs style, compared to the standard cell based methodology. Over the 14 bench

markexamples, a timingimprovement ofabout 13% is obtained by using a network of

PLAs design methodology. These results are substantially similar to those obtained

in Section 5.5.2.

5.7 Discussion

In this section, we analyze the results obtained, and explore alternatives to using

the DWF. We also address inter-macro wiring in the DWF.

5.7.1 Cross-talk Problems and our Benchmark Examples

In our delay variation experiments of Sections 2.5.1 and 3.3.1, we simulated wires

up to 75^m in length. From the routing results for the standard cell and Fabric3

design styles in Section 5.6.2, we note that the semi-perimeter of the resulting designs
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Process Driver L tt
/O
V max/min

0.1/xm 3x 240/xm 175.55 187.59 94.65 55.31 54.35 3.45

0.1/xm 6x 240/xm 104.90 109.63 65.99 46.42 44.94 2.44

Table 5.10: Delay variation for a 240//m Metal2 wire

Process Driver L 4 tt <r- max/min
0.1/xm 3x 240/xm 80.95 83.55 79.47 80.43 77.97 1.07

0.1/xm 6x 240/xm 60.36 61.52 59.20 59.94 59.35 1.04

Table 5.11: Delay variation for a 240/xm Metal2 wire in the DWF

75

can be as high as 240/xm.

To get an idea of the delay variation due to cross-talk for this length of wire, we

performed further delay variation experiments. The experimental setup was exactly

as described in Sections 2.5.1 and 3.3.1, except that the wire lengths were 240/xm.

Tables 5.10 and 5.11 report these results. These tables are organized in the same

manner as the delay variation tables of Sections 2.5.1 and 3.3.1. The only difference

is that column 2 in the new tables reports the driver size utilized in the experiment.

Prom Tables 5.10 and 5.11 we observe a very large delay variation due to cross-talk

(up to 3.45:1) in the traditional layout style. The delay variation for the DWF is at

most 1.07:1.

Of the 14 benchmark examples we used, 11 have a semi-perimeter in excess of

75/xm. For these examples, the delay variation due to cross-talk using the traditional

layout style would be unacceptable. For the largest example, the delay variation is

as high as 3.45:1.

Signal integrity for these examples using the traditional layout style would also

be a problem, based on the results of Tables 2.6 and 2.7, but not for the DWF (see
Tables 3.5 and 3.6).
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Process Driver L 4 max/min
0.1/xm 15x 240/im 66.30 68.66 52.75 41.45 41.54 1.66

0.1/xm 30 X 240/xm 55.94 55.82 48.40 41.44 43.03 1.35

0.1/xm 45 X 240Axm 56.81 54.53 50.92 44.11 47.33 1.29

O.l^Lxm 60x 240/xm 59.03 56.41 54.79 48.25 50.57 1.22

76

Table 5.12: Delay variation for a 240 /xm Metal2 wire with larger drivers

5.7.2 Exploring an Alternative to the DWF

In Sections5.5 and 5.6,weshowed that the area overhead of using the DWF in the

Fabrics scheme was about 25%. We could consider not using the DWF, and using

up the area gain to size up drivers in the design such that delay variation due to

cross-talk is diminished®. The question is whether we can reduce the delay variation

sufficiently by sizing up the drivers.

To determine the usefulness of this idea, we ran an experiment identical to that of

Table 5.10, but with much larger driver sizes. These results are reported in Table 5.12.

Table 5.12 indicates that even with a driver which is 60x minimum, the delay

variation is still as high as 1.22:1. A driver of this size would incur a significant area

overhead. Therefore the above alternative to the DWF does not seem to be practical.

This idea might be feasible if the delay variation due to cross-talk were smaller.

5.7.3 Inter-Macro Wiring in the DWF

In this chapter, we showed that the FabricS methodology is a practical design style

for the implementation of a logic function (also referred to as a macro). However it

is possible that the area overhead for inter-macro wiring may be high for the DWF.

Further, the global wiring needed for inter-macro wiring may be a scarce resource in

DSM technologies. Therefore, performing routing at twice minimum pitch may not

be acceptable.

Obviously, with a non-DWF inter-macro wiring scheme, cross-talk and signal in-

®From our delay variation experiments in Section 2.5.1, we observe that using a letrger driver
results in a lower delay veiriation.
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tegrity would be significant problems. On the other hand, the 50% wiring overhead

of the DWF may be too high for inter-macro wires^.

One way to reduce this overhead is to implement a different fabric in the inter-

macro wiring region. A possibility is the ••• VSSGSSVSSGSS ••• fabric. The wiring

overhead for this fabric is 33%, but in practice it would be lower since the non-

DWF layout scheme would require the expenditure of some area for routing VDD

and GND. In this fabric, a pair of signal wires are routed alongside each other. Such

a pair of wires would be required to have temporal characteristics that do not make

them cross-talk candidates. An algorithm to find such wires at the intra-macro level

was described in [KSV96]. The fact that each wire has at most one aggressor would

increase the number of cross-talk immune wire pairs in the design.

5.8 Chapter Summary

In this chapter, we have presented a network of PLA based design methodology

for use in DSM IC design. In this methodology, we cluster the original circuit into a

network of PLAs of bounded width and height, which we place and route within ]bhe

DWF fabric described in Chapter 3.

For a series of examples, the area penalty of the PLA implementation style is

shown to be a mere 2.4% compared to the standard-cell approach. This is in spite

of the fact that the DWF is used in the routing area between PLAs. The DWF is

not used in the standard cell approach. For the same examples, the timing of our

approach was on average 15% better than the standard cell approach. These timing

and area comparison results remain essentially unchanged, regardless of whether 2,

3, 4, 5 or 6 metal layers are used to perform the routing.

On the other hand, if the network of PLAs is routed at minimum pitch on all

metal layers (i.e. the DWF is not used in the routing region), then we obtain an

overall timing improvement of about 15% and an overall area improvement of 20%

'̂ In practice, however, this overhead would be less than 50% since the non-DWF layout scheme
would expend some areain performing power and ground routing, which is already accounted for in
the DWF.
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compared to standard cells. Once again, these improvements remain essentially the

same, regardless ofwhether 2, 3, 4, 5 or 6 metal layers are used to perform the routing.

This comparison would be relevant if cross-talk was not an issue and therefore the

DWF was not required.

The advantages of our method are as follows:

• High speed. Each PLA is shown to be on average 2.1x faster than its cor

responding standard-cell based circuit implementation. Also, the network of

PLAs is about 15% faster than the standard cell implementation of the same

netlist.

• Low area overhead. Over a series of examples, we show that our scheme has

an area overhead of 2.4%. This is in spite of the fact that the DWF is used in

the routing area between PLAs, but not used in the standard cell case. Each

individual PLA is shown to be 2.17x smaller than its corresponding standard-

cell based circuit implementation.

• Power and ground routing is done implicitly, and not in a separate step in the

design methodology. Power and ground resistances are very low and vary much

less compared to the power and ground distribution used in the standard cell

methodology. Even though the PLAs locally break the power and ground grid-

ding structure on Metal1 and Metal2, we determined that this causes a negligible

change in the power and ground resistance. This is because the contribution

of upper metal layers to the resistance of the power and ground network far

outweighs that of the lower metal layers.

• The regular arrangement of metal conductors in our scheme results in low and

highly predictable inductive and capacitive parasitics, resulting in highly pre

dictable designs.

• With this methodology, the cross-coupling capacitance between signal wires

drops by one to two orders of magnitude, thereby all but eliminating the delay

variation and signal integrity problems due to cross-talk. The delay variation of
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a signal wire due to switching activity on its neighboring signal wires is 1.03:1,

compared to a 2.01:1 variation using conventional layout techniques.

• Smaller and uniform inductances for all wires on the chip, compared to larger

cind unpredictable values using the existing layout styles.

• The uniformity of inductive and capacitive parasitics which results from the

regularity of the DWF is a feature that CAD tools can exploit [OB98b].

• The DWF also results in tighter tolerances on the inter-layer dielectric thick

nesses due to the fact that metal is maximally gridded all over the 10 die, which

in turn results in a tighter control on inter-layer wiring capacitances.

• Finally, the DWF enables us to easily generate a low-skew global clocking net

work due to the low and uniform parasitics.

Rapid design turn-around time due to highly regular structures and regular

parasitics.

The disadvantage of our method is an increase in power consumption. We will see

techniques to curb this increase in Chapter 7.

With a network of PLAs, there is a direct relationship between the cost function

being optimized during synthesis, and the PLA implementation, since there is no

intervening technology mapping step. This helps ensure that benefits of synthesis

optimizations are not lost in the implementation step. We will see evidence of this

in Chapter 6, where we will show that wire removal at the technology independent

level is not effective for a standard cell based design, because the technology mapping

step negates the benefits of wire removal. However, wire removal is shown to be very

effective for a network of PLAs.
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Wire Removal in a Network of

PLAs
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6.1 Chapter Overview

So far, we have demonstrated that a circuit implementation based on a network

of approximately equal-sized PLAs yields a fast, compact, and cross-talk resistant

design. The use of minimum-sized transistors in the FLA core results in a fast and

dense layout, whilea structured arrangement of wiresguarantees an effective shielding

among signals. The speed and area of each FLA in this design style was reported to

be about 50% less than the corresponding standard-cell based implementation.

In order to reduce the area utilized by such a network, the removal of wires

between individual FLAs is effective. This increases the freedom to place the FLAs,

reduces wiring area and eliminates potential wire congestion in the routing area. In

this chapter, we focus on Sets of Fairs of Functions to be Distinguished (SFFDs) as

a candidate technique for wire removal. We describe the wire removal experiments

that we performed, using both binary Sets of Fairs of Functions to be Distinguished

(SFFDs) (Section 6.2) as well as multi-valued SFFDS (Section 6.3).

Wire removal is a technique where the total number of wires between individual

circuit nodes is reduced, either by removing wires, or replacing them with other

existing wires.



CHAPTER 6. WIRE REMOVAL IN A NETWORK OF PLAS 81

We perform two separate sets of experiments to test the effectiveness of SPFD-

based wire removal. In our first experiment, we show that the benefit of binary

SPFD-based wire removal is insignificant when the circuit is mapped using standard

cells. For this experiment, we use the binary SPFD code of [SB98]. The authors of

[SB98] report a significant average reduction in the number of wires for technology-

independent wire removal. However, we show that when technology mapping is per

formed on the resulting circuits, the benefits of wire removal are erased. Binary

SPFD based wire removal a/ter technology mapping is not effective since the logic in

a single gate is small and hence SPFDs have little effect in removing wires. On the

other hand, we demonstrate that binary SPFD based wire removal is very effective in

the context of a network of PLAs. In this experiment we do not utilize multi-valued

SPFDs. We apply the wire removal algorithm of [SB98] to a network of PLAs, and

demonstrate an approximate 20% reduction in the number of wires, which directly

translates into a reduction of the layout area. This is because a separate technology

mapping step is not required when the circuit is implemented as a network of PLAs.

In addition, we generalize the notion of SPFDs to multi-valued networks. We

observe that (multi-output) PLAs can be modeled as multi-valued functions. Hence

a network of PLAs can be modeled as a multi-level network of multi-valued nodes.

We extend the binary wire removal technique described in [SB98] to the multi-valued

case, and use this idea to perform wire removal for a network of PLAs. This flavor

of wire removal is performed after the clustering of a circuit into a network of PLAs.

We also observe that since each multi-valued node is more complex than the binary
nodes encountered in [SB98], additional flexibility is obtained in optimizing them, as

evidenced by our results. Although the full flexibility of multi-valued wire removal

has not been exploited in our work, we still get good reductions in layout area.

In our second experiment, we describe three separate wire removal experiments.

Wire removal is invoked either before clustering the original netlist into a network of

PLAs, or after clustering, or both before and after clustering. Forwire removal before

clustering, binary SPFD-basedwireremoval is used. BinarySPFD based wire removal

is performed in the manner described in [SB98]. For wire removal after clustering,
multi-valued SPFD-based wire removal is used since the multi-output PLAs can be
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viewed as multi-valued single output nodes. We demonstrate that these techniques

are effective. The most effective approach is to perform wire removal both before and

after clustering. Using these techniques, we obtain a reduction in placed and routed

circuit area of about 11% compared to a PLA network without wire removal. This

reduction is significantly higher (about 20%) for the larger circuits we used in our

experiments. In this set of experiments, we perform both binary SPFD based wire

removal as well as multi-valued SPFD based wire removal.

In Section 6.2, we define binary valued SPFDs, and describe their use for wire

removal. Section 6.3 introduces multi-valued SPFDs, along with a description of

their use for wire removal. Section 6.4 reports our experimental results for the two

sets of wire removal experiments we conducted.

6.2 Binary SPFDs

SPFDs were introduced in [YSN96] in the context of FPGA optimization. In

[Bra97] this technique was refined and adapted to multi-level networks, while its

application to technology-independent logic optimization was described in [SB98].

6.2.1 Definitions

Definition 6.1 A function f is said to distinguish a pair of functions gi and p2

either one of the following two conditions is satisfied:

91 < f<92 (6.1)

92 < f<9i (6.2)

Note that this definition is symmetrical between pi and p2. We can think of 6.1

and 6.2 as specifying two incompletely specified functions, with pi as the onset and

p2 as the offset in 6.1 or vice-versa for 6.2.

Definition 6.2 An SPFD

•{(Plaj 5*16)5 •• • j{9nai 9nb)}
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is a set of pairs of functions to be distinguished.

We can think of an SPFD as an undirected graph with vertices

9lcn 9lbi92aj 92bf ' ' ' 9̂nai 9nb' (^•^)

This graph has edges

(Plaj 9lb)i{.92aj 92b)^ ••• j{,9nai 9nb)' (®'̂ )

An edge (pioj 9ib) means that minterm gia must be assigned a different functional value

from minterm guy.

Definition 6.3 A function f satisfies an SPFD, if f distinguishes each pair of the

set, i.e.

[((ffla < / < 9lb) + (Sl6 < / < Sla)] A... A

[(Sno < / < gnb) + (Sn6 < / < S„„)]

An SPFD can be conveniently used to express the flexibility in implementing a node

in a network. The only condition required is that the function implemented at the

node satisfies its node SPFD. Note that vertices of a node's SPFD correspond to

the on-set, off-set or don't-care minterms of the node function. There are no edges

incident on don't-care minterms. There are edges between each on-set minterm and

each off-set minterm.

When the SPFD consists of a single pair, it represents two incompletely spec

ified functions (ISF) where one is the complement of the other. If each of the

{(9ia,9ib)A92aj92b),' •' , {9na, 9nb)} are pairwise disjoint, then the SPFD represents
2" ISFs^

Classically, in computing the flexibility at a node in a Boolean network, the don't

cares that are computed, represent a single ISF.

^Note that an SPFD cannot represent a single function, it always represents at least a pair. Thus
it cannot represent the function 1.
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6.2.2 Wire Removal/Replacement Using Binciry valued SPFDs

The information content ofa wire (which iseffectively the set ofpairs ofminterms

it can distinguish) in a network can be effectively represented by an SPFD. This

allows SPFDs to help remove certain "difficult" wires in the network or to replace
them by other wires. The technique ofwire removal/replacement using SPFDs works
as follows.

Consider a multi-level network, with some nodes and Tjk. Given a wire

its SPFD represents the pairs of minterms that have to be distinguished by
it. Thus, in a sense, the SPFD of (rjiyTfj) encodes the information content required of

that wire. If the wire (ilijTjj) need not uniquely distinguish any minterms required of

node rjj (i.e. it has no unique information content required), we can remove it as an
input to rjj. We can also try to replace it by another wire as long as the second wire

has all the information required oftheoriginal. So, a wire (t/s, r/j) can replace thewire
(r?fc,7/j) if all the minterms required to be distinguished by the wire (7?fc,7?j) are also
distinguished by (775,7]j). Inother words, the objective is to replace wire (77^, rjj) from
node rjk to rjj with a wire (775,77^) from node rjs to rjj, such that the original SPFD at

rjj is covered by the union of the SPFDs of its inputs, and some gain is realized by

this change. In the sequel, we shall refer to this technique as wire.replace. In [SB98],
it was shown that there can be a substantial reduction in the number ofwires (at the

technology-independent level) in the network using the wire-replace algorithm. Note

that wire-replace also removes wires whose SPFDs are empty.

For a detailed exposition on SPFDs and how they are computed and used for wire

replacement, see [SB98].

6.3 MV-SPFDs

We give a graph-theoretic definition of MV-SPFDs which is a generalization of

the definition of binary SPFDs of the previous section.

6.3.1 Definitions
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Figure 6.1: A Multi-valued SPED.

Definition 6.4 An MV-SPFD T(y) on a domain Y is an undirected graph (V,E)

where each v eV corresponds to a unique minterm u = (?/i, ?/2, ••• , yu) € Y. An edge

(e = (vi,t;2)) € E means that the minterms corresponding to the two vertices Vi and

V2 must have different functional values.

Figure 6.1 shows a multi-valued node H with k values, and its corresponding MV-

SPFD. This MV-SPFD can be described as a set with k tuples {Hq, ifi, ••• , Hk-i}-

Each tuple Hi consists of several minterms Each minterm in Hi

must be distinguished from (i.e. have different functional values than) minterms in

each of the remaining k —I tuples. Each Hi is also referred to as a component.

Definition 6.5 A function F{y) implements P" = (V,E) if F{y) is a valid coloring

of T, i.e.

F(y')^F(y%V(y\p')eE

For a function F to implement F assigns a different value to minterms /ij, and

/ij, for i ^ j. Thus the chromatic number ofan MV-SPFD is the minimum number
of values required to implement the MV-SPFD using a multi-valued function. Each

different coloring of this graph represents a different incompletely specified multi

valued function (ISF). This is one source of flexibility of MV-SPFDs.

Note that this definition of an MV-SPFD is a Multi-valued generalization of the

definition of [SB98].
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6.3.2 Wire Removal/Replacement Using MV-SPFDs

In a network of PLAs, each individual FLA is a multi-input, multi-output struc

ture. Suppose a given FLA has k outputs. In that case, it can be modeled as a single
output node with 2^ values. A multi-valued SFFD can be computed for each node
and can be used to remove wires in its fanin. A network of FLAs can be modeled as

a multi-level network of multi-valued nodes. The binary SFFD techniques for com

puting and distributing SFFDs using BDDs [Bry86] can be generalized to MV-SFFD

techniques using MDDs [SKMB90]. The details of the computation are discussed

below.

Consider a node rjj in a multi-level, multi-valued logic network. Weknow that the

MV-SFFD ofr^j represents the set ofmulti-valued minterms (henceforth equivalently

referred to as minterms) that should be distinguished by r]j in order that it provides
enough information to its fanouts. To achieve this, it is necessary and sufficient that

each pair of minterms in the MV-SFFD of rjj be distinguished by at least one of

its fanin wires. Thus, the union of the MV-SFFDs of its fanin wires should cover

the MV-SFFD of t/j. Alternately stated, just as in the binary case, the MV-SFFD

of a node/wire gives the information content required of the node/wire. So, all the

information contained in a node has to be provided by its fanins.

We define the minimum MV-SPFD of a wire (7?i,77j) to be the set of pairs of

minterms of rjj that must be distinguished exclusively by this wire (i.e. for each pair,

no other input computes different values for the pair). In order to ensure that all

the pairs ofminterms in the MV-SFFD ofrjj are distinguished, the wire (T]i,rjj) must

distinguish at lecist these pairs of minterms.

Given the MV-SFFD of the node we compute the minimum MV-SFFD of each

fanin wire. If the minimum MV-SFFD of a fanin wire is not empty, then we cannot

remove this wire since it uniquely distinguishes some pair of minterms in the MV-

SFFD of the node rjj. On the other hand, if the MV-SFFD of a fanin wire is empty,

it is a candidate for removal. However, we cannot simultaneously remove some or

all fanin wires whose minimum MV-SFFDs are empty. This is because there could

be two fanin wires (rji^rjj) and (7?fc,7?j) with empty minimum MV-SFFDs, such that
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2" values

a) A network of PLAs b) Its corresponding multi-valued network

Figure 6.2: Multi-valued SPED based wire removal.

both wires distinguish the pair of minterms (mi,7712) in the MV-SPFD of rjj, and

no other fanin wire distinguishes this pair of minterms. In such a situation, at least

one of these wires must be retained. If both wires are removed, (mi,m2) will not

be included in the new MV-SPFD of rjj, and hence the resulting network will not be

functionally correct.

The procedure for removing wires in a PLA network is explained below. Consider

the PLA P, which has m inputs and n outputs. Figure 6.2-a shows a sample network

of PLAs, in which P resides. Each rectangle in this figure represents a PLA, with

its AND (input) plane on the left, and the OR (output) plane on the right. The

PLA P can be considered equivalently as a multi-valued node with 2" values, and m

multi-valued inputs, as shown in Figure 6.2-b.

The MV-SPFD of P, denoted as P(V), is computed from its original multi-valued

function (MVF)^. This MV-SPFD must distinguish every minterm in every compo

nent of its MVF from every minterm in every other component of its MVF. After

computing P(V), (here Y is the space of the fanins of P) we re-assign the teisk of

^A multi-valued function (formally, : Pi x P2 x ... x Pn Pm) ofn variables Xi, ^"2,... ,X„
can take on P^ integer values {0,... , \Pm\ —!}• The multi-valued variable X, can take on integer
values Pi = {0,... , |Pi| - !}•
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distinguishing edges ofViX) to the fanins of P, using the following procedure.

• Fanins ofP that have non-empty minimum MV-SPFDs, denoted as K', are first

identified.

• All the edges of P{Y) that are distinguished by these fanins are assigned to

these fanins and are removed from V{Y).

• Aweighted covering problem isset up between the remaining fanins ofP, y \y',

and the edges of the modified V{Y). The fanins are weighted according to the

following heuristic : the smaller the number of fanouts of a particular fanin, the

greater its weight. This means that a fanin with a single fanout has the largest

weight and so has the least likelihood of being included in the solution. Hence

the corresponding wire is most likely to be removed. Let the solution of this

weighted covering problem be Y".

The new fanin space of P is the union of Y' and Y" and will be subsequently

referred to as Y. Now, P is modified. First the image of V(Y) is computed on the

primaryinput space X. This image is projected back to the Y space, to get P(y), the

new MV-SPFD of P in terms of its new fanins. We use a coloring algorithm to obtain

a new ISF at P. The connected components of the MV-SPFD are obtained and each

component is colored appropriately to obtain a new ISF. A logarithmic encoding is

used. Next we run Espresso-MV [RSV85] to get the new minimized function of P.

We proceed in a topological order from the inputs to the outputs in the network

and perform wire removal on each node in the network.

In the sequel, we refer to this algorithm as mv.wire-replace.

The above method for performing wire removal is effective for the following rea

sons:

• It was observed [SB98] that whenever the nodes were simple, binary SPFD

based optimizations resulted in little improvement. The multi-valued nodes

corresponding to the PLAs are complex, since they usually constitute several

inputs and outputs. As a result, the flexibility offered by MV-SPFDs can be

exploited to the fullest.
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• In an SPFD-based computation, a logic node and its fanins are optimized si

multaneously. When the fanins of a node F are modified, the logic function of

F needs to be changed as well. In [SB98], to avoid the propagation of changes

throughout the transitive fanout of F, the CODCs (compatible output don't-

cares) [Sav92] of the immediate fanouts of F are used as the SPFDs of these

nodes, in order to block the changes of F from propagating to its fanouts. For

the application of MV-SPFDs in PLA-based wire removal, the changes to any

node (i.e. a PLA) F do not need to be blocked by the don't cares of nodes in

the fanout of F. This is because fanout PLAs can be easily re-implemented if

F changes, as long as the total number of product terms in the fanout PLAs

are bounded. This is expected to result in significantly more flexibility while

optimizing a given PLA.

6.3.3 Controlling change

As mentioned in the previous section, any valid coloring of V{Y) can be used to

obtain an incompletely specified MV function for P. But, if a node is changed, then

its changes must be propagated throughout the transitive fanout of P. Although

this can be done, in practice it can prove to be computationally expensive. So we

block the changes in the new function by its MV-CODCs [JB99] (a generalization of

CODCs [Sav92] for the multi-valued case). Thus, at any point in the algorithm, the

region of change consists of a single node, and possibly its immediate fanins.

6.3.4 Multi-valued SPFDs vs binary SPFDs

Although MV-SPFDs are a generalization of binary SPFDs, there are some inter

esting points that they bring up.

• In [SB98], the authors discuss how binary SPFDs could run into the problem of

non-bipartition i.e. there could arise situations where an SPFD can no longer

be colored by two colors. This situation arises because during the SPFD com

putation, one cannot restrict the chromatic number of an SPFD without losing
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optimization flexibility. Since some binary SPFD algorithms exploit their bi

partite nature, this could lead to inelegant solutions. MV-SPFDs are a simple

and elegant way to handle this problem, since we do not need to restrict the

chromatic number of an MV-SPFD.

• The coloring ofMV-SPFDs gives rise to interesting possibilities. A binarySPFD

with n connected components can be colored in 2" ways. An MV-SPFD with n

components can be colored in kil* -••*kn\, where ki is the chromatic number of

the ith component. This flexibility can be exploited in many ways. In a network

of PLAs, for instance, re-encoding a node could change the wiring connections

between a nodeand its fanouts. So, ifwe expand the region of change to include

a node andits fanouts, we can use some encoding algorithm to suitably modify

the wiring between a node and its fanouts. This is a difficult problem and is

currently being investigated.

6.4 Experimental Results

In Section 6.4.1, we perform experiments with binary SPFD based wire removal.

We demonstrate the utility of this technique in a network of PLAs, and show that it

is not useful in a traditional standard-cell based implementation style.

In Section 6.4.2, we perform binary and multi-valued SPFD based wire removal

experiments in a network of PLAs, and demonstrate the eflfectiveness of these tech

niques.

In both sections, routing is performed using the DWF in the routing region be

tween PLAs. The placement and routing flow utilizes two metal layers, and is de

scribed in Section 5.5.

6.4.1 Experiment 1

In our experiments to validate the usefulness of SPFD-based wire removal for a

network ofPLAs, we utilize the wire-replace code which was described in [SB98]. This
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Circuit Standard Cell Network of PLAs

before WR after WR Ratio before WR after WR Ratio

0432 1996.08 1956.64 0.980 2655.18 2285.26 0.861

0499 4840.91 4914.14 1.015 4131.11 3599.70 0.871

O880 4619.33 4869.08 1.054 7152.46 5400.49 0.755

rot 14254.21 13925.60 0.977 14612.87 8361.74 0.572

alu2 4104.82 4144.26 1.010 3141.52 1626.16 0.518

AVG 1.007 0.715

Table 6.1: Wire Removal without Prior Optimization
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form of wire removal corresponds to the WRB wire removal experiment described in

Section 6.4.2. The computation is done at the level of binary-valued SPFDs.

Table 6.1 reports the results of wire-replace on unoptimized circuits. In our tables,

the final layout area of the circuit is measured in units of square microns. All reported

numbers include the area for the actual logic as well as routing.

Columns 2 and 3 report the results for a standard-cell based implementation, with

and without wire-replace^ respectively. Column 4 reports the ratio of the standard cell

area after wire removal, to the area before wire removal. Columns 5 and 6 report the

results for a PLA based implementation, with and without wire-replace^ respectively.

Column 7 reports the ratio of the PLA based area after wire removal, to the area

before wire removal. Table 6.2 is organized in the same fashion, except that each

circuit was first subjected to script.rugged^ a technology-independent optimization

script in SIS [SSL"'"92].

In essence, wenote that for the standard-cell basedmethodology, wire-replace does

not impact the overall layout area. This is because the benefits attained through wire

removal at the technology independent level are negated by the technology mapping

step. However, in the case of the network of PLAs, wire-replace results in a sig

nificant reduction in circuit area (23.5% for the non-optimized case, and 16.9% in

the optimized case). This is due to the absence of a technology mapping step after

wire removal. As a result, the benefits of wire removal are directly translated into a

reduction in circuit area.
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Circuit Standard Cell Network of PLAs
before WR after WR Ratio before WR after WR Ratio

0432 1701.27 1874.02 1.102 2634.52 2439.23 0.926
0499 4664.40 4547.98 0.975 4756.41 3785.60 0.796
O880 4722.61 4611.82 0.977 3909.53 3248.56 0.831
rot 12504.12 12042.19 0.963 10372.84 7980.56 0.769

alu2 3323.67 3030.73 0.912 1757.60 1774.50 1.010
01355 4964.84 5011.79 1.009 3995.91 3635.38 0.910
O1908 5385.47 5528.18 1.026 4553.61 3836.30 0.842

AVG 0.995 0.869
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Table 6.2: Wire Removal after scriptrugged

6.4.2 Experiment 2

To validate the usefulness wire removal for a network of PLAs, we utilize the two

SPFD-based wire removal techniques.

• For wire removal before clustering a circuit into a network of PLAs, we use

the wire-replace code detailed in [SB98] and in Section 6.2.2. This computation

is done at the level of binary-valued SPFDs, since the logic nodes are binary

valued before clustering into PLAs.

• After clustering into a network of PLAs, each PLA can be viewed as a multi

valued node, as described in Section 6.3.2. At this point, multi-valued SPFD-

based wire removal is invoked, using mv-wire-replace as described in Section6.3.2.

The clustering and wire removal code was written in SIS [SSL'''92]. Placement

of the network of PLAs was done using VPR [BR97], an FPGA-based placement

and routing tool. Since all PLAs in the network of PLAs have roughly the same

size, VPR is a good choice for placement. However, routing is not done using VPR

since it assumes an FPGA connection topology. Therefore, routing of the network of

PLAs was performed using wolfe [SSV85], using the same design flow as described in

Section 5.5.1.

The initial blif netlist for the benchmark circuit is first clustered into nodes with

up to 5 inputs. This new netlist is the starting point for all wire removal experiments.
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We now perform one of 4 wire removal experiments:

• For no wire removal, (NOWR) we cluster the netlist into a network of PLAs.

This network is now placed and routed as described above.

• For wire removal after clustering, (WRA) we follow the clustering step by a

wire removal step, using multi-valued SPFD-based wire removal. The result of

this step is then placed and routed.

• For wire removal before clustering, (WRB) we perform binary-valued SPFD-

based wire removal on the netlist, and then cluster the resulting netlist into a

network of PLAs. This network is then placed and routed.

• For wire removal before and after clustering, (WRBA) we perform binary-valued

SPFD-based wire removal on the netlist, and then cluster the resulting netlist

into a network of PLAs. This is followed by multi-valued SPFD-based wire

removal. The resulting netlist is placed and routed as described above.

We constrain the clustering step by imposing a maximum width and maximum

height constraint on the PLAs. In this section we report the results of experiments

with two such combinations which utilize a PL A height constraint of 15 and 20, and a

PLA width constraint of 40. The total number of outputs of each PLA is constrained

to be no larger than 5.

Table 6.3 reports the results of wire removal on some benchmark circuits. All

examples in this table use a PLA height constraint of 15, and a PLA width constraint

of 40. Table 6.4 reports the results of wire removal where all examples use a PLA

height constraint of 20 and a PLA width constraint of 40. Each PLA has 5 or less

outputs in both cases. In both tables, the final layout area of the circuit is measured

in units of square microns. All reported numbers include the area for the actual PLA

logic plus the routing area. For each table, the first column reports the circuit name.

The second column reports the resulting layout area using no wire removal (NOWR),

while the third column reports layout area using MV-SPFD based wire removal after

clustering the circuit into a network of PLAs (WRA). The fourth column reports
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Circuit NOW-R WRA Improve % WRB WRBA Improve % NOWR-WRA% NOWR-WRB% NOWR-WRBA% BEST%

vda 20862.11 17331.89 16.96 19040.67 16693.44 12.24 16.96 8.78 19.95 19.95
frg2 12111.67 10703.33 11.63 11191.56 10233.89 8.61 11.63 7.49 15.45 15.45

01908 10390.67 10534.33 0.52 8600.22 8130.78 5.44 0.52 18.81 23.23 23.23

apex6 8356.11 7586.22 9.25 8281.00 7980.56 3.54 9.25 0.98 4.48 9.25

xS.blif 8299.78 8149.56 1.88 8619.00 8281.00 3.89 1.88 -3.72 0.32 1.88

toolarge 8093.22 8074.44 0.22 8262.22 8187.11 0.98 0.22 -2.14 -1.14 0.22

xl 3849.44 3511.44 8.39 3398.78 3492.67 -2.98 8.39 11.75 9.12 11.75
x4 3830.67 3999.67 ^.25 3642.89 3642.89 0.00 -4.25 4.99 4.99 4.99

alu2 3042.00 2760.33 9.26 3098.33 3060.78 1.05 9.26 -1.40 -0.34 9.26
0432 2572.56 2535.00 1.95 2309.67 2328.44 •0.71 1.95 10.53 9.89 10.53

terml 2347.22 1971.67 15.96 1802.67 1652.44 8.62 15.96 23.26 29.88 29.88
apex? 1859.00 1596.11 13.92 1783.89 1727.56 3.03 13.92 3.96 6.87 13.92
ttt2 995.22 845.00 15.36 976.44 957.67 2.05 15.36 1.94 3.95 15.36

count 676.00 600.89 13.23 694.78 600.89 14.16 13.23 •1.08 13.23 13.23
pcle 507.00 488.22 2.78 507.00 488.22 2.78 2.78 0.00 2.78 2.78

decod 338.00 338.00 0.00 338.00 338.00 0.00 0.00 0.00 0.00 0.00

AVERAGE 7.32 3.92 7.32 5.26 8.92 11.35

Table 6.3: Wire Removal Experiments - max width 40, max height 15

Circuit NOWR WTIA Improve % WRB WRBA Improve % NOWR-WRA% NOWR-WRB% NOWR-WRBA% BEST%

vda 23359.56 19284.78 17.41 21237.67 17857.67 15.94 17.41 9.04 23.53 23.53
frg2 10177.56 9050.89 11.15 10327.78 9520.33 7.83 11.15 -1.54 6.42 11.15

O1908 12543.56 10947.44 12.67 9726.89 8431.22 13.29 12.68 22.48 32.78 32.78
apex6 9126.00 8806.78 3.37 8957.00 8374.89 6.64 3.38 1.70 8.23 8.23
xS.blif 9370.11 8431.22 10.12 8750.44 8919.44 -1.94 10.12 6.76 4.95 10.12

toolarge 8844.33 8788.00 0.69 8769.22 8788.00 -0.18 0.69 0.93 0.75 0.93
xl 3962.11 3943.33 0.60 3887.00 3943.33 -1.64 0.60 1.95 0.34 1.95
x4 3868.22 3811.89 1.62 4056.00 4187.44 -3.32 1.62 -4.71 -8.19 1.62

alu2 3211.00 2985.67 6.73 3436.33 2891.78 15.50 6.73 -7.06 9.53 9.53
0432 2929.33 2760.33 5.81 2497.44 0.00 - 5.81 14.89 - 14.89

terml 2441.11 2121.89 13.36 1765.11 1614.89 8.61 13.36 27.74 33.97 33.97
apex? 1934.11 1821.44 5.75 2028.00 1934.11 4.71 5.75 -4.54 0.39 5.75
ttt2 1126.67 976.44 12.73 1126.67 1070.33 3.68 12.73 0.72 4.37 12.73

count 901.33 769.89 15.96 901.33 788.67 13.86 15.97 0.00 13.86 15.97
pcle 582.11 563.33 2.44 582.11 582.11 0.00 2.44 0.00 0.00 2.44

decod 375.56 375.56 0.00 375.56 375.56 0.00 0.00 0.00 0.00 0.00
AVERAGE 7.53 5.19 7.53 4.27 8.18 11.60

Table 6.4: Wire Removal Experiments - max width 40, max height 20

the improvement in layout area by performing WRA (compared to the NOWR case).

The fifth column contains layout area results when binary-valued SPED based wire

removal is performed before clustering into a network of PLAs (WRB). The sixth

column reports layout area when SPFD based wire removal is performed both before

and after clustering into a network of PLAs (WRBA). The seventh column reports

the area improvement of the sixth column over the fifth. The eighth, ninth and tenth

columns represent the percentage area improvements of WRA, WRB and WRBA

over the NOWR case, respectively. Finally, the eleventh column represents the best

area improvement from the preceding three columns.
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We observe that the best area reduction using any flavor of wire removal is above

11% for both tables. Also note that the best area reduction is in excess of 19% for the

three largest examples. This suggests that SPFD-based wire removal is very eflfective

for larger circuits.

Comparing the wire removal techniques in isolation, we observe that WRBA pro

vides the best average improvement in area (8.92% and 8.18% for Table 6.3 and

Table 6.4 respectively). In both these tables, WRBA improves on WRB by an av

erage of 3.92% and 5.19% respectively. The least effective of the three wire removal

flows is WRB.

Furthermore, the results reported in Section 6.4.1 indicated that wire removal

applied to traditional standard-cell based designs results in no area improvement,

since wire removal obtained by such techniques is negated by the technology mapping

step required in such a design style. This suggests that using a network-of-PLAs

design methodology has additional advantages over the standard-cell based design

methodology. The reason for this is that in the network-of-PLAs design style, there is

a more direct relationship between the cost function being optimized during synthesis,

and the actual implementation of the logic. This is because there is no technology-

mapping step required in this design style.

Among the three wire removal experiments conducted, the most effective are

WRBA and WRA. These two experiments together contributed to a majority of the

best case results (column 11).. In Table 6.3, in the cases in which WRB contributed

the best result, either WRA or WRBA had improvements very close to this. For the

C432 example in Table 6.4, WRB contributed the best result, and the improvement

provided by WRA trailed it significantly. However, WRAB was not able to complete

on this example, so we are not sure if WRAB could have matched this result if the

example had completed.

We performed another study where all four experiments used a series of 9 values

of maximum PLA height and width. The maximum height varied from 15 to 25 in

steps of 5, and the maximum width varied from 40 to 60 in steps of 10. The maximum

number of outputs was restricted to 5. We used the best area from each of these 9 cases

for each example, and compared the results just as in the tables above. The results
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obtained were substantially similar to those reported in Tables 6.3 and 6.4. This is

primarily due to the fact that the two combinations of maximum width and height
used in Tables 6.3 and 6.4 accounted for the best results for most examples. In this

study, the average best case area improvement due to any flavor of wire removal was

11.82%. WRBA once again was the most effective wire removal style, with anaverage
improvement of 9.22%. WRA and WRB had an average improvement of 7.58% and

5.82% respectively. The detailed results of this experiment are not included, since
they substantially track the results reported in this section.

6.5 Chapter Summary

In this section we have demonstrated that SPFD based wire removal is a powerful

technique for reducing the wiring, and therefore the overall layout area, of a circuit

implemented as a network of PLAs. In the first experiment, we show that the binary-
valued wire removal algorithm of [SB98] provides a significant reduction in wiring for
a network ofPLAs, while the same algorithm delivers no improvement for a standard-

cell based implementation. This is true regardless of whether logic optimization is

performed on the netlist or not.

Our second experiment with wire removal in a network of PLAs also results in

significant area savings. The findings of this experiment are summarized below.

• Wire removal results in a best case layout area reduction on average of about

11%.

• This reduction increases to 19% or higher for larger examples, further suggesting
the effectiveness of the technique.

• By choosing the best result among WRA and WRBA, we obtain an improve

ment which is almost as good as the best case improvement over all 3 wire

removal styles. These two styles of wire removal account for the best case

improvement in a majority of the examples.
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• Also, since each of the MV nodes are complex, the MV-SPFD based algorithm

has a larger flexibility in re-implementing an MV node.



98

Chapter 7

Conclusions and Future Directions

In this chapter we summarize our contributions and point out to some future

directions in which this research can be expected to grow.

7.1 Conclusions

In this thesis, we focussed on the cross-talk problem in DSM VLSI design. We

showed that with decreasing feature sizes of modern VLSI fabrication processes, the

cross-talk problem is becoming increasingly important. As a result, signal integrity

and delay variation of wires are becoming difficult problems in modern ICs. We

demonstrated that these problems are expected to get worse in future processes.

We proposed two VLSI design methodologies to address the cross-talk problem.

In both these methodologies, cross-talk is solved a priori by designing a routing fabric.

This is done by imposing a fixed pattern of wires on the IC die, on all metal layers.

We call this pattern the DWF pattern, and it consists of a repeating sequence of

wires, • •• VSGSVSGS •••. Here V represents a VDD wire, G represents a GND

wire, and S represents a signal wire. This sequence of wires recurs on all the metal

layers of the IC.

As a result of this choice, the cross-coupling capacitance between signal wires

drops by between one and two orders of magnitude, thereby all but eliminating the

delay variation and signal integrity problems due to cross-talk. We showed that for
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a 0.1//m process, the delay variation due to cross-talk drops from 2.01:1 to 1.03:1 if

the DWF is used (for wires of length 75/zm).

Other sahent advantages of the DWF fabric are

• Signal inductances drop by 50% as well, since the current return path for any

signal wire is always adjacent to it. This is particularly significant because

problems due to on-chip inductances are becoming evident in modern designs.

• Our scheme eliminates the conventional notion of power and ground routing on

the integrated circuit die. Power and ground are essentially "pre-routed" all over

the die by suitably introducing vias whenever VDD (or GND) wires intersect

on adjacent metal layers. These power and ground distribution networks have

a low and uniform resistance, significantly reducing on-chip voltage drops due

to resistive effects.

• The DWF also results in tighter tolerances on the inter-layer dielectric thick

nesses due to the fact that metal is maximally gridded all over the IC die.

• The uniformity of inductive and capacitive parasitics which results from the

regularity of the DWF is a feature that CAD tools can exploit.

• Finally, the DWF enables us to easily generate a low-skew globed clocking net

work due to the tightly controlled and uniform parasitics.

• In our scheme, the characterization of interconnect parasitics (capacitance, in

ductance and resistance) becomes extremely simple due to the repeating nature

of the DWF pattern. This characterization needs to be done only once for a

design, resulting in significant time and computational savings.

We introduced two fabrics that utilize the DWF pattern. Fabricl uses the DWF

pattern chip-wide, including within the layout cells in the design. This fabric uses a

standard-cell based VLSI design flow, and over a series of examples, exhibits an area

overhead of about 60% when two metal layers are utilized to perform the routing.

However, if more metal layers are available for routing, then this penalty drops to

about 17%, due to a better utilization of the routing resources.
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The second fabric, FabricS, attempts to reduce this area overhead. In this fab

ric, logic is implemented as a network of medium-sized Programmable Logic Arrays

(PLAs). We choose an implementation of PLAs which is naturally cross-talk immune,
and also extremely dense. The routing area between PLAs utilizes the DWF pattern,
while a specialized layout fabric is utilized within the PLAs. We show that a single
PLA is extremely dense and fast compared to a standard-cell based implementation
ofthe same logic. We introduced synthesis algorithms to cluster a logic netlist into a

network of PLAs in the FabricS style. Each of these PLAs has a boimded width and

height, and is folded to achieve better logic density. For a series ofexamples, thearea
penalty for a network of PLA implementation in the FabricS scheme is shown to be

a mere 2.4% compared to the standard-cell implementation style. These timing and
area comparison results remain essentially unchanged regardless ofwhether 2, 3, 4, 5
or 6 metal layers are used to perform the routing.

With a network of PLAs, there is a direct relationship between the cost func
tion being optimized during synthesis, and the PLA implementation, since there is
no intervening technology mapping step. This helps ensure that benefits of synthe
sis optimizations are not lost in the implementation step. This is demonstrated by
the SPFD-based wire removal algorithms we introduced. These algorithms reduce
the wiring between PLAs in the network. We showed that these techniques do not
work for standard-cell based implementations, since the wire removal achieved at the

technology-independent level is lost after technology mapping.
In summary, we have shown how the uniform and predictably low parasitics in

our fabric methodologies give rise to a reliable and predictable design style. We have
implemented our schemes and compared them with the standard cell design style. The
crosstalk immunity, high speed, low area overhead, quick design turnaround time, and
high predictability ofour methodologies indicate that they are strong candidates as
the preferred design methodologies in the DSM era.

7.2 Future Work

There are several avenues for future work in this area.
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7.2.1 Alternate Fabrics

In this thesis, weintroduced the DWF, whichis a simple fabric. Alternative fabrics

can be pursued as a means to reduce the power, delay and area characteristics of the

network of PLAs. One such fabric that can be used has all FLA inputs available in

the positive form. For example, if one of the cubes of the function / is a •6•c, then

we introduce the complement of 6 as a new input to /. Additionally, in each FLA,

we generate each output as well as its complement. So if an output p of a FLA pi

is an input to FLA p2, both g and its complement are routed to p2 (if they are both

utilized in the FLA p2 after the transformation described above). Since both g and

its complement are pre-charged, they can be routed side by side without incurring

cross-talk problems, using a • •• VSSGSSVSSGSS ••• fabric. This eliminates the

need to route completion signals between FLAs, since a transition on either g or its

complement automatically indicates completion. This makes the design stylesimpler,

faster and more robust. In such a fabric, if the complement of an output g is not

required to be routed, then other signals which do not exhibit cross-talk with g can

be routed alongside g. Hence such a FLA implementation could result in a lowerarea

penalty, and better timing characteristics for the network as well. Additionally, since

the bit-lines in such a FLA implementation do not need to be pre-discharged, the

overall power consumption could be lower.

Another alternative is to relax the DWF restriction on lower metal layers, while

ensuring that routes on these layers are short. In this way, cross-talk problems are

avoided on these metal layers, even though the DWF is not employed. This would

result in a higher logic and routing density on these layers, resulting in better circuit

area characteristics.

7.2.2 Modifications to the PLA Design

When we construct the FLAs in our methodology, we perform folding to increase

the logic density ofeach FLA. In addition to this, other techniques can be employed
to increase logic density of the FLAs. It was shown in [SchSO] that encoding of FLA

inputs was an effective technique to reduce the number of terms in FLAs, especially
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for arithmetic circuits. This can be investigated as well. Additionally, gates can be

placed on the outputs of the PLA. This was also shown to be an effective technique

for increasing PLA density [Wei79].

A NAND-NAND PLA implementation also requires some attention. It is possible

that such a PLA could have better timing or area characteristics than the NOR-NOR

style of PLA that we chose in our experiments. Also, PLAs that require the use of

only one metal layer can be investigated. Such PLAs are likely to have worse timing

characteristics, since polysilicon would need to be used either in the word lines or the

bit lines. But since we constrain the PLA width and height in our methodology, it

is likely that this penalty is not significant. The additional routing flexibility allowed

by this style of PLA could result in smaller circuits.

7.2.3 Reducing Power Consumption

Exploring the power-delay tradeoff is one way to reduce the power consumption

of our PLAs. In our methodology, it is possible to reduce driver strengths, and

accordingly reduce power at the cost of additional delay.

Another method for reducing power is the alternate fabric described in Sec

tion 7.2.1.

Power can be reduced by turning off the clocks to PLAs that are not involved in

a certain cycle of the computation.

Finally, restricting the height of the PLAs in our methodology is a simple way of

curbing the power consumption, as we saw in Section 5.2.3.

7.2.4 Alternate Circuit Design Styles

There are several other circuit design styles that could be used instead of PLAs.

For example, SLAs [PW79, SCH82] could be used to implement sequential circuits

in our design style. Also, pass-transistor based circuit implementations [BNNSV97]

could possibly fit into a fabric based methodology. A gate-matrix implementation of

a circuit [HFK87, CCH87] also needs to be investigated in this context.
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7.2.5 Wire Removal

The wire removal techniques we introduced in this thesis did not target specific

problematic wires in the network of PLAs. Rather, we attempted to remove wires

whenever possible. In the future wire removal could be performed after placement as

well. After placement, we can identify wires that are critical in the sense that if these

wires are removed, the layout axea would decrease. A wire removal algorithm which

targets such wires should further improve the results obtained.

Also, in our current implementation, the height of the PLAs is allowed to grow

after we perform multi-valued SPFD-based wire removal. Were this not allowed,

further area savings would probably be obtained.

As mentioned in Section 6.3.4, we also plan to investigate ideas to further exploit

the flexibility of MV-SPFD based wire removal.

7.2.6 Alternative Clustering Strategies

Our current strategy for clustering a circuit into a network of PLAs attempts to

reduce the wiring between PLAs. This is well motivated, since wires are expensive

to implement in the DWF. However, our clustering algorithm does not attempt to

reduce circuit delay. Efficient methods to cluster a logic netlist into a network of

PLAs would be a natural extension of this work. In an ideal clustering strategy, the

delay of the network of PLAs, as well as the wiring between PLAs is minimized.

7.2.7 "Pre-fabricated" Fabric based Circuits

The network of PLAs style of design can be extended to implement logic that

has been "pre-wired". This is reminiscent of the wire-planning techniques introduced

in [OB98a] and [GNBSV98]. Essentially, wires are addressed first in such a method

ology, and after that, logic is assigned to nodes such that these pre-assigned wires are

used.

In the context of PLA networks, we can pre-assign wiring between PLAs, and

then determine the logic of the PLAs. The task is to decompose the original netlist
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into a network of PLAs, such that these PLAs reside in their pre-assigned locations,

and utilize the pre-assigned wires. This technique is useful because a majority of the

delay in DSM circuits lies in the wires.
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Appendix A

Standard Cells

In this section, we describe the standard cells that were used in our experiments.

These were used in theexperiments with standard-cell based and Fabricl based design
flows. Figure A.l shows the details of these cells. All transistors have a channel

length of0.1//m. Individual transistor widths are labelled "W", and are in multiples
of 0.1)um.
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Figure A.l: Standard Cell Library
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