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Abstract

Analysis, Simulation, and Applications of Passive Devices on Conductive Substrates

by

Ali M. Niknejad

Doctor of Philosophy in Engineering-Electrical Engineering and Computer Science

University of California at Berkeley

Professor Robert G. Meyer, Chair

The wireless communication revolution has spawned a revival of interest in the de

sign and optimization of radio transceivers. Passive elements such as inductors, capacitors,

and transformers have the potential to improve the performance ofkey RF building blocks.

Theiruse, though, not only necessitates proper modeling ofelectrostatic and magnetostatic

effects, but also electromagnetic parasitic substrate coupling.

This work focuses on the analysis and application of such passive devices. Prom

Maxwell's equations, an accurate and efficient technique is developed to model the device

over a wide frequency range. In particular, we demonstrate techniques for calculating

the loss when such devices are fabricated in the vicinity of conductive substrates such as

silicon. Energy couples to a conductive substrate through several mechanisms, such as

through electrically induced displacement and conductive currents, and by magnetically

induced eddy currents. Green functions for Poisson's equation and the eddy current partial



differential equations are derived and employed to account for the various loss mechanisms.

Numerical techniques are developed to efficiently and accurately compute the underlying

Green functions. These techniques have been compiled in a user-friendly software tool,

ASITICj "Analysis and Simulaiton of Inductors and Transformers for Integrated Circuits".

This tool allows circuit and process engineers to design and optimize the geometry of passive

devices and the process parameters to meet electrical specifications.

Two key RF building block applications, a 4.4 GHz voltage controlled oscillator

(VCO) and a distributed amplifier, are presented. In the VCO, the center-tapped monolithic

inductor is at the heart of the resonant tank, a key component in determining the phase

noise and power dissipation in the VCO. In the distributed amplifier, lumped inductors

and capacitors, or on-chip transmission lines, allow broadband operation. The losses in the

passive devices determine the acheivable gain and power dissipation. Optimizaiton of such

passive devices is thus integral in the design of such building blocks.

Professor Robert G. Meyer
Dissertation Committee Chmr
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Analysis and Simulation of Passive

Devices



Chapter 1

Introduction

1.1 Introduction

The wireless communication revolution has spawned a revival of interest in the de

sign and optimization of radio transceivers. Passive elements such as inductors, capacitors,

and transformers play a critical part in today's transceivers. In this thesis we will focus

on the analysis and applications of such devices. In particular, we will demonstrate tech

niques for calculating the loss whensuch devices are fabricated in the vicinity of conductive

substrates such as Silicon.

1.2 Passive Devices in Early Integrated Circuits

Until recently, passive devices, especially in integrated form, played a relatively

minor role in Si integrated circuits in comparison with active devices such as transistors.

The most important reason for this can be attributed to the size dilference. Active devices
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were continually shrinking and occupying less and less chip area whereas passive devices

remained large. At low frequencies, circuit designers employed simulated passive devices as

much as possible to make their products more compact and reliable.

While it was possible to fabricate small values of capacitance on-chip, inductors

were virtually impossible due to the large physical area required to obtain sufficient induc

tance at a given frequency. This was compounded by the losses in the substrate which made

it virtually impossible to fabricate high quality devices. Small Si die were desirable to keep

costs low and to improve reliability since larger die resulted in lower yields [31].

When passive devices were needed, usually they were connected externally on

board rather than on-chip. This is possible as long as few external components are needed

and the package parasitics are negligible in comparison with the external electrical charac

teristics of the device. Take, for instance, a VCO at 100 MHz versus a VCO at 10 GHz. At

100 MHz a typical tank inductance value will be on the order of 100 nH whereas at 10 GHz

the tank inductance is around 1 nH. To access a 1 nH inductor externally is impossible in

standard low cost packaging since the package pin and bond wire inductance can exceed

1 nH. Also, as more and more functionality is integrated on-chip, more and more passive

devices are needed requiring larger packages which increase the cost. These issues have led

to a surge of recent interest in integrated passive devices.

1.3 Applications of Passive Devices

Passive devices, such as inductors and transformers, play an integral part in the

performance of circuit building blocks, especially at high frequency. Inductors can be
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Figure 1.1: Applications of passive devices in Si IC building blocks, (a) Impedance match
ing. (b) Tuned load, (c) Emitter degeneration, (d) Filtering, (e) Balun. (f) Distributed
amplifier.

avoided at lower frequencies by using simulated inductances employing active devices. Sim

ulated inductors are more difficult to realize at higher fireqiiencies as active device gain

drops. In addition, simulated inductors have finite dynamic range, require voltage head

room to operate, and inject additional noise into the circuits. These limitations place a

severe restriction on their application, especially in highly sensitive analog building blocks.

In Fig. 1.1 we see several common applications of inductors, capacitors, and trans

formers in wireless building block circuits. In (a) we see a narrow-band impedance match

ing example. Here the input impedance of the second transistor is matched to an optimal

impedance value desired by the driving transistor. For instance, in a power amplifier the

input impedance of a large output stage device is low due to the capacitance and to obtain

sufficient power gain this low impedance is transformed into a larger value. Impedance

matching allows circuit designers to obtain minimal noise, maximum gain, minimal re-



flections, and optimal efficiency when designing circuit building blocks such as low-noise

amplifiers (LNAs), frequency-translation circuits (mixers), and amplifiers.

In (b) we see an LC tuned load. A tuned load can take the place of a resistive

load to obtain gain at high frequency. The advantages are clear as an LC passive is less

noisy than a resistor, consumes less voltage headroom, and obtains a larger impedance at

high frequency. A resistive load is always limited by the RC time constant which limits the

frequency response. Tuned loads axe also a critical component of oscillators. The LC tank

tunes the center frequency of the oscillator and the intrinsic Q allows the tank to oscillate

with minimal power injection (and hence noise) from the driving transistor.

In (c) an inductor is used as a series-feedback element. Series feedback can be

used to increase the input impedance, stabilize the gain, and lower the non-linearity of the

amplifier. By using an inductor in place of a resistor, less voltage headroom is consumed,

and less additional noise is injected into the circuit. The inductance can also be used to

obtain a real input impedance at a particular frequency, thus providingan impedancematch

at the input of the amplifier.

In (d) inductors and capacitors are used to realize a low-pass filter. Filters of this

type are superior to active filter realizations such as gm-C or MOSFET-C filters as they

operate at higher frequencies, have higher dynamic range due to the intrinsic linearity of

the passive devices, and inject less noise while requiring no DC power to operate.

In (e) we see a center-tapped transformer serving as a balun, a device which

converts a differential signal into a single-ended signal to drive external components. Dif

ferential operation is advantageous in the on-chip environment due to the intrinsic noise



rejection and isolation. Off-chip components, such as SAW filters, though, are single-ended

and a balun is needed to convert external single-ended signals to on-chip differential signals.

Finally, in (f) wesee inductors and capacitors forming an artificial transmission line

in a distributed (travehng-wave) amplifier. Since the LC network acts like a transmission

line, it has a broadband response. A wave propagating on the gate-line is amplified and

transferred onto the drain line. If the wave speed on the drain line matches the gate line,

the signals on the drain line add in phase and the drain line delivers power into a matched

load.

1.4 Wireless Communication

The wireless transceiver serves as an excellent example of a system which em

ploys passive devices. In recent times, several factors have contributed to the possibility

of portable wireless communications. Continuing technology improvements have enabled

low-cost Si circuits to operate in the 1-10 GHz frequency range. In this firequency range

efficient portable antennas can be realized since the fi'ee-space wavelength is on the order

ofcentimeters. Higher frequencies also allow higher bandwidths to be realized for increased

throughput or an increase in the number of users sharing the spectrum. Furthermore,

by limiting the transmit power, transceivers which are physically remote can reuse the

same spectrum with minimal interference leading to the cellular concept of communica

tion. Finally, at these higher frequencies the critical passive elements, such as inductors

and capacitors, are snaall enough to be realized on-chip.

To see the importance of passive devices, consider the simplified block diagram
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Figure 1.2: Traditional superheterodyne transceiver architecture.

of a traditional superheterodyne transceiver shown in Fig. 1.2. Note that this transceiver

is realized as several different chips or modules and many components of this transceiver

are off-chip discrete components. This transceiver is thus bulky and expensive. The goal

of many research projects has been to realize this transceiver in a more integrated form

[98, 96, 97, 107]. To realize this goal, many off-chip components must be integrated and

the inductor is one such key element.

Now contrast Fig. 1.2with Fig. 1.3 [24], a modern integrated transceiver with min

imal off-chip components. Here system architecture innovations such as a zero-IF direct

conversion receiver topology eliminates or reduces the need for external filtering. The LNA

and VCO tank and the external PLL have also been integrated onto a single chip. The

IF is sampled at baseband and digital processing of the signal is performed on the same
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die. The integrated inductor plays an important role in impedance matching, gain, tuning,

and filtering. For instance, in the low noise amplifier (LNA) inductors are used for a real

input impedance match and as a narrow-band high impedance load. Here, a resistor is pre

cluded because of the extra noise and voltage headroom required. In the voltage controlled

oscillator (VCO) inductors and capacitors form the tuned load of the tank while varactors

are used to tune the center frequency to provide a fixed IF frequency. High quality {Q)

factor passives limit the phase noise of the VCO which can decade the receiver sensitivity

through reciprocal mixing. The high Q passives also minimize power leaking into adjacent

channels which desensitizes other receiver units in nearby channels. On the transmit side,

passives are used in the driver and poweramplifier (PA) for impedance matching and gain.

Impedance matching allows the power hungry PAs to operate at maximum efficiency and

thus extends battery life.

One of the key difficulties in realizing an integrated transceiver lies in the difficult

specifications that a transceiver must meet. The harsh wireless environment puts stringent

requirements on the dynamic range requirements of the receiver. Since signal strength can

vary by many orders of magnitude as mobile users move close to and far from the base

station antenna, the transceiver must be able to operate with both extremely small signals

close to the intrinsic noise floor of the transceiver and with extremely large signals which

excite the desensitizing non-linearities of active devices. Furthermore, these constraints

must be met while consumingvery low power levels to extend battery life.

Thus, the fully integrated transceiver introduces severalnew problems. Low power

and low noise operation requires the realization of high Q passive devices. Integration in-



10

troduces parasitic coupling between the various circuit blocks. Within the analog portion

parasitic coupling from the powerful transmit circuitry to the sensitive receive path is par

ticularly worrisome. The coupling from the noisy digital blocks to the sensitive analog

blocks is also a big concern. Note that this coupling occurs primarily through the package

and through the substrate.

1.5 Si Integrated Circuit Technology

Si technology is a prime candidate for realizing future integrated circuits. While

GaAs offers superior gain, higher frequencies of operation, and an insulating substrate, the

difference in cost alone favors Si. In addition, emerging advances in Si technology (such as

SiGe) are closing the gap between Si ajid GaAs in performance for the mass commercial

market target in the 1-10 GHz frequency range.

When we also consider the potential to integrate digital functionality in CMOS

or BiCMOS technology, Si is again the clear winner. Furthermore, due to the mass digital

microprocessor and DSP markets, CMOS technology continues to improve. Thus, there

are great benefits to integrating passive devices in CMOS technology. Consider the unity

gain frequency of an NMOS transistor [31]

and the similar expression for a bipolar transistor

Since the vertical base width of a bipolar transistor Wb is determined by a diffusion process
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whereas the lateral channel length L of an MOS transistor is determined by lithographic pro

cesses, bipolar transistors have enjoyed a superiority in speed. New advances in lithographic

technology, though, have narrowed the channel length tremendously as MOS technology is

the core of the worldwide digital market. Even taking into account that narrow channel

device fr have 1/L dependence as opposed to the 1/L^ dependence, CMOS technology is

today a viable and cost-effective alternative to both bipolar and GaAs and will probably

continue to be so for the next decade or longer.

Prom the perspective of cost, CMOS is the clear winner. But from the perspective

of integrated passive devices, GaAs is clearly superior to standard Si. The reason for

this stems from the insulating nature of the GaAs substrate which allows very high Q

factor passives to be realized on-chip. The dominant limitation in performance is the metal

conductivity whereas in Si the dominant loss mechanism at high frequency is the conductive

substrate. Electromagnetic energy couples to the substrate and the lossy nature of the Si

substrate limits the Q severely.

This is especially the case when the substrate is heavily conductive, as with epi

CMOS substrates. Here, magnetically induced eddy currents in the substrate can be a dom

inant loss mechanism. For moderately conductive substrates, though, electrically induced

substrate currents are the dominant loss mechanisms at frequencies below the self-resonant

frequency of the device.
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1.6 Contributions of this Thesis

This research has focused on the analysis, design, and applications of passive de

vices. In Part I emphasis is placed on analyzing inductors and transformers. The solution

techniques developed can be easily applied to integrated capacitors and resistors. A general

approach is developed from Maxwell's equations to determine the partial inductance and

capacitance matrix of an arbitrary arrangement of conductors situated on top of a strati

fied conductive substrate. The lossy nature of the underlying substrate and losses in the

conductors leads to complex capacitance and inductance matrices. These techniques have

culminated in a design and analysis software tool called ASITIC^ "Analysis and Simulation

of Inductors and Transformers for ICs." These general techniques can also be applied to

extracting the substrate coupling occurring between metal structures residing in the sub

strate or in the oxide layers on top of the Silicon. This technique is a direct extension of

[29].

In Part II of the thesis, we focus on some key applications of passive devices,

such as voltage-controlled oscillators and power amplifiers. We show that key performance

parameters such as phase noise and power amplifier efficiency depend on the quality of the

passive devices. Thus, it is critical to be able to predict the performance of such structures.
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Chapter 2

Problem Description

2.1 Definition of Passive Devices

Consider an arbitrary black box shown in Fig. 2.1 with an arbitrary number of

externally accessible terminals. Sample "black" boxes are also shown in the figure. We

would like to categorize each black box as passive or active.

Intuitively, the distinction between passive and active devices is clear. While

passive devices can only consume or store energy, active devices can also supply energy.

Thus, with active devices one can obtain power gain though this is impossible for a passive

device. In other words, if we inject power into any terminal of a passive device and observe

the power flowing into an arbitrary impedance* at another terminal of the device, the real

power is necessarily less than or equal to the power injected. If we lift this restriction, the

device is active.

Typical examples of passive devices include linear time-invariant resistors of finite

resistanceR> 0 whichdissipate energy, ideal time-invariant linear capacitors and inductors.
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Figure 2.1: (a) An arbitrary black box with externally accessible ports, (b) The contents
of two example "black boxes".

which only store energy. While the above elements are linear elements, passive elements

suchas diodescan be non-linear ^ Even though passivedevices can have voltageor current

gain, they cannot have power gain.

The archetypical example of an active element is of course the transistor and its

predecessor, the vacuum tube. Unlike passive devices, such a device can be used to obtain

power gain. These devices can be lineax or non-linear, but most real world examples are

non-linear. The distinction between active and passive is more difficult to make when time-

varyingelements are employed. For instance, a simple parametric amplifierconstructed firom

a sinusoidally time-varying capacitor in shunt with an RLC tank forms an active device".

A precise definition of passive elements is given in [20]. Given a one-port with port

voltage v{t) and port current «(<), the one-port is said to be passive if

f v{t')i{t')d£ -f5(io) >0
Jto

(2.1)

where €{to) is the energy stored by the one-port at time With application of this

^This depends on the I-V curveof a diode. A tunnel diode can certciinly be biased as to supply energy,
becoming an active device.
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definition, one can clearly delineate an element as passive or active.

At high firequencies it is usually more convenient to discuss the scattering matrix

S [11]. The power dissipated by an arbitrary port of an n-port is given by

Pk = Pik-Prk (2.2)

where the subscript i denotes incident power and r denotes reflected power. In terms of

the incident and reflected waves we have

Pk ~ o,jtQ'k ~ bkbk (2.3)

summing over all ports we obtain the total power

n

P =^Pk =a^a —b^b (2.4)
k=l

but by the definition of the S matrix b = Sa so that

P = oFa —Sa = (I — S)a = a^Qa (2.5)

where Q is the dissipation matrix. Note that

= f - {S'̂ S) =I~S'^S = Q (2.6)

and so Q is a Hermitian matrix. By definition of passivity, we have

P = > 0 (2.7)

Clearly, then, if the matrix Q is positive definite or positive semi-definite, the matrix S

corresponds to a passive network. One can also show that this condition implies [11]

0 < \sij\ < 1 (2.8)
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This can be deduced intuitively in the following manner. Observe that each diagonal entry

of the S matrix is the reflection coeflftcient when all other ports are matched and each

oflF-diagonal component is the transmission coefllicient under matched conditions. For a

passive network, the conservation of energy implies that the power reflected from any port

must be less than the power injected, thus |pp < 1 and the power transmitted similarly

must satisfy the same condition, |rp < 1. This implies all matrix elements have magnitude

less than or equal to unity and thus reside in the unit circle in the complex plane An

active device consists of a black box with sources, and thus the matrix elements may have

magnitude greater than unity. It follows that the real part of the input port impedances

may be negative, something that may never occur for a passive network.

2.1.1 Stability and Passivity

Passivity is closely related to stability [20]. Again, this is cleax intuitively as any

passive device must be stable by the conservation of energy. In other words, one can never

construct an unstable device with purely passive devices. Conditional stability, as with an

oscillating LC tank, is possible as long as the initial conditions supply some energy to the

tank. It can be shown that a passive circuit is indeed stable and this further implies that

any natural frequency of a passive network must lie in the closed left-hand plane, and any

jw-axis natural frequency must be simple [20].

^This is a necessary condition for a passive device. However, this condition alone is not sufficient since
power gain may occur for a non-matched load or source impedance.
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2.1.2 Reciprocity

Consider the n-port parameters of the black box. If the volume of the black box

of Fig. 2.1 is isotropic and encloses no sources, then by the Lorenz reciprocity theorem of

electromagnetics it can be shown [87] that the impedance matrix Z is symmetric. Such a

network is called a reciprocal network. A reciprocal network is also described by a symmetric

S matrix since in such a case one can show that

s= +I)-\y - - •f)(# + (2-9)

where Zq is the system impedance, usually 50 fi, and I is the identity matrix. If Z is

symmetric, then the symmetry of S follows.

It should be noted that reciprocity has nothing to do with passivity. While many

passive networks are indeed reciprocal, the connection is not obvious. Any linear time-

invariant RLCM network is reciprocal. In fact, some of the elements may be active and

reciprocity is still satisfied. A gyrator, a passive device, in non-reciprocal. The reciprocity

theorem in circuits follows from excluding any network with gyrators, dependent and inde

pendent sources.

2.1.3 The Quality of Passive Devices

In general, the complex power delivered to a one-port black box network at some

frequency cj is given by [87]

P=i jf BXH* •ds =P, +2MW,n - We) (2.10)
where Pi represents the average power dissipated by the network and Wm and We represent

the time average of the stored magnetic and electric energy, respectively. One can define
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the input impedance as follows [87]

V V VP P _Pi + 23U^(Wm-We) ,,,,,Z,„ =R+jX=y =^ =p5 (2.11)

If Wm > Wq the device acts inductively whereas if the opposite is true the device acts

capacitively.

An important parameter to consider when discussing passive devices is the quaUty

factor. The quality factor has the following general definition

Q = (2.12)

where £?8tore is the energy stored per cycle whereas £?diss is the energy dissipated per cycle.

Implicit in the above definition is that the device is excited sinusoidally. From (2.11) with

T equal to the cycle time

(Wm + We) .2 131
^ Pi xT Pi ^ ^

The higher the Q factor, the lower the loss of a passive device. This definition is most

pertinent when discussing inductors or capacitors as such devices are meant to store energy

while dissipating little to no energy in the process. Thus ideal inductors and capacitors

have infinite Q whereas practical devices have finite Q. Applying the above definition to

an ideal inductor L where We = 0 in series with a resistor i2, one obtains Q = ujL/R and

similarly to an ideal capacitor C where Wm = 0 in series with a resistor, Q = {u)CR)~^.

Physically, the lossy nature of passive devices is rooted in physical phenomena

which convert electrical energy into other, unrecoverable forms of energy. Processes which

increase entropy are not reversible. For instance, a resistor converts electrical energy
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into heat. A light bulb converts electrical energy into light and heat. An antenna also con

verts electrical energy into radiating electromagnetic energy. One can therefore distinguish

between passive devices which increase entropy while conserving energy, like a resistor or

an incoherent light somce, and other devices which conserve energy but do not increase

entropy, such as an ideal laser. An ideal laser converts electrical energy into a coherent

emission of monochromatic photons. In reality, any physical laser will emit photons with a

Lorentzian distribution of energies and thus the entropy of the system increases.

2.2 Loss Mechanisms

The Q factor of integrated passive devices is largely a function of the material

properties used to construct the ICs. Specifically, the semiconductor substrate and metal

layers used to build the device play the most important roles. The various loss mechanism

are summarized in Fig. 2.2 and discussed further below.

2.2.1 Metal Losses

Passive devices such as inductors and capacitors are constructed from layers of

metal, typically aluminum, and polysilicon layers. Hence, the conductivity of such layers

plays an integral part in determining the Q factor of such devices, especially at lower

frequencies. For instance, a capacitor is constructed by placing two metal conductors in

closeproximity. Reactive energy is stored in the electric field formed by the charges on such

conductors. Since the metal layers are not infinitely conductive, energy is lost to heat in the

volume of the conductors. This loss can be represented by a resistor placed in series with
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Figure 2.3: Cross-section of metal and polysilicon layers in a typical IC process.

the capacitor. Similarly, an inductor is wound using metal conductors of finite conductivity.

Most of the reactive energy is stored in the magnetic field of the device, but energy is also

lost to heat in the volume of the conductors.

Fig. 2.3 shows a cross-section of the metal layers of a typical modern IC process.

Most processes come with three or more interconnection metal layers. This may include

one or two layers of polysilicon as well. Some modern CMOS processes include up to eight

metal layers, with the top layer separated from the substrate by ~ 10 /im of oxide.
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Most IC metal layers are constructed from aluminum which has a room temper

ature conductivity of <t = 3.65 x 10^ S/m. Typical metal layers have a thickness rang

ing from .5 /zm to 4 /zm, resulting in sheet resistance values from 55 mCl/0 to 7 mQ/D.

Even though silver, copper, and gold are more conductive, at crji^g = 6.21 x iS/m,

acu = 5.88 X10^ 5/m, and = 4.55 x 10^ S/m, aluminum is the more compatible metal

in the IC process. Even though Aluminum is prone to spikingand junction penetration [42],

it is usually mixed with other metals such platinum, palladium, titanium, and tungsten

to overcome these limitations. Electromigration in A1 is another problem, setting an upper

bound on the maximum safe current density. Although electromigration with AC currents

is less problematic, it remains one of the important limitations preventing integration of

"high-power" passives on Si, such as the matching networks at the output of a power am

plifier. The necessary metal width would require excessively large areas resulting in low

self-resonant firequencies.

Many IC processes geared for wireless communication applications are now pro

viding a thick top>-metal layer optionfor constructing inductors. Such a metail layer is also

useful for high-speed digital building blocks and clock lines and thus this option is widely

availablein digital processesas well. This top metal layer may also reside on top of an extra

thick insulator for minimum capacitance [48]. On the other hand, the wealth of interconnec

tion opens up the possibility of designing structures with many different metal layers. This

has the added benefit of requiring no extra processing steps as such "3D" interconnection

is available with most modern CMOS processes.

At increasingly higher frequencies, even in the absence of the substrate, the cur-
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rent distribution in the metal layers changes due to eddy currents in the metallization, also

known as skin and proximity eflfects, current constriction, and current crowding. At any

given frequency, alternating currents take the path of least impedance. Currents tend to

accumulate at the outer layer or skin of conductors since magnetic fields of the device pen

etrate the conductors and produce opposing electric fields within the volume of conductors.

When the effective cross-sectional area of the conductors decreases at increasing firequencies,

the current density increases, converting more energy into heat. For an isolated conductor,

the magnetic fields originate from the conductor itself (the self-inductance). This increase

in AC resistance is know as skin effect and typically follows a y/J functional dependence.

This rate of increase can be traced to the efiiective depth of penetration S of the current

since the effective area is a function of the skin depth^

' = (2.14)

In a multi-conductor system, the magnetic field in the vicinity of a particular

conductor can bewritten as the sum oftwo terms, theself-magnetic field and the neighbor-

magnetic field^. Thus, the increase in resistance of any particular conductor ^0

tributed not only to skin effect but also to proximity effects, the effect ofnearby conductors.

If nearby conductors enhance the magnetic field near a given conductor, the AC resistance

will increase even further and this is the case for a spiral inductor. On the other hand, if

the nearby fields oppose the field of a given conductor, as is the case in a transformer, the

AC resistance will decrease as a result.

^This is not a rigorous argument since the skin-depth concept of surface impedance applies strictly to a
semi-infinite conductor.

'*This is due to the linearity of Maxwell's Equations.
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Figure 2.4: Schematic representation of substrate currents. Eddy currents are represented
by the dashed lines and electrically induced currents by the solid lines.

2.2.2 Substrate Induced Losses

Integrated passive devices must reside near a conductive Si substrate. The

substrate is a major source of loss and frequency limitation and this is a direct consequence

of the conductive nature of Si as opposed to the insulating nature of GaAs. The Si substrate

resistivity varies from 10 kQ-cm for lightly doped Si (lO^^atoms/cm^) to .001 fi-cm for

heavily doped Si (10^®atoms/cm^). In fact, to combat these substrate induced losses, some

researchers propose removing the substrate from under the device by selective etching [12]

[63].

The conducting nature of the Si substrate leads to various forms of loss, namely

conversion of electromagnetic energy into heat in the volume of the substrate. To gain
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physical insight into the problem, we can delineate between three separate loss mecha

nisms. First, electric energy is coupled to the substrate through displacement current. This

displacement current flows through the substrate to nearby grounds, either at the surface

of the substrate or at the back-plane of the substrate. Second, induced currents flow in the

substrate due to the time-varying magnetic flelds penetrating the substrate. These mag

netic flelds produce time-varying solenoidal electric fields which induce substrate currents.

These currents are show in Fig. 2.4 for the case of a spiral inductor. Note that electrically

induced currentsflow vertically or laterally, but perpendicular to the spiral segments. Eddy

currents, though, flow parallel to the device segments®.

Finally, all other loss mechanisms can be lumped into radiation. Electromag-

netically induced losses occur at much higher frequencies where the physical dimensions

of the device approach the wavelength at the frequency of propagation in the medium of

interest. This frequency is actually difllcult to quantify due to the various propagation

mechanisms of the substrate. For instance, if we consider propagation into air, the the

free-space wavelength is the appropriate factor. Even at 10 GHz, the wavelength in air is

3 cm, much larger than any RF inductor or capacitor. Even at 100 GHz, the wavelength is

now 3 mm, still much larger than any device at this frequency. Thus, we can safely ignore

the electromagnetic propagation into the air.

Efficient electromagnetic propagation into the substrate, though, occurs at lower

frequencies due to the lower propagation speed, roughly at a factor of lower due to

the diamagnetic nature of Si. Since € « 11.9 in Si, this is slightly slower from propagation

®In general the eddy currents are solenoidal whereas the displacement zind conductive currents are curl
free
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Figure 2.5: Cross-section of typical (a) bipolar and (b) CMOS substrate layers.

in air. Furthermore, due to the lossy nature of the substrate, waves traveling vertically into

the surface of the substrate are heavily attenuated. Waves traveling along the surface of

the substrate, though, can propagate partially in the lossless oxide and partially in the

substrate. For a lightly doped substrate, the wave propagation behaves like a '"quasi-TEM"

mode. As the substrate is made heavily conductive, the wave is constrained to the oxide

and the substrate acts like a lossy ground plane. This is the so-called "skin effect" mode

of propagation [36]. There is a third kind of possible excitation, the "slow-wave" mode of

propagation, where the effective speed of propagation is orders of magnitude slower than

propagation in free space [36].

Si IC Process Substrate Profile

In Fig. 2.5 typical bipolar and CMOS process substrate profiles are shown. Each

substrate consists of one or more layers of Si or a compatible material®. Layers of varying

®By this we mean the crystal structures of the adjacent layers are compatible.
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conductivity axe added to the bulk substrate by various g processes, such as diffusion,

chemical vapor deposition and growth, epitaxy, and ion implantation. Various layers of

oxide (Si02 for instance) and polyimide are also grown to provide insulation from the

substrate and between metal layers.

In general, the more conductive the substrate layers, the more detrimental the

resulting losses. It is therefore no surprise that intrinsic Si substrates ^ result in the lowest

losses [82], Due to the close proximity of the Si substrate to the inductors and transformers

residing in the metal layers, the case of an infinitely conductive substrate is also problem

atic, For a heavily conductive substrate, the magnetic and electric fields do not penetrate

the substrate appreciably and even though no substrate induced losses occur, the surface

currents fiowing in the substrate, acting like "ground-plane" currents, produce opposing

magnetic fields which tend to drive the inductance value of coils to low non-usable values.

Therefore, given the choice, designers of ICs and process engineers should ensure

that as few as possible conductive substrate layers appear under or near an inductor. This is

unfortunately not always possible due to planarization constraints. Furthermore, the thick

est possibleoxideshould be realized under the deviceto minimize the substrate capacitance.

This not only minimizes the losses, but also maximizes the self-resonant frequency of the

device. In the limit, self-resonance will occur due to interwinding capacitance as opposed

to substrate capacitance. Since interwinding capacitance can be controlled by increasing

the metal spacing, this gives the IC designer more control over the passive device behavior.

Most bipolar and BiCMOS substrates come with a standard 10-20 f2-cm substrate,

^By intrinsic we mean nointentional dopants are introduced into thesubstrate and the only conduction
occurs through thermionic emission into the conduction band.
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With this value of resistivity, electrically induced losses dominate the substrate losses in

the 1-10 GHz frequency range [99]. This is also the ca.se for bulk CMOS substrates with

the same range of resistivity. In such a case, one must ensure that no conductive n- or

p-wells appear below the device. This may require a special mask to block the dopants in

the well creation process, especially for a twin-well CMOS process. To minimize the chance

of latch-up, many modern CMOS processes begin with a heavily conductive thick substrate

about 700 fj,m thick and grow a thin epitaxial layer of resistive Si on the surface to house

the wells. This is unfortunate for RF/microwave circuits as the bulk substrate can be as

conductive as lO'̂ S/m and this can be a major source of substrate induced losses due to

eddy currents.

The back-plane of the substrate may or may not be grounded. Even if it is physi

cally grounded for DC signals, AC signals axe constrained to flow within several skin depths

S and this factor is a strong function of the conductivity. For heavily conductive substrates,

currents are constrained to flow at the surface of the substrate at high frequencies whereas

for moderately conductive substrates currents flows deep into the substrate and into the

back-plane ground.

A physical ground may be realized if the die (chip) resides in a package with ja

conductive ground plane, or if the die is bonded directly onto a board, and a conductive

epoxy cement glue is used. Although the epoxy is not conductive, metals can be mixed in

to produce a conductive solution. In the modeling of the substrate this can be an important

factor in enforcing the boundary conditions surrounding the chip.

Unless the substrate thickness is reduced substantially, the conductive back-plane
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ground is sufficiently distant not to appreciably influence the electromagnetic behavior of

the inductor. On the other hand, some packages use "down-bonds," bond wires from the Si

die to the package grounded "paddle". To minimize the bond wire length, the substrate

thicknessis reduced in post-processing steps. This has further benefitsfor a packaged power

amplifier since a thinner substrate also has better thermal conductivity. For such a thin,

moderately conductive grounded substrate, one must take into account ground "image"

currents which can reduce the inductance value and serve as a fiurther loss mechanism [56].

If the substrate is sufficiently conductive such that the skin depth S is much less than the

substrate thickness, then image currents will be confined to flow at the substrate surface.

2.3 Device Layout

In this section we will discuss various ways to lay out inductors using the planar

metallization layers of a typical IC process. Off-chip inductors are usually realized as a

solenoidal coil or toroid, as shown in Fig. 2.6. Each additional turn adds to the magnetic

field in phase with the previous turn. The magnetic energy is stored mostly in the inner

core of each winding. The inductance is largely a function of the area of the loop and the

number of turns in the winding typically resulting in an dependence.

2.3.1 Planar Inductor Structures

Since on-chip inductors are constrained to be planar, the typical solution is to form

a spiral, as shown in Fig. 2.7. Since some IC processes constrain all angles to be 90°, a

square version of the spiral, shown in Fig. 2.8, is a popular alternative. A polygon spiral.
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Figure 2.8: A square spiral inductor.

as shown in Fig. 2.9, is a compromise between a purely circular spiral and a square spiral.

In designing integrated circuits it is sometimes convenient to tap an inductor at

some arbitrary point. While this is certainly possible, as more than one metal layer is

present, it is sometimes necessary to tap a spiral in the center, especially for differential

circuits. In a spiral it is difficult to find such a symmetric center point since the electric fields

on the outer turns tend to fringe and thus the "inductive" center does not correspond to

the "capacitive" center. Also, the "inductive" center does not correspond to the "resistive"

center due to the non-uniform mutual magnetic coupling. To solve this problem, some

researchers have proposed symmetric structures, such as that shown in Fig. 2.10. Note

that each turn involves a metal-level interchange, a process that requires vias. A different

center-tapped structure proposed by [57] requires only one metal interchange. This structure

is very similar to a inter-digited planar transformer structure shown in Fig. 2.13. These



Figure 2.9: A polygon spiral inductor.

structures have a natural geometric center which coincides with the electrical center point.

This is needed in differential circuits as such points can be grounded or connected to supply

without disturbing the differential signal. Circular or polygon versions are also possible, as

shown in Fig. 2.11.

2.3.2 Non-Planar Inductor Structures

Up to now we have only considered planar structures even though modern IC

processes offer many metal layers. Two simple approaches in utilizing the metal layers are to

connect multiple spiral inductors in series or in shunt. While N spirals in series increase the

series resistance by a factor of approximately N (neglecting via resistance), the inductance

value increases faster due to the mutual magnetic coupling. At low frequencies where the

current flowing through each series connected spiral Ij is equal, the effective inductance of
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N series connected coupled inductors is

= + (2.15)
t=l t=l j^i

where My is the mutual magnetic coupling between each series connected spiral i and j.

Thus, the series connection approaches an increase in inductance and the Q factor can

potentially increase by a factor of N for the case of perfectly coupled spirals {k = 1).

Alternatively, in the shunt connection, the series resistance drops by a factor of N

(assuming equal resistivity in each metal layer and uniform current distribution among the

coils) whereas the inductance of mutually coupled inductors drops to®

LsH = ^ ^ (2.16)
z^i=lJ=1 ^ij

where the matrix K is the inverse of the partial inductance matrix M. This result certainly

agrees with the case of a diagonal matrix M corresponding to zero coupling since in such a

case we have the familiar result for parallel inductors

^sh,k=0 — r~ (2-17)
^t=l M~i

For the case of two coupled inductors we have a simpler relation

^ 1 LiL2-M^
''' 2Li +L2-2M ^ ^

For the case of perfectly coupled equal value inductors, with A; = +1, the above result yields

Lsh = L. For the general case, the matrix M is singular but by symmetry the current

flowing through all inductors is equal so the voltage across the jth. inductor gives

N j N I ^
Vj = Yi sMjtIk = ;^E 1= (219)

k=l fc=l fc=l

®This result will be established in Chapter 5.
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and so we have

I^sh = Li = £>2 = ••*= Lfsj (2.20)

In this limit, the Q factor also improves by a factor of N due to the drop in series resis

tance. In practice, both the series and shunt connection offer a Q improvement close to the

theoretical limit due to the tight coupling achievable in the on-chip environment. These

benefits, though, only occur at low frequencies where the above assumptions hold.

At high frequencies, both approaches are liable to reduce the Q factor over the case

of a single layer coil due to the capacitive and substrate effects. The series connection suffers

from high interwindingcapacitance which lowers the self-resonance frequency lowering the

maximum frequency of operation of the device. The shunt connection moves the devices

closer to the substrate where capacitive current injection into the substrate may dominate

the loss of the device.

Another approach is to attempt to realize a lateral coil on-chip by using the top and

bottom metal layers and vias as the side. This approach has been successfully demonstrated

in [118] using special post-processing steps to realize suflacient cross-sectional area in the

coil. This approach has the added advantage of positioning the magnetic fields laterally to

the substrate where eddy ciurrents are reduced. In a vertical coil or spiral, the magnetic

field is strongest at the center of the coil. Due to the finite conductivity of the substrate,

these changing magnetic fields leak into the substrate and produce eddy currents. Eddy

currents can be a .significant source of loss and this technique might be an effective method

to combat this loss mechanism. Standard monolithic integration, though, has failed to

produce a coil with sufficient cross-sectional area to produce significant Q. Some innovative



Figure 2.12: A tapered spiral inductor.

strategies around this are to employ a combination of metal and bond wires to realize the

coil [59]. The work of [59] claims tight tolerance on the inductance value which is a primary

concern of using bond wires alone[14].

2.3.3 Tapered Spirals

A tapered spiral is shown in Fig. 2.12. The metal pitch and spacing are varied to

minimize the current constriction at high frequency [80, 63]. Current constriction, or skin

effect, is non-uniform as a function of the location in the spiral due to the non-uniformity

of the magnetic field. At low frequencies the current is nearly uniform whereas at high

frequency non-uniform current flows due to proximity effects.

The magnetic field is strongest in the center of the spiral [15] and thus the time-

varying magnetic field produces eddy currents of greatest strength in the volume of con-
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ductors near the center of the device. Since at high frequency current constriction limits

the current to the outer edges of the conductors, conductor width does not have as strong

an influence on minimizing metal losses as at low frequency. For this reason [15] advocate

removing the inner turns to produce a "hollow" spiral. Another approach is to decrease the

width of the inner turns and to effectively move these turns closer to the outer edge. This

approach contrasts with the approach suggested by [63] where the sum of the meted pitch

and spacing, VF + 5, is kept constant.

Tapering is most effective when substrate losses are negligible, as in the case of

an insulating substrate. This stems from the fact that current constriction dominates the

metallization losses at high frequencies when the substrate losses are also significant. On

the other hand, tapering can be an efiiective means of increasing the self-resonant frequency

of a device by decreasing the cross-sectional area of the device.

2.3.4 Transformers

On-chip transformers are realized very similarly to inductors. To maximize the

coupling factor k, two inductors can be interwound as shown in Fig. 2.13. Polygon spirals

can be similarly interwound to form transformers. These transformers have equal turns

ratio at the primary and secondary. Since the turns ratio n is given by

n=kJ^ (2.21)
V

one way to realize n ^ 1 is to alter the number of turns and metal pitch in the secondary.

In addition, to lower the losses in the secondary, turns may be connected in shunt [61].

Typical practical coupling values in the range of .6 < A; < .8 can be achieved with planar



Figure 2.13: A planar square spiral transformer.

spirals. Metal-metal transformers utilizing two or more metal layers can save area, but

cause asymmetry and increased capacitive coupling between the primary and secondary.

The asymmetry can be reduced by utilizing a structure such as the one in Fig. 2.14.

If center-tapped transformers axe desired, such as in a balun, a structure such as

Fig. 2.15 serves well. This structure is formed by interwinding two center-tapped coils of

Fig. 2.10.

2.3.5 Shielded Structures

In an attempt to shield a device from substrate losses, researchers have proposed

building a shield with lower metal layers or polysilicon layers to block electromagnetic

energy from coupling to the substrate [120]. While electrostatic shielding works well for
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Figure 2.14: An expanded view of a non-planar symmetric spiral transformer. The primary
is shown on the left and the secondary on the right. These inductors actually reside on top
of one another.
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Figure 2.15: A planar symmetric balun transformer.
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Figure 2.16: A patterned ground shield.

capacitors and RF pads, especially at "low-frequencies", the shield must be patterned in

the case of inductors so as to avoid or reduce the effects of eddy currents. Due to the

close proximity of the device and the shield, using solid metallization would allow "image"

eddy currents to flow which would produce an opposing magnetic field. This would reduce

the device magnetic energy storage and hence the Q factor. A patterned shield, similar

to Fig. 2.16, only allows shield currents to flow perpendicular to the conductive paths of a

spiral inductor, thereby preventing the majority of eddy currents which flow parallel to the

device®.

The effects of a shield, or any other "grounding" structure, can be analyzed with

the techniques presented in this thesis. At first glance a patterned shield seems like a very

effective means of improving the device Q. This, however, must be carefully examined

^Current distributions with zero curl lead to zero magnetic fields.
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for each process and product. There are many obvious problems with a shield, such as

drastically reduced self-resonant frequency. There are also more subtle problems with a

shield.

To see this, consider the inductor layout as a lossy inductor and a parasitic lossy

capacitor, Cs in series with a loss resistor Rg. This frequency-independent representation is

certainly valid as the network two-port parameters can be transformed into this equivalent

circuit uniquely at a given frequency. In practice, the addition of a few elements, such as a

lossless interwinding capacitor, broadbands the model, especially below self-resonance [80].

Then the action of the shield is to effectively increase the Qc factor of the capacitor portion

of the equivalent circuit. Consider a series to parallel transformation of this lossy capacitor

into Cp in shunt with Rp

Rp = {l + Qc)Rs (2.22)

Suppose that without a shield the Qc factor of this capacitor is very low, Qc -C 1, such

that

Riow « Rs (2.24)

c,™, as Qlc, (2.25)

If Rlow is then already larger than the parallel equivalent inductor loss resistor, then this

capacitor plays a minor role in determining the overall Q and shielding will actually de

teriorate the performance of the device. Note that since Ciow C's, the effective shunt

capacitance is small and does not lower the self-resonant frequency of the device. Clearly,



42

in this case shieldingdoes not help. Now consider the other extreme where the resistor Riow

actually loads the tank significantly. Then clearly increasing the capacitor Qc factor helps

since for Qc 1

Rhigk'^QcRs (2.26)

Chigh (2.27)

This occurs, on the other hand, at the expense of lowered self-resonance since now the

parasitic capacitor loads the tank. So we see the shield may potentially improve the overall

tank Q but at the cost of reducing the usable frequency range of the device. Another ap

proach, discussed in [7], surrounds the device with an open halo of substrate contacts. This

has the added benefit of increasing the capacitor Qc without loading the tank capaxiitance

significantly. Measurements by other researchers have alsocorroborated thesefindings [116].

Another potential problem with the shield arises due to finite non-zero ground

inductance. Since most packaged ICs suffer both package and bond wire inductance, the

actual zero potential resides oflf-chip and there is considerable "ground bounce" on-chip.

A typical IC has several inductors and transformers and if they are shielded, they are all

effectively tied to a common non-zero impedance point. Thus a parasitic coupling path

exists from device to device.

For instance, in an amplifier, this intra-block leakage can either lower the gain

(as negative feedback) or cause instability (as positive feedback). Inter-block coupling, on

the other hand, can produce spectral leakage and spurs, jamming and reduced SNR (gain

compression), or mode-locking.

Any IC, of course, suffers firom parasitic substrate coupling but shielding increases
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the substrate capacitance value and removes the resistive isolation between the devices.

2.3.6 Varactors (Reverse-Biased Diodes)

Varactors, or variable capacitors, are usually constructed as back-biased diodes.

Diodes axe realized as junctions between p-type and n-type doped regions of Si. Briefly, the

presence of an n-type region abutting a p-type region creates a large concentration gradient

which leads to difiusion. This diffusion forms the so-called "space-charge" or "depletion"

region, a charged volume of space surrounding the junction. The charge of this region is

due to the charge of immobile dopant sites. Donor or acceptor atoms are easily ionized at

room temperature resulting in free mobile carriers. The diflfusion process is balanced by

the conduction cmrent resulting from the built-in electric field since the charge buildup

from the ionized immobile dopants produces an electric field opposing the diffusion. Thus

a natural barrier is formed against charge crossing the junction boundary.

If the diode is forward biased beyond a threshold, carriers obtain sufficient energy

to cross the barrier. On the other hand, if the diode is reverse-biased, no DC conduction

current flows. In reality, a small cimrent will flow even under reverse-biased conditions.

One contribution to these "leakage currents" is due to minority carriers which are created

on average within a diffusion length of the junction. These carriers are actually propelled

by the built-in electric field and cross the junction. Note that this current is relatively

bias-independent

While little to no DC current flows, AC displacement currents can flow since the

'^Considerthe ciurent associatedwith a stream ofsuicidallemmings. Giventhat the the cliffissufRciently
high, the suicide rate of lemmings is independent of the height of the cliff.
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reverse-biased diode acts very much like a capacitor. The thin space-charge region serves

as the "insulator" and the n-type and p-type Si regions act as capacitor plates. Electric

energy is stored in the built-in field of the space-charge region. Under an abrupt junction

assumption, the depletion region thickness is given by [73]

•iKseoiVii - Va) {Na + ATz,)!
dj =

Vu = —In
g

NaNd

Nd and Na sire the donor and acceptor volume densities and Vbi is the built-in potential

given by

^2.29)
n?

(2.28)

where complete ionization of the donors and acceptor is assumed. Note that under reverse-

biased conditions, the spacing dj is a function of the applied voltage Va < 0. This effect

can be exploited to produce a variable capacitor. The physical origin of the dependence

of dj on Vrev is simply due to the fact that increasing the voltage difference increases the

electric field which requires more charge which in turn comes from extending the space

charge region. If No ^ Na then the fractional increase in dj from the donor side is small

compared to the acceptor sites. The opposite, of course, also applies. Thus, in such a case

the series resistance of the diode in reverse bias will be dominated by the acceptor side,

or the p-type Si, due to its higher resistivity. Note that if both the donor and acceptor

densities are increased in an attempt to lower the series losses, the capacitance gets large.

While this is desirable, the breakdown voltage of the reverse-biased junction decreases. For

avalanche breakdown we have [73]

Na + Nd'

NaNd
(2.30)
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The same applies for Zener breakdown since decreasing dj increases the probability that

a carrier will tunnel through the potential barrier. Since the operating voltage of ICs is

reducing, a proportional decrease in the breakdown voltage is tolerable allowing lower series

resistance and thus higher Q values to be realized.

The equivalent capacitance of a junction with cross-sectional area A is thus given

by

^ frfO ^2.31)
dj r2A's€o(V/fci-K4) (NA+Nn)]

L 9 NaNd J
this can be rewritten as

Cjo
(2.32)

where Cjo is the junction capacitance for the zero applied bias case, Va = 0. The factor m

is equal to 1/2 for an abrupt junction but takes on the value of 1/3 for a linearly graded

junction. For real junctions, one finds that 1/3 < m < 1/2.

A pertinent factor when designing VCOs and filters with variable cutoff" is the

derivative of (2.32) with respect to the applied voltage Va

Kcv = (2.33)Vk(1 - ^)m+i ^ >

Increasing this factor is important for maximizing the change in capacitance for a change

in the reverse-biased voltage. This maximizes the tuning range of an LC tank, for instance.

since

• du) —Kcv

dV IcT

where ujq =yJl/LCj.

ujo (2.34)



46

2.3.7 MOS Capacitors

Another technique to realize a variable capacitor is through an MOS capacitor.

The MOS capacitor has four distinct regions of operation: accumulation, depletion, weak

inversion, and strong inversion. In accumulation mode, the capacitance is equal to the

oxide capacitance

Cocc =Cox =^ (2-35)
tox

where tox is the gate oxide thickness and A is the capacitor plate area. This assumes that

majority carrier distribution equilibrates much faster than the period of the applied signal.

We also assume that all the charge resides at the surface of the substrate (delta-function

approximation for charge density) and we neglect the fringing fields. In reality, the charge

distribution will not peak at the surface but slightly away from the surface due to quantum

mechanical considerations.

In depletion mode, majority carriers at the surface of Si are repelled by the apphed

electric field and the region is thus depleted of mobile carriers. A depletion region forms in a

similar manner to the reverse-biased junction diode considered previously. The capacitance

from the gate to the substrate, therefore, has two components, an oxide capacitance in

series with a depletion capacitance [85]

^ ^acc^dep
^dep — , n. ~ e.

Cacc + Cdep 1 +
(2.36)

As the channel region begins to invert, minority carrier charge accumulates at the surface

and the capacitance once again approaches the Cox value. This assumes that the rate of

minority carrier generation is suflBciently fast to follow the time-varying AC signal. On the

other hand, if a MOSFET-C structure is used instead, a large source of minority carrier
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charge is available from the surrounding source and drain regions. Between inversion and

depletion, or in weak inversion, the situation is more complicated as an incremental increase

in the applied voltage can result in new field lines terminating on both immobile charges (by

an increase in the depletion junction depth) and terminating on newly generated minority

carriers.

In the weak inversion region, the capacitance changes rapidly from Cdep to Cox

due to the exponential build-up of charge at the surface. This results in a very large Kcv

factor. The quality factor of such a capacitor is limited mainly by the gate series resistance

and can be shown to be approximately equal to

2.3.8 Resistors and Capacitors

Resistors can be implemented in several ways but all essentially involve moving

current through a length of material with relatively high resistivity. In a standard bipolar

process, diffusion resistors are common. The resistance value can be varied by the applica

tion of a bias such as in base-pinch and epitaxial pinch resistors [31]. In a standard MOS

process we also find diffusion resistors, polysilicon resistors, well-resistors, and the MOS

device itself as variable resistors. In a modern bipolar, BiCMOS, or MOS process, most

of the above options are available.

Capacitors are realized as either MOS capacitors, as poly-poly "metal" capacitors,

metal-insulator-metal (MIM) capacitors, and as poly-diffusion capacitors. For RF appli

cations MIM capacitors are preferred since they result in the lowest losses. Even though

standard metal interconnection can be used to construct MIM capacitors, this has two neg-

"See Appendix A.
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ative consequences. First, it will result in a large uncertainty in the capacitance value due

to wide oxide thickness variation across the wafer. Second, the capacitance value per unit

area will be very small due to the thick oxide separating the metal layers. A special MIM

capacitor constructed with a well-controlled thin oxide is therefore preferred.

Resistors and capacitors have always been a part of the standard IC process.

Thus, great effort has already gone into the analysis and modeling of such structures at

lower frequencies. At higher frequencies, though, these structures have many non-ideal

effects which must be taken into consideration, such as substrate coupling, self-resonance,

and inductance. In this thesis we will focus on a general interconnection of metal structures

above a lossy Si substrate and this generality will allow us to apply our analysis technique

to inductors as easily as to capacitors, transformers, and resistors.

2.4 Substrate Coupling

An issue that permeates this thesis is substrate coupling. Figure 2.17 illustrates

the various substrate coupling mechanisms present in an IC environment. Current is in

jected into the substrate through various mechanisms. Physically large passive devices such

as inductors, capacitors, transformers, interconnect and bonding pads inject displacement

current in the substrate. This current flows vertically and horizontally to points of low

potential in the substrate, such as substrate taps and the back-plane ground. This current

couples to other large passive structures in a similar manner.

Active devices also inject current into the substrate, directly and capacitively.

Since most active devices are isolated from the substrate by either reverse-biased pn junc-
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Figure 2.17: Substrate coupling in a mixed-signal system on a chip.

tions or oxide, capacitive substrate current injection and reception occur at high frequen

cies. Direct current can also be injected into the substrate due to hot electron effects. In

a short-channel MOS transistor, for instance, electron-hole pair creation takes place in the

high-field pinch-off region near the drain due to collisions. The electric field lines lead one

set of the carriers into the substrate. Under high field conditions, a multiplication process

(avalanche) can also lead to additional hole-pair creation and result in substantial currents.

Coupling between sensitive analog nodes can lead to instability or gain reduction.

Furthermore, in a mixed signal IC the coupling between analog and digital portions of the

chip can be very problematic. Digital gates switch in a pseudo-random manner and each

gate transition results in some energy transfer to the substrate. This energy can couple to

sensitive analog nodes and result in reduced signal-to-noise (SNR) ratios.

Though careful layout techniques and differential operation minimize them, these
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effects can never be totallyeliminated or ignored in the design ofmixed-signal ICs. Substrate

coupling is treatedextensively in [29]. In this thesis we draw from an extension ofthis work,

presented in [76], to analyze passive device substrate coupling.
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Chapter 3

Previous Work

3.1 Early Work

The calculation of inductance has a long history and dates back to early re

searchers. In fact, the geometric mean distance approximation (discussed in Chapter 5)

dates back to Maxwell.

More recently, Ruehli's seminal paper [99] on inductance calculation clarified the

partial inductance approach and suggested how to apply this technique to the complex

integrated circuit environment. Two years later. Greenhouse [33] wrote an important and

oft cited paper on the analysis of printed spiral inductors. Greenhouse's approach differed

greatly from other researchers as he abandoned the search for an approximate closed-form

expression for the inductance of a spiral and opted instead for an expression based on the

partial-inductance concept, more appropriate for numerical calculation. Greenhouse's work

drew a great deal from the work of Grover [34] and his exhaustive compilation of tables

and formulae for calculating the static inductance value of practical configurations, such as
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filaments, loops, coils, toroids, and spirals.

Other researchers [113] extended the work of Ruehli to calculate the high fi-equency

inductance and skin effect in practical conductors- Ruehli also published a series of papers

[102] [ICQ] [101] where he developed the concept of Partial Element Equivalent Circuits

(PEEC), a technique for solving Maxwell's equations which is used extensively through

out this thesis. The PEEC formulation has also been the core of many other numerical

techniques to calculate capacitance [71] and inductance [49] efficiently.

3.2 Passive Devices on the GaAs substrate

Several researchers have focused attention on modeling passive devices on the

GaAs substrate. Spiral inductorsand transformers were especially problematic and much

work was done to extend the work of Greenhouse to include distributed effects, losses, and

self-resonance.

The research of Cahans [10] and [105] treated the spiral inductor as an intercon

nection of coupled transmission lines, capturing the distributed nature firom the outset.

This fundamental approach has been extended by many researchers [5] [104].

The workof Krafcsik and Dawson [56] took a different approach. Instead of treat

ing the spiral segments as distributed elements, lumped elements were used similar to the

Greenhouse approach., The distributed nature of the spiral is also included through cou

pling capacitors excited by phase-delay within the spiral. The reduction in inductance due

to ground eddy currents was modeled by image currents. The work of Pettenpaul and col

leagues [84] is along the same lines. The approach models each spiral segment individually.
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similar to the PEEC approach, and then combines the individual models to a macro two-

port representation. These techniques form the foundation for the work presented in this

thesis.

3.3 Passive Devices on the Si substrate

In [74] Nguyen and Meyer demonstrated the feasibility of integrating spiral induc

tors in the Si IC environment. This work was followed by a plethora of experimental and

theoretical research aimed at improving the quality factor and integration of on-chip spiral

inductors and transformers. This mass research effort can be attributed to the important

role of integrated passive elements in realizing a fully-integrated radio transceiver [30].

3.3.1 Experimental Research

In order to reduce the metal and substrate induced losses, many research efforts

havebeen aimedat modifying the device structure and/or the IC processto minimize losses.

Using thick and more conductive metallization minimizes the low frequency losses whereas

using a heavily resistive substrate along with a thick oxide layer minimizes the substrate

losses. Naturally, using an oxide with a lower dielectric constantor eliminatingthe substrate

entirely helps a great deal, as well.

Forinstance, to minimize the effects ofthe substrate, Changand Abidi [12] demon

strated the feasibility of higher inductance and Q factors by removing the Si substrate

through selective etching, realizing a 100 nH inductor with self-resonance at 3 GHz. Ashby

et al. [2] used a special process with thick gold metallization to reduce the metallization
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losses of the spiral realizing a Q of 12 at 3.5 GHz for a 2.8 nH inductor with self-resonance

of 10 GHz. Soyuer and Burghartz et al. [106] proposed using multi-level metallization to

realize shunt-connected spirals to eflfectively thicken the metallization and thus lower the

losses. They measured a 2.1 nH inductor with Q = 9.3 at 2.4 GHz.

At the lEDM 95 conference, several papers continued this trend, such as Merrill

et al. [66] who proposed a series-connected 16.7 nH multi-level inductor with a Q = 3.

Incidentally, this proposal was also put forward in 1989 at the GaAs symposium by Geen et

al. [27]. Geen further proposed offsetting or staggering the spirals to reduce the interwinding

capacitance. Kim et al. [52] demonstrated high-Q inductors fabricated on 10 fim thick

polyimide and with 4 /zm thick Al metallization achieving a peak Q of 5.5 at 1.2 GHz for

a 10 nH' inductor. [9] also presented another multi-level inductor of 1.45 nH achieving a

Q = 24. In another series of papers [8] [6], 32 nH and 8.8 nH inductors with Q = 3 and

Q = 6.8 were demonstrated utiUzing series and shunt connections of multiple metal layers.

In this work, the top metal layer is 2.1 /zm of AlCu and resides 10 /zm away from a fairly

resistive substrate of 12 Q-cm.

Insulating substrates such as sapphire were demonstrated to yield a Q of 11.9 for

a 4 nH inductor [46]. Glass was also used as an insulating substrate by [18] at the lEDM

97 conference yielding inductor values with peak Q = 40 at 5 GHz for a 2.6 nH device and

Q = 15 for a 33.2 nH device at 1.5 GHz. A specially processed lateral high Q coil inductor

was demonstrated by [118] achieving a Q = 30 for a 4.8 nH device at 1 GHz.

The work of [120] [119] demonstrated electrostatic shielding of inductors from the

substrate by utilizing a patterned layer of polysilicon or metal under the device. The
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patterning is used to minimize eddy currents in the shield, similar to lamination in trans

formers. The importance of the substrate ground contact placement were illustrated [7]

[80]. The use of halo substrate contacts was shown to have a small effect on self-resonant

frequency while lowering both the electrical and magnetically induced substrate currents.

This is in contrast to the work of [120] where a patterned ground shield has an adverse

effect of self-resonant frequency.

The work of [81] [82] further illustrated the importance of using a high resistivity

substrate (2 kQ-cm) and thick metal (3.1 /zm). This yielded a peak Q = 17.6 at 11.25 GHz

for a 1.96 nH inductor. The effects of reverse-biasing the substrate through the periphery

of the inductor was also investigated in this work. The high substrate resistivity yields

depletion depths up to 34 fim for a 5 F reverse bias. [53] also illustrated superior self-

resonance and Q factor by constructing inductors over reverse-biased wells, dropping the

capacitance by a factor of two. Another work utilizing 2 fim thick metal with a high

resistivity substrate of 2 kCl-cm demonstrated a Q = 12 at 3 GHz for a 13 nH inductor

self-resonating at 7 GHz.

At lEDM 98, a novel buried oxide isolation technique was demonstrated [22] to

reduce substrate losses. A 2 nH inductor of Q = 20 was realized on a 10-20 O-cm substrate.

Micro-machined solenoid-type coils were demonstrated by [115]. A 2.5 nH inductor with

Q = 19 at 5.5 GHz occupies 800 fxxn x 90 /im, an area comparable to traditional spirals.

A 10 nH inductor with Q = 12.5 at 2.3 GHz was also illustrated. A shallow junction

diffused shield inductor was illustrated by [116]; a Q = 13 2.5 nH inductor was illustrated,

an improvement of 80% at 2 GHz. This contrasted with only minor improvements when
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compared to employing polysilicon shields.

Lee [59] proposed lateral bond wire inductors to realize high-Q and tight tolerance

on inductance. This approach differs from using long bond wires [14] where manufacturabil-

ity is a concern. Specifically, a 3.5 nH inductor with Q = 21 and self-resonance of 11.3 GHz

was illustrated. The tolerance is claimed at better than 5%.

In summary, the experimental evidence suggested clearly that high-Q devices were

possible if special processing steps could be added. Furthermore, other works demonstrated

that judicious utilization of the metallization layers in a standard CMOS processcouldyield

superior inductors.

3.3.2 Analytical Research

While the above cited works were mainly concerned with achieving high-Q values

through processing steps, others have concentrated on studying the inductor loss mecha

nisms to gain valuable insight in optimizing the geometry and process.

Some early work [64] employed full EM numerical software to analyze the losses

in inductors. Others, [61] [79] proposed semi-analytical approaches to modeling inductors.

The work of [61] models each spiral segment individually, calculating the inductance using

the approach of Greenhouse and Grover, and calculating the capacitance using the 2D

approach of [89]. While skin effect was modeled in this approach, proximity effects were

not due to a uniform current approximation in the calculation of the partial inductance

matrix. Also due to the 2D approach, only rectangular "Manhattan" type geometries can

be analyzed, limiting the generality of the approach. Eddy currents in the substrate were

neglected and electrically induced currents were calculated indirectly as a free-space Green
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function was employed. The work of [79] and this work overcome some of these difficulties

by employing a 3D Green function derived over a multi-layer substrate [76]. Also, current

constriction is modeled by sub-dividing the conductor width and thickness using the PEEC

formulation. Eddy currents are also treated approximatelyas we will discuss in Chapter 6.

The current crowding effects of spiral inductors were studied by [38] using the

method of moments (MOM) and finite-difference time domain (FDTD) techniques. The

work clearly illustrated the importance of modeling the non-uniform current distribution in

the spiral inductor, especially in the inner turns where much current constriction occurs due

to the high magnetic fields. In fact, [15] advocated eliminating the inner turns completely

creating a "hollow" spiral to reduce the AC resistance. The work of [63] proposes tapering

the spiral to minimize the losses of the inner turns.

The work of [44, 37] employs the Green function of circular disks to calculate the

distributed capacitance ofa circular spiral. The work has limited applicability, though, as

a free-space Green function is employed and only applies to circular structures. The work

of Rejaei [94] also derives substrate losses using a circular Green function. This Green

function, however, is derived over a conductive substrate and the model is able to predict

eddy currents and magnetically induced currents accurately.

The work of Kapur and Long [51] utilizes an efficient full-wave Green function

to calculate the losses over a stratified semi-infinite substrate. The efficiency is gained

through efficient numerical techniques. For instance, dense matrices are inverted using the

Krylov sub-space approach where matrix-vector produces are computed efficiently using a

recursive-SVD algorithm to factor the matrix.
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Mohan et al. [68] derive both physical and curve-fit formulas for the inductance

value of coils. For the curve-fitting process, extensive ASITIC simulations are used (see

chapter 7) to derive the coefficients. In another work [69], modeling of lumped transformers

is presented.

3.4 Passive Devices on Highly Conductive Si Substrate

The physically based approaches discussed above completely ignore eddy currents.

This was initially not a problem as resistive substrates were employed. However, when

the same techniques were applied to a heavily conductive substrate, such as an epi CMOS

process, large discrepancies were observed.

This problemwas identified by [15] through numerical simulation. The simulation

was accelerated by assuming 2D rotational symmetry, thus limiting the applicability to

circular devices. The work of [58] extended the work presented in [78] basedon eddycurrent

calculations of [39]. This work also suggests that stadced or multi-layer series-connected

spirals have superior Q factor when integrated on a highly conductive substrate where eddy

current losses dominated. This thesis also improves upon earlier techniques developed in

[80] to include such eddy-ciurent induced losses. This will be discussed in Chapter 6.

Even though someof the EM approaches discussed above automatically take eddy

currents into account, these techniques are much slower than the techniques presented in

this thesis. As a comparison, simulations with SONNET [92], a commercially available tool,

can run into hours for complicated geometries whereas they take seconds or sub-seconds

utilizing the techniques of this thesis.
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Chapter 4

Electromagnetic Formulation

4.1 Introduction

In this chapter we will discuss relevant electromagnetic theorems and assumptions.

We begin with Maxwell's equations and derive appropriate scalar and vector potentials.

Next we discuss inverting the defining partial differential equations by the Green function

technique. We will also discuss various techniques to "hide" the substrate induced losses in

Maxwell's equations to simplify the equations as much as possible.

4.2 Maxwell's Equations

4.2.1 Static Scalar aiid Vector Potentisd

Many electromagnetic phenomena are closely approximated by Maxwell's partial

differential equations over an enormously large range of distances and field strengths [41].
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In the time periodic case, Maxwell's equations become

V-B = 0 (4.1)

V •D = p (4.2)

VxH = ja;D+J (4.3)

V X E = (4.4)

Assuming that all the materials in question are linear and isotropic, then the number of

unknowns in the above equations reduce due to the following constitutive relations

D = €E (4.5)

B = mH (4.6)

J = (tE (4.7)

The above relations hold for typical field strengths encountered in microwave engineering.

The linearity holds since the internal fields of atoms are orders of magnitude larger than

impressed field strengths due to a macroscopic arrangement ofconductors.^

Note that e, /i, and a are assumed scalar constants. Assuming that is a constant

scalar is an excellent approximation for non-magnetic materials. Most magnetic materials,

such as paramagnetics and ferromagnetics, though, exhibit both anisotropy, non-linearity,

and hysteresis [54]. A typical IC process, though, only utilizes non-magnetic or weakly

diamagnetic materials and thus it is valid to neglect all magneticproperties of the matter in

'Modern IC processes, though, are capable of producing very thin and small structures leading to very
large electric fields. The gate oxideof a modern CMOSprocess, for instance, can be tens of angstroms thick,
involving perhaps tens or hundreds of atoms.
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question. On the other hand, Si and most other semiconductors are non-isotropic materials

and thus in (4.5) and (4.7) e and a become tensors. In this work we will neglect this and

assume a constant scalar value for e and a. It should also be noted that both e, /z and a

vary with frequency [54]. For microwave frequencies of interest, though, we can neglect this

variation although its inclusion would not significantly alter the following analysis.

Equations (4.1)-(4.4) can be recast in terms of the electric scalar and magnetic

vector potential. From (4.1) it is clear that B = V x A and from (4.4) it follows that [90]

E = —jujA — (4.8)

Using (4.2) and the constitutive relation of (4.5) we have

V •E = -jujV •A - = p/e (4.9)

Since the divergence of A does not have any physical significance, its value can

be chosen arbitrarily. It is common practice to choose its value to simplify the equations

as much as possible. For electrostatic problems the Coulomb gauge V •A = 0 is standard

but for electromagnetic problems the Lorenz gauge V •A = jufioeo^ is used to simplify

Helmholtz's equations [90]. Here, we will invoke the Coulomb gauge whereas in the next

section we will examine the full electromagnetic solution. The Coulomb gauge gives us the

well-known Poisson's equation

= -p/e (4.10)

If we substitute B = V x A into (4.3) we obtain

VxB = VxVxA = jcjpeE + pj (4.11)
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Using the vector identity

V XV XA = V(V•A) - V^A (4.12)

along with the Coulomb gauge and (4.8) results in

—V^A = jujfie{—jujA —V(f>) + fjiJ (4-13)

The first term on the right-hand side of (4.13) results in radiation. For microwave frequencies

where the device dimension is much shorter than the resulting wavelength of radiation, this

term can be safely neglected. Rearranging we have

—(V^ + u}^fie)A = + J) (4.14)

Consider now the first term of the right hand side of the above equation. Let's denote this

term as

Jc = juev<l> (4.15)

By (4.10) the divergence of the above equation results in

V •Jc = juj€V'̂ (i> = jujp (4.16)

Now consider the curl of (4.15)

. Vx Jc = ia;eVx(V<?i) = 0 (4.17)

By the Helmholtz theorem [13], a vector field is uniquely determinedup to a scalar constant

by its curl and divergence. If we separate the current in (4.14) into two such components

we have

J = + Ji (4.18)
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where the subscript s denotes a solenoidal current and the subscript i denotes an irrotational

current. Taking the divergence of (4,3) we have

V • (V XB) = 0 = jcjfiV •D + /zV •J (4.19)

But since V • = 0 and V • D = p we have

V •J, = —jcjp (4.20)

And by definition V x Jj = 0. Thus, by Helmholtz's theorem it follows that Jj = Jx- In

other words, (4.14) can be rewritten

-V^A = fi{3 - Jj) = ^^3, (4.21)

In summary, Maxwell's equations under electrostatic conditions can be solved by solving

the following scalar and vector diflFerential equations

= —p/e (4.22)

V^A = -ii3, (4.23)

4.2.2 Electromagnetic Scalar and Vector Potential

Repeating the above procedure with the Lorenz gauge, V • A = —jujpoeocj), results

in the following equations [90]

(+ujp,e)(f) = —p/e (4.24)

(V^ + ujpe)A = —pJ (4.25)

For lossy media, the following gauge

V •A = -{jujpe + pa)(f) (4.26)
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results in the following equations [122]

(V^ + a;/i€ - jfj,<7)4> —-p/t (4.27)

(V^ + ujpe —jpcr)A = —p3 (4.28)

4.3 Calculating Substrate Induced Losses

At microwave frequencies, the electromagnetic fields generated by a passive device

penetrate the substrate. For a non-conductive and non-magnetic substrate, such as GaAs,

the only significant source of loss inside of the substrate is due to the loss tangent of the

material. On the other hand, the conductivity of Si varies considerably from a fairly non-

conductive p ~ 10 kQ-cm for lightly doped Si to fairly conductive at p ~ 10"^ Q-cm for

heavily doped Si. As a result, electromagnetically induced substrate currents flow in the

substrate and are a source of loss.

The loss in the Si substrate can be computed from Poynting's theorem. In the

time-period case we have [90]

jf (E XH*) •dS =- j^(E•J* +MH' •B- E•D*))<iV (4.29)

The surface of the above integration is any surface that completely encloses the Si substrate.

The parenthetical term in the above equation represents energy storage and does not lead

to loss unless the constitutive relations of (4.5) and (4.6) have imaginary parts. If we ignore

the dielectric and magnetic losses of Si in comparison with the conductive losses, only the
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first term of (4.29) remains. Thus, if we assume that conductive currents dominate so that

J = (tE the integrand simplifies to <jE •E*.

Now consider making the substitution J = crE into (4.3)

V XB = (jw/ic + /z<t)E (4.30)

From above, we can define an effective frequency-dependent dielectric constant e' = e+ycr/cj

and thus remove the current term from Maxwell's equation. Thus, in the calculation of the

average loss in (4.29) only the following term remains since J = 0

-jwE •D* = -Me -h' ^E •E*)

= —juje'E' E* -f aE • E*

Again the first term in the above equation represents the electrical energy stored in the

substrate while the second term accounts for the conductive losses.

Thus, we see that to calculate the conductive losses we can simply work with a

new system where a' = 0 and e' = e + ja/u). So we must now solve

V •B = 0 (4.31)

V •D = p (4.32)

V X B = jcjfiD (4.33)

V X E = -jcjB (4.34)

Using operations identical to the previous section we have the modified Poisson's equation

= -p/e' (4.35)
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As we shall see, solving the above equation is equivalent to finding the capacitance matrix

of a system of conductors. The introduction of a complex e will make each capacitor lossy

by the introduction of a series resistor.

Similarlysolving (4.23) in the lossless case leads to the partial inductance matrix.

In the case of a conductive substrate, this inductance matrix will become complex where

the series loss element includes magnetically induced substrate eddy currents.

Again, performing operations similar to the previous section we obtain

-V^A = jw/ic'E

= •jw//€'(-jajA - V<^)

= (J^jjieA —jujfiaA —ju)pLeV^ —fiaVcf) (4.36)

Again, neglecting the radiation term we have

V^A = fJ>{Jeddy ~ ^cond "I" "^disp) (^•3'̂ )

where

Jeddy = -j(jJaA (4.38)

Jdisp = ju}eV(j> (4.39)

^cand = 0-V(^ (4.40)

Since ^disp represents energy storage and the losses associated with ^cond have been taken

into account by solving the modified Poisson's equation (4.22), only the eddy currents

contribute loss not accounted for by (4.22). Thus, from a loss perspective we can solve

V^A = jiUfiaA (4.41)
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to obtain all the losses associated with the substrate. Note that by the Coulomb gauge

the eddy current Jeddy is solenoidal. Furthermore, the displacement current Jdisp and

conduction currents are irrotational. Thus, the irrotationai currents do not give rise to

any magnetic effects at low frequencies and neglecting these terms is also justified. In

summary, we now solve the following system of equations and accurately account for both

the electrically and magnetically induced substrate losses

V^A = jujfiaA + fiJsrc (4.42)

VV=- , (4.43)€+ ja/uj

The only loss mechanism that we have neglected is radiation.

4.4 Inversion of Maxwell's Differential Equations

Given a fixed current and charge "source" density distribution, one can solve

Maxwell's equation in closed form. This is achieved by inverting the partial differential

equations of (4.22) and (4.23). In free-space it is well known that such a solution is given

by

where R— |r —r'|. This can be generalized by the introduction of the Green function. Any

non-singulax linear differential operator C subject to boundary conditions can be inverted

by application of the appropriate Green function [95].

x—C~^y =J G{x^x')y{x')dx^ (4.46)
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where the function G is the solution to the following problem

CG{x^ x') = 6{x —x') (4-47)

and G also satisfies the boundary conditions. Formally, to see that this is indeed the solution

simply observe that it does satisfy the original equation

CJ G{x^x')y{x')dx' =J CG{x^x')y{x')dx' =j 5{x —x')y{x')dx' =y(x) (4.48)

where we have interchanged the order of the operator and the integration by invoking

hnearity. We have also used the "sifting" property of the Dirac delta function. To prove the

above result in rigorously is beyond the scope of this thesis and such a proof can be found

elsewhere. This result is of course intuitive when (4.46) is interpreted as linear superposition

integral. In fact, the electrical engineer is already familiar with the Green function solution

to time-domain ordinary differential equations

For the case of scalar and vector partial differential equations, we can obtain the

result by invoking Green's first and second theorems

^(/iVV2 +Vfi •Vf2)(iK =j /iVf2 •dS (4.49)

f (/1VV2 - f2V^hW = / (/Vf2 - /jVfi) •dS (4.50)
Jv Js

Applying the second identity to Poisson's equation with /i = ^ and /2 = G we obtain

f (GV2(^ - 4>V^G)dy = f (GV4> - ^VG)' dS (4.51)
Jv Js

And noting that = —pj^ and = 5(r —r') we obtain

<t>=^ J^GpdV +j^j{<l>VG-GV<l>)dS (4.52)
^The Impulse Response Function H{t, r).
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We can simplify the above equation if we choose zero potential on the surface S and the

second term disappears. Working with the vector form of Green's second identity

f (Fi •VXVXF2 - F2 •VXVXFi)dV = f (F2 xVxFi - Fj xVxF2) •dS (4.53)
Jv Js

and let G be the solution to

V XV X G = —fJ>S{r —r')m (4.54)

Solving the above equation in turn for m = m = y, and m = results in three vector

functions Gx,y,z- For an isotropic medium such as free-space it follows that G* = Gy =

Gz = G. Now if we define a dyadic quantity G = G*®+ Gyy + Gzi it can then be shown

that for an arbitrary current distribution the solution to the vector potential is given by

[13]

A(r)= f G(r,r')-J(r'W (4.55)
Jv

where the "scalar" product G(r,r') •J(r') results in

Gx-Jx + Gy. Jy-hGz-J. (4,56)

4.5 Numerical Solutions of Electromagnetic Fields

Many diverse techniques exist for obtaining numerical solutions of (4.1)-(4.4).

Most techniques can be categorized into those that discretize the fields E and B, the

so-called domain techniques, versus techniques that discretize the sources, the so-called

boundary methods, versus techniques that discretize the continuous diflFerential or integral
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operators. Techniques which discretize the fields are appropriate when field solutions are

desired in a complicated non-uniform volume. This is the situation, for example, for device

simulators where a complicated doping profile due to diffusion creates regions of varying

conductivity both laterally and vertically. One such approach is the Finite Difference Equa

tion (FDE) techniques whichdiscretize the partial differential equations of Helmholtz which

are obtained by well-known transformation of (4.1)-(4.4). Note that this technique approx

imates a continuous operator by a discrete one. Another popular technique, the Finite

Element Method (FEM), discretizes the equivalent functional relations derived by the tech

niques of calculus of variations. Here one approximates the field quantity, not the operator.

The FEM technique, like all variational techniques, is related to Green's first identity

(£ii, u) = (£-iu, C-iu) + H(u, u) (4.57)

If the operator C is self-adjoint and positive definite, then the solution of Cu = / minimizes

the following functional

J{u) = (Cu^u) —2(/,n) (4.58)

Other techniques, the ones pursued in this work, result from Green's second identity

{Cu,v) —{C*v,u) = B{u^v) (4.59)

We discretize the sources of the fields by the method of moments (MoM). This results in

considerable savings in the number of unknowns for typical microwave frequencies. This

happens because charge accumulates at the surface of conductors and thus only a shallow

thickness of conductors need to be discretized. In other words, only the charge and current

along the surface of conductors needs discretization as opposed to the entire volume of the
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problem at hand. Of course, FEM and FDE techniques can employ non-uniform discretiza

tion to capture rapid variations of the fields at the surfaces of conductors to reduce the

number of unknowns considerably. The conducting substrate presents a problem for such

techniques, considerably increasing the number of "unknowns" in the equations, but appli

cation of an appropriate Green function eliminates the need to discretize the substrate.

4.6 Discretization of Maxwell's Equations

We begin by neglecting displacement current in the volume of good conductors.

The electric field is thus related to current by

J = crE = a{—'V<f) —jcjA) (4.60)

Note that we cannot ignore displacement currents in the substrate so we will instead only

speak of conductive currents in conductors. The substrate currents appear only implicitly

in the equations below through the action of the Green function

—/2 J G•JdV (4.61)

Substituting the above equation in the previous we have

J—+ju}fi j G'JdV =—V</> (4.62)

The above equation is coupled to Poisson's equation by

V2(/>=-^ (4.63)

To solve this equation numerically, we make the following assumptions:
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• Displacement current is neglected inside volume element of conductors.

• The currents and charges in volume elements can be considereduniform if the volume

elements are made sufficiently small.

• The potential does not vary appreciably in a volume element.

• The effects of substrate charges are captured by the electric Green functions averaged

over the volume of conductors.

• The effects of substrate currents are captured by a scalar Green function averaged

over the volume of conductors. The scalar nature is obtained by neglecting z-directed

current coupling and by assuming radial symmetry laterally.

• Proper boundary conditions can be imposed such that the surface terms in the scalar

and vector potentials vanish.

Thus, we discretize the somce current and charge

JW = XI (4-64)

Where we assume that the set {tpk} spans the space. Since the underlying equations are

self-adjoint, we can always choose an orthonormal set [95]

< >-Sij (4.65)

where each function Vi is an eigenfunction of the underlying operator. In such a case,

great numerical accuracy can be obtained by only retaining a few terms in (4.64). We can

also show that this case leads to uniform convergence of (4.64). However, this choice will



73

lead to difficult numerical integrations. Another choice is spatially localized functions that

automatically satisfy the orthogonality conditions of (4.65). The simplest of such functions

are piece-wise continuous

^t(r) = ^

With such a choice we have the following equivalent matrix equation [102] [49]

1 \freVi
(4.66)

0 otherwise

RkIk+juJ^MjkIj = Ait>k (4.67)
3

where we compute M by

Let Z = R-\- M he the impedance matrix such that we can write

V= A<^ = Zi (4.69)

We can immediately interpret the above results physically by noting that the

moments in (4.64) are physical currents, M is related to the partial inductance matrix and

the diagonal matrix R is simply the DC resistance of each conductor [102]. The magnetic

Green function Gm is no longer a scalar function due to the presence of the substrate. If

we assume a substrate is infinite in extent and uniform laterally, and stratified vertically,

as shown in Fig. 6.1, then for lateral currents Gm is effectively a scalar. In the following

analysis we will make this assumption since IC processes employ metal layers parallel to the

surface of the substrate. Vertical currents flow through vias but we will ignore the substrate

coupling between such via currents and the substrate.

Now if we choose the volume elements Vi sufficiently small that the current within

this volume is nearly uniform, this approximation will be valid. Unfortunately, the higher
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the frequency the smaller we will need to make the volume, leading to more terms in the

summation of (4.64). We can ameliorate this somewhat by choosing non-uniform volume

elements Vi since currents will tend to concentrate at the "skin" of conductors whereas

currents deep inside conductors will approach a more uniformi^d'-smaller value.

Treating the charges in the system in a similar manner, we expand the charge

density p into a set of localized functions

/»(••) = E (4.70)

At this point we choose not to discretize charge and current necessarily in the same manner

1 if r eUi
Ci(r) = (4.71)

0 otherwise

However, at some level we must impose charge conservation

V-J =-^ (4.72)

And this requires some consistency in choosing the boundaries of each volume element U

and V. Note that the charge in the substrate, similar to the substrate currents, are treated

implicitly by the Green function. Inverting Poisson's equation we have

<^(r)= f GB{r,T')p{r')dV' (4.73)
Jv

The average potential in some volume Uk can be obtained by

5t =E<4,,^(r)>=E /• ^r)dV (4.74)
Uk Uk Juk

and expanding the expression for (p

"* =7r/ f G{T,v')p(T)dy'dV (4.75)Uk JUk Jv
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and further expanding the expression for p and interchanging the order of the summation

and integration

v^ =i-J^E§-J^O(r,r%dV'<iV (4.76)
The innermost volume integral is localized to Uj due to the locality of C- Changing the

order of the summation and integration once more

v. =-^^E§-J^J^G(ryW',V (4.77)

We thus have the following matrix equation

V = Pq (4.78)

where eaeh matrix element of P is given by

In summary, wehaveconverted the difficult coupled integro-differential equations (4.62,4.63)

to the following matrix equations

V = Zi (4.80)

V = Pq (4.81)

Note that elements of v and i represent the current and voltage in the volume space of the

set V and the elements of v and q are the voltages and charges defined in the volume space

of the set U. Let v and i be vectors defined in the set W, a more coarse volume space than

V and U. Thus for any element Uk in the set P, we have Uk C Wj for some j. Also, we

require that Wj = YlkeK for some finite set K. Similar restrictions apply in the relation
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of W to V. Due to the conservation of charge (KCL), the elements of i are related to the

elements of i as follows

ij = ^ (4.82)
Vk,Vk€lVj

In matrix notation we thus have

i = Sl (4.83)

where the zth row of matrix S has unity terms corresponding to sub-elements and zeros

elsewhere. For simplicity, we also assume that all the voltages in the sub-space of V are

equal. In matrix notation this becomes

V = S^v (4.84)

Combining the above results we obtain

V = Z^i (4.85)

where

= (SZ-^S'^)-^ (4.86)

A similar argument applied to the charges gives us

q = Eq (4.87)

and

V= E^v (4.88)

where E plays the same role as 5. Thus we have

g = (EP-^E'^)v = Z^v (4.89)
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In summary, we have reduced Maxwell's equations to discrete currents i, voltages u, and

charges q which are related by two matrices, and . These matrices are in fact

the partid inductance and capacitance matrix. Thus, in place of Maxwell's equations we

may work with equivalent lumped circuits. Ruehli [102] has shown that this procedure is

equivalent to solving Maxwell's equation.
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Chapter 5

Inductance Calculations

5.1 Introduction

In this chapter we will define inductance, calculate the low frequency inductance

of several common configurations of conductors, and extend the results of our calculations

to high frequency.

Up until recently, the calculation of inductance has received relatively little at

tention from the integrated circuit community. Only very specialized fields, such as power

engineering, have dealt directly with inductors. The reason for this is simply related to the

relatively minor role that inductors have played at lower frequencies, especially in the IC

environment. In such cases, parasitic capacitance plays a dominant role in determining

circuit behavior whereas the effects of parasitic inductance are minor. The physical origin

of this stems from the relatively small size of integrated circuits. The typical inductance

associated with long integrated circuit metal traces is on the order of 1 nH, a small enough

value of inductance as to produce negligible reactance at typical IC frequencies less than
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100 MHz. Today, RF, microwave, and digital ICs are operating at 1 - 10 GHz and these

inductive effects are no longer negligible.

Comparatively, magnetic forces tend to have longer range effects than electric

forces. This can be attributed to the absence of magnetic monopoles. Whereas electric field

lines terminate on charges in nearby conductors and the substrate, magnetic field lines are

divergenceless and only wane in the presence of induced eddy currents.

At very high firequencies, frequencies often encountered by the microwave com

munity, the skin depth 5 is small and magnetic fields are confined to the external volume

of conductors. In such a case, the inductances of a system of coupled multi-conductor

transmission lines can be derived from the capacitance matrix. Therefore, more emphasis

has been placed on deriving the capacitance matrix as the source of capacitance is charge

derived firom a scalar Poisson's equation whereas the source of inductance is from currents

satisfying the vector Poisson's equation.

The situation has changed as on-chip frequencies have increased to the point where

magnetic effects are appreciable. In his pioneering work, Ruehli [99] focused attention on

efficient techniques for predicting inductive effects in an integrated circuit environment at

moderate frequencies where internal inductance cannot be ignored. These techniques are

widely applicable, even to board and package environments.

5.2 Definition of Inductance

Inductance is the electric dual of capacitance. While capacitors store electric

energy, inductors store magnetic energy. The self-inductance of a circuit can be thought
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of as the "mass", or resistance to change in "motion", of the circuit. The origin of this

"mass" comes &om the magnetic field of a circuit, which originates from the currents in

the circuit. Any change in the current of a circuit induces a change in the magnetic field.

Prom Faraday's law we know that a changing magnetic field induces an electric field. From

Lenz's law we can deduce further that this induced electric field always opposes further

change in the current.

5.2.1 Energy Definition

From circuit theory the total magnetic energy stored by an inductor is given by

H'm =\lI^ (5-1)

If we thus calculate the total magnetic energy in a volume V by a physical inductor

Wm
fv

= - f B' HdV (5.2)
2 Jv

we can equate the above quantities to obtain the inductance.

We have already alluded to the energy definition of an inductor in Chapter 2 when

we examined the complex power flowing into a black box

P=l<f ExW •ds =P, +2MW„,-We) (5.3)
2 Js

implying that the device acts inductively if Wm > Wg. This also has some interesting

implications for the impedance of a lossless passive device as a function of firequency. It can

be shown that [90]

^=4^^ (5.4)
dw II* ^ ^
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self-resonance

inductive

Figure 5.1: The reactance of a lossless passive device as a function of frequency.

which implies that the slope of the impedance versus frequency is never negative. Such a

typical profile as a function of frequency is shown in Fig. 5.1.

5.2.2 Magnetic Flux of a Circuit

Consider an arbitrary closed-circuit formed by conductors, as shown in Fig. 5.2a.

The magnetic flux of this circuit is defined as the magnetic field crossing the cross-sectional

area of the circuit

-i(tB'dS (5.5)

The origin of the magnetic field B is from the circuit itself since there are no other currents

in the system. Now, the self-inductance of the circuit is simply defined as

(5.6)
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Loop;

(a) (b)

Figure 5.2: (a) An isolated current loop, (b) A magnetically coupled pair of loops. Current
only flows in loop j.

where I is the total current flowing in the circuit. If we now consider an arrangement of

loops as shown in Fig. 5.2b, then if we let current flow in loop j and measure the impinging

flux on loop i, we have the following deflnition of mutual inductance

Mij =^ (5.7)

where

B'dS (5.8)tl^i= f
JSi

By Faraday's well-known law, the voltage induced on a loop is related to the flux as follows

dt

and by the definition of inductance this is simply

V=L
d̂t

(5.9)

(5.10)
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5.2.3 Magnetic Vector Potential

Prom Maxwell's equation, we know that all physically observable magnetic fields

are solenoidal, i.e. V •B = 0 and thus we can write B = V x A for some vector potential

function A. Note that we are free to choose the divergence of A as we wish. Prom the

definition of flux, we can invoke Stoke's theorem to obtain

=jf(Vx A) <iS =jf Adl (5.11)

In many practical cases, it is more convenient to work with the magnetic vector potential A

than the magnetic field B. Although the magnetic field has a more physical interpretation,

the magnetic vector potential is often simpler to derive.^ The governing equation for the

vector potential is the vector Poisson's equation derived in Chapter 4

V^A = fj,3 (5.12)

The solution of this equation can be written with the aid of a dyadic Green function G

A(r) = iJL f G(r, r') •3(r')dV' (5.13)
Jv

where for instance the component of G for a test source in the direction of xi is a solution

of

V^Gi = iji,5(v - T')xi (5.14)

In an isotropic medium, such as firee-space or a spherically symmetric arrangement of con

ductors, Gx = Gy = Gz and Gkm = 0^k m and thus the equation can be simplified

A(r) =Mj G(r, r')J(r')rfV' (5.15)
^Magnetic vector potential also has physical meaning in the study of quantum mechanics [25].
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By definition, then, the mutual inductance between two loops can be derived from the

voltage induced in one loop (unprimed coordinates) for a changing ciurrent flowing in some

"source" loop (primed coordinates). This voltage is given by

Vi,d =-/E dl (5.16)

From Maxwell's equation, the electric field is given by

/I AE= ^ (5.17)

Since the first term is "conservative" in nature, its line integral along a closed path yields

zero. Thus, we have

Hence

M= f G(t, r')J(r')dl '̂) •<fl (5.19)
I Jc Jv

At low frequencies, the current distribution J is uniform and the second integration therefore

only involves the function G. We can view this volume integral as the line integral of the

cross-sectional area of the conductor along the path of the conductor. Therefore

/ G{r,r')J{r')dV'= I <f (f G{r,r')dA')dl'= I <f G{r,r')dl' (5.20)
Jv Jc Ja' Jc

where G is the value of G averaged over the cross-sectional area of the "source" circuit at

any location along the loop. Substituting the above in the equation for inductance we have

M=n(f (f G(r,rOdl-dl' (5.21)
J C J c

The current factors out in the above equation and thus we see that the inductance at low

frequency is simply related to the geometry of conductors in question. For the case of
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free-space

= (5.22)

If the source loop is filamental, then we have Neumann's famous result [90]

fiffdl-dV , ^
''=^ff-R- (5-25)

which incidentally proves the reciprocity relation My = Mji.

Evidently, the above result is dependent on the path of integrationin the "source"

loop. For instance, if we take the inner most turn in a loop of finite width, the value of

inductance is different from the outer most loop, due to path length difference and the non-

uniformity of the magneticfield. This path dependence is in fact a paramount propertyof a

solenoidal field. Thus, to obtain a path independent mutual inductance, we should average

M over all paths. Consider the set of all paths parameterized by s 6 [0,1] tangent to the

current flow K = {ri(s) : n(s) ♦ J = 0}. The vector ri(s) traces one particular path and

the vector n(s) is always normal to the path. Let the average path be described by the

following convergent infinite sum

r(s) = ^ Tj(s) (5.24)
jeK

and let this path be described by Ci. Now let us integrate the field quantity E' along this

path to obtain a scalar value with units of voltage

V' =-<f E'. dli (5.25)
J Ci

where the field quantity E' is the average value of the electric field along the cross-section

of the path Ci

E'(r) = [ E(r)d>li (5.26)
JAi
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We can thus interpret (5.25) as the average voltage induced in our "source" loop. Thus,

the average mutual inductance becomes

M=ni i H(ry)dl'd\' (5.27)
JCi JC

where H is given by

H(r,r')= [ [ G(r,r')dAsrcdAfld (5.28)
JAstc •'•Afld

We can interpret the function i?(r,r') as the average value of G evaluated for all points in

the cross-sectional areas of the source and field loops at a given position r in the field and

r' in the source loops.

5.3 Parallel and Series Inductors

When N inductors are connected in series, the effective mutual inductance can be

computed easily since the voltage across the series connection gives

N N N N N

^ = "£^1= '£'£, E E (5-29)
i=l i=l j=l i=l j=l

where we have assumed that the branch current is equal to I for all branches since we axe

neglecting displacement current at low frequencies. Clearly, then

N N

Lse =£Li +2'£J2Mii (5-30)
i=l i=l j:}ti

The case of parallel connected inductors is more complicated. The result has already been

stated in Chapter 2

Lsh = — (5.31)
L,i=lj=l ^ij
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where the matrix K is the inverse of the partial inductance matrix M. To see that this

is true in general, consider iV-shunt connected coupled inductors described by the partial

inductance matrix M,

V = jujMi (5.32)

where element vj of vector v is the voltage across jth inductor and the element ij of vector

i is the current through the ^'th inductor. Since the voltages are connected in shunt, all

voltages are equal

Vx = Vi = V2 —' •' = vn (5.33)

and thus

where s =

/ \
1

V = VxS

and the total current is given by

— +i2 + **' + 2Ar = s^i

Since the effective input inductance is given by

L$h —

we have from (5.32)

{juM) = ijcjM) ^svx-I.

and further

S^ijujM) i = h

(5.34)

(5.35)

(5.36)

(5.37)

(5.38)



and

^sh —
1

s^M~^s

which establishes (5.31). In [99] the above result is stated in the following form
-1

^sh —

N-l N N

2 ^ ^ cofMij + ^ cofMt,
«=i j=i+i t=i

detM
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(5.39)

(5.40)

5.4 Filamental Inductance Formulae for Common Configu

rations

Consider a z directed filament of finite length I carrying a current I in free-space

located at the origin of a rectangular coordinate system. The magnetic vector potential at

any point in space is given by (5.15)

fjtolK(x,y,z)=i^ dz'
1/2 \/x^ + 2/^ + (^ - z'Y

Performing the above integration we have

Az{x,y,z) =z^log
47r

{z -1- //2) + y/x^ + y'̂ + (2 +
{z —1/2) + yjx^ + y^ —1/2)'̂

Now consider the mutual magnetic inductance of two such parallel filaments separated by

a distance d. If we integrate the expression for Az along the path of the second filament we

obtain

fl/2
M{l,d)= Az{d,0,z')dz' (5.43)

J-1I2

The above integral can be simplified into the following form

47r
log \/1 +

(5.41)

(5.42)

(5.44)
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The above expression is the starting point for calculating the mutual inductance between

two arbitrary parallel filaments. The technique is described in Grover [34] and Ruehli [99].

5.5 Calculation of Self and Mutual Inductance for Conduc

tors

Following the averaging procedure described in (5.21), we can find the mutual

inductance between two parallel conductors of arbitrary cross-section by integrating the

filamental formula (5.44) over the area of the cross-section of the conductors

Mi2 = [ f M{L, r)dAidA2 (5.45)
-^1-^2 JA.I JAi

where r = \j{x\ —X2)'̂ + (yi —2/2)^ + {z\ —22)^- For the case of self-inductance, we can

set Ai —A2 and perform the integration. This will result in an integrable singularity in

the calculation.

5.5.1 The Geometric Mean Distance (GMD) Approximation

If the filaments under consideration are long such that L » d, then the results for

M(I/,d) can be simplified if we neglect the term

M(L, d) «0Z, - logd+log 2L - l) (5.46)

Integration of the above expression across the cross-section yields a simpler calculation. The

only difficult term to integrate is the log(d). This term, the Geometric Mean Distance^ or

GMD, is the average value of the logarithm of the distance between all points between the
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conductors. This integral can be calculated for several simple configurations, especially for

arbitrary rectangular cross-sections. Some of these results can be found in [80].

A simple interpretation of the above result can be obtained if we make the L d

approximation from the outset. If we let L oo we have the following 2D magnetic vector

potential

A(a;, y) = log + (5.47)

And thus the mutual inductance per unit length between two infinite parallel conductors is

given by

Mi2 =^ / f los(r)dAidA2 (5.48)
47r Jai Ja2

where r takes on the value of the distance between every pair of points in the cross-section

of each conductor. With the exception of the Arithmetic Mean Distance (AMD) correction

factor, this is exactly the same expression found with the GMD approximation.

5.6 High Frequency Inductance Calculation

5.6.1 Background

All the equations derived thus far for inductance have made the assumption of

uniform current distribution within the volume of conductors. While this applies to low

frequencies, we know that at high frequencies currents redistribute to minimize the energy

of the system. Consider, for instance, a conductor carrying a low firequency current above

a ground plane as shown Fig. 5.3a. At low frequencies (strictly DC) the return current

flowing in the ground plane flows uniformly and so the resistance per unit length for the



Figure 5.3: (a) Ground current at low frequency, (b) Ground current at high frequency.

entire system can be computed by

(5.49)

At higher frequencies, though, currents redistribute to minimize the energy of the system

as shown in part (b) of Fig. 5.3. The magnetic energy of the system can be minimized by

minimizing the inductance value per unit length. Thus, the ground currents redistribute and

concentrate under the signal carrying conductor.^ The ground current will flow as close as

possible to the signal carrying current in order to minimize the magnetic field (since ground

currents flow in the opposite direction). The high frequency resistance is thus closer to

Ant « 2-^ (5.50)

Another perspective is to note that AC current takes the path of least impedance.

Now consider the inductance value of the various paths through the ground plane. As shown

in Fig. 5.4 a path far removed from the substrate has a large cross-sectional area and thus

a large value of inductance. A path directly under the inductor involves the smallest area

^For simplicity we have ignored the current distribution in the signal conductor.



Figure 5.5: The self and mutual inductance of the conductor and return path.

and thus the smaller value of inductance. Therefore, AC current will flow in paths of low

inductance.

A final perspective to this problem can be drawn from our study of "partial"

inductance. As shown in Fig. 5.5, the total inductance for a typical path in the ground

plane is given by

-^tot —^cond "b ^gnd 2Af (5.51)

Since M varies from path to path whereas the L for a typical path is constant, nature

chooses a path to maximize M so as to minimize the total inductance.
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Figure 5.6: Two inductors realized with different metal spacing values of 1 (im. and 10 (im.

It is interesting to note that the high frequency current distribution is a result of

the electric field term of

F = 9(E + V X B) (5.52)

rather than the magnetic field term. This is a result of the electromagnetic interaction or

Faraday's law. To see this is true consider the static magnetic force on two current carrying

wires. It is well known that if the currents are in opposite directions, the wires repel one

another. So based on the magnetic forces alone the current distribution in our example

should be the exact opposite of Fig. 5.3b.

5.6.2 Example Calculation

We will now illustrate the importance of calculating the partial inductance matrix

at high frequency with an example. Consider the two spiral inductor layouts shown in

Fig. 5.6. The inductor geometries are identical with outer length L — 200 /xm, and five
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(a) (b)

Figure 5.7: The ratio of AC to DC inductance and resistance as a function of frequency
plotted for two inductors of Fig. 5.6.

turns of metal pitch = 10 /im. In (a), though, the metal spacing 5=1 fim whereas in

(b) 5 = 10 iim.

We analyze both devices by computing the partial inductance matrix Z. Each

segment of the spirals is sub-sectioned into twenty separate conductors producing a 400x 400

matrix Z. The matrix is reduced in order by computing Z^ = (SZ~^S^)~^ and then by

summing over the elements to obtain

R{f)+ju>HJ) = Y,zijif)
ij

(5.53)

From an inductance point of view, using the smaller value of spacing results in a

higher DC inductance value of 5.2 nH as opposed to 2.6 nH. From Fig. 5.7 we see that as a

function of frequency, the inductance values of both devices decrease slightly approaching

the external inductance limit^, falling about 4% from the DC value at 5 GHz.

The series resistance of the device, though, increases much more rapidly for the

^Please note that this is the physical inductance of the device and not the effective inductance. In other
words, the capacitive effects have been completely ignored in computing (5.53).
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smaller value of spacing, as shown in Fig. 5.7b, where the ratio of AC to DC resistance is

plotted. While the device with large spacing shows a 40% increase in series resistance at

5 GHz compared to DC, the device with small spacing suffers nearly twice as much loss at

5 GHz compared to low frequency. This increase is faster than the \/J increase predicted by

simple skin effect theory. To see why, note that the magnetic field is non-uniform across the

cross-section of the inductor and increases rapidly towards the center of the device. Thus

the magnetic field penetrating the conductors results in eddy currents with a more profound

infiuence over the loss at the inner core of the spiral. A plot of the current density^, shown

in Fig. 5.8, shows that the 1 fim design suffers from current constriction at 5 GHz in the

innermost turn. On the other contrary, as shown in Fig. 5.9, the 10 /j.m design has uniform

current distribution even at 5 GHz, more uniform than at 1 GHz. •

Now consider an optimization routine searching for a value of spacing S to optimize

the Q of the device. If the optimizer makes the assumption that resistance increases likey/J

independent of spacing, then clearly the optimizer will select the smallest possible value of

S to maximize the inductance. In other words, an optimizer will find an incorrect optimal

solution, an artifact created by the weakness of the modeling process.

''See Chapter 7 for an explsination of how these plots were generated. Note that these plots show the
current distribution after solving the electric and magnetic problem.
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Chapter 6

Calculation of Eddy Current Losses

6.1 Introduction

Due to the non-zero resistivity of the metal layers there are ohmic losses in the

metal traces as well as eddy current losses. The eddy currents in the metal traces arise

from the magnetic fields generated by the device that penetrate the metal layers. These

magnetic fields induce currents that give rise to a non-uniform current distribution along

the width and thickness of conductors pushing current to the outer skin of the conductors.

These effects are also known as skin and proximity effects. Skin effect losses are from the

magnetic field of the "self inductance of a metal trace whereas proximity effects result

from the magnetic field of nearby conductors. The proximity of nearby conductors also

contributes to the current distribution in a conductor, most prominently for the innermost

turns of a spiral where the magnetic field is strongest [15, 38].

In Chapter 5 a technique was presented to analyze the skin and proximity effect

losses based on the previous work of [99, 113], especially the PEEC formulation [100].
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Electrical substrate losses were also analyzed in [79] based on the work of [76, 29]. Eddy

current losses in the bulk Si substrate, though, have not been accounted for thus far since a

free-space Green function was used to derive the inductance. In this chapter the previous

work is extended by including the magnetically induced losses in the substrate.

The importance of modeling such effects was not initially realized as these effects

were not widely observable in the bipolar and BiCMOS substrates of interest because of

the widespread use of highly resistive bulk materials. These effects, though, were seen to

be of integral importance when researchers attempted the construction of high Q inductors

over an epitaxial CMOS substrate [75]. In [15] the importance of modeling eddy currents

was further demonstrated through numerical electromagnetic simulation. These simulations

and measurement results clearly show that eddy cmrents are a dominant source of loss in

these substrates.

In this chapter approximate 2D and 3D expressions for the eddy current losses over

a multi-layer substrate are derived. These can be used to predict the losses in inductors

and transformers fabricated over such substrates. The results are derived using quasi-static

analysis.

6.2 Electromagnetic Formulation

6.2.1 Partial Differential Equations for Scalar and Vector Potential

Consider a long filament sitting on top of a multi-layer substrate. A cross-section

of the geometry is shown in Fig. 6.1. Assume the filament is carrying a time harmonic

current. The substrate is assumed infinite in extent in the traverse direction whereas each
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Figure 6.1: Multi-layer substrate excited by a filamental current source.
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substrate layer k has thickness tjt, conductivity ajt , magnetic permeability fik^ and electric

permittivity €jk. The substrate is most likely non-magnetic or weakly diamagnetic, a good

approximation for Si and other semi-conductors. The introduction of a linear magnetic

substrate, though, does not complicate the analysis. The filament is a distance b above the

substrate, parallel to the 2:-direction.

The electric and magnetic fields are completely determined by Maxwell's equations.

The time harmonic fields are determined by the scalar and vector potentials [90]

E = -jujA - V<f> (6.1)

B = V X A (6.2)

For obvious reasons, we will denote the first term of (6.1) the magnetic response and the

second term of (6.1) the electric response. From Maxwell's equations we have the well-known

relation

V(V •A) - A = fiJ + jujfieB (6.3)

Assuming the substrate and metal conductors are linear and isotropic gives

J = aB + Jsrc (6.4)

Substituting (6.4) and (6.1) in (6.3) and invoking a Coulomb gauge results in the following

A = fi(jujcrA —a;^€A(<7 + jue)V<i) —Jsrc) (6.5)

The parenthetical expression on the right hand side has units of current density. The first

term can be identified as the magnetically induced eddy currents that flow in the substrate

and metal conductors. The second term is the dynamic radiation current term. The third
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term includes the electrically induced conductive and displacement currents flowing in the

substrate. Finally, the last term is the impressed currents flowing in the metal conductors.

At microwave frequencies of interest ( < 15 GHz) the constant of the second term

is at least three orders of magnitude smaller than the first and can be safely ignored. The

physical significance is that radiation is negligible. Dropping the third termof (6.5) has two

implications. First, the magnetic field contributionof the electrically induced currents will

be ignored. Second, the electrically induced substrate losses will be ignored. The second

implication is a far bigger concern because the electrically induced substrate losses axe

significant at frequencies of interest. The contribution to the magnetic field, though, can be

safely ignored. To understand this physically, consider the schematic representation of the

substrate currents shown in Fig. 2.4. Clearly the electrically induced current distribution

leads to a zero magnetic field. This can be shown at low frequency by noting that V x =

0.

Applying the Coulomb gauge to the electric divergence relation we obtain the

well-known electrostatic Poisson's equation

V •E = V •{-jujA - V0) = = pje (6.6)

As discussed in Chapter 4, if we modify the above equation by replacing the electric per

mittivity by

£= e' + je"-j- (6.7)
U)

we account for the loss tangent of the material as well as the conductive losses. Thus

the electrically induced losses can be derived from (6.6) instead of (6.5). This is valid as

long as skin effect in the bulk does not significantly alter the electrically induced current
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distribution in the substrate. With these simplifications we have

= - (6.8)
e

(V2 _ ^ (6 9)

where

7^ = —juja (6.10)

and € is given by (6.7).

6.2.2 Boundary Value Problem for Single Filament

Under a two-dimensional approximation, the magnetic vector potential is directed

in the direction of current, and hence has only a non-zero component in the z-direction. At

microwave frequencies of interest, (6.9) simplifies and for each region

Ajk = j£J/Xjfc<7A:Afc (6.11)

By the method of separation of variables in rectangular coordinates [110], we write the

solution in each layer as follows

Ak{x,y) = Xk{x)Yk{y)z (6.12)

Substitution of the above form in (6.11) produces two ordinary constant-coefficient second-

order differential equations

^ =-m^Xk (6.13)

$ =-7^. (6.14)
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with the additional constraint that

^l-m^ = jujfikf^k (6.15)

Due to the even symmetry of the problem one selects

Xk = cos(mx) (6.16)

and by (6.15) it follows that

Yk = Mke-^^y + Nke-'^'y (6.17)

Since we seek the vector potential over an infinite domain, the most general solution has

the following form

fOO

^kix,y) = / [MkC^^y + Nke~'̂ ''y) cosmxdm (6.18)
JO

For N conductive layers there are 2{N + 2) unknown coefficients in the expansion of (6.18).

There are 2{N 1) boundary conditions which hold at the interface of each layers. The

boundary conditions follow from Maxwell's equations [90]

(Bfe+i - Bit). n = 0 (6.19)

(Hjfc+i-H;k)xn = K (6.20)

where K is the surface current density. For A; > 1 the above relations simplify to

^k,y —Bk+l,y (6.21)

= —Bk+l,a: (6.22)
Ilk llk+\

where

Bfc = V X {Akz) (6.23)
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Hjfc = —Bfc (6.24)
f^k

Note that (6.21) and (6.22) must hold for each mode of (6.18), so one can show that

/

where

and

Mk+i
\ (

_ 1
" 2

(l + At)e-9'

(1-At)e+'" (l + At)e+i"

=

Mfc+i 7fc

Mfc Ik+i

9k = (7fc+i - 7k)yk

hk = (7fc+i + lk)yk

\ I \
Mt

Nk

(6.25)

(6.26)

(6.27)

(6.28)

Since ^4 0 as y ±oo it follows that Mq = 0 and = 0 to satisfy the boundary

condition at infinity.

The boundary conditions at the filament interface y = b require special care.

Applying (6.21,6.22) we have [108]

where

1 dAo

fjiQ dx

1 dAo 1 dAi

1 dAi

y=b Ml y=b

,fjto dx fii dx .
= K{x)

y=b

K(x) = S{x)I

or equivalently, expressing (6.31) as an inverse cosine transform

IKix) =- /
TT Jo

COSmxdm

(6.29)

(6.30)

(6.31)

(6.32)
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Thus all the unknown coefficients may be evaluated and the boundary value problem is

solved. This is the approach followed by [108] and [86]. An alternative derivationwhich leads

to a different integral representation ofthe magnetic potentialispresented in [109]. Observe

that the magnetic field in the free-space region above the substrate may be expressed as

arising from two sources, the filament currentand the currents fiowing in the substrate (the

eddy currents). To derive the term arising from the filament in free-space observe that

B(r) =^ (6.33)

which may be expressed by the converging Fomrier integrals

Bqx = J e~l^~ '̂'"cosma;dm (6.34)

Boxy = J sin mxdm (6.35)

This observation implies that

•Mo(m) = (6.36)
ZTT m

Using the above relation and (6.29) the coefficients can be obtained uniquely for all layers.

More generally, we can write

ui r°°MxjV) ~ ^ —~—+ ^('̂ ))cos(m(a; - xo))dm (6.37)

where (xq,yo) is the source filament location. The unity term accounts for the filament cur

rent in free-space and the term involving T accounts for the eddy currents in the substrate.

In other words, the first term is the solution of the free-space problem for the impressed

filamental currents whereas the second term is due to the response eddy currents in the

substrate. This particular form will be very fruitful in our later analysis.
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6.2.3 Problems Involving Circular Symmetry

When the current excitation is circular or approximately symmetric, as in the

case of a polygon spiral inductor, the assumption of circular symmetry also leads to a one-

dimensional integral expression for the magnetic vector potential. The analogous solution

involves Bessel functions in the place of the cosine function of equation (6.37). This problem

has been treated extensively in [109, 39, 40] using a magnetostatic formulation and in

[112, 65] using an electromagnetic formulation. In this paper we will concentrate on the

infinite rectangular solution as it applies more directly to devices involving orthogonal or

Manhattan geometry. It should also be noted that [58] used the circularly symmetric

solution to calculate the substrate losses.

6.2.4 Magnetic Vector Potential in 3D

In this section, we extend our results for eddy current losses fi:om 2D to 3D. To

do this, we first derive the lossless 3D magnetic vector potential in free-space in order to

gain insight into the problem.

Free>Space Solution

In a similar vein, the magnetic vector potential may be derived directly by the

governing equation (6.9) by the method of separation of variables. For a filament of length

i the 3D current density is given by

J(rE, y, z) = zS(x)S(y) [u{z -f- i/2) - u{z - ^/2)] (6.38)
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Filament

Semi-Infmite Conductive Substrate

Figure 6.2: Single layer semi-infinite substrate excited by a filamental current source.

where the function u(z) is the unit-step function. Enforcing the boundary conditions as

before, we arrive at the following expression

A{x^y^z)= f f Mo(^^^/^2sinh (y/m^ -{• n |̂y —b\) cos(mx)cos{nz)dmdn (6.39)
Jo Jo Tc^y/mr + n^ ^ '

Note that this integral may be computed in closed-form as presented in (5.42). Our purpose

in re-deriving the above expression in open-form will become clear in the next section.

3D Solution over a Lossy Substrate

Consider the geometry of the 3D problem shown in Fig. 6.2. The general solution

for the magnetic vector potential for a finite filament over a lossy substrate in 3D is given

by

Ai = f [ cos(ma;) cos{nz)dmdn (6.40)
Jo Jo
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above the filament and by the following expression

A2 =LT cos(maj) cos(nz)dmdn (6.41)

above the substrate and below the filament. Applying the boundary conditions we arrive

at the following solution

27r^ 7272

= _73-72^272dj^^ (6 43)
73+72

^ _ 73-72^272d
73+72

M2 (6.44)

where 72 = y/rri^ + ri^ and 73 = y/m^ + •{•jficja. The expression for Ni can be expanded

into the following form

(ju)afi)Ni = (juafi) +2736 Owo'M)
7272 7272 7272 72

.pure inductance image inductance
(6.45)

where K = 7272M2.

Note the first and third term are purely imaginary and jfrequency-independent

and therefore only represent the inductive portion, and not the loss, of the magnetic vector

potential. In particular, from (6.39) we may identify these terms as arising from two equiva

lent finite length filaments situated in free-space carrying equal and opposite currents. Prom

(5.42) this contribution to the integral can be factored out and computed in closed-form.

This results in tremendous savings in numerical computation due to the avoidance of the

logarithmic singularity. The other terms represent loss and reflected inductance

jcja^iNi = (73 - 72) (6.46)
72
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Note that 73 = 72 at zero frequency so this term drops out at DC. The physical interpre

tation is that there are no DC losses since eddy currents are electromagnetic phenomena.

Simplifying the loss portion of the above integral we have

(6.47)

If we integrate the above expression over the path of a parallel filament separated by a

distance s we obtain the induced voltage due to the eddy current losses

rc/z

Vioss = M / Aossis, 0,z)dz (6.48)
J-e/2

which yields

^^ ^sin(n^/2)^ cos(ms)c-T'22rf(^3 _.y2)dmdn (6.49)

where the term 5R[Z] only contains the substrate reflected losses and ^[Z] represents the

substrate reflected inductance.

6.3 Eddy Current Losses at Low Frequency

6.3.1 Eddy Current Losses for Filaments

With the magnetic vector potential known, we can proceed to calculate the eddy

current losses. There are two approaches to determining the losses. One approach is to use

Poynting's theorem to calculate the total power crossing a surface enclosing the filament. In

the time harmonic case the real component of this power must be due to the lossy substrate

since no other loss mechanisms are present [109]. The complex Poynting's vector is given
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by

S=i (E XH*) (6.50)

If we integrate the normal component of this vector over the surface 1/ = 0 we obtain the

power crossing the substrate

P+jQ =\ r {•ExH')-ydx (6.51)
^ J—OO

Considering now only the magnetic response of the substrate, from (6.1) we have

E = -jujA (6.52)

Thus, (6.50) becomes

S = X V X A (6.53)

For the geometry of Fig. 6.1 the integrand of (6.51) simplifies to

(ExH*)-j)=^A^ (6.54)
// dy

In section 6.2.2 it was shown that the magnetic vector potential has the following general

form

til f°°
A{x,y) = — / f (y^m) cos mxdm (6.55)

27r Jo

Differentiating (6.55) under the integral and substituting in (6.51) results in

P-^jQ =

lim / cos mxcos nxdx = lim
L-^cx) J-L L-^00

-J" r Ox r ^MlcosnxJ r ny,m)cosmxdm
J-oo L27r Jo ay J L27r Jo2/1 J—i

If we interchange the order of integration and observe that

sinL{m —n) ^ sinL(m +n)
m — n m + n

(6.56)

= '!^(6(m —n)-\r6{m + n))

(6.57)
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0

Figure 6.3: Cross-section of square spiral inductor.

P + jQ =
Stt jo

Thus, the equivalent resistance per unit length seen by the source driving the filament

becomes

roo

J f(y,'rn)f*{y,m)dm

i?e, = 5R[2(P-fiQ)]

Ill

(6.58)

(6.59)

The imaginary part of (6.58) also contains useful information as it represents the reactive

power crossing the surface which can be attributed to inductance. This is a negative increas

ing function of frequency which represents decreasing inductance as a function of frequency.

The inductance decreases due to the "image" eddy currents flowing in the substrate. By

Lenz's law, these currents flow in a direction opposite to the impressed current and hence

generate a magnetic field that tends to cancel the penetrating magnetic field of the source,

thereby decreasing the inductance.

Using this principle let us derive the power loss for the configuration shown in 6.3.

Note that two sets of N parallel ciurrent filaments carry a current I where the individual

filaments are separated by a distance s and the two sets of filaments are separated by a
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distance d. Notice that this current distribution crudely approximates half of the current

distribution for a spiral inductor of N turns. In a spiral inductor the filaments have finite

length and vary in length. Here we neglect "end-effects" and calculate the losses for the

average length filament.

Using (6.55) we have

A{x, y) = J /(«/, m) cos m{x —di) —cos m{x + dm (6.60)

and

•A-lix^y) =̂ fyiy^n) cos n(a; -di) -cos n(a: +di)j dn (6.61)
and applying (6.58) while changing the order of integration we have

P-^jQ =
47r^

where

H{x) = ^ (n(a; ± di)) cos (m{x ± dj)) (6.63)
ij

where H{x) has been written in shorthand notation. Each a; domain integral of (6.62) takes

the form of

/oo
COS m{x+a) cosn{x+P)dx = S{m—n) cos{ma-\-nP)7r+S{m+n) cos(ma—nl3)7r (6.64)

-oo

Using the above relation reduces (6.62) to

pjQ= J /*(m)/(n) ^y^sin(mdj)sin(mdi)^ dm (6.65)
Alternatively, one can derive the equivalent impedance per unit length seen by the source

driving the filament by simply observing that by (6.1) the reflected magnetic contribution

fOO poo / poo \

Jo Jo (/ H{x)dxjdmdn (6.62)
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to the impedance must be [108]

'jcjAo{0, b)
Reg — (6,66)

Notice that (6.66) will lead to a diflferent yet equivalent integral expression for the eddy

current losses.

6.3.2 Eddy Current Losses for Conductors

Due to the linearity of Maxwell's equations, we can invoke the superposition

principle to calculate the losses when more than one filament is present, even for a continuous

distribution of the field. An alternative viewpoint is that in calculating the vector potential

for the filament case we have actually derived the kernel of the integral operator that is

the inverse transform of (6.11), or the Green function [95].

Thus, for any distribution of current over the multi-layer substrate of 6.1 we can

write the resulting vector potential as ^

M^^y) =J J G(x,y)J{x,y)dS (6.67)

where the surface integral is taken over the cross-section of the conductor and has the form

of (6.55). If the current distribution is uniform this simplifies to

A{x,y)=I j j G(x,y)dS (6.68)

In many practical cases the current distribution is non-uniform. In these cases one may

approximate the current distribution by dividing the cross-section into uniform current

'Note that this is not in general true for the vector potential since a dyadic Green function must be
employed. However, it is valid for the two-dimensional quasi-static case under investigation.
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distribution segments and apply (6.68) to such segments. This is discussed in more detail

in [113, 100, 49, 79].

Integrating (6.55) over the width w of the source conductor we obtain

^u;(a:,2/) = f(y,m)
sm

mw

2
mw

2

COS mxdm (6.69)

If we further average the above expression over the finite width of the field point we obtain

mw

2

llI f°° ' """ ^
COS mxdm (6.70)

assuming the field conductor width is also equal to w.

In order to calculate the total impedance for a set of filaments in series, one must

account for the self and mutual impedance terms

= = (6-71)
hj

where Aj{di,b) is the vector potential generated by the jth conductor evaluated at the

location of conductor i and is given by

til
Aj(di,b) = / /(6,m) cosm(di - dj)dm (6.72)

27r Jo

where the positive sign is used when the currents fiow in the same direction whereas the

negative sign is used when the currents fiow in opposite directions.

The factor rji = li/I accounts for the non-uniform current distribution along the

length of the device. At low frequencies, T/j « 1V z, since no ciurrent is lost to the substrate

due to displacement current. At higher frequencies, though, it is critical to evaluate (6.71)

with this factor in place as the current distribution becomes non-uniform. In the next

section we derive this current distribution.
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6.4 Eddy Currents at High Frequency

6.4.1 Assumptions

In [100] the PEEC formulation is shown to be equivalent to solving Maxwell's

equations. We can thus formulate our problem using a modified PEEC technique. Our

modifications mainly take advantage of the special geometry and symmetries in the problem

to reduce the calculations. Thisapproach hasalready beenpursued in [79]. Here, we present

a more symmetric formulation.

First, we would like to avoid generating volume elements in the substrate. That

would allow free-space Green functions to be employed but would produce too many el

ements. Since the Si substrate is only moderately conductive, we would require several

skin depths of thickness in the substrate volume as well as an area at least 2-3 times the

area of the device under investigation to include the fringing fields. Since the fields would

vary rapidly across the cross-sectional area and depth of the substrate, many mesh points

would be required. On the other hand, if we formulate the problem with a multi-layer

Green function, the substrate effects are taken care of automatically and the substrate can

be effectively ignored in the calculation. Therefore, only the conductor volumes need to be

meshed.

Furthermore, since the conductors that make up the device are good conductors,

consisting typically of alumimun, gold, or copper, displacement current in the volume

of the conductors can be safely ignored. Thus, the divergenceless current distribution in

the conductors is found solely by solving the magnetostatic problem (6.9). The divergence

of the current, or charge, is determined solely from the electrostatic distribution of charge
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Figure 6.4: Voltages and currents along series-connected 2-port elements.

found by solving (6.8).

One further assumption greatly reduces the order of the problem. If we assume

that the current flows along the length of the conductors in a one-dimensional fashion, then

only meshing in one dimension as opposed to two or three dimensions is needed. For the

typical square spiral shown in Fig. 2.8, we see that this is indeed a good approximation.

Note that this does not preclude a non-uniform current distribution along the length, width,

or thickness of the conductors. Rather, the current is constrained to flow in one direction

only. This assumption is mostly in error around the corners of the device where we may

choose to use a two-dimensional current distribution or we may simply ignore the corner

contributions.

6.4.2 Inductance Matrix

Given the assumptions of section 6.4.1, we may sub-divide the device into many

sub-conductors as shown in 6.4. Since the current is constrained to flow in one dimension,

the problem can be reduced by solving the equivalent magnetic circuit equations. For the

system of filaments we calculate a partial inductance matrix [99] where each non-
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diagonal element is computed with

=JW f Aj-dli (6.73)
J Ci'c,

and the diagonal elements are given by

Zlfi=Ri+jujAi-dli (6.74)

Employing the same approximations as [113] we reduce this matrix to the level of the

conductors by invoking KCL at each node to obtain [49]

Z'̂ =(s"^ s\ ' (6.75)

where the sparse rectangular matrix S sums over the current sub-elements of a conductor.

Thus, each row has a one in a position corresponding to a sub-element and zero otherwise.

The problem with computing (6.75) directly is that the large matrix must be computed

and inverted.

6.4.3 Fast Computation of Inductance Matrix

In [49] computation of (6.75) is avoided altogether by an iterative solution. The

matrix-vector products are accelerated by taking advantage of the 1/R form of the free-space

kernel [32]. This kernel specialization, though, limits the applicability of the technique and

precludes its application to the problem at hand since this would require us to either ignore

the Si substrate (which distorts the free-space Green function) or to mesh the substrate.

Not only does the substrate meshing unnecessarily increase the size of the problem, but

it also requires a more complete PEEC formulation since displacement current cannot be

ignored in the substrate.
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The authors of [51] have developed a more general iterative solver that can be

applied to (6.75). The basis of their technique is to factor using the singular value

decomposition (SVD). Using the SVD one can compress the matrix by only retaining the

larger singular values. This also allows fast computation of matrix-vector products. This,

of course, requires an efficient procedure to compute the SVD. For matrices generated from

integral equations, [51] develops an efficient recursive process to compute the SVD.

In [79] an approximate technique is presented to compute (6.75) indirectly by ig

noring long range interactions. This is in fact the crux of all the abovementioned techniques.

6.4.4 Efficient Calculation of Eddy Current Losses

As it stands, the derivations of section 6.2 are not directly applicable to the above

analysis unless an unrealistic two-dimensional approximation is used. A three-dimensional

approach, on the other hand, requires numerical integration calculations that are at least

four orders of magnitudemoreexpensive to perform. To see this, note that instead of a one-

dimensional integral for the magnetic vector potential we would require a two-dimensional

integral. Also, integration of A over the source and field cross-sections will add two to

four more dimensions. Finally, integration of A along the path of the field will involve

one final line integral, adding at least one dimension to the problem. The two-dimensional

approximation, though, only involves an integral of one dimension. This is because the

integrations over the cross-sections can be performed analytically and the integration along

the path of the field is trivial to compute due to the z-direction invariance inherent in the

two-dimensional approach.

On the other hand, the free-space calculation of the magnetic vector potential is
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exax:t and the mutual inductance between filaments may be performed in closed form. To

include the cross-section of the conductors requires numerical integration over the volume of

the conductors. The geometric mean distance (GMD) approximation [33] [34], on the other

hand, yields closed-form results for the case of parallel rectangular cross-sections. Thus, each

matrix element computation can be performed in closed form. It has been found experi

mentally that the GMD approximation computes the free-space inductance value to a high

precision for conductors over insulating or semi-insulating substrates [56],[84],[74],[61],[79].

In order to retain the accuracy of the firee-space GMD approximation and the sim

plicity of the two-dimensional approximation, we propose a hybrid calculation. As already

noted, due to linearity of the partial difierential equation (6.9) we can write the general

solution as follows

A{x, y,z) = Afree-space "1" Agubstrate (6.76)

The first term is the magnetic vector potential computed in free space. The second term is

the magnetic vector potential resulting from the substrate currents. Note that the substrate

currents are response currents whereas the free-space currents are impressed currents. The

response currents are not known o priori so the second term cannot be computed directly.

However, we have already factored A{x,y) in this form in (6.37). Thus we may compute the

first term directly, using the GMD approximation to simplify the calculations. The second

term is computed using the two-dimensional approximation developed in section 6.2. Since

the substrate effectsare secondary in nature at frequencies of interest, the error in the above

approximation tends to be second order yielding accurate overall results.



120

Hence, computation of (6.75) proceeds in two stages

ZM = +zf'/ (6.77)

where the second term is computed from

-xf a —inuj roo e-My-yo\= / T(m)K{m^ w) cos (m [x —rco)) dm (6.78)
2ir Jo m

The real part of the above matrix element represents the eddy current losses and the imag

inary part represents the decrease in inductance due to image currents flowing in the

substrate. Note that the kernel K is computed by integrating over the cross-section of the

source and fleld points. This term is unity for fllaments, and for thin conductors of width

w, it is given by the bracketed expression of (6.70).

Note that the purpose of calculating is to obtain and account for the non-

uniform current distribution in the volume of the conductors. This non-uniformity arises

primarily due to the non-uniform mutual inductive effects that are contained in the first

term of (6.77). Since the losses computed from (6.78) tend to be uniform and do not

influence the skin and proximity effects, onecan reduce the numberof calculations of (6.78)

by including the substrate reflection terms at the conductor stage rather than at the sub-

conductor stage. Thus, we may include the computation of (6.78) by simply adding it to

the matrix term directly. This reduces the number of computations from N"^ • to

where there are N conductors divided into an average of M sub-conductors. The validity

of this approach can be verified by calculating the equivalent resistance and inductance of

a device both ways.
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6.4.5 Inductance Matrix Eddy Current Loss for Square Spiral Inductor

To compute (6.78) for the case of a spiral inductor, one can take advantage of

the two-dimensional symmetries of Fig. 6.3 to further reduce the number of calculations

from O(iV^) to 0{2N). [dsrchsrc) and rjididfid^hfid) represent the {x,y) coordinates of

the source and field. Also define = y/LiLj and

*0O g
ffr,i(}dsrc djid] ĥgrc'^^fldi'^) ~ I

Jo m
•Tr^{m)K(m^ w)cos(m (dsrc —d/id))dm

(6.79)

Compute :2N x2N
begin:
Confute diagonal terms: = LfJ^^f{0,2b,w)
for j = 2:N

Z^'/ =Lff'-f(U-l)s,2b,w)
end

for i = 2:N

for j = i + l:N
„M,S _ '•t"'- rrM.S

end

end

for j - N •\-2:2N

Z^/ =Lff-f {Li +(j-{N +2))s, 2b, w)
end

for i = 2:1V

for j = iV + 2:2iV
r7M,S _ r^M,S

end.

end

for i = N + 1:2N

for j = N -H 2:2iV
f7M,S _ ^M,S

~ ^Y-V:j-N
end

end

let Zj^i = Zij
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The complete substrate reflection matrix may be computed using the above algorithm. Note

that the above algorithm involves only 0{2N) computations since the double loops only

involve data transfer.

6.5 Examples

6.5.1 Single Layer Substrate

The magnetostatic problem of a one layer conductive substrate has been the sub

ject of detailed investigations. [108, 86, 109] derive and compute the integrals of section 6.2.

In particular, [86] discusses numericaland analytical techniques to compute the integral. In

our work we found numerical integration sufficient and so analytical integration was not our

main focus. The solution of the one layer problem is summarized by the following reflection

coefficient

r(m) = (6.80)
7 + m

where j/o is the source y-coordinate. For the case of a one layer substrate, we found the

following analytical representation

Zij =-2007rjw (gizi) +g{z2) +^ {6-81)
\ ^2y

where

and

^1,2 = (26 ± (di - dj)j)U - (6.82)

g(z)= f^e-^Vc^-ldc (6.83)
Jo
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The above integral can be represented as follows

, . K\iz) .Iiiz) jz „ ,3 5. z"^.

where Ii and Ki are first-order modified Bessel functions of the first and second kind

respectively, and pFq is a generalized Hypergeometric function [1]. Since (6.83) represents

the contour integration of an analytic function, its value is path-independent. Using this

property, integral representations of the various standard mathematical functions can be

used to derive the above result.

But, as previously noted, numerical integration is often faster than the direction

computation of (6.84) and this approachwillbe pursued for the morecomplicated geometries

where analytical results are more difficult to obtain.

6.5.2 Two Layer Substrate

For the two layer problem, the equations of section 6.2 are set up and involve six

equations in six unknowns. The solution can be simplified into the following form

r(m) = 72(m-73)-(7|-m73)tanh(t72) (g
72("^ + 73) + (72 + "^73) tanh(t72)

where 2/0 denotes the source y-coordinate and t is the thickness of the top substrate layer.

Note that (6.85) reduces to (6.80) as t 00. It can also be shown that

to < 00 (6.86)
m-^0 m

Also, since (6.85) is exponentially decreasing for large m, numerical integration of (6.78)

converges rapidly.
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The above result along with (6.78) can be used to solve for the eddy current losses

and decrease in inductance due to the conductive substrate.
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Chapter 7

ASITIC

7.1 Introduction

ASITIC ("Analysis and Simulation of Inductors and Transformers for Integrated

Circuits") has been a major practical component ofthis thesis. ASITICistheamalgamation

of the key concepts and techniques described in this thesis, assembled into a user-friendly

and efficient software tool. As illustrated in Fig. 7.1, ASITIC allows one to move easily

between the electrical, physical, geometric, and network domains. In the electric domain,

the device is described by the relevant electrical parameters, such as inductance, capaci

tance, quality-factor Q, and self-resonant frequency. In the physical domain, the device

is described by the constituent material properties, such as the thickness, conductivity,

permittivity, and permeability. In the geometric domain, the device is described by its

physical dimensions and relative position in the volume of the integrated circuit. In the

network domain, the device is described by network two-port parameters.

The ability to move easily from one dommn to the other is an important property
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Figure 7.1: .<45/r/C users can move between geometric (layout), electrical (inductance, Q,
self-resonance), physical (technology file), and network (two-port parameters) domains.
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of ASITIC, allowing circuit designers and process engineers to optimize the device structure

and the process for maximizing the quality of passive devices. This requires ASITIC to be

not only an accurate tool over the frequency range of interest, but also an efficient tool. After

all, highly sophisticated numerical tools such as EM solvers already exist. But such tools

are comparatively slower than ASITIC-dX least one or two orders of magnitude slower-since

they solve more general problems.

ASITIC has also been designed to be a fairly flexible tool. As mentioned before,

the modern IC process allows highly complicated geometrical structures to be designed over

the Si substrate. The MEMs revolution is continuously expanding the possibilities as more

and more complex electromechanical structures are fabricated on Si. Thus one of the major

goals of ASITIC from the outset was to allow the analysis the analysis of an arbitrary

interconnection of metal structures over the Si substrate.

In summary, the goal of ASITIC has been to create an easy-to-use numerical

software package for the analysis and design of passive devices over the Si substrate. The

key criteria for the project have been accuracy, flexibility, and efficiency.

Since1995,ASITIChas been a freelyavailablesoftware package distributed through

out the IC and EM community by means of the Internet. To date, over 1500 universities,

organizations, and commercial entities have used ASITIC to solve practical and experi

mental problems. This has resulted in great interaction between the users and creators of

ASITIC which has fueled the continuous evolution of ASITIC.
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7.2 ASITIC Organization

Fig. 7.2 is a block diagram of ASITIC. ASITIC is composed of several software

modules that interact over clearly defined interfaces. The user interacts with ASITIC at the

top level through the graphical and text interface. The technology file describes the per

tinent process parameters such as substrate layer thickness, conductivity, and permittivity

data, as well as metal thickness and conductivity values. By means of ASITIC commands,

users axe able to create, modify, optimize, and analyze passive devices.

The top ASITIC layers rely on the geometry and calculation engines to create and

analyze structmres. The geometry engine is able to synthesize structures such as. square

and polygon spirals and the calculation engine is able to quickly analyze the structures

and display electrical parameters. The calculation engine in turn depends on the meshing

engine to convert geometric representations of devices into electrically small geometric sub-

elements used for the analysis.

The numerical back-end modules convert the electrical sub-elements into algebraic

equations through numerical integration. These numerical computations are accelerated by

several software libraries such as Basic Linear Algebra Subroutines (BLAS), Linear Algebra

Package (LAPACK) [21], an extension of (LINPACK), Fastest FFT in the West (FFTW)

[26], and the numerical integration package QUADPACK [23].

Another important element in ASITIC has been the graphical interface. ASITIC

is capable of displaying devices in two and three dimensions. The three-dimensional repre

sentations produced with OpenGL are highly useful in understanding and verifying complex

multi-metal structures. Physical dimensions can be distorted to more easily visualize the
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structure. For instance, the 2:-direction can be scaled to clearly delineate closely spsiced

metal layers. ASITIC can also display the current and charge density in a spiral, as shown

in Figures 5.8 and 5.9. This is an especially important visualization capability as it allows

the device designer to understand the current flow and distribution, and hence the losses,

in a device. For instance, it is simple to understand why a tapered spiral works when one

can see the current constriction in the inner turns.

7.3 Numerical Calculations

ASITIC converts Maxwell's equations into a lineax system of equations with the

aid of the semi-analytical Green functions. These equations are numerically stable with

typical matrix condition numbers of 10, and can be solved numerically using Gaussian

elimination. Since a typical device involves hundreds or at most thousands of elements,

numerical packages such LAPACK can be used to efficiently invert the linear systems.

LAPACK uses BLAS level 3 routines which utilize the system cache to maximize memory

throughput. For larger systems, iterative solutions are more appropriate.

The transition from a geometric description of a device to the electrical properties

at a given frequency involves threegeneral steps. First, inductance and capacitance matrices

must be constructed. This is done in the "matrix-fill" stage, where matrix elements are

computed from numerical volume/surface integration of the underlying Green function. In

the next stage, the capacitance and inductance matrix are assembled intoa large system of

equations by the PEEC formulation, corresponding to invoking KCL, KVL, and charge

conservation, the electrical analogs of Maxwell's equations. These steps will be described
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in section 7.4. Finally, the system of equations is solved for the electrical properties of the

system.

The capacitance "matrix-fill" stage involves numerical integration of the Green

function over volume elements. The quasi-static electrical computation can be performed in

closed-form as shown in [76, 29]. This is because the underlying Green function is described

semi-numerically as a double infinite summation. Upon integration and trimcation of the

series, we can reduce the volume integral computation to the sum of 64 complex additions,

where each complex addition is computed as an entry in the two-dimensional discrete cosine

transform (DOT) of the Green function. This results in tremendous savings in computation

as the "matrix-fill" operation is reduced to constant time complex addition and table look

up operations.

The inductance "matrix-fill" can also be performed in closed form and is described

in detail in Chapter 6. Note that (6.78) can be computed numerically using QUADPACK.

•This package contains code to efiiciently calculate (6.78) and the results converge much

faster than using Romberg integration, as is done by [114].

7.4 Circuit Analysis

7.4.1 Modified PEEC Formulation

In this section we will use a modified PEEC [102] formulation to obtain 2-port

parameters of various passive devices constructed over the Si substrate. This formulation

is an extension of the work first presented in [79].

Consider an arbitrary interconnection of conductors. As an example, consider a



Figure 7.3; An electrically short segment of the device.

square spiral inductor as shown in Fig. 2.8. We first break this spiral inductor up into N

electrically short segments, as shown in Fig. 7.3. The maximum length of each segment is

given by l-max = where Ais the quasi-TEM mode wavelength at the frequency of interest

and a is a small number.

Next, we calculate the partial inductance and capacitance matrices for the system

of conductors. To calculate the capacitance matrix, we further break up the N segments

into panels of constant charge. Each segment is sub-divided by its width and thickness if

it exceeds where /3 < 1 and <5 is the skin depth. The complex impedance matrix

is computed for this system of conductors using the Green function presented in [76]. The

real part of this matrix represents electrically induced substrate losses and the imaginary

part represents the capacitive coupling through the air, oxide, and substrate.

A similar procedure is followed for the partial inductance matrix with one excep

tion: The segments are partitioned into two groups. The first group represents segments

where the direction of the current is known approximately, such as in spiral segments; the
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second group represents segments where the direction of the ciurent is not known a priori,

such as in a nearby grounded conductor. This division is important since the first group

is by far the larger and knowledge of the current direction simplifies the calculations and

reduces the PEEC formulation to one dimension. On the other hand, a few segments, such

as corners and ground rings, will have current flowing in non-predictable ways, especially

at high firequency, and a two-dimensional PEEC formulation is used in two orthogonal

directions to obtain the current directions.

The capacitance and inductance matrices are next "compressed" by invoking KCL

and charge conservation. This step reduces the size of the matrices to N x N. The in

ductance matrix is now complex, with real components representing eddy currents in the

conductors and in the substrate and imaginary components representing self and mutual

inductance value in addition to reflected inductance from the substrate eddy currents. Note

that the magnetic coupling from the electrically induced currents to the inductance matrix

is ignored, a step we have justified in Chapter 4.

Now the topology of the segments is taken into account, and invoking KCL and

KVL yields two-port relations.

7.4.2 Series Connected Two-Port Elements

Consider the series interconnection of conductors as shown in Fig. 6.4. Using the

reduced partial inductance matrix along with the reduced lossy capacitance matrix, one can

form the following system of linear equations.

Let is^k = + h+i) represent the average current flowing in the kth conductor.

Similarly, let Vs,k = h{vk-^vk+i) represent the average voltage ofeach conductor. Applying



KCL and KVL at each node gives

^A+1 —

^ f

i=i ^
- Vk+1

iz±i^
2 /

where represents the complex lossy capacitive admittance matrix which is computed

directly in [76]. is computed using (6.77). Note that these matrices are compressed or

reduced in order and contain the effects of non-uniform charge and current distribution in

each conductor. All loss mechanisms relevant at microwave frequencies are thus contained

in these matrices. is frequency-dependent and includes electrically induced substrate

losses. includes ohmic losses, skin and proximity effects, and magnetically induced

substrate losses.

Writing (7.1)(7.2) in matrix notation one obtains

/ ^ N
-Y^S D

D -Z^S

J 0

f \

J

\
0

Wsl
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(7.1)

(7.2)

(7.3)

The last two rows of the above matrix simply enforce boundary conditions at the input

and output terminals, which forces these terminals to equal the impressed voltage. Note

the right-hand side of the above matrix contains 2N zero terms followed by the impressed

voltages. The matrix S simply averages whereas the matrix D subtracts adjacent node,

voltages and terminal currents. In the continuous limit these matrix operators represent

integration and differentiation respectively.

Note that the above formulation is fairly general and can include several structures

shown in Figures 2.8, 2.9, 2.10, and 2.11. This analysis also naturally applies to series
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connected multi-layer spirals. The approach can also be applied to the case of multi

layer shunt-connected spirals by simply applying the above technique to "super" segments

as opposed to segments, where each "super" segment consists of one or more segments

connected in shunt.

Capacitors and Disjoint Interconnection of Segments

The above procedure can be easily extended to capacitors in the following man

ner. Introduce a fictitious element so that the plates of the capacitor are connected in

series through this element. The electrical properties of this fictitious element should not

significantly alter the overall behavior of the device. For instance, a large physical resistor

could represent this element. In fact, such a representation is not at all fictitious since the

oxide is lossy. But this loss term has already been accounted for by the Green function so

we still need to make this resistor value larger than any physical resistor.

This concept can be extended into any geometrically disjoint group of conductors

as long as we treat the collection of conductors as a two-port element. The amalysis of the

previous section yields two-port parameters.

Two-Port Transformer

Another simple modification to the above procedure can be used to analyze a

transformer. If the transformer primary and secondary share a common ground, as shown

in Fig. 7.4a, then the disjoint primary and secondary are effectively joined at the ground

point. If we thus consider the primary and secondary as a single entity, connected back to

back, and set up the system equations as shown above, we simply need to shunt one point in
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Figure 7.4: (a) A grounded transformer, (b) The primary and secondary connected back-
to-back with center point grounded.

the capacitance matrix to groimd as shown in Fig. 7.4b to obtain the two-port parameters.

7.4.3 Three-Port Transformer

Considertwo groupsof series interconnected segments, as shown in Fig. 2.15. This

structure is typically used to form baluns, as shown in Fig. 7.5. The "primary" port consists

of I segments, whereas the "secondary" port has m + n segments. The secondary segment

is grounded at some arbitrary point, creating two ports consisting of m and n segments,

each referenced to ground.

Numbering the nodes as suggested in the figure, we can take the differencebetween

node voltages to obtain

Dv = Z^i (7.4)

The vector i represents the currents through each segment in the direction shown in the





figure. The matrix ^ is a "punctured" version of the matrix D

Dij —<

1 j = i

-1 j = i + l

0 otherwise

where the following two locations of D are reset to form D

A,i+i = 0
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(7.5)

(7.6)

(7.7)

to account for the grounded points in the structure. Next, the displacement current is taken

into account

D'^i = yCv + ig (7.8)

since a difference between segment currents results in an increase in the charge stored on a

segment. The matrix is the capacitance matrix computed from the partial capacitance

matrix as follows

N

(7.9)

and

yn = Yl^ij
j=i

Yio^-yij (7.10)

The vector is represents the impressed currents. We assume that external current can only

enter the device through three terminals shown in the above figure so in general we have
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—ii A: = 1

—22 k = I + \

—iz fc = / + m 4-1

0 otherwise

Thus, we have the following system of equations similar to (7.3)

^D -Z^

-Y

Isfc = <

\

\ / \
V

/

( \
0

\ V
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(7.11)

(7.12)

7.4.4 Visualization of Currents and Charges

Note that in the above procedures we went through two discretization steps: one

to divide the device into N lumped elements, and then a second step into sub-elements of

constant charge and current.

From a two-port network point of view, the detailed current and charge distribution

are unimportant. We thus average over the sub-elements when solving the linear equations.

It is desirable, though, to view the current and charge distribution at the sub-element level.

For instance, this gives us insight into the non-uniform current distribution at different

locations in the spiral, such as current constriction at the inner turns. We can do this as

follows

.-w-i
i = S (7.13)

ci=Z<^S'^v (7.14)

where v is the voltage distribution along the length of the device and the vectors i and q

give the current and charge distribution along both the long and width/thickness of the
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device.

Another approach is to solve the system of equations at the sub-element level

directly

Dv = -Z^l

D^i = juj +i
charge

solving for the voltage from the second equation

v=i(2^)-'(i3^-i,)
3U}\ /

(7.15)

(7.16)

(7.17)

Note that the matrix = P does not in fact need to be inverted as it is already

calculated in this form from the Green function. Substituting in the second equation we

have

M = (DPD^ + juZ^)i = DPis (7.18)

The matrix A is symmetric and inversion yields the current distribution. The voltage

distribution is also given by

V= -D'^Z^l (7.19)

Note that the D matrix is not the same as before

Dij — <

1 j = i

—1 3 =i-\- Si

0 otherwise

where Si represents the number of sub-elements of segment i.

(7.20)
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Chapter 8

Experimental Study

In this chapter we will compare measured device characteristics to simulated pre

dictions based on the techniques described in the previous chapters. In a previous report

[80], experimental results confirmed the validity of the our approach. Several structures

were fabricated and measured in a BiCMOS process including square and polygon spiral

inductors, planar and non-planar transformers, and coupled inductors.

In this chapter, we would like to make the same comparisons but with devices

fabricated over a conductive substrate. As previously discussed, a heavily conductive sub

strate gives rise to new loss mechanisms, in particular magnetically induced eddy current

losses. Conductive substrates are typically employed in CMOS processes to minimize

latch-up. Latch-up occurs when the parasitic lateral and vertical bipolar transistors of a

CMOS inverter turn on in a positive feedback loop [45]. To minimize voltage drops in the

substrate capable of potentially forward biasing these bipolar devices, a heavily conductive

highly doped bulk substrate is employed. A more resistive, lightly doped layer is then grown
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Figure 8.1: Inductor test structures.

epitaxially over this substrate to house the wells and MOS transistors, hence the name "epi"

substrate. A cross-section of such a process is shown in Fig. 2.5. Another variation, similar

to the bipolar substrate, is to start with a lightly doped substrate but to grow a heavily

conductive surface layer to shunt substrate currents to a low potential.

8.1 Measurement Results

As shown in Fig. 8.1, several planar and non-planar spiral inductors have been

fabricated in National Semiconductor's 0.25 /um CMOS-8 process. This process utilizes a



Table 8.1: CMOS Process Parameters Summary

Metal 5 Rgf^ = 35 mft/sq t = 0.91pm Osub —6'l2aF/
CAf4 = hZAaF!iJLic?
Cmz = lO.laF/pm^

Metal 4 Rgf^ = 60 mO/sq t = 0.51pm Csub = 7.69aF/pm^
Cmz = 53.1aF/pm^

Metal 3 Rsh = 60 mfl/sq t = 0.51pm Csub —10.4aF/pm^
Surface Layer p = 15 X 10"^ fl-cm t = 0.8pm p"*" Si
Bulk Substrate p = 10 Q—cm t = 725pm p~ Si
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bulksubstrate of 10 fl-cm, sufficiently resistive that eddy currents playa minor part in the

bulk. However, the top layer of Si is fairly conductive at 15 x 10"'*Q-cm. The thickness of

this layer is less than 1 fim. but this is enough to cause significant eddy current loss. The

process parameters are summarized in Table 8.1.

Table 8.2: Device Physical Dimensions

Spiral Name L19 L27

Outer Length (pm) 200 250

Metal Width W (pm) 11 10.5

Metal Spacing S (pm) 3 3

No. of Turns N 2.5 7.75

Metal Layer(s) M3-M5 M5

The layout of two representative inductors is summarized in Table 8.2. As shown

in Fig. 8.2, spiral inductor L27 is a planar device utilizing the top metal layer. Inductor

L19 resides on metal layers M5-M3 connected in series realizing a large inductance value in

a relatively small area. The layout of L19 is shown in Fig. 8.3.



Figure 8.2: Layout of inductor L27.

Figure 8.3: Layout of inductor L19. In part (b) the lower metal layers have been staggered
to give a clear picture of the device geometry.
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Figure 8.4: Calibration pad structures, (a) S-G structure, (b) G-S-G structure.

8.2 Device Calibration
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Measurements are performed using a ground-signal-ground co-planar waveguide

pad configuration. The s-parameters are measured using the HP 8719C Network Analyzer.

G-S-G co-planar cascade probes are used and the setup is calibrated using the Cascade

Microtech 832210 calibration substrate. The open-pad y-parameters are also measured and

subtracted from the measured y-parameters to remove the pad capacitance and loss.

It is interesting to note that the G-S-G approach has some clear advantages over

the S-G approach presented previously in [79]. To see this, consider the ground pad con

figurations of each approach, as show in in Fig. 8.4. As noted in [80], the S-G approach is

prone to calibration errors resulting from the substrate coupling between the pads, since the

presence of the device under test alters the substrate coupling. On the other hand, in the
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G-S-G approach, the substrate pads are widely separated and the presence of the ground

de-couples the input from the output port. Thus, the G-S-G calibration step only subtracts

out the input and output capacitance and has a minor influence on the coupling capacitance

between the input and output ports, in stark contrast to the S-G approach where a large

coupling capacitance is involved.

For these reasons, the G-S-G calibration procedure was selected. Designing a

proper G-S-G calibration test structure in CMOS requires special care. With a device

under test connected to the calibration structure, return ground currents flow through the

calibration structure. To minimize the losses resulting from such ground currents, metal

layers M1-M5 have been strapped with an ample supply of vias and substrate ground

connections to minimize the losses. Furthermore, in the G-S-G approach the signal ports

can be isolated from the substrate by using an Ml shield under the pads, minimizing the

loss contribution from the pads. In the S-G case, the pads introduce substantial loss which

must be calibrated out of the device loss.

8.3 Single Layer Inductor

Measured s-parameters for inductor L27 are shown in Fig. 8.5. The simulated and

measured results match well. The discrepancy above the self-resonant frequency is in the

capacitive region where we are less interested in the device. Notice that the inductor self-

resonates at a frequency of 4.25 GHz. Simulations using i45/T/C7 predicted a self-resonant

frequency of 4.15 GHz. The simulations are performed on a Pentium II 400 MHz machine

running the Linux operating system. Each frequency point requires less than ten seconds
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Figure 8.5: Measured and simulated (a) magnitude and (b) phase s-parameters of spiral
inductor L27.
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Figure 8.6: Measured and simulated inductance (imaginary component of I21) of spiral
inductor L27.

of computation. In Fig. 8.6 we plot the effective value of inductance. This is derived

using a one-to-one transformation of the s-parameters into 7r-parameters [3]. Again, a good

match is observed between the theory and measurements. The inductance decrease is due

mostly to the capacitive effects rather than the inductive effects. Inductance value decreases

slightly due to skin effect and eddy currents in the substrate but the main reason for the

decrease is that energy is coupled from port to port through the winding capacitance at

higher frequencies.

Fig. 8.7 shows the effective value of series resistance as a function of frequency.

Two simulations are performed, with and without eddy current losses. As evident in the

figure, eddy current losses are critical to model. The variation in frequency of the series

resistance is due to various competing effects. Skin effect and proximity effects increase the
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Figure 8.7: Measured and simulated resistance (real component of Y21) of spiral inductor
L27.

series resistance but beyond 1 GHz this is swamped by the increase from eddy currents. At

higher frequencies more energy is transported capacitively, and consequently the resistance

decreases and eventually becomes negative. The real part of the total input impedance

looking into each port, of course, is positive at all frequencies.

The quality factor Q, the ratio between the imaginary and real part of the input

impedance, is plotted in Fig. 8.8. Again, a good match is observed between the theory

and measurements. Note that negative quality factor implies that the device is acting as

a capacitor rather than an inductor. In reality, this plot is misleading as it implies a Q

of zero at self-resonance. A better way to calculate Q is given in [3] but for comparison

the given definition is better since it involves a minimal transformation of the measured

s-parameters. The substrate resistance and capacitance are also shown in Fig. 8.9 and

Fig. 8.10. The overall shape of both curves matches the measurements well. The low
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Figure 8.8: Measured and simulated quality factor (imaginary over real component of Yai)
of spiral inductor L27.

° meas

Figure 8.9: Measured and simulated substrate resistance of spiral inductor L27.
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Figure 8.10: Measured and simulated substrate capacitance of spiral inductor L27.

frequency substrate resistance measurements are noisy due to measurement error.
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8.4 Multi-Layer Inductor

Measured s-parameters for inductor L19 are shown in Fig. 8.11. A fairly good

match between the simulated and measured is observed, especially below the self-resonant

frequency. Due to the large interwinding capacitance intrinsic to this series-connected struc

ture, the self-resonant frequency is low. The self-resonant frequency is predicted at 2.57

GHz and measured at 2.47 GHz.

To gain insight into the data we also plot the series inductance and resistance in

Figures 8.12 and 8.13. These curves are dramatic^ly different from the previous device. The

differences can be accounted for by noting that a planar device self-resonates through the



60

40

20

0

-20

-40

-60

-80

•100

•120

-140

o S11 meas

• S12meas

A S22meas

Sim

o S11 meas

• S12meas

L. S22meas

Sim

°7
• /

/ ^

HLlc

/

uj

6 a

GHz

(b)

10 12 14

152

Figure 8.11: Measured and simulated (a) magnitude and (b) phase s-parameters of spiral
inductor L19.
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Figure 8.12: Measured and simulated inductance (imaginary component of Y2\) of spiral
inductor L19. .
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Figure 8.14: Simple equivalent circuit of inductor L19 close to self-resonance.

substrate capacitance whereas a multi-metal device self-resonates through the interwinding

capacitance. Since this is a relatively high Q capacitor compared to the lossy substrate

capacitance, the behavior of L and R can be modeled by the simple equivalent circuit of

Fig. 8.14. As we approach self-resonance the inductance and resistance values peak. The

maximum value of resistance is approximately Q^Rseries- Thus, the lower the losses the

higher the value of the peak. Again, simulation is able to predict these effects well. The

discrepancy is due mainly to the value of oxide thickness used in the simulation. The process

parameters were not adjusted at ail in the simulations in order to gauge how well one can

predict inductor performance o priori. Since oxide thickness is not a well-controlled process

parameter, and since the oxide thickness has a significant impact on the device performance,

it seems like this device is not as manufacturable as the planar structure, especially close

to self-resonance.

Fig. 8.15 shows the quality factor plot for two simulations and the measurements.
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Figure 8.15: (a) Measured and simulated quality factor (imaginary over real component of
Y2\) of spiral inductor L19. (b) Close-up plot.
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As before, the simulation results with no eddy currents under-predict the losses, but now

the simulations with eddy currents slightly over-predict the losses. This is especially true

beyond self-resonance where the device is actingas a capacitor. Fortunately, oneisgenerally

not interested as much in frequencies beyond self-resonance. The discrepancy, though, can

be easily explained with some physical insight into the problem. Beyond self-resonance the

device is acting very much like a metal-insulator-metal capacitor. Since wide metal lines

are used to wind the inductor to minimize the low frequency losses, the current distribution

in the lines is not constrained to be one-dimensional as we have assumed. In faxjt, at high

frequencies the bottom metal layers act as a solid shield against both the magnetic and

electric fields. Thus, eddy currents flow in the shield and prevent the magnetic flelds

from penetrating the lossy substrate. We could account for this effect by utilizing a two-

dimensional mesh but we are less interested in this region of operation.
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Part II

Applications of Passive Devices
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Chapter 9

Voltage Controlled Oscillators

9.1 Introduction

Consider the simplified block diagram of a superheterodyne transceiver, shown in

Fig. 9.1. The voltage controlled oscillator (VCO) is a key components of this transceiver

as the VCO generates the 'local oscillator' or LO frequency. The LO in turn drives the

receive and transmit mixers, converting the received signal from RF to IF or baseband and

similarly converting the baseband and IF signals to RF for transmission. This conversion

process, or mixing, is achieved through multiplication of the sinusoidal output of the VCO

with the modulated signal. The LO signal is given by

vlo(*) = Acos{u)ot + <l>n{t)) (9.1)

where A is the constant amplitude of the oscillator, cjq = /(^control) is the frequency of

oscillation which can vary by application of the control voltage, and <^n(^) represents the

random phase noise of the oscillator.
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Figure 9.1: Simplified block diagram of a superheterodyne transceiver front-end.

Now consider the information-containing stochastic bandpass signal, x{t), with

spectral components centered around ui. Such a process can be uniquely decomposed into

two parts as follows [88]

x{t) = B{t) cos(a;it -f (^(t)) (9.2)

B{i) represents the amplitude modulation and 0(t) the phase modulation of the signal.

Multiplication of the modulated signal with the LO

Vo{t) = [Acos {(Jot + ^n{t))] X [B{t)cos {(Jit <f>{t))]

= —2^ [cos((a;o —a;i)t -I- 0n(^) —0(^))+
cos((a;o + uji)t + 0„(t) + <f){t))]

(9.3)

Note that the conversion process has moved the spectral energy from around cjq to wqicji.

In the case that a:(t) represents the received RF signal, then the conversion process moves
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the input spectrum to a more convenient frequency, usually a lower frequency. In the case

that x{t) represents the baseband signal, the conversion process moves the input spectrum

to a frequency more convenient for transmission, usually a higher frequency.

Since antenna efficiency is directly related to antenna size relative to the wave

length [41] at the frequency of interest, higher frequencies allow smaller and more portable

antennas to be realized without sacrificing efficiency. In the case of a wired link, mixing

with the LO is still useful if the transmission media is shared by several transceivers. In

such a case frequency division multiplexing (FDM) or frequency hopping multiple access

(FHMA) can be used to share the channel. As evident from (9.1), the phase information

can be modulated onto the LO signal directly by means of the voltage control line.

In the superheterodyne receiver, the conversion process occurs in two stages, and

the first conversion moves the received signal to the intermediate frequency, or IF. The IF

frequency is chosen to simplify the filtering and detection of the input signal. Typically,

the input signal bandwidth is much smaller than the carrier signal and thus filtering at

RF requires very high Q components. Hence, there is great incentive to perform filtering

and channel selection at IF rather than at RF directly. To alleviate the need for a variable

frequency bandpass filter, the LO signal is adjusted so that the IF frequency wq —wi is a

constant center frequency allowing a fixed frequency filter to perform channel selection at

IF.

The detrimental effects of the down-conversion or mixing operation are evident

when we consider phase noise of the LO

ViFit) = cos{{u}0 - Ui)t4>n{t) - <l>{t)) (9.4)
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Note that for proper detection of phase modulation we require that |<^n(i)| ^ |<^(^)|- Even

when this condition is met, though, the occurrence of a third interfering signal at the input

of the receiver can introduce "reciprocal mixing" which can greatly degrade the in-band

SNR [93].

On the transmit side, a low-frequency information signal is modulated onto a

higher frequency carrier appropriate for radiative (or optical) transmission. In such a case,

the phase noise of the LO leaks outside of the channel bandwidth and through amplifica

tion and radiation in the transmit chain appears at the input of transceivers receiving in

neighboring bands. This can potentially block or degrade the SNR performance of other

users of the spectrum.

9.2 Motivation

VCOs, as key building blocks in wireless transceivers, require careful design and

optimization. The principal performance specifications are power consumption and phase

noise performance. Monolithic VCO implementations sufifer firom poor phase noise per

formance partly due to low quality factor Q passive components in the frequency band of

interest 1-2 GHz. The inductors at these frequencies usually dominate the tank Q. At

higher frequencies, 3-10 GHz, it is possible to obtain higher Q inductors over a moderately

resistive substrate.

Thus there is a motivation to implement VCOs at higher frequencies where higher

Q inductors are easier to fabricate. On the other hand, the varactor Q decreases with

frequency and most processes have varactors optimized for 1-2 GHz. Hence, there exists
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an optimum frequency where the total tank Q is maximum.

While VCOs at higher frequencies can be used directly in many upcoming wireless

standards such as wireless LANs at ~ 5 GHz, these VCOs can also be applied to traditional

standards in the 1-2 GHz range by the use of frequency dividers. Dividing the YOG

output improves the phase noise with little added power consumption. Using a different

LO frequency also mitigates coupling problems inherent in monolithic transceiver designs,

such as the power amplifier locking the VCO.

9.3 Passive Device Design and Optimization

9.3.1 Inductor Loss Mechanisms

The analysis and characterization of inductors and other passive devices is a key

prerequisite for successful VCO design. Since the VCO phase noise performance is highly

dependent on the Q of the tank, as shown approximately from the well-known Leeson

formula [60], it is desirable to obtain high Q inductors.

As we have seen, inductor Q is limited by physical phenomena that convert elec

tromagnetic energy into heat or radiation. If the substrate is sufficiently conductive, mag

netically induced currents, or bulk eddy currents, flow in the substrate and act as a possibly

dominant form of loss. In the case of highly conductive substrates, such as those of an epi

CMOS process, eddy current losses indeed severely limit the Q. In the case of a moderately

conductive substrate, such as a bipolar or BiCMOS substrate with resistivity ~ 10 fi-cm,

the bulk substrate loss mechanisms are dominated by electrically induced substrate currents

while magnetically induced substrate currents are negligible even up to 10 GHz.
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Figure 9.2: The simulated quality factor of a small footprint 1 nH inductor versus an optimal
10 nH inductor. The smaller inductor dimensions are R = 75/im W = 5/xmN = 2 while
the larger inductor has dimensions R = ISO/zm W = 12.3/Am N = 7.5. Both structures are
realized with a metal spacing S = 2.1pm.
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Therefore for such moderately conductive substrates there is a great benefit in

designing higher frequency VCOs. Substrate losses ai-e curtailed by scaling the inductor

size. This also saves valuable chip area since capacitors scale in size at higher frequencies.

Skineflfect and proximityeffect losses prevailbut carefulanalysis can minimize these effects.

As a comparison, consider the Q of a 1 nH inductor at 10 GHz versus a 10 nH inductor at

2 GHz. As shown in Fig. 9.2, the simulated maximum quality factor of the 1 nH inductor

far exceeds the 10 nH inductor with a considerable savings in chip area.

9.3.2 Differential Quality Factor

It has been recognized that the quality factor of an inductor at high frequency is

higher seen differentially rather than single-endedly [57] [16]. This can be deduced in the

following way: if we consider an inductor as a series interconnection of a set of coupled

transmission lines [105], then we can model the inductor by an equivalent transmission

line of appropriate length and impedance by diagonalizing the transmission line matrix.

Intuitively, one can see that a shorted inductor self-resonates fundamentally at the quarter-

wavelength fi:equency whereas a differential transmission line self-resonates at the half-

wavelength frequency. Hence, we expect an approximate factor of two improvement in the

self-resonant frequency of a differential inductor. This means that at a given frequency, less

current is injected capacitively into the substrate and therefore fewer substrate losses occur.

It follows that VCO topologies that inherently employ the inductor differentially

are advantageous. Differential circuits naturally fit this definition. Using symmetric center-

tapped inductors as opposed to two uncoupled inductors leads to a savings in chip area due

to the mutual magnetic coupling. Furthermore, the savings in area leads to higher Q values



Figure 9.3: Layout of a center-tapped spiral inductor with radius R = 125 and the
metal width W = 14.5 /iin.

since at high frequencies substrate losses dominate the Q. Lastly, there is no need to model

the parasitic coupling that occurs between the two inductors [67].

In this design we employ the center-tapped layout shown in Fig. 9.3 as opposed

to the design presented in [57]. This layout has also been used by [16] [61]. Fig. 9.4 shows

that the maximum Q enhancement is almost a factor of two differentially over single-ended

drive. A broadband 3-port equivalent circuit model, shown in Fig. 9.5, can be derived using

ASITia

9.3.3 Varactor Losses

A high quality varactor is needed to achieve low phase noise over the full tuning

range of the VCO. The varactor is usually designed as a reverse biased PN junction diode.
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Figure 9.4: Simulated quality factor driven single-endedly (bottom ciurve) versus differen
tially (top curve). Note that the comparison is made with both a circular (higher Q value)
and square device.

R.

\

b/ Tv
\

^ C '^s2

R s2

\

r rX 'x

R.

Figure 9.5: Compact circuit model for center-tapped spiral inductor.
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© IV

The varactor Q is limited by the intrinsic series resistance of the device. Given a layout

geometry, ASITIC can be used to calculate this distributed resistance.

Typically the varactor Q is sufficiently high in the 1-2 GHz region and thus the

varactor loading on the tank is negligible. At increasingly higher frequencies, though, it

becomes more difficult to realize a high Q varactor since the Q = {uRxCv)~^ decreases as a

function of frequency. To circumvent this, some researchers advocate electrostatically tuned

varactors [117] [17]. In our process, optimized varactors for 1 GHz were available. These

varactors utilize npn transistors with higher levels of doping to minimize intrinsic base

and emitter resistance. To minimize the noise injection from the control line, a differential

structure was used, as shown in Fig. 9.6. The emitters are tied to the tank to allow a

monolithic realization since for a single supply design the control voltage range must not
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Figure 9.7: Simulated varactor resonance curve.

exceed the supply voltage. To avoid forward biasing the junctions, the control line voltage

Vc should not exceed Vc < Vcc — where Vo is the steady state oscillation ampHtude.

To first-order, since the common base connection is a virtual ground for differential

signals, noise injected at the control line is rejected. The time-varying nature of the reverse

bias voltage, though, leads to noise appearing at the output. To avoid this, care must be

exercised to properly bypass the control point to ground. Also, the collector node of the

varactor is connected to Vcc and not to the base to isolate the collector losses from the

tank.

The resonance curve of the differential varactor is shown in Fig. 9.7. Note that the

varactor Q is on the same order of magnitude as the inductor Q. Hence, to avoid loading

the tank it is necessary to add linear capacitance to the tank to increase the effective Q.
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9.3.4 Metal-Insulator-Metal (MIM) Capacitors

To realize a high quality factor for the entire tank, high Q capacitors are needed to

boost the effective quality factor of the varactor. One may employ a linear high Q capacitor

in series or in shunt with the varactor. Both connections limit the tuning range of the VCO.

The series connection has the added advantage of allowing a greater range of tuning voltage

to be applied to the tank without forward biasing the varactor diode.

While MOS capacitors were an option in this process, we opted for MIM capaci

tors to avoid any further loading of the tank. MIM capacitors have low density and thus

require larger chip area. The process variation of the oxide thickness also further limits the

applicability of MIM capacitors in Si. Since MIM capacitors only make up a fraction of

the total tank capacitance, the variation in oxide thickness is tolerable.

To avoid substrate injection and the consequent substrate losses, the MIM ca

pacitors are shielded with the bottom metal layer. An equivalent circuit, calculated using

ASITIC, is shown in Fig. 9.8. To avoid the losses of the bottom plate parasitics of the

shielded capacitors, a differential structure is employed with the bottom plate at the virtual

ground.

9.4 VCO Circuit Design

9.4.1 VCO Topology

For this work the differential topology is a natural choice given the discussion in

Section 9.3.2. Differential operation has many other positive attributes amenable to mono

lithic integration. It provides better immunity from the package and substrate parasitics,
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Figure 9.8: Shielded MIM capacitor equivalent circuit. In (a) the top, bottom, and shielding
plates are shown. Part (b) shows the equivalent circuit extracted from ASITIC. In (c) the
load capacitor is shown realized as a symmetric-quad. In (d) the passive capacitive feedback
network is shown, also realized as a pair of shielded symmetric quads.
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reducing substrate coupling. This is especially important when the VCO is integrated with

many other blocks. Differential dividers are also easier to realize at high frequencies as

emitter coupled logic can be employed. While the area of active devices is doubled, the

area of passive devices reduces due to the mutual couplingand higher differential Q.

For a generic differential pair with positive feedback, the equivalent negative

resistance is given by

r» ~2nfle, = — (9.5)
ym

where the factor n is the fraction of voltage fed back to the base of the differential pair. As

shown in Fig. 9.9 the feedback network can be realized using an on-chip transformer [121],

emitter followers [43], a direct connection [93], or a capacitive transformer [93]. We opted

for a capacitive transformer inorder to maximize the oscillation amplitude while minimizing

the loading on the tank, the power dissipation, and the noise.

9.4.2 Phase Noise Analysis

Full characterization of the phase noise requires numerical solutions to stochas

tic differential equations [47, 19]. Approximate linear time-varying techniques have been

presented by [35, 103] and agree well with measurements. These techniques are more aj)-

propriate for simulation rather than the design of a VCO.^ Togainan tmderstanding of the

operation of the VCO and'phase noise, we follow the technique presented in [55]. This is a

simple engineering approach that gives good insight into the problem.
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Figure 9.10: Schematic of differential VCO.
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Linear Analysis Noise Transfer Coefficients

Consider Fig. 9.11, the simplified small signal equivalent circuit of Fig. 9.10. For

simplicity, 0^ and Ttt have been neglected in the equivalent circuit. Current sources iia,6

model the shot noise generated by the differential pair collector junction. Current sources

ha,b model the base current shot noise. Note that while we ignore the intrinsic base resis

tance Tft, it is critical to include the noise generated by r^, and this is represented by the

voltage sources V3a,b- The current sources i4a,b represent the current noise generated by the

biasing resistors Rbi,2- Current source 25 represents the total noise generated by the passive

tank, including the thermal noise of the metals that make up the inductance as well as the

substrate losses.

^It shouldbe noted that the work of Hajimiri [35] gives good insight into the time-varying nature of the
noise and its relation to the collector current waveform.
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From a linear time-invariant point of view, our noise description of the circuit is

complete. Due to symmetry, the common emitter node is a virtual ground and thus the

noise due to the tail current is shunted to ground. Furthermore, due to the differential

output, any noise injected at the emitters is a common mode signal that is attenuated by

the common mode rejection, set by the level of matching in the circuit. This argument,

though, neglects the time variance of the circuit which results in a time-varying transfer

function from the tail current source to the output.^

Writing the KVL equations at the input base nodes we have

Vil,2sC2,4 - Ua,b " ha,6 + (^il,2 " V3a,b)sCTrl,2 + {Vii,2 - Vo2,l)sCi = 0 (9.6)

similarly at the output collector nodes

0 = 9m\,2{Vil,2 —V3a,b) —ha,b+{Vol,2 —Vo2,i)sCt +

1 1
{Vol,2 - '̂ o2,l)-^ +{Vol,2 —̂o2,l)^ Ti5 +

{Vol,2 - Vi2,l)sCs^i (9.7)

Solving the above system of equations for the differential output voltage we have

^od = {0'ilHa,b + 0,i2ha,b + 0,vZf^3a,b + 0.i4Ua,b + OiS^s) (9-8)

where

hsL

- —m— ^^
^This subject is treated in [351 is further neglected in the following analysis. The ramifications of

this simplification will be noted when we compare om results with SpectreRF simulations.
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+sCi) ^ ^^sLgm mill
~ D(s) ~ £>(5) ' '

0>i4 ~ ^i2 (9.12)

flis = 2aii (9.13)

where D{s) is the determinant of the system (9.6) (9.7)

D{s) =1+ - •^)3L +LCefis^ (9.14)

and Ca represents the total capacitance at the base of each transistor

= Ci + C2 + (9.15)

The capacitance C^fj is given by

C.„.C,+2<^ (M.)

In steady state oscillation, the second expression of (9.14) vanishes and the fre

quency of oscillation is set by

y/LOeff

The vanishing of the second term corresponds to the balancing of the circuit losses

with the negative resistance of the differential pair. Equivalently, the balancing occurs when

the loop gain of the system is equal to unity. Thus the above equation can be rewritten as

D(s) =l+(Ae-l)^ +-^ (9.18)
itj* UJq

The expression Ai is identified as the loop gain of the system

M = (9.19)
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where n is the feedback factor of the capacitive transformer coupling signals from the

collector to the base

In steady state —> 1 and thus at frequencies close to the oscillation frequency a;o, (9.18)

can be simplified to

D{(jJq + tftj) ~ (9.21)
Wo

This results in the characteristic 6 dB/octave decrease in noise power when one moves

away from the carrier, far from the flicker noise corner of the device.

Noise Power At Output

The total power spectral density of the noise at the output of the differential pair

can now be written [31]

+ 2a?4i| + 2023^2 + 2of2ii + 2a\i\) (9.22)

The factors of two inside the parentheses account for the differential nature of the

circuit. The factor of 5 outsideof the parentheses is due to the transfer ofnoise at frequency

(—Wo —Slj) to the output [55].

The noise power spectral densities of the sources are given by [31]

= 2qlc (9.23)

q=2qlB +Ki^ (9.24)
^ = ikaTn (9.25)
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=^ (9.26)
ii =^ (9.27)

For a typical bipolar technology, the flicker noise corner frequency is on the order

of 1-10 kHz and thus the direct contribution of the flicker noise term in (9.24) can be

neglected at RP frequencies. On the other hand, time variance in the circuit can translate

the noise around DC to RF.

To see how the Q of the tank influences the noise gain, consider the current and

voltage gains from the base of the transistors to the output. Assume for simplicity that the

inductor Q dominates and for gm substitute the steady state value that solves Af = 1. This

leads to

and

This quadratic dependence on Q is well-documented [93]. The other noise transfer coeffi

cients do not depend directly on Q

(9-30)

|Oi5p = 4|aiiP (9.31)

To minimize the above coefficients, one must minimize the tank inductance. Naturally this

requires a compensating increase in the tank capacitance. A similar conclusion is reached
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Figure 9.12: Simulated and calculated phase noise spectrum.

by [103] and can be verified using SpectreRF simulations. In a practical design, the lower

limit is set by the tolerance of L and the realizability of C.

9.4.3 Comparison with SpectreRF Simulation

Figure 9.12 shows the simulated and calculated phase noise of a simple VCO

with parameters summarized in Table 9.1. The simulated phase noise is computed using

SpectreRF. The calculated phase noise is from the equations of the previous section. A

good match is observed between theory and calculation. On the other hand, close to the

carrier, the mixing efiects of the fundamental component are significant, as can be seen

from the close-in phase noise below 100 feHz. Here the rise in noise is faster than due



Table 9.1: VCO circuit and process parameters.

Bias Current 5 mA

L 3 nH

Cl = C2 200 fF

Ct 856 fF

Rj" 600 Q

Rb 30 kQ

n 32.4 n

h 25 GHz

^0 168

CjeO 48 fF
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to the flicker noise up-conversion.

A more thorough comparison can be performed if we sweep the oscillator design

parameters Q, and n. Linear analysis predicts the phase noise well when the loop gain

is not too large. This conclusion has also been reached by [55] for the single-ended Colpitts

oscillator.

9.5 VCO Implementation

Fig. 9.13 showsa schematic of the VCO core in our practical implementation. Ql-

Q4 form a differential quad and are sized each at 5 x 0.4x 0.7/im. Shielded (MIM) capacitors

C1-C4 of value ICQ fP (60 fF)^ are used in the feedback network to allow maximum swing

The capacitors are also in quad formation for matching purposes. Frequency tuning is

performed via varactors D1-D2. These are reverse-biased base-emitter junctions with extra

doping to minimize series resistance. Nevertheless, the quality factor of the varactors is

too low at high frequencies, and thus some 300 fF (0 fF) of MIM capacitance is added to

^Component values are given for the 2.9 GHz design and for the 4.5 GHz design in parentheses.
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Figure 9.13: VCO core circuit schematic.

the tank. Inductor Lt is a 3 nH (1.8 nH) inductor realized as a center-tapped device as

shown in Fig. 9.3. It has a simulated peak ^ of 15 at 3 GHz.

To find the optimum bias current provisions are made to vary the bias current

externally. If the base current biasing resistors were tied directly to the supply as in Fig. 9.10,

the base DC voltage would vary as a function of P as well as a function of collector current

and temperature T. This variation could potentially saturate the tail current source, and

to avoid this Q5-Q9 are used to provide a relatively constant bias voltage. This voltage is

derived firom two Vbe drops which axe relatively constant as a function of /c, and T.

The actual base voltage drop is formed by

yBl,2 = '̂ VbE + IqRba —IbRbi,! (9.32)

Since Ib is a function of 7g, a first order cancellation is provided by the second and third
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Figure 9.14: Different techniques to convert the VCO frequency: down-conversion, mode-
locking, and latch-based frequency division.

term in the above equations. Power is coupled capacitively from the VCO core to the

frequency divider and output buffer circuits.

9.5.1 Frequency Dividers

Fig. 9.14 shows different possible techniques to divide the VCO oscillation fre

quency to a convenience frequency. First we see a traditional mixer-based approach with an

LO signal driving a mixer and an on-chip filter selecting the appropriate desired harmonic.

This approach is costly in terms of power as it requires several additional components. Also,

the LO signal needs to be much cleaner than the VCO in terms of phase noise in order not
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to degrade the phase noise performance. But since the fixed LO is limited to the same

on-chip LC tanks, it is likely that the LO phase noise will be at least as bad as the VCO.

Hence, the output of the system suffers from more phase noise.

Another option shown next in Fig. 9.14, is to injection lock the LO to the VCO

signal [91]. Here, due to injection locking, the phase noise performance of the output

follows the phase noise of the VCO for close-in phase noise. For proper locking, the power

coupled from the VCO to the LO must exceed the intrinsic noise of the LO.

The third option, and the most common, is to use latch-based frequency dividers.

The advantage of using dividers is that the phase noise actually improves as we divide the

frequency.

Latch-Based Dividers

The differential latch of Fig. 9.15 is used at the heart of the frequency divider.

The traditional master-slave topology is used to divide by two. The current consumption

is 250 fiA per latch and the circuit is operational up to 8 GHz. To improve headroom, the

dividers are designed with emitters driving a resistor current source. A mirror biases the

latch current level.

SpectreRF periodic steady state noise analysis is used to calculate the noise con

tribution of the frequency divider. Simulation shows that the noise contribution of the

frequency divider is only significant far from the carrier.
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9.5.2 Output Buffers

Figure 9.16 shows the schematic of the output buffers which sire capable of deliv

ering -12 dBm into 50 Q. One buffer is driven by the VCO directly while another buffer is

driven at the divided frequency. On-board matching must be used to improve the power

gain of these devices. The buffers consume 5 mA. The design is a traditional two stage

differential amplifier with input emitter follower buffers to avoid loading the output of the

latches.

9.6 Measurements

A chip-level layout of the final 2.9 GHz design is shown in Fig. 9.17. The 4.4 GHz

layout is similar with the exception that no MIM capacitors are used in the tank. On-board
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Table 9.2: Summary of measured performance.

Center Freq. 2.9 GHz VCO 4.4 GHz VCO

Technology 25 GHz bipolar
Substrate 10 fi-cm

Core current 3.5 mA 4.0 mA

Tuning Range 250 MHz (10%) 260 MHz (6%)
SSB Phase Noise (100 kHz offset) -95.2 dBc/Hz -100.2 dBc/Hz
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transformers and matching networks are used to convert the signal into a single-ended 50 Cl

environment for testing purposes.

Fig. 9.18 shows the test equipment setup. The chip operates on a 2.6-2.8 V supply

voltage. The measmed, simulated, and calculated phase noise of the 2.9 GHz and 4.4 GHz

parts are shown in Fig. 9.19 and summarized in Table 9.2. Note that the 2.9 GHz oscillators

were measured by down-converting the carrier to near 1 GHz. This was necessary since the

RDL model NTS-IOOOB phase noise analyzer requires a carrier below 1 GHz. Since the

phase noise of the LO driving the down-converter is assumed to be better than the VCO

under test, the measured phase noise is approximately the same as the phase noise of the

VCO. The 4.4 GHz oscillator, though, was measured using the built-in dividers that divided

the carrier by a factor of four.

The phase noise of the 2.9 GHz part is superior since the effective tank Q is

higher. The oscillator was designed for 5.5 GHz but the tank resonates at 4.4 GHz due to

incorrect models for the varactor. The models for the varactor were measured at 1 GHz and

extrapolated. Not only is the inductor Q lower than optimal, the varactor loads the tank

in the 4.4 GHz design due to the absence of linear capacitors. Measurements also confirm

the 6 dB theoretical improvement in phase noise performance due to firequency division by
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each factor of two.

9»7 Conclusion

In this chapter we have shown that Si inductors above 3 GHz are feasible and

in fact desirable. Their application, though, necessitates accurate and efficient analysis

of the various loss mechanisms present in the Si IC. We have also shown that differential

operation is superior to single-ended designs for fully-integrated VCOs. The phase noise of

the oscillator has been calculated and verified with SpectreRF simulations. Measurements

on a practical design axe close to expectations.
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Chapter 10

Distributed Amplifiers

10.1 Introduction

A schematic of a distributed amplifier [83, 3] is shown in Fig. 10.1. The distributed

amplifier is composed of two coupled lumped transmission lines. Power is coupled from the

"gate-line" to the "drain-line" through transistors Ml-Mn whereas power is coupled in the

reverse direction parasitically through the feedback capacitor Cgd of the transistors. Since

Termination

Source

Matching
Network

Drain Transmission Line

Matching
Network

Load

Gate T ransmission LineMatching
Network

Matching
Network

Termination

Figure 10.1: A three-stage distributed amplifier using CMOS n-FETs.
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for a,practical transistor S21 ^ ^12, the behavior of the amplifier is dominated by the

"forward-direction" coupling of power from the gate line to the drain line. As evident from

the figure, the paxasitics of the transistor form an integral part of the amplifier, completing

the transmission lines. In this way, the paxasitics of the amplifier do not limit the gain-

bandwidth product of the amplifier as in a traditional amplifier, allowing large bandwidths

to be achieved. If care is exercised in equalizing the phase velocity on the gate and drain

line, then power interferes constructively and the overall gain of the amplifier is enhanced

by the addition of each stage.

The number of stages that may be used is limited by the inherent losses on the

drain and gate line. Thus, the additional attenuation incurred by the addition of a stage

may outweigh the benefits of gain and thus there is an optimum number of stages for gain.

This will always occur since the gain is a polynomial of the number of stages, whereas

the transmission line attenuation is a decaying exponential function of the length of the

transmission line.

In Section 10.2 we will review the image parameter method as it relates to designing

a distributed amplifier. Specially, the inherent losses of the transistor and microstrips will

be taken into account to find the line impedance, propagation and attenuation constants.

These results will be used in Section 10.3 where we derive the gain of a distributed amplifier.

10.2 Image Parameter Method

The image parameter method may be applied to the distributed amplifier since it

consists of a cascade of identical two-port networks forming an artificial transmission line.
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Figure 10.2: T-Section Network.

The image impedance Zi for a reciprocal symmetric two-port is defined as the impedance

looking into port 1 or 2 of the two-port when the other terminal is also terminated in Zj.

This impedance is given by [87]

where the ABCD matrix of the two-port is given by

/ N
A B

\
C D

where A = Dhy symmetry. The propagation constant for the current and voltage is given

by

e""* = Vad - VbC (10:3)

Thus, wave propagation occurs if 7 has an imaginary component. For the T-network shown

in Fig. 10.2, the image impedance and propagation factors are given by

(10.1)

(10.2)

(10.4)

(10.5)
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L

Figure 10.3: Lossless cascade of T-sections forming an artificial transmission line.

10.2.1 Lossless Lumped Transmission Line

For a lossless cascade of T-sections such as that shown in Fig. 10.3, the propaga

tion factor and image impedance are given by [87]

U)i lOc V Vwc/

2
03c =

y/LC

(10.6)

(10.7)

(10.8)

Thus, for uj <ujc the lossless structure has a real image impedance and a purely imaginary

propagation factor. Beyond the cutoff firequency Wc, the propagation factor has a real

component that increases without bound. These results are consistent with the distributed

transmission line since Wc —> oo for such a structure.

10.2.2 Lossy Lumped Transmission Line

Figures 10.4 and 10.5 show the lossy "gate" and "drain" transmission line. The

losses are due to the lossy microstrips or spiral inductors as well as the losses of the

input/output impedance looking into the gate/drain of the FET. A series gate resistance

models the FET losses. The inductor losses are divided into two components, one part
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Tx modeling the metallization losses in series with the inductor and one component Rx

modeling the substrate losses. For an insulating substrate, the conductive substrate losses

are negligibly small and so Rx = 0. If dielectric losses are present, it is more appropriate

to place Rx in shunt rather than in series with the substrate capacitance.

In reality these loss resistors are frequency-dependent owing to skin and proxim

ity effects and displacement current in the substrate, but for simplicity we will assume a

constant value. If the substrate is sufficiently conductive and near the microstrip metal

layers, induced eddy currents lead to an additional loss mechanism. This is the case for

highly conductive substrates used in epi CMOS processes. Again, we neglect this loss in

the following analysis.

Using the notation of the previous section, the T-section impedance and admit

tance are

Zlg —j(^Lg + Txg (10.9)

jtjCgs fl + 2^^^ —Up'Cgs h

where

and

1
OJn =

CggRi
(10.11)

(10.12)
CgsRxg

Similarly, for the lossy drain line, the T-section impedance and admittance are

Zid = + ""^xd (10.13)

Gds f1 ^•xy V ^xd^^ds) V ^xd ^da '^xd) / m 1 /I \

" FS ' '
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and
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"i = (10.15)
^ds-^ds

^xd — p (10.16)
^xd-^xd

Using (10.9)(10:10)(10.13) and (10.14), the image impedance and propagation fac

tor can be calculated using (10.4) and (10.5). These expressions are plotted in Figures 10.6,

10.7, and 10.8. The plots are generated using the following gate and drain parameters

Lg —1.85 nU ^xg ~ ^Lg^g

Cgs = 310fF Ri = 7.25f2

Cxa = 50 fF Rxa = —7^
' " (10.17)

Ld = 2.04 nH r^d = i^Ld^d

Cds = 96 fF Rds = 38511

Cxd = 50 fF Rxd = ujc^d

The FET parameters come from a hypothetical transistor model^, whereas the drain and

gate inductor paxasitics are shown parameterized as a function of the cutoff frequencies. In

Fig. 10.6 we also include the lossless image impedance given by (10.6) for comparison.

As evident from the figures, even for lossless passive devices the losses in the

intrinsic FET warrant careful analysis. Additionally, the frequency dependence of the image

impedance can potentially destroy the broadband operation of the device if it is not matched

correctly.

^In fact, the standard FET-217 transistor model used in Prof. Schwarz's EE 217.
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Figure 10.6: Gate (curves (a) and (b)) and drain (curves (c) and (d)) image impedance as
a function of inductor and capacitor loss cutoff frequency. In (a), starting from the bottom
curve, the gate inductor loss cutoff frequency is 0 (lossless), .1 GHz, 1 GHz, 2 GHz, and
3 GHz while the capacitance loss cutoff frequency is held constant at 9 GHz. In (b), starting
from the bottom curve, the gate capacitor loss cutoff frequency is oo (lossless), 15 GHz,
10 GHz, 5 GHz, and 1 GHz while the inductor loss cutoff frequency is held constant at .01
GHz. In (c), starting from the bottom curve, the drain inductor loss cutoff frequency is 0
(lossless), .1 GHz, 1 GHz, 2 GHz, and 3 GHz while the capacitance loss cutoff frequency is
held constant at 9 GHz. In (d), starting from the bottom curve, the drain capacitor loss
cutoff frequency is oo (lossless), 15 GHz, 10 GHz, 5 GHz, and 1 GHz while the inductor
loss cutoff frequency is held const^t at .01 GHz.
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Figure 10.7: Gate line attenuation as a function of inductor and capacitor loss cutoff fre
quency. In (a), starting from the bottom curve, the gate inductor loss cutoff frequency is
0.1 GHz, 1 GHz, 2 GHz, and 3 GHz while the capacitance loss cutoff frequency is held
constant at 9 GHz. In (b), starting from the bottom cmve, the gate capacitor loss cutoff
frequency is 15 GHz, 10 GHz, 5 GHz, 1 GHz, and 0.1 GHz while the inductor loss cutoff
frequency is held constant at .01 GHz.
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Figure 10.8: Drain line attenuation as a function of inductor and capacitor loss cutoff
frequency. In (a), starting from the bottom curve, the drain inductor loss cutoff frequency
is 0.1 GHz, 1 GHz, 2 GHz, and 3 GHz while the capacitance loss cutoff frequency is held
constant at 9 GHz. In (b), starting from the bottom curve, the drain capacitor loss cutoff
frequency is 15 GHz, 10 GHz, 5 GHz, 1 GHz, and 0.1 GHz while the inductor loss cutoff
frequency is held constant at .01 GHz.
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Figure 10.9: Bisected-ir m-derived matching network.

10.2.3 Image Impedance Matching

To achieve an impedance match over a broad range, the load and source impedance

must be transformed into the line image impedance. Otherwise, the gain response will not

be flat as a function of frequency.

The bisected-TT m-derived section shown in Fig. 10.9, serves this purpose well [87].

In Fig. 10.10 we plot the impedance looking into the gate and drain line when transformed

by the m-derived section. As evident from the figure, the impedance is approximately

constant over a broad range of frequencies, a big improvement over the frequency variation

of the image impedance in Fig. 10.6. The m-derived impedance matching network can also

be used to match directly to Zq = 50 Q.

The performance of the m-derived section shown in Fig. 10.10 includes the lossy

transmission line as well as the ideal transmission line. The lossy case performance is not

as good as the lossless but it can be flattened with further optimization.
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Figure 10.10: Gate line input impedance using bisected-7r m-derived matching network.
Bottom curve shows the performance of a lossless transmission line. Top curve shows
performance with lossy matching network. The flat line is the ideal gate impedance.

10.3 Distributed Amplifier Gain

Given the background of Section 10.2, we are now in a good position to derive the

gain of the distributed amplifier. The following derivation closely follows the work of [4]

but deviates in that we work directly with the complete expressions for the transmission

line parameters as opposed to the approximate expressions developed by [4].

10.3.1 Expression for Gain

Using the simplified PET model shown in Fig. 10.11, the total output current of

an n-stage distributed amplifier shown in Fig. 10.1 can be written as

(10.18)
k=l

where jd is the propagation delay of the drain line given by (10.5) and Vck is the voltage drop

across the kth stage input capacitor. Note that we have assumed constructive interference
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Figure 10.11; Simple PET model used for analysis.

of the PET currents since in a practical design the phase velocity of the drain line is matched

to the gate line by adding additional shunt drain capacitance to satisfy

^ = ^{79} = 9{7<i{Cp)}

In the low loss case this is equivalent to

yjLg{Cgs +iCxg) \JL(i{C(la +2Cxd "1" (^p)

The above relation can be used as a starting point solution in a non-linear iteration loop

to solve (10.19). (10.19) represents a continuum of equations since it varies as a function of

w, and therefore it can be satisfied in the least squared sense over the range of interest by

minimizing

/ (S(7s)-9(7i))^du)
Jo

The voltage anross the A;th stage input capacitor is given by

ViS exp - j tan

1 I \-^
V̂ (^)

The origin of the exponential term is due to the finite propagation velocity along

the gate line as well as the frequency-dependent voltage division between the input capac-

(10.19)

(10.20)

(10.21)

(10.22)
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Figure 10.12: Derivation of gate-voltage at the center of the T-section.

itance and the resistance. The term S is the voltage at the center of the T-section. This

can be derived with the aid of Fig. 10.12. Note that

and

he'' = y2Vc + /i

v;=-Fi

Zi/2 = /i

Using the above relations to eliminate h one obtains

K e'y-1

«"-(! +&)
Making use of (10.5) one obtains

Vc 2^ +

\/fe +(&)
Using (10.22) in (10.18) one obtains

^ ffmViSsinh [|(a^ - a^)] exp zlfelHaij exp [-jn^ - jtan'̂
sinh[i(ai-a,)]

To find the power gain, we use the following expressions

Po = 5|/o|̂ S [ZU]

(10.23)

(10.24)

(10.25)

(10.26)

(10.27)

(10.28)
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G = i^ij

ft.

3?

lAtW sinh^ [§(Q:d - Oj)] exp [-n(Qj + «„)]

1+(;^) Jsinh^ [l(<»<i - "9)]
where the primed impedances axethe transformed line imageimpedance (using, for instance,

an m-derived matching section).

10.3.2 Design Tradeoffs

The above expression (10.30) is the gain as a function of the drain/gate trans

mission line parameters, assuming fixed FET parameters. In reality, the FET width and

length may be scaled as well. But typically for highest frequency response performance the

minimum allowed length is used. The width can be selected according to power handling

capability. The physical layout of the device should minimize the input gate resistance.

The parameters under direct control of the designer are thus the number of stages,

n, and the gate and drain inductance, Lg and La- Hence for a given numberofstages, there

are only two parameters to vary. To achieve a good match to 50Q, one generally chooses Lg

and Ld to set the gate and drain impedances as close to 50 as possible, limiting the range

of values for these components tremendously. There seems to be only a single parameter n

in the design of a distributed amplifier.

In practice one can trade gain for bandwidth by increasing the gate and drain

cutoff frequencies through adding a series capacitor to the gate of the input stages. The

design tradeoff must be evaluated carefully, though, since a lower gain with more bandwidth

can also be achieved by simply reducing n. In Fig. 10.13 we plot the value of gain versus
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Figure 10.13: Gain as a function of frequency using Beyer's ideal expression (top curve)
and the gain calculated in this work with an m-derived matching network (flat increasing
curve) and without a matching network in place (rapidly decaying curve).
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Figure 10.14: Gain versus the number of stages evaluated at low frequency (2 GHz).

frequency for the FET transistor (n = 4) using the gate and drain line parameters given

in (10.17). Also plotted is the expression for gain derived by [4]. The deviation of ideal

flat behavior is actually mostly due to the non-constant image impedance. This is why the

m-derived matching network is necessary. In Fig. 10.13 we also show the gain for a matched

design. Note that the matching network improves the gain flatness and is a critical part of

the distributed amplifier.

Also evident from (10.30) is the strong dependence on the gate and drain attenu-
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ation factors. As discussed before, the attenuation factors in fact set the optimum number

of stages for gain. Naively, the gain should increase as we add stages, as shown by the ap

proximate expression of [4] where dependence is shown. But eventually the attenuation

on the gate line will drive the input voltage to negligibly small values and adding further

stages will simply increase the length and hence attenuation on the drain line without con

tributing to the output current. This is shown in Fig. 10.14, where the gain at 2 GHz is

plotted as a function of n (a low frequency is selected so that the effects of gain roll-off will

not come into play). The optimum number of stages may be calculated from evaluating the

derivative of (10.30) with respect to n

^ (10-31)
Ctd-Olg

The above expression is frequency dependent and may be evaluated to optimize the low

frequency gain. Otherwise, we may use effective average values of the propagation loss

factors

1 fUJc

a = — I \a{uj)\du} (10.32)

To extend the frequency response, coupled inductors in the form of T-coils may be employed

[111]. This topology has a cutofffrequency y/2 times higher than the topology analyzed in

this paper.

10.3.3 Actively Loaded Gate Line

The above analysis identifies the attenuation loss factors as the main design con

straint in achieving large values of gain by limiting the number of practical stages one can

employ. In a modern CMOS process, these factors are the dominant limiting factors since
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Figure 10.16: Actively loaded gate attenuation constant in action. Propagation constant
remains imaginary (not shown).

high Q passive devices are difficult to implement due to the conductive substrate.

To boost the AC gain at the expense of DC power, the circuit topology of Fig. 10.15

may be used. For stability, the negative resistance must be chosen so that the total real

impedance has a positive real part at all firequencies of interest. In practice, it will be

difficult to achieve a constant negative resistance over a broad range of frequencies. This is

not a big limitation since the frequency dependence of the —R stage can help overcome the

frequency dependence in a.

The design equations for the actively loaded gate transmission line are the following
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along with (10.4) and (10.5)

Zi=jujL + r:, (10.33)

^ G„ +^(G„ - G. - Gi) +jw (22-^ +
Y2a = — 7 w ^ (10.34)

In Fig. 10.16 we plot the gate loss with and without the —R stage. The reduction in the

attenuation loss is clear.
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Chapter 11

Conclusion

The focus of this thesis has been the analysis and applications of passive devices

in Si RF and microwave ICs. As we have seen, these devices play a critical role in modern

monolithic transceivers and high speed analog circuits and their analysis warrants careful

attention. With clock frequencies exceeding 1 GHz, the careful analysis of inductive effects

in digital circuits is increasingly a concern as well.

Part I of the thesis presented efficient and accurate analysis techniques which give

physical insight into the device operation at high frequency. The partial element equivalent

circuits (PEEC) concept has been used to discretize the constituent conductors of the device.

Quasi-static 2D and 3D Green functions were employed to account for the response of the

conductive substrate. In this way, both eddy currents in the metallization as well as in the

bulk substrate were taken into account.

Measurements on a highly conductive substrate confirm the validity of the aj)-

proach. ASITIC simulations predict the electrical parameters of single layer and multi-layer



208

inductors from 200 MHz-12 GHz. In particular, the inductance, the loss, and self-resonant

frequency were predicted to within experimental error tolerances. Previous measurements

on a moderately resistive substrate using single layer and multi-layer polygon inductors,

planar and non-planar transformers, baluns, and coupled inductors also validated the tech

niques for a wide range of structures.

Part II of the thesis examined critical RF and microwave circuit building blocks

which depend critically on passive devices. The design of the voltage-controlled oscilla

tor was presented with particular attention to the passive devices. We demonstrated the

feasibility of high frequency VCOs using standard Si technology fabrication techniques.

In particular, the passive devices and layout parasitics are designed and optimized with

ASITIC. We also presented an integrated Si distributed amplifier for futme broadband

communications.

11.1 Future Research

11.1.1 Larger Problems

One obvious extension of the present work is to tackle larger problems. The

techniques of this thesis may be applied to moderately large problems, such as a small RF

chip with several inductors, capacitors, and high frequency metallization traces. Larger

problems, though, require more efficient numerical techniques. For instance, one may wish

to analyze an entire RF/baseband chip, including the bond pads, the metalhzation, the

substrate coupling, and the passive devices. These problems involve millions of elements

and a full 3D analysis is prohibitively expensive. On the other hand, judicious numerical
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and physical approximation techniques can break the problem into many sub-problems.

The matrix computations will no doubt involve efficient iterative solvers as opposed to the

direct solvers used in the present work. Sparsification of the matrices or operators can help

in this regard.

11.1.2 Digital Circuits

Microprocessors today are clocked at frequencies above 1 GHz and this trend

will continue into the future. The main bottleneck will be the interconnection and not

the transistor performance. To overcome this bottleneck, digital designers will need to

incorporate models for the inductance and magnetic coupling of metal traces as w^ell as

the capacitive losses and coupling. Substrate coupling and loss will also be an issue. The

challenge with digital circuits is of course the large volume and count of interconnection

that need to be analyzed. Since digital circuits are more fault tolerant, perhaps tradeoffs in

the accuracy of the numerical techniques can accelerate the solution. The coupling from

noisy digital circuits in the analog and RF signal paths is also an interesting extension of

the techniques of this thesis. For instance, digital gates can be represented by equivalent

capacitors injecting pseudo-random noise into the substrate. This noise will be injected into

sensitive analog nodes and will lower the signal-to-noise ratio and ultimately the bit error

rates in the system.

11.1.3 MEMS Technology

The modern IC process now allows the construction of micro-electro-mechanical

structures (MEMS). These devices open up a wealth of possibilitieis for designing passive de-
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vices. Simulation and analysis of these structures presents many new challenges as Maxwell's

equations must be solved simultaneously with mechanical and fluid dynamics equations, of

ten involving non-linear terms. Such mixed-domain simulations require careful numerical

techniques.

As an example of an electro-mechanical passive device, consider a spiral inductor

constructed on metal layers but suspended from the Si substrate and hinged, allowing it

free motion. A patterned shield plate is placed under the inductor, forming a resonant tank.

The self-resonant frequency of this tank can be tuned by applying an electrostatic potential

to the inductor, rotating the spiral and adjusting the capacitance. In addition to the ability

to tune the center frequency of this structure, this device is likely to have fewer losses as

the device is somewhat isolated from the lossy substrate due to its vertical placement. The

magnetic flelds are nowparallel as opposedto perpendicular to the substrate and henceeddy

currents are curtailed. Displacement current is also reducedas the structure is shielded and

isolated from the substrate. Optimization of this structure can proceed by minimizing the

skin and proximity effects in the conductors using the techniques presented in this thesis.

Modelingthe mechanical motion of the hinge, though, requires techniques beyond the scope

of this thesis.
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Appendix A

Distributed Capacitance

Consider a distributed lossy capacitor of length represented schematically in

Fig. A.l. Let Ct denote the total capacitance and Rt the total resistance of the struc

ture. In this appendix we will show that in the limit of an electrically short open-line, the

equivalent circuit for such a structure is simply the total capacitance in series with i?r/3.

Define the capacitance and resistance per unit length

° - T
R =

Rt

For a short section of length 5x of the device, shown in Fig. A.2, we have

I

(A.l)

(A.2)

Figure A.l: Schematic of a distributed lossy capacitor terminated in an arbitrary impedance.
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Figure A.2: A short segment of the distributed lossy capacitor.

Letting -> 0

f) = {R6x)i{x^t) + v{x + Sx,t)

dV (x + Sx, t)
i{x,t) = i{x + Sx^t)(C6x)-

dx

di

dx

= —Ri

^ = -C
dV {x 4- 6x^ t)

dt

dt
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(A.3)

(A.4)

(A.5)

(A.6)

For the time-harmonic case, we have the following set of coupled ordinary differential equa

tions

dV
-r- = —Rl
dx

i =
The equations are decoupled by taking the derivative of the above equations

Sv

dx"^.

(Pi

dx

-R^ =juRCV
dx

• ^dV .—jljC— = jujRGi
dx

{A.7)

(A.8)

(A.9)

(A.10)

The above boundary value problem can be solved once the following boundary conditions
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are imposed

K(0) = Vi (A-ll)

v(,e) = i(e)ZL (A.12)

where Zl is the load impedance terminating the lossy capacitor. Consider the eigenfunction

solution V(x) = e°^^. Since V"(x) = a'̂ V(x) we require that

(A.13)

or

Qj _ u^j^RtCt / OJ \/j
^2

where lJx = r^Ct

Note that the propagation and attenuation constant are equal, ^(a) = 3i(a). The general

solution is thus

u(a;) = (A.16)

t(a:) = Me^^ + TVe""^ (A.17)

The unknown coefficients are found by imposing the boundary conditions. The input

impedance is therefore

v(0) Vi
Zin —

2(0) M + N

- (~^\ -jCZLUJ-\-atSinh{ae) rA 18^
\u)CJ ja + CZi,cjta.nh(a£)
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Consider the limit of a short line at zero frequency such that —>• 0 and cj —> 0. Then we

have Zin = Zi as expected. Similarly, consider a shorted line such that Zl 0. Then

Zin = tanh(a£) (A.19)

If we consider now the above in the limit of a short line, we have Zin ~ -Rr 2ts expected.

The limiting case of interest is that of an open line. Taking the limit Zx, —)• oo we

have

Zin = coth(a£) (A.20)
juC

Expanding the hyperbolic cotangent function in a Taylor series we have

^ ^ (A.21)
3 jujOt

This is what we set out to prove.
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ABCD matrix, 191
ac resistance, see resistance, high frequency
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active device

typical examples, 14
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sheet resistance, 22
spiking, 22
thickness, 22

analysis
capacitors, 135
transformers, 135-139
two-port, 133-135

anisotropy, 60
antenna, 6, 19

efficiency, 160
applications

artificial transmission line, 6, see dis
tributed amplifier

balun, 5
center-tapped transformer, 5
differential operation, 5
distributed amplifier, 6, see distributed

amplifier
filters, 5
inmedance matching, 4
LC tuned load, 5
low noise amplifier, 4, 7
mixer, 4
phase locked loops, 7
power amplifier, 4
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tank, 7
traveling-wave amplifier, 6
voltage controlled oscillator, 7, see VCO
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arithmetic mean distance (AMD), 90
attenuation constant, 190, 204, 229
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breakdown, 44
multiplication, 49

back-plane ground, see ground, back-plane
balun, 38
base-pinch, 47
basis function

spatially localized, 73
battery life, 9
Bessel function, 123
bias voltage, 181
BiCMOS, 10-11, 26, 28, 47, 98, 141, 162
bipolar, 26, 28, 47, 98, 141, 162, 178
bisected-TT m-derived section, 198
black-box, 13
BLAS, 129, 130
bond

pad, 40, 48
pad capacitance, 145
wire, 28, 29, 36, 56

bottom metal, see shield
bottom plate, 169
boundary conditions, 28, 67, 72, 103, 104,

108, 134, 229
boundary method, 69
breakdown, 44, 45
broadband, 6, 190
bulk substrate, 28, 98
buried oxide isolation, 55
bypass, 168

calibration, 145
capacitance, 78

pn-junction, 45
linear, 168-169
matrix, 77, 79, 136
tolerance, 48

capacitive
coupling, 38, 132
current injection, 164

capacitor, 47-48
distributed, 227-230
metal-metal, 47, 169, 180
MOS, 46-47, 169
poly-poly metal, 47

cellidar communication, 6
center-tap, 31
center-tapped

inductor, 165



transformers, 38
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charge and current discretization, 70
charge conservation, 130
chemical vapor deposition, 27
circular, 29
circular symmetry, 58, 106
CMOS, 10-11, 21, 22, 26, 28, 47, 56, 98,

141-142, 146, 162, 194, 204
co-planar probes, 145
coil, 29, 52, 54
Colpitts oscillator, 180
common ground, 135
common mode rejection, 175
complex power, 80
conduction current, 43
conductive

losses, 64
substrate, 24-28

conservation of energy, 16
constitutive relations, 60
constructive interference, 190
copper, 22, 115
Coulomb gauge, see gauge. Coulomb
coupled inductors, 141
coupled transmission lines, 52, 164, 189
coupling factor, 37
current constriction, 36-37, 57, 96, 139
current crowding, 23, 57
current density plot, 96, 130
current distribution, 23

high frequency, 90
cutoff frequency, 192, 202, 204

DCT, see discrete cosine transform
depletion, 46
depletion mode, 46
depletion region, 43

thickness, 44, 47
device layout, 29-43
diamagnetic, 25, 60, 100
die photo, 185
dielectric

effective, 65
dielectric constant, 53
dielectric losses, 194
differential, 5

circuits, 31
operation, 164
quad, 180
quality factor, 164-165
structure, 169

diffusion, 27
current, 43
length, 43
process, 11
resistor, 47

digital
high speed, 22, 79, 207, 209
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integration, 10
interconnect, 209
market growth, 11
noise, 10, 49, 209

digital signal processing, 7, 10
diode, 14, 43-45, 169, see pn junction
Dirac delta ifunction, 68
direct conversion, 7
discrete components, 7
discrete cosine transform, 131
discretization

charge, 74
current, 72

displacement current, 25, 43, 48, 71, 72,
86, 114, 115, 117, 138

dissipation matrix, 15
distributed amplifier

actively loaded line, 204-206
artificial transmission line, 190
design tradeoffs, 202-204
gain, 199-202
introduction, 189-190
number of stages, 190
optimal number of stages, 204

distributed effects, 52
distributed resistance, 47
divider, 171

current consumption, 183
headroom, 183
latch based, 183
speed, 183

domain techniques, 69
doping, 180

profile, 70
down-bonds, 29
down-conversion, 187
drain, 49

line, 6, 189, 198
line impedance, 202
lossy line, 192

DSP, see digital signal processor
dynamic range, 5, 9

eddy currents, 11, 28, 35, 40, 55, 57, 58,
96, 98, 100, 105, 133, 141, 148,
156 194

3-d solution, 106-109
boundary value problem, 102-105
circular symmetry, 106
combating, 35
equation, 66
generated by square spirals, 121-122

igh frequency, 115-120
losses, 97, 120
low frequency, 109-114
single substrate layer, 122-123
substrate, 25
two layer substrate , 123-124

efficiency, 4, 9



eigenfunction, 72
electric

center, 32
energy storage, 44
force, 93
response, 100

electrically short open-line, 227
electromigration, 22
electrostatic shield, see shield
EM simulation, 56
emitter

coupled logic, 171
follower, 171, 185

energy storage, 13, 17
entropy, 18
epi, see substrate, epi
epitaxial OTOwth, 142
epitaxial layer, 28
epitaxial pinch, 47
epitaxy, 27
epoxy, 28
equivalent

resistance. 111
equivalent circuit, 165

near resonance, 154
shielded MIM capacitors, 169

external components, 5
external inductance, see inductance, ex

ternal

Faraday's law, 80, 82, 93
FASTHENRY, 117
FDE, see finite difference equation
FDTD, see finite difference time domain

method
feedback

factor, 171
network, 180

FEM, see finite element method
ferromagnetic, 60
FET

losses, 192
model, 195, 199

FFTW, 129
FHMA, see frequency hopped multiple ac

cess

filament, 52
filters

channel selection, 160
gm-C, 5
MOSFET-C, 5, 46
surface acoustic wave, 6

finite difference equation, 70
finite difference time domain, 57
finite element method, 70
flicker noise, 177-179
fiux, see magnetic, fiux
free-space, 67, 105, 118

kernel, 117
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frequency division, 162, 182-183
frequency division multiplexing, 160
frequency hopped multiple access, 160

G-S-G probes, 145-146
GaAs, 10-11, 24, 52-53, 64
gain compression, 42
gain-bandwidth product, 190
gate

line, 6, 189, 198
line impedance, 202
lossy line, 192
oxide, 46
resistance, 202

gauge
Coulomb, 61, 100, 101
Lorenz, 61, 63
lossy media, 63-64

geometric
center, 32

GMD, see inductance, calculation
gold, 22, 53, 115
Green function, 57, 67-69, 71, 113, 115,

131, 132, 135, 140
averaged, 86
circular, 57
dyadic, 69, 83
electric, 72
free-space, 57, 98
full-wave, 57
magnetic, 72

Green's identities, 68-70
Greenhouse, 51, 52, 56
ground, 28, 146

back-plane, 25, 28, 48
bounce, 42
conductors, 133
currents, see image, currents
inductance, 42
on-chip, 28
plane, 90
secondary, 136
structiure, 40
substrate, 55

Grover, 51, 56
gyrator, 17

half-wavelength, 164
halo substrate contact, see substrate con

tact, halo
heat, 18, 23, 24, 162
Helmholtz

equations, 70
theorem, 62

Hermitian matrix, 15
high quality factor, 9
high-field region, 49
hollow spiral, 37, 57
hot electron effects, 49



Hypergeometric function, 123
hysteresis, 60

IC, see integrated circuit
IF, see intermediate frequency
image

currents, 27, 40, 52,108, 111, 120, 146
impedance, 195
impedance matching, 198
parameter method, 190-191

lossless transmission line, 192
lossy transmission line, 192-195

impedance
match, 4, 5, 22

impulse response function, 68
incident power, 15
induced

electric field, 80
magnetic losses, 98
substrate currents, 25

inductance
bond wire, 3
calculation

conductors, 89
filamental, 88-89
geometric mean distance, 51, 89-90,

119
high frequency, 90-96
h^rid method, 119
parallel connection, 86-88
series connection, 86

curve-fit, 58
definition, 79-86

energy, 80-81
magnetic flux, 81-82
magnetic vector potential, 83-86

external, 94
frequency-independent, 108
high frequency, 90-96
internal, 79
lead firame, 3
low firequency, 84
mutual, 82, 84, 88, 119
reflected, 108, 133
self, 23, 81, 97
simulated, 4
tolerance, 36, 56

inductor
layout

non-planar, 32-36
planar, 29-32

losses, 192
multi-layer, 58
polygon spiral, 141
series connected, 54, 58
shunt connected, 54
stacked, 58

injection lock, 183
inner turns of spiral, 96

234

instability, 42, 49
insulating substrate, see substrate, insu

lating
inteCTal operator

Kernel, 113
integrated circuit, 19, 22, 32, 42, 73, 78

cross-section of metal layers, 21-23
radio frequency, 28
technology, 10

interconnect, 22, 48
intermediate frequency, 158, 160.
interwinding capacitance, 27, 35, 151
inverse cosine transform, 104
inversion, 46
ion implantation, 27
irreversible process, 18
irrotational, 63
isolation, 43, 146, 168
iterative solution, 117

jamming, 42

fc-factor, 37
KCL, see Kirchhoff's current law
Kirchhoff's current law, 76, 117, 130, 133,

134
Kirchhoflf's voltage law, 130, 133, 134, 175
Krylov sub-space iteration, 57
KVL, see Kirchhoflf's voltage law

LAN, see applications, local area network
LAPACK, 129, 130
latch, 183
latch-up, 28, 141
lateral

coil, 35, 54
mametic fields, 35

Leeson formula, 162
Lenz's law, 80,. Ill
linear superposition, 68
linearity, 5, 14, 60, 100, 113
LINPACK, 129
lithographic technology, 11 ^
LNA, see applications, low noise amplifier
LO, see local oscillator
local oscillator, 159,-160, 183, 187
logarithmic singularity, 108
loop

gain, 176-177, 180
inductor, 52

Lorentzian distribution, 19
Lorenz gauge, see gauge, Lorenz
loss tangent, 64, 101, 135
lossy capacitor, 41

m-derived matching network, 203
magnetic

coupling, 133, 171
energy, 80



flux, 81
force, 93
monopole, 79
mutual coupling, 31, 32
response, 100
vector potential, 83-84, 90

majority caixiers, 46
Manhattan geometry, 56
manufactur^ility

non-planar structure, 154
master-slave, 183
matching, 180, 185
material properties, 19
matrix compression, 133
matrix-flll

• capacitance, 131
inductance, 131
operation, 130-131

Maxwell. 51
Maxwell s equations, 52, 77, 100, 113, 115

discretization, 71-77
inversion, 67-69
numerical solution, 69-77
time-period, 60

measurement, 141-156
s-parameters, 146, 151
device layout, 143
eddy currents, 148
effective inductance, 146
effective series resistance, 148
multi-layer structure, 151-156
negative resistance, 149
quality factor, 149-151, 154
self-resonant frequency, 149, 151
setup and calibration, 145-146
single layer structure, 146-151

metal
layers, 21
losses, 19-23, 37, 53

eddy currents, 22-23
ohmic, 21-22

pitch, 37
spacing, 27, 36, 94, 96

method of moments, 57, 70
micro-machined solenoid inductors, 55
microstrip, 190
microwave, see integrated circuit, radio fre

quency
MIM, see capacitor, metal-metal
minority carriers, 43, 46
mixed-signal ICs, 49
mixe^l58, 160, 182
MMIU, see inte^ated circuit
mode-locking, 42
modulation, 158
MOS, 11
multi-conductor system, 23
multi-layer

inductor
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series-connected, 143
spirals

series-connected, 135
shunt-connected,-135

substrate, 98
multi-level metallization, 54
mutual coupling, see magnetic, coupling
mutual inductance, see inductance, mu

tual

natural frequency, 16
negative feedbadt, 42
negative resistance, 16, 171, 205
Neumann's equation, 85
NMOS, 10
noise, 5

control line, 168
immunity, 169
injection, 5
power spectral density, 177
up-conversion, 179

non-lineaj, 5, 14, 60
non-uniform

current distribution, 36, 57, 96, 97,
120, 139

media, 70
numerical integration, 73, 131

magnetic vector potential, 118-120
numerical solution

assumptions, 71
current flow, 116

off-chip, 6, 7, 42
ohmic losses, 97, 134
on-chip, 6, 42, 79

filter, 182
OpenGL, 129
optimization, 96, 198
optimum bias current, 181
orthonqrmal set, 72
oscillation amplitude, 168
output buffers, 185
oxide, 21, 27, 135

thickness, 46, 48, 154, 169

PA, see applications, power amplifier
padcage, 3, 10, 28

p^dle, 29
pads, see bond, pad
palladium, 22
panels

constant charge, 132
paramagnetic, 60
parametric amplifier, 14
parasitic

coupling, 10, 42
magnetic coupling, 165

partial
inductance, 92



inductance matrix, 34, 56, 73, 77, 87,
93-94, 116, 132

reduction, 117
passive

area, 171
network, 15

passive device
applications, 3-10
definition, 13-16
high power, 22
metal losses, 19-23
on-board, 3
on-chip, 3
quality factor, 17-19
reciprocity, 17
stability, 16
substrate coupling, 50
substrate losses, 24-26
typical examples, 13

passivity, 15
patterned shield, see shield, patterned
PEEC, 52, 57, 77, 97, 115, 117, 130-139
penetration depth, 23, 28
perfectly coupled inductors, 34
phase

noise, 9, 158, 160, 161, 183, 187
velocity, 190, 200

planar metallization, 29
planar structure, 154
planarization constraints, 27
p^latinum, 22
PLL, see applications, phase-locked loop
pn junction

abrupt, 43
barrier, 43
built-in field, 43
forward biased, 43, 141, 168
leakage currents, 43
linearly graded, 45
reverse biased, 43, 46, 55, 165, 180
reverse-based, 49
space-charge region, 44

Poisson's equation, 68, 71, 74, 79, 101
modified, 65
vector form, 83

polygon, 29
polyimide, 27, 54
polysilicon, 19, 21, 38, 54, 56
positive definite matrix, 15
positive feedback, 42, 171
post-processing, 29
potential

electric scalar, 61-62
electromagnetic, 63-64
magnetic vector, 61-62

power
amplifier, 4, 162
delivered to one-port, 17
dissipation, 17
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gain, 14
injection, 5

Poynting's theorem, 64, 109
previous work

earlv research, 51-52
GaAs substrate, 52-53
Si substrate, 53-58

process parameters, 143, 154
process variation, 181
propagation

constant, 190-192, 195, 229
mode, 26
modeg, 26
velocity, 200

proximity, 19, 27, 40
effect, 23, 36, 56, 97, 134, 194

pseudo-random noise, see digital, noise
punctured matrix, 138

Q, see quality factor
QUADPACK, 129,. 131
quality factor, 17-19, 34, 35, 40, 45, 47,

58, 160
capacitor, 156
high frequency, 35, 161-162, 164
metal losses, 19-23
substrate losses, 24-26

quarter-wavelength, 164
quasi-static, 98
quasi-TEM mode, see propagation, mode

radiation, 25, 62, 161, 162
radio firequency, 40
reactance

capacitive, 18
frequency variation, 80
inductive, 18

reactive ener^, 19-21
reciprocal mixing, 161
reciprocity 17, 85
recursive-SVD

algorithm, 57
reflected power, 15
reflection coefficient, 16
resistance

effective, 227
high frequency, 23, 91, 94-96

resistivity, 28
resistor, 9, 47-48

MOS, 47
polysilicon, 47
well, 47

reversible process, 18
RF, see integrated circuit, radio frequency
ring inductor, 52
rotational

invariance, 106
symmetry, 58

Ruehli, 51



S-G probes, 145-146
SAW, see filters, surface acoustic wave
scattering matrix, 15

symmetric, 17
selective etching, 24, 53
self

adjoint, 72
resonance, 35

interwinding capacitance, 154
substrate capacitance, 154

resonant frequency, 11, 22, 27, 37, 41-
43, 52, 55, 164

measured, 146
self inductance, see inductance, self
separation of variables, 102, 106
series connection, 32
series to parallel transformation, 41
shield, 38-43, 54, 146, 156, 169

currents, 40
shallow junction diffused, 55

short-channel MOS transistor, 49
shot noise, 174
shunt connection, 32
Si, 10-11, 24-26, 29, 61, 64, 100, 169

compatible inductors, 53
intrinsic, 27, 55
substrate resistivity, 24

SiOe, 10-11
signal-to-noise ratio, 49
single-ended, 5, 164
singular value decomposition, 118
skin depth, 28, 79, 132
skin effect, 23, 36, 52, 56, 96, 97, 134, 148,

194
bulk, 101, see eddy currents

skin-effect mode, see propagation, mode
sliver, 22
slow-wave mode, see propagation, mode
SNR, 42, 161
solenoidal, 25, 63, 83, 85
solver

iterative, 130
SONNET, 58
space-charge, 43
spanning set, 72
spectralieakage, 9, 42, 161
SpectreRF, 175, 179, 183
spiral, 29, 52

inductor, 23
spurs, 42
square, 29
stability, 16, 205

conditional, 16
staggered inductors, 54
ste^y-state oscillation, 176
stochastic bandpass signal, 159
Stoke's theorem, 83
stratified substrate, 26, 73
substrate, 10
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conductive, 28, 162
conductivity, 26
contact, 48

hftln 49

coupling, 38, 42, 48-50, 145, 169
current injection, 48
currents, 119
discretization, 71
epi, 11, 58, 162, 194
heavily resistive, 53
high resistivity, 55
induced losses, 28
injection, 169
insulating, 10, 24, 54, 194
isolation, 43
layers, 26
loss matrix

algorithm, 122
losses, 11, 24-26, 35, 37, 64, 71, 115

calculation of, 64-67
curtailing, 164
electrically induced, 132, 134
magnetically induced, 134

profile, 26-29
bipolar, 26-28
CMOS, 26-28

removal, 24
thickness, 28, 29

superheterodyne receiver, 7, 160
surface taps, see substrate, contact
surface waves, 26
swing, 180
symmetric inductors, 31

T-coils, 204
T-section, 192, 194

center,. 200
tank

loading, 42
quality factor, 162, 178

tapered spirals, 36-37, 57
Taylor series, 230
temperature variation, 181
thermal noise, 174
thermionic emission, 27
thick metal, 22
thick oxide, 22, 27, 53
three-port model, 165
time-varying, 14, 168, 178

magnetic field, 25, 36
noise, 171
transfer function, 175

titanium, 22
tolerance

capacitance, 169
top-metal, 22
toroid, 29, 52
transceiver

architecture, 7
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superheterodyne, 158 attenuation, 190
transformer, 23, 37-38, 58, 171 propagation, 6, 25

fc-factor, 37 wavelength, 25
capacitive, 171 weak inversion, 46, 47
center tap, 38 well, 28
metal-metal, 38 winding capacitance, 148
non-planax, 141 wireless communication, 22
planar, 31, 141 wireless LAN, 162
primary, 37, 135, 136
secondary, 37, 135, 136 j/-parameters, 145
turns ratio, 37

transistor, 14 Zener breakdown, see breakdown, Zener
parasitics, 190 zero IF, 7

transmission coefficient, 16
traveling wave amplifier, see distributed

amplifier
tungsten, 22
tuning range, 45
tunnehng, 45
twin-well, 28
two-port parameters, 131

uniform
convergence, 72
current distribution, 56
elements, 72

vacuum tube, 14
varactor, 43-45, 165, 187, see pn junction

high frequency, 167
losses, 165-168
quality factor, 45, 47, 180
resonance, 168

VCO, see voltage controlled oscillator
vector potential, see magnetic, vector po

tential
vertical coil, 35
via, 31, 35, 73, 146
virtual ground, 169, 175
voltage controlled oscillator, 3, 45, 183,

187
die photo, 185
differential, 164
differential q-jfactor, 164-165
effective capacitance, 176
implementation, 180-182
inductor design, 162-164
introduction, 158-161
measurement, 185-188
motivation, 161-162
phase noise, 171-180
simulation, 179
test setup, 187
topology, 169-171
total capax^itance, 176
tuning range, 169
varactor losses, 165-168

voltage headroom, 5

wave
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