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Abstract

A Design Methodology for Highly-Integrated Low-Power Receivers for Wireless
Communications

by
Dennis Gee-Wai Yee
Doctor of Philosophy in Engineering-Electrical Engineering and Computer Sciences
University of California, Berkeley

Professor Robert W. Brodersen, Chair

Due to its potential to offer ubiquitous information access, wireless connectivity is
playing an increasingly significant role in communications systems. The success of future
wireless systems will depend heavily on their ability to provide high capacity while
maintaining low cost, small form factor, and low power consumption in the portable
devices. However, many existing commercial transceivers are expensive, consist of a
large number of discrete components, and exhibit moderate to high levels of power
consumption. One possible explanation for these inefficient solutions lies in the
historically unilateral relationship between system designers and hardware designers. An
efficient solution requires a design strategy which tightly incorporates implementation
issues throughout the process of defining the system specifications.

This thesis describes a design methodology which facilitates the evaluation of tradeoffs
between implementation issues and overall system performance, focusing primarily on
the receiver as an example. First, system-level specifications, such as modulation scheme
and signal bandwidth, strongly influence the choice of receiver architecture, which in
turn, has ramifications on the achievable power consumption and integration level. When
system-level specifications are determined without considering their impact on receiver
architecture selection, single-chip solutions may be very difficult to achieve or just

simply infeasible. Based on system-level considerations, guidelines are presented for the



selection of receiver architectures, including the heterodyne, direct-conversion, image-
reject, and low-IF topologies.

Second, the rapid improvements in digital CMOS technology provide an opportunity to
use advanced digital signal processing algorithms which in the past were considered too
complex to implement in the mobile device. These algorithms promise significant
increases in system performance but their performance may ultimately be limited by
analog circuit impairments, such as noise and distortion. This thesis describes the
detrimental . effects -of a ‘number of these 1mpa1rments and presents a system-level
simulation framework which facilitates the dlrect evaluation of these effects on the
performance of digital communications algonthms. The simulation framework is
implemented in Simulink, which offers compatibility with MATLARB, a simulation tool
already widely used for the development and evaluation of communications algorithms.
This simulation framework relies on baseband-equivalent models for all of the RF
building blocks in order to avoid simulation at the carrier frequency, resulting in faster

simulation times.

These strategies are then applied to the design of a high-speed wireless downlink for an
indoor picocellular system. The system provides an aggregate data rate of 50 Mb/s with a
transmission bandwidth of 32.5 MHz and a carrier frequency of 2 GHz. The wide
bandwidth of the desired signal facilitates the use of a direct-conversion architecture. A
receiver prototype is implemented to meet the speclﬁcatlons determmed from the system-
level simulations. A power-efﬁclent solution is achieved by takmg advantage of the
relaxed specifications as well as by using low-power circuit implementation techniques.
This receiver prototype includes the low-noise amplifier, frequency synthesizer, mixers,
baseband amplifiers and filters, and analog-to-digital converters, all implemented on a
single chip with a power dissipation of about 160 mW.

Robert W. Brodersen, Chair
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Chapter 1

Introduction

1.1 Motivation

Due to its potential to offer ubiquitous information access, wireless connectivity is
continuing to play an increasingly significant role in communications systems. The
proliferation of wireless technologies is already evident in the success of modern paging
and cellular telephony applications. Although wireless connectivity is inherent to the
functionality of these devices, wireless connectivity is still absent from many portable
devices such as laptops and personal digital assistants (PDAs). Future communications
systems will offer new wireless services for devices such as laptops and PDAs as well as
expand on the existing wireless capabilities of devices such as cellular telephones and
pagers. These applications include Internet access, video teleconferencing, high-fidelity

audio, and other high-speed services.

Wireless connectivity is not limited to only portable devices, but can also be used for
applications which currently rely on tethered connections, including local area networks
(LANs) and local loop applications such as Integrated Services Digital Network (ISDN)
and Digital Subscriber Line (DSL), both of which rely on copper twisted pair, as well as



cable applications, which rely on a combination of fiber optic and coaxial cables.
Bluetooth is one example of a wireless standard which is targeted at applications which
currently rely on wires [1]. Bluetooth aims to use wireless connectivity to replace cables
such as the those connecting peripheral devices to a computer. Emerging wireless
solutions for LAN applications include the IEEE 802.11a and 802.11b standards at
5GHz and 2.4 GHz, respectively, in the United States [2] as well as the ETSI
HIPERLAN standards in Europe [3]. Several wireless solutions have also been proposed
for local loop applications including the Local Multipoint Distribution Service (LMDS)
operating at 28 GHz and the Multichannel Multipoint Distribution Service (MMDS)
operating at 2.5 GHz [4].

For systems designed to provide wireless connectivity to mobile devices, the success of
these systems will depend heavily on their ability to provide high capacity while
maintaining low cost, small form factor, and low power consumption in the portable
units. However, many existing commercial transceivers are expensive, consist of a large
number of discrete components, and exhibit moderate to high levels of power
consumption. One possible explanation for these inefficient solutions lies in the
historically unilateral relationship between system designers and hardware designers: first
system designers develop standards concentrating mainly on communications issues, and
then hardware designers must implement a solution to meet these standards. An efficient
solution requires cooperation between both system and hardware designers as well as a
design strategy which tightly incorporates implementation issues throughout the process
of defining the system specifications.

1.2 Research Goals

The goal of this research is to establish a design framework to evaluate tradeoffs between
implementation issues and system performance. This framework will focus on one of the
key units in an indoor wireless system: the receiver in the mobile device. In order to
achieve a single-chip solution with low power consumption, three design strategies are
proposed. First, at the system level, implementation issues must be considered even
during the earliest stages of system definition. Clearly this approach is not possible for



systems which have already been defined. However, selecting system features which
allow for relaxed hardware requirements is critical for achieving single-chip, low-power
receiver implementations in future wireless systems. In addition, the allocation of
unlicensed spectra in the Industrial, Scientific, and Medical (ISM) bands at 900 MHz and
2.4 GHz and the Unlicensed National Information Infrastructure (U-NII) band at 5 GHz

provides opportunities for development of custom wireless systems.

Second, efficient implementations require careful evaluation of the effects of analog
receiver impairments on the performance of digital communications algorithms. The
rapid improvements in digital CMOS technology facilitate the integration of increasingly
more functionality onto a single chip. In particular, advanced signal processing
algorithms are very amenable to low-power digital design techniques and promise
increased capacity along with higher data rates [5]. However, the performance of these
algorithms may ultimately be limited by analog circuit impairments, such as noise,
distortion, and mismatch. By accounting for analog impairments during the earliest stages
of algorithm exploration, it may be possible to relax some of the analog hardware

requirements without necessarily sacrificing overall system performance.

Third, low-power circuit implementation techniques are required to minimize the power
consumption of the analog circuits. Despite efforts to simplify the analog hardware, the

analog section of the receiver can still dominate the overall receiver power consumption.

13 Thesis Organization

Chapter 2 provides an overview of various receiver architectures. The choice of receiver
architecture affects both the power consumption and the level of integration. The chapter
describes the key features of the heterodyne, direct-conversion, image-reject, and low-IF

architectures and presents some design guidelines for receiver architecture selection.

Chapter 3 describes the effects of receiver front-end impairments, such as noise,
distortion, and mismatch, which can potentially degrade the performance of digital
communications systems. A QPSK signal constellation is used to demonstrate the

detrimental effects of many of these impairments.



Chapter 4 first provides an overview of the conventional approach of using link budget
calculations to determine the allowable levels of receiver impairments and then describes
a system-level simulation framework that includes models for the analog impairments
described in Chapter 3. This simulation framework is implemented in Simulink and
facilitates the direct evaluation of the effects of analog impairments on the performance
of digital communications algorithms.

Chapter 5 describes the design of a high-speed wireless downlink for an indoor
picocellular system. System specifications are chosen in order to facilitate the use of a
direct-conversion architecture as well as to relax many of the performance requirements

of the analog hardware without significantly degrading the overall system performance.

Chapter 6 describes the implementation of the receiver prototype including the low-noise
amplifier, frequency synthesizer, mixers, baseband amplifiers and filters, and analog-to-
digital converters, focusing primarily on design choices which result in the most power-
efficient implementation. All of these components are integrated onto a single-chip, and a
power-efficient solution is achieved by taking advantage of these relaxed requirements

along with low-power circuit implementation techniques.

Chapter 7 presents the simulated and measured performance results of the receiver
prototype, and Chapter 8 concludes with a summary as well as suggestions for future

research.



Chapter 2

Receiver Architectures

2.1 Introduction

One of the key components of portable devices used in wireless communications systems
is the receiver, which senses an incoming signal and extracts the desired information.
Since the Federal Communications Commission (FCC) regulates the frequencies at which
signals can be transmitted, the incoming signal is typically centered at a frequency which
is much larger than the bandwidth of the desired signal. For the ideal case illustrated in
Fig. 2.1, the radio-frequency (RF) front-end of the receiver simply translates the

incoming signal from a carrier frequency, /., down to baseband.

Unfortunately, in a real wireless transmission environment, the received signal is almost

ideal RF input spectrum U desired BB spectrum

» RF front-end —p ‘h

DC

Figure 2.1: RF front-end for an ideal RF input signal.
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Figure 2.2: RF input signal with a weak desired signal and strong adjacent interferers.

always far from ideal. The signal which reaches the receiver can be very weak because of
attenuation by objects which obstruct the transmission path between the transmitter and
receiver or simply because of the loss due to spatial separation between the transmitter
and receiver. In addition, the received signal can include unwanted signals along with the
desired one. These unwanted signals, or interferers, can be significantly stronger than the

desired signal as illustrated in Fig. 2.2.

Due to the limited amount of attenuation achievable by practical filter designs as well as
the noise and distortion introduced by circuits used to implement the RF front-end, the
design of a highly-integrated, low-power receiver becomes increasingly challenging
when the received signal consists of a very weak desired signal in the presence of strong
adjacent interferers. Two metrics which are used to evaluate receiver performance are
sensitivity and selectivity. A receiver with high sensitivity can correctly process a very
weak desired signal whereas a receiver with high selectivity can correctly process a
desired signal in the presence of very strong interferers at adjacent frequencies. The
required sensitivity and selectivity of a receiver are highly dependent on the
specifications of the underlying communications system. In order to meet the sensitivity
and selectivity requirements of a particular system while facilitating a highly-integrated,
low-power implementation, the architecture used for the receiver must be carefully

considered.

This chapter provides an overview of various receiver architectures, starting with the
heterodyne architecture, which, unfortunately, is not very amenable to high levels of
integration, and followed by an overview of a few other receiver architectures which are

more conducive to single-chip implementations.



RF Input (o)
\V/

> [\ (o aoc -

Figure 2.3: Heterodyne architecture block diagram.

2.2 Heterodyne Architecture

The heterodyne architecture (also called the superheterodyne architecture) is probably the
most commonly used architecture in current commercial receiver implementations. In
this architecture the received signal is converted to baseband in multiple frequency
translation steps. A block diagram of the heterodyne architecture with two frequency
translation steps is illustrated in Fig. 2.3. In this architecture, the signal received at the
antenna first passes through an RF filter before being amplified by a low-noise amplifier
(LNA). The signal is then filtered by an image-reject (IR) filter before being frequency
translated to an intermediate frequency (IF) by the first local oscillator (LO). At the
intermediate frequency the signal is further filtered and amplified before being frequency
translated to baseband along parallel in-phase (I) and quadrature (Q) signal paths by the
second LO. At baseband, the signal is further amplified and filtered before being
converted to a digital signal by the analog-to-digital converter (ADC).

2.2.1 The Image Problem

The selection of the intermediate frequency in this architecture is directly related to the
image problem. In Fig. 2.4, the desired signal centered at the carrier frequency £ is
frequency translated to the intermediate frequency fir by an LO located at the frequency
Je - fir. However, the signal centered at the image frequency f; - 2fjr is also frequency
translated to fir. Since the image signal can be much stronger than the desired signal, the
image signal must be sufficiently attenuated before frequency translation.

The choice of fzr depends on the characteristics of practical filter implementations. For a
typical ceramic filter [6] (Fig. 2.5), the amount of attenuation increases at frequencies
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Figure 2.4: The image problem.

farther -away from the center frequency f;. Consequently, in order to achieve a large
amount of image signal attenuation, it is preferable to select a high intermediate
frequency so that the image signal is far away from the center frequency of the filter.
However, a high intermediate frequency also increases the design challenges in the IF

filtering and amplification circuits. Consequently, the choice of f; must be based on the
following tradeoffs:

¢ a high intermediate frequency results in maximum image signal attenuation from
the IR filter, while
e a low intermediate frequency results in relaxed IF filtering and amplification

requirements.

2.2.2 Implementation
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Figure 2.5: Typical ceramic filter characteristic.
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Figure 2.6: Heterodyne architecture implementation.

The heterodyne architecture is commonly used in current commercial receiver
implementations because of its excellent sensitivity and selectivity performance. This
excellent performance is achieved by using the best technologies to implement the
various components. For example, the RF and IF filters are typically implemented using
ceramic filter technology while the IR filter is typically implemented using surface
acoustic wave (SAW) technology. The remaining components are implemented using an
assortment of gallium arsenide, silicon bipolar, and silicon CMOS technologies. As
illustrated in Fig. 2.6, a typical implementation consists of a large number of components,

implemented in multiple technologies.

Since small form factor and low power consumption are two critical design goals in the
design of portable units, the heterodyne architecture is inadequate and other receiver
architectures which are more amenable to highly-integrated, low-power implementations
must be considered for future wireless communications systems. These architectures

include:

1. the direct-conversion architecture;
2. the image-reject architecture; and
3. the low-IF architecture.

2.3 Direct-Conversion Architecture

Rather than frequency translating the received signal to an intermediate frequency, the
direct-conversion receiver architecture downconverts the received signal directly to
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Figure 2.7: Direct-conversion architecture block diagram.

baseband, and consequently, image rejection is no longer necessary. A block diagram of
the direct-conversion architecture is illustrated in Fig. 2.7. The RF signal appearing at the
antenna is filtered and amplified before being downconverted to baseband along parallel I
and Q signal paths. The frequency translation is performed using two mixers and an LO
fixed at the carrier frequency and operating in quadrature. The I and Q baseband signals
are then amplified and low-pass filtered prior to analog-to-digital conversion. Because the
RF signal is converted directly to baseband, this architecture eliminates all intermediate-
frequency components and their associated design challenges, including the image-reject
problem. Moreover, all of the remaining analog components can be integrated onto a
single chip using a single technology such as silicon CMOS, with the exception of the
antenna and the RF filter [7]-[9]. However, two practical considerations have limited the

use of the direct-conversion architecture: dc offsets and flicker noise.
2.3.1 DC Offsets

Implementations based on the direct-conversion architecture are particularly sensitive to
dc offsets since the desired signal is downconverted directly to baseband. DC offsets are
problematic for two reasons. First, dc offsets can saturate the baseband circuits, such as
amplifiers and filters. Second, even if the baseband circuits do not saturate, dc offsets, if
uncorrected, degrade the bit-error rate (BER) performance of the system.

There are three primary sources of dc offsets: LO self-mixing, even-order distortion, and
baseband circuit mismatch. As illustrated in Fig. 2.8, the LO signal can couple to the RF
signal path, for example, through the input of the LNA or through the RF port of the

10
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mixer. The LO signal then mixes with itself, creating a dc offset. LO self-mixing can be

represented as the product of two sinusoids at the same frequency f.,
5,5,
S, cos(2zf )X S, cos(2zf t) = 5 {1+ cos[27(2f,)t]} 2.1)

which results in a dc component as well as a sinusoidal component at 2f;.

A second source of dc offsets is even-order harmonic distortion. The transfer function of
the analog front-end can be represented by the following equation:

S, =a,s, +a,s} +a,s) +... 2.2)

where the first term represents the gain and the remaining terms represent the nonlinear

behavior. In the case of second-order harmonic distortion, for an input sinusoid

s, = 8, cos(27zf,t), the resulting output signal is

a,S?
s, = 5 {1+ cos[27(2 f,)1} (2.3)

which again consists of a dc component and a sinusoidal component at 2f;. Although this
example considers only second-order distortion, in fact, all even-order distortion terms
result in a dq offset component. In addition, as seen in (2.3), the amount of dc offset
resulting from even-order distortion depends on the input signal amplitude S);, which
varies over time. Consequently, the cancellation of dc offsets can be challenging because

of its time-varying nature.

In addition to dc offsets, even-order distortion can also result in other low-frequency

components which can be detrimental to the performance of direct-conversion receivers.

11
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Figure 2.9: Input offset voltage for a differential CMOS amplifier.

In the case of second-order intermodulation distortion, for an input signal
s; = S, cos(2zft) + S, cos(27z f,t), the resulting output signal is

S, = a,5,8,{cos[27(f, - /,)t]+ cos[2z(f, + f,)11} Q4

which consists of sinusoidal components at frequencies f; — f> and f; + /5. If the frequency
separation between the two input sinusoids is small, then second-order intermodulation
distortion results in a low-frequency component, f; — >, which can potentially corrupt the
desired baseband signal. Since even-order intermodulation distortion depends on the
input signal amplitudes, S; and S,, the amplitude of the resulting low-frequency
components are also time-varying.

Finally, a third source of dc offsets is baseband circuit mismatch. If differential circuits
are used to implement the baseband amplifiers and filters, device mismatches give rise to
dc offsets. For the differential CMOS amplifier illustrated in Fig. 2.9, the input offset
voltage is [10]

v =ay, + Fes —K)[(—ARL}_(A(W/L)H. 2.5)
2 R, W/L) :

The dc offset in this case is related to the mismatch in the transistor threshold voltage, the
mismatch in the transistor geometry, and the mismatch in the load resistors. Moreover, dc

offsets arising from circuit mismatches are also dependent on temperature variations.

2.3.2 Flicker Noise

12



Flicker noise can also degrade the performance of direct-conversion receivers. The power
spectral density of the input-referred voltage noise for a MOS transistor consists of a
flicker noise compenent which is inversely proportional to frequency and a thermal noise

component:

S,
Yo ar2l 2.6)
A WLCf T 3

[ —

The noise power spectral density is plotted as a function of frequency in Fig. 2.10. For
high frequencies, the thermal noise component dominates, but for low frequencies, the
flicker noise component is stronger. In fact, since the power spectral density of flicker
noise is inversely proportional to frequency, the flicker noise component can be quite
large near dc. Since the desired signal is frequency translated directly to baseband, flicker

noise can be particularly problematic for direct-conversion architectures.
24 Image-Reject Architecture

In the heterodyne architecture, the image problem arises from the use of a real sinusoidal
LO signal to frequency translate the input signal to an intermediate frequency. More
specifically, the Fourier transform of a real sinusoidal LO signal, cos(27zf,,,?), consists

of a negative frequency component at —f70; and a positive frequency component at +f70;:
. )
cos(27f, ) <—"5[5(f = f1o) +O(f + fio)]- 2.7)

During the frequency translation process, the negative frequency component of the LO
signal downconverts the positive frequency component of the desired signal to fir, while
the positive frequency component of the LO signal downconverts the negative frequency

- flicker noise

Vi

Af thermal noise
1

frequency

Figure 2.10: Noise power spectral density for MOS transistors.
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Figure 2.12: Complex mixing. (a) Concept. (b) Implementation.
component of the image signal also to fi (Fig. 2.4).

The preceding description of the mechanism behind the image problem suggests a
potential solution: use a complex sinusoidal LO signal to downconvert the input signal to

the intermediate frequency. The Fourier transform of a complex sinusoidal LO signal,

e~/** ot consists of only a negative frequency component at —f;o;:
e ot 5 5(f + fr00). 2.8)

When the input signal is multiplied by the LO signal, only the positive frequency
components of the input signal are translated to the intermediate frequency as illustrated
in Fig. 2.11. Thus, the image problem is avoided.

The complex mixing function described above can be implemented using the image-
reject mixer illustrated in Fig. 2.12. The image-reject mixer consists of a pair of real
mixers driven by an LO operating in quadrature. This complex mixing function serves as

14
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Figure 2.13: Image-reject (Weaver) architecture block diagram.

the basis for the image-reject receiver architecture, also called the Weaver architecture
[11], illustrated in Fig. 2.13. Suppose that the signal appearing at the antenna is

S(8) = S gesirea (1) + Sinage (1) 2.9)

where Sgesires(f) is the desired signal and Simage(?) is the undesired image signal. The
desired signal can be expressed as

S gesirea (1) = I(2) cos(27f t) + O(t) sin(27zf 1) (2.10)

where I(¢f) and Q(?) are the desired baseband I and Q signals, and the image signal can be

expressed as
Simage (1) = Lingge (1) COS[28(f, = 2 f1p Y1+ Qe O s[27(f, =2 f(p ). (2.11)

The received signal s(f) is filtered and amplified before being downconverted to the
intermediate frequency along two signal paths using two mixers driven by I and Q LO
signals at f; — fir. At the intermediate frequency, each of the two signals is low-pass
filtered in order to remove the mixing components at 2f; — fi=. At points A and B, the

signals are, respectively,
s,0= -;-{[I () + L1 ()] cOSQ27S 1) +[Q() = Qi )]Sin27f )} (2.12)

sp(t) = -;-{[Q(t) + Oinage (1)1COS27f (e 1) + [1() + 1 e (D)]sin27f (1)} . (2.13)

15



Each of the signals, 54(7) and s5(f), are then downconverted to baseband along two signal
paths using two mixers driven by I and Q LO signals at fir. The signals at points C, D, E,
and F are, respectively,

sc(0)= %[I +1 image ®)] (2.19)
$5(0) = 10~ Qi (] @.15)
55(0)= 100+ Qe (0] 2.16)
se()= %[—I(t)+ I,mg,(t)] . (2.17)

Subtracting (2.17) from (2.14) gives the desired baseband signal I(f) while eliminating the
unwanted image signal Jimgg.(f). Similarly, the sum of (2.15) and (2.16) gives the desired
baseband signal Q(¢) while eliminating the unwanted image signal Qjmage(?)-

2.4.1 Practical Considerations

Unfortunately, in practice, the amount of image rejection achievable by implementations
based on this architecture is limited by the gain mismatch between the different signal
paths of the receiver as well as by the quadrature phase mismatch between the I and Q
signals in the two local oscillators. The image rejection is given by [11]

(2.18)

R(dB)=1 010g[1+(1+AA)’ +2(1+ Ad)cos(Ad,, +A¢,_02)J

1+ (1+A4) = 2(1+Ad)cos(Ag, o, — Ado,)

where A4 is the gain error, and Agrp; and Agro; are the phase errors in the first and
second local oscillators, respectively. For A4 = 3%, Agro; = 2°, and Agrp, = 0°, the
Weaver architecture achieves an image rejection of 32.8 dB. Integrated circuit
implementations typically achieve 2540 dB of image rejection. If additional image
rejection is required, a high intermediate frequency can be used so that the image signal is
far away from the center frequency of the RF filter, which then provides additional
attenuation of the image signal.
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Finally, the Weaver architecture is also susceptible to dc offsets and flicker noise. Self-
mixing due to the second LO can occur during downconversion of the received signal
from the intermediate frequency to baseband. And similar to the direct-conversion
architecture, even-order distortion and baseband circuit mismatch can also result in dc
offsets in the Weaver architecture. In addition, since the desired signal is frequency
translated to baseband prior to analog-to-digital conversion, flicker noise from the
baseband analog amplifiers and filters can potentially corrupt the desired signal.

2.5 Low-IF Architecture

One way to avoid the problems associated with dc offsets and flicker noise is to perform
analog-to-digital conversion at the intermediate frequency. By using digital circuit
techniques to downconvert the desired signal from the intermediate frequency to
baseband as well as to perform the subsequent amplification and filtering, impairments
associated with analog implementation techniques can be avoided. However, due to
conversion speed limitations in analog-to-digital converters, this approach is limited to
low intermediate frequencies, and consequently, a third receiver architecture which is
based on this technique is called the low-IF architecture [12] (Fig. 2.14).

Since the received signal is downconverted to an intermediate frequency, the low-IF
architecture must also contend with the image problem. Consequently, the same image-
reject mixing technique used in the Weaver architecture must also be used in the low-IF
architecture. As with the Weaver architecture, the amount of image rejection achievable
by integrated circuit implementations based on the low-IF architecture is limited by gain
and phase mismatches. Moreover, the RF filter can not be used to provide additional
image rejection since the use of a low intermediate frequency places the image signal
close to the desired signal and within the passband of the RF filter. Consequently the low-
IF architecture is limited to applications which have relaxed image-rejection requirements
at small frequency offsets from the desired signal.

2.5.1 Digital Frequency Translation to Baseband
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Figure 2.14: Low-IF architecture block diagram.

In the low-IF architecture, additional digital circuitry is required to perform the
downconversion from the intermediate frequency to baseband. In the example illustrated
in Fig. 2.15, the in-phase and quadrature LO signals are generated digitally, for example,
using a read-only memory (ROM) look-up table, and digital frequency translation is
performed using four multipliers. The multiplier outputs are then combined using two
adders to provide cancellation of the image signal.

Finally, one particular relationship between the intermediate frequency and the ADC
sampling frequency results in tremendous simplifications in the hardware required for
digital frequency translation. Suppose the ADC sampling frequency, f;, is exactly four

» Multiplier [
A s |
» Adder >
from | ADC
- » Multiplier =
[
7~ » Multiplier =%
from Q ADC x i
1 Adder [t
’ Q
» Multiplier —»«-[}-»—
r
Sin Generator () f=»
Cos Generator (fie) p=»s

Figure 2.15: Digital frequency translation block diagram.
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Figure 2.16: LO signals for f; = 4fr.
times the intermediate frequency, fir:
Je=4fr. (2.19)

Then the in-phase and quadrature LO signals are, respectively,
S V4
cos(27fpt) = cos(27th) - cos[;n] (2.20)
. . A . T
Sin(2zf . t) = sin(27z —4-t) - sm[; n]. 2.21)

As illustrated in Fig. 2.16, a cosine wave of frequency fi= sampled at 4/ yields the
sequence {...+1,0,-1,0, ...} while a sine wave of frequency fjr sampled at 4f;r yields
the sequence {... 0, +1, 0, -1, ...}. Consequently, frequency translation to baseband can
be accomplished by simply deinterleaving each of the ADC outputs into two data streams
and then toggling the sign of every other data sample. By choosing f; = 4f, the digital
hardware becomes triviél, eliminating the need for multipliers as well as circuits to
generate the digital in-phase and quadrature LO signals.

2.6 Receiver Architecture Selection

The direct-conversion architecture, the image-reject architecture, and the low-IF
architecture are all potential candidates for highly-integrated receiver implementations.
The hardware requirements for the three receiver architectures are summarized in
Table 2.1. The number of LNAs, mixers, LOs, and ADCs are listed for each architecture.
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The operating frequency for each LO as well as the minimum sampling rate, £, for each
ADC are also indicated in the table.

2.6.1 Direct-Conversion Architecture

A major advantage of the direct-conversion architecture is its simplicity. Although,
implementations based on the direct-conversion architecture require a minimal number of
RF circuit components, they must also contend with dc offsets and flicker noise. The
direct-conversion architecture has been used for paging applications which use
frequency-shift keying (FSK) as the modulation scheme [13]. In this case, a high-pass
filter can be used to eliminate dc offsets since FSK signals have little frequency content
near dc. In [13], high-pass filters, which are implemented using 330-pF on-chip
capacitors, provide dc blocking up to 150 Hz. Although high-pass filtering is a simple
and effective way of eliminating dc offsets, this technique may not be feasible if
prohibitively large capacitors or resistors are required. In particular, for signals which
occupy a narrow bandwidth, high-pass filters with very low corner frequencies are
required, which in turn require very large on-chip capacitors and resistors. In [13], even
though the 330 pF on-chip capacitors are implemented using high-density dielectric
capacitors (1 nF/mm?), they still occupy over half of the 18-mm? chip area. Moreover,
although techniques such as autozeroing and chopper stabilization (Section 5.3.5) are
effective in suppressing DC offsets and flicker noise, these techniques also introduce
additional complexity in implementing the baseband circuits. Consequently, the direct-
conversion architecture is best suited for applications which use a wideband signaling

direct-conversion image-reject low-IF
LNAs 1 1 1
mixers 2 6 2
LOs 1@+, (O 1 @fifi
ADCs 2@f> s 2@f>2s | 2@f> 2(fug Hir)
other §c oﬁse§ t_ic offset.s digital ﬁ'equency
flicker noise flicker noise translation

Table 2.1: Comparison of receiver hardware requirements.
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scheme. In this case, a very low cutoff frequency is not required and dc offsets can be

removed without requiring prohibitively large capacitors or resistors.
2.6.2 Image-Reject Architecture

A major drawback of the image-reject Weaver architecture is that it requires a large
number of RF circuit blocks, including six mixers and two local oscillators. In addition,
implementations based on the Weaver architecture must also deal with dc offsets and
flicker noise. Nevertheless, this architecture still has its advantages. One major advantage
of the Weaver architecture is that it facilitates integration of the frequency synthesizer
[11]. In a frequency-division multiple access (FDMA) system, the receiver must be able
to perform channel selection by tuning the LO to different frequencies. For example, in
the heterodyne architecture, channel selection is performed by the first LO, which
frequency translates the desired signal to the fixed center frequency of the IF filter
(Fig. 2.3). For a narrowband system, this LO must be able to tune to closely-spaced
frequency channels, and consequently, implementations based on a phase-locked loop
(PLL) require a low reference frequency. However, in order to ensure loop stability, the
PLL bandwidth is limited to one tenth of the reference frequency. Such a narrow
bandwidth provides very little attenuation of the phase noise in the voltage-controlled
oscillator (VCO). Consequently, in a heterodyne architecture, the VCO is usually
implemented using discrete-component high-quality inductors and varactor diodes in

order to achieve very low phase noise.

In a completely integrated approach, however, a very low phase noise VCO is difficult to
implement due to the lack of high-quality on-chip passive components, especially when
using a standard digital CMOS process. In [11], a receiver for the Digital European
Cordless Telephone (DECT) system is implemented based on the image-reject Weaver
architecture. Since this architecture does not rely on fixed-frequency IF filters for channel
selection, the first LO is fixed at 1.7 GHz and the second LO, with a tuning range of
181 — 197 MHz, is used to downconvert the desired signal to baseband. Since the first LO
is fixed at 1.7 GHz, it can be impleinented using a PLL with a wide loop bandwidth,
which significantly reduces the phase noise contributed by an integrated VCO. In
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addition, since the second LO operates at a much lower frequency, it can be implemented
with good phase noise performance even with low-quality on-chip passive components.
Consequently, for communications systems with very stringent phase noise requirements,
the image-reject Weaver architecture with a fixed-frequency first LO is highly amenable

to single-chip receiver implementations.
2.6.3 Low-IF Architecture

In the low-IF architecture, if the ADC sampling frequency is four times the intermediate
frequency, then the additional digital circuitry needed to downconvert the desired signal
to baseband becomes trivial. In this case, the low-IF architecture may appear to be a
better alternative to the direct-conversion architecture since it also requires a minimal
number of RF circuit components but avoids the problems associated with dc offsets and
flicker noise. However, implementations based on the low-IF architecture may not be
feasible under certain conditions. First, if the bandwidth of the desired signal is very
large, then a very high ADC sampling rate is required. In order to avoid aliasing, the
sampling frequency of the ADCs must be at least twice the highest frequency component
of the input signal. For the low-IF architecture, the minimum ADC sampling frequency is

Je > 2+ fug) (2.22)

where fir is the intermediate frequency and f;;g is the single-sided bandwidth of the
desired baseband signal. Since f; must be greater than f;, in order to avoid problems
associated with dc offsets and flicker noise, a wideband signaling scheme would require a
prohibitively fast ADC sampling frequency. Consequently, the low-IF architecture is best

suited for applications which use a narrowband signaling scheme.

The low-IF architecture also requires relaxed image-reject requirements at small
frequency offsets from the desired signal. This requirement, however, is not prohibitively
restrictive since many communications systems provide for relaxed interferer levels in
| nearby frequency channels. For example, in [14], a GSM (Global System Mobile)
receiver is implemented based on the low-IF architecture. GSM is a European digital
cellular system which uses a narrowband signaling scheme with a single-sided baseband
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bandwidth of 100 kHz. The receiver described in [14] uses an intermediate frequency of
200kHz and requires only 32-dB image rejection. In contrast, the DECT receiver
described in [11], which is based on the Weaver architecture, uses an intermediate

frequency in the range 181 — 197 MHz and requires more than 70-dB image rejection.
2.6.4 Receiver Architecture Selection Guidelines

As seen from the examples presented above, system-level specifications, such as
modulation scheme, signal bandwidth, and interference rejection requirements, strongly
influence the choice of receiver architecture. In some cases, these system-level

specifications are determined without considering implementation issues, and

advantages disadvantages design guidelines
o excellent sensitivity e large number of o use this architecture
heterodyne and selectivity discrete components when all else fails
performance
e minimal number of e dc offsets and flicker | o for wideband
RF components noise signaling schemes, dc
offsets can be
direct-conversion removed with a high-
pass filter using on-
chip capacitors and
resistors
o facilitates integration | e large number of RF o fixed-frequency first
of low phase noise LO components LO facilitates the use
¢ dc offsets and flicker of a wideband PLL for
. : noise VCO phase noise
tmage-reject e image-rejection is suppression
limited by gain and o tunable low-frequency
phase mismatches second LO for channel
selection
¢ minimal number of ¢ ADC sampling ¢ narrowband signaling
RF components frequency must be at schemes relax ADC
e avoids problems least fir + fug sampling requirement
associated with dc e image-rejection is e requires relaxed
offsets and flicker limited by gain and image-rejection
low-IF noise phase mismatches _Tequirements at small
frequency offsets from
the desired signal
¢ if f; = 4fjr, the digital
downconversion
circuitry becomes
trivial

Table 2.2: Receiver architecture summary and guidelines.
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consequently, single-chip implementations are very difficult to achieve or just simply
infeasible. With the allocation of unlicensed spectra in the 900-MHz, 2.4-GHz, and
5-GHz frequency bands, many new wireless communications systems will be designed
for custom applications. These custom applications present an opportunity to design
systems which are more amenable to highly-integrated low-power CMOS receiver
implementations. The advantages and disadvantages of the heterodyne architecture,
direct-conversion architecture, the image-reject architecture, and the low-IF architecture
are summarized in Table 2.2. In addition, a few general design guidelines are also
provided. '
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Chapter 3

Receiver Impairments

3.1 Introduction

Wireless communications systems are continuing to take advantage of the exponential
improvements in mainstream CMOS technology by integrating increasingly more
functionality onto a single chip. Advanced communications algorithms, which in the past
were considered too complex to implement due to the stringent power consumption and
form-factor restrictions of mobile devices, are now being considered for future wireless
systems. These algorithms are very amenable to low-power digital design techniques and
promise orders of magnitude improvement in spectral efficiency, resulting in increased
capacity and higher data rates. However, one of the most critical components of any
wireless system which may ultimately limit the performance of these communications
algorithms is the receiver front-end. Analog front-end impairments, such as noise,
distortion and mismatch, may affect algorithm performance by degrading the integrity of
the desired signal. This chapter describes the various impairments associated with analog
front-ends as well as their consequénces on a quadrature phase-shift keying (QPSK)
signal constellation [15].
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3.2 Quadrature Phase-Shift Keying Modulation

In digital communications systems, the binary data must be mapped to a set of
corresponding signal waveforms for transmission. In a phase-shift keying (PSK)
signaling scheme, the data is modulated on the phase of the carrier and the corresponding

signal waveforms are represented as [16]

s, () =g() cos[Zzz'fct +-2—A’;—(m —l)], m=12,...,.M, 0<t<T
3.1)
=g(1) cosl:% (m— l)] cos(2zf,t)—g(?) sin[il—” (m- 1)] sin(27zf,t)

where g(7) is a signal pulse which shapes the spectrum of the transmitted signal, f; is the
carrier frequency, M is the number of symbols, and T is the symbol period. As seen in
(3.1) the signal waveforms can also be represented as the linear combination of two
quadrature carriers, cos(27zf.f) and sin(2zf.t). The amplitude cos[2z(m—1)/M] is
typically referred to as the in-phase (I) data while the amplitude sin[27z(m—1)/M] is
typically referred to as the quadrature (Q) data. The mapping of the data bits to the phase
of the carrier can be represented in a constellation diagram. The constellation diagram for
a four-phase PSK (M =4) signaling scheme with an initial phase value of W4 is
illustrated in Fig. 3.1. Four-phase PSK or quadrature phase-shift keying (QPSK) is a very

popular modulation scheme used in wireless communications.

10 00

1" 01

Figure 3.1: QPSK constellation diagram.
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When a QPSK signal is corrupted by additive white Gaussian noise (AWGN), the
probability of error is [16]

_}_Qz( a’ ] (2)

where d is the distance between adjacent symbols, N is the noise power spectral density,
and Q(x) is defined as

Okx)= % Ie“z’ 2dt, x>0
n X

1 x
=—erfc| —=|.
(%)
In the case of ideal QPSK, the distance between adjacent signals is just
d= 21/E,, (34

where E}, is the energy per bit. Consequently, (3.2) becomes

P, =Q( 215) 3.5)
0

(3.3)

where E/N is the SNR. The bit-error probability is plotted as a function of SNR in
Fig. 3.2. From the figure, an SNR of 8.4 dB is required to achieve a BER of 107%,

33 Receiver Noise

Two types of electrical noise which are particularly important in CMOS implementations

are thermal noise and flicker noise. Thermal noise arises from the random thermal motion
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Figure 3.2: Probability of error for QPSK.

of electrons and is present in any passive resistor. The noise associated with a resistance

R has a mean-square voltage
V2 = 4kTRAf (3.6)

where k is Boltzmann’s constant, T is temperature and Af'is bandwidth in hertz. Since the
voltage spectral density is constant over frequency, thermal noise is white. In addition, its
amplitude has a Gaussian probability distribution. At the receiver, thermal noise is
present in the antenna as well as in the other passive and active devices which are used to
implement the analog front-end. The thermal noise in the antenna is associated with the
antenna’s radiation resistance and originates from the black-body radiation in the
transmission environment, while the thermal noise in active devices is associated with the
resistive channel of the underlying CMOS transistors. Transistor thermal noise can be
represented by a noise generator between the device drain and source terminals with

mean-square current
i2 = 4kTyg , Af (3.7)

where gy, is the drain-source conductance when the drain-source voltage, ¥ps, is 0 V and
7is a constant for a particular technology. Thermal noise is an especially important
design consideration in the LNA but must also be considered in the design of other RF
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Figure 3.3: Effect of thermal noise on a QPSK constellation.

blocks such as mixers as well as baseband components such as amplifiers and filters. The
effect of thermal noise on a QPSK constellation is illustrated in Fig. 3.3 and the

probability of error is given by (3.5).

Another type of noise which may adversely affect the performance of digital
communications systems is flicker noise. Flicker noise occurs in CMOS transistors and
can be modeled by a noise generator between the device drain and source terminals with
mean-square current

Ia

2=K2A 3.8
I \f (3.8)

where KX is a constant for a particular device, Ip is the drain bias current and a is constant
for a particular technology. The flicker noise current spectral density is inversely
proportional to frequency and its amplitude is often not Gaussian [10]. Flicker noise is
especially problematic in receivers which frequency translate the desired signal to dc
prior to analog-to-digital conversion, since the flicker noise spectral density can be quite
large at low frequencies. The problem is exacerbated in CMOS implementations since
flicker noise performance is significantly worse for CMOS transistors than for devices in
other technologies such as silicon bipolar. The effect of flicker noise on a QPSK

constellation is illustrated in Fig. 3.4. Although the effect on the constellation is similar to
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Figure 3.4: Effect of flicker noise on a QPSK constellation.

that of thermal noise, unfortunately, the probability of error in this case is difficult to
determine since flicker noise is not AWGN.

34 Gain Mismatch

Another analog impairment which degrades performance in digital communications
systems is gain mismatch along the different receiver signal paths. For example, in the
direct-conversion architecture illustrated in Fig. 2.7, the received signal is downconverted
to baseband along parallel I and Q signal paths. The gain along these two signal paths
should be identical, but in practical implementations, may be different due to circuit
mismatches. Gain mismatch in a direct-conversion receiver can be modeled by the block

diagram illustrated in Fig. 3.5, where 4 is the average gain and & is the difference in gain

cos(2nd )

A+0/2
i
I(t)cos(2rf t)+Q(t)sin(2ni t)

sin(2ndct)

Figure 3.5: I and Q gain mismatch in a direct-conversion receiver.
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along the I and Q signal paths. Thus, with gain mismatch, the output of the I signal path
is given by

A o
IO —|1+— 3.9
01+ 39
while the output of the Q signal path is given by

A 4
Q(t);(l-ﬂ). (3.10)

The effect of gain mismatch on a QPSK constellation is illustrated in Fig. 3.6.

When a QPSK signal with gain mismatch is corrupted by AWGN, the probability of error
can be approximated by averaging the error probabilities for two binary antipodal signals
separated by distances d,(1+a/24) and d,(1-/24):

[ 2 2
<1 )4 _a) |4
P”~2{Q_(I+2A) 2N°J+Q[(l 2A) 2N, }

R
U 24\ N, 24\ N, ||

The error probabilities as a function of SNR for various amounts of gain mismatch are
plotted in Fig. 3.7. As seen in Fig. 3.7, the BER degradation is minimal for a gain

3.11)

1
Y] S dol1+02R) ... R ]
Y S — doft-/28) |- -
T 4 3 3 o U SRS ORTPOUs SOROORN SR R

o o )
o ideal :
1 * gain mismatch : ;
-1 -0.5 0 0.5 1

Figure 3.6: Effect of gain mismatch on a QPSK constellation.

31



10°

1071

0 2 4 8 12

6
Eo/No (dB)

Figure 3.7: Probability of error for QPSK with gain mismatch.

mismatch of 5% or less, which is indeed achievable in highly-integrated receiver
implementations. Consequently, the direct-conversion architecture is relatively

insensitive to gain mismatch.

The image-reject and low-IF architectures, however, are much more sensitive to gain
mismatch. In these two architectures, gain mismatch limits the amount of image
rejection, as already discussed in Section 2.4.1.

35 Quadrature Phase Mismatch

Quadrature phase mismatch in the LO signals also degrades the performance of digital
communications systems. For example, in the direct-conversion architecture, frequency

cos(2nfct+4/2)

I(tycos(2nfct)+Q(t)sin(2nfct) —s¢

—?—'Q

sin(2nft-4/2)

Figure 3.8: Quadrature phase mismatch in a direct-conversion receiver.
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translation is performed using two mixers and an LO fixed at the carrier frequency and
operating in quadrature. In practical implementations, the phases of the LO signals may
deviate from quadrature due to circuit mismatches. Quadrature phase mismatch in a
direct-conversion receiver can be modeled by the block diagram illustrated in Fig. 3.8,
where ¢ is the deviation from quadrature in the two LO signals. Thus, with quadrature

phase mismatch, the output of the I signal path is given by

%[1(:) cos(g-) —0() sm(%):l (.12)
while the output of the Q signal path is given by

1 2)_ 1(5)sinl 2

5 [Q(t) cos(z) I(®) sm(zJ:l . (3.13)

The effect of quadrature phase mismatch on a QPSK constellation is illustrated in
Fig. 3.9.

When a QPSK signal with quadrature phase mismatch is corrupted by AWGN, the
probability of error can be approximated by averaging the error probabilities for the
symbols in each of the four quadrants of the constellation diagram. Each of the symbols
in the first and third quadrants are located at a distance (d,/2)[cos(¢/2) — sin(¢/2)] from

08 F-coeevrnenennnns ................ m cos(w).-swm)]. .......... .
O F e e
J7, Y3 RO frssemessessssnis SRR SPRUURPRN
[+ : : : -]
S oo mismatch  iG0ZIoos(@r2ysinR]
- —0.5 0 05 1

Figure 3.9: Effect of quadrature phase mismatch on a QPSK constellation.
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the decision boundaries and the error probability for these two symbols is approximately

1 . d? ) 2
By = "Z'{Q[(COS%— sin g) ﬁ:J + Q[(cosg -sin g) {—2‘2’0 }}
= ,:(cosﬂ_smﬂ) _‘i.]
2 2 d 2N,

Similarly, each of the symbols in the second and fourth quadrants are located at a
distance (d,/2)[cos(¢/2) +sin(¢/2)] from the decision boundaries and the error

(3.14)

probability for these two symbols is approximately

1 : d 2 . d2
Fourmwy = D) {Q[(COS% +sm %) -2—]3,—0:| + Q[(cos-g +sin %) —2]30 ]}
(3.15)

zQ[(cos£+sin£) d—g}
2 2 ¢2No

Consequently, the overall probability of error is approximately

1
P = E[&(uu) + Pb(u,n')]

~1 P _nf) |G (z-z)d_:
..:Z{Q[(cos2 sin 2N°]+Q[ cos2+sm2 2N, (3.16)
zl{g[(mz-smz) . Q[(cosz+smz) 25, }

2 2 2)\ N, 2 2\ N,

The error probabilities as a function of SNR for various amounts of gain mismatch are
plotted in Fig. 3.10. As seen in Fig. 3.10, the BER degradation is minimal for a phase
mismatch of 5° or less, which is indeed achievable in highly-integrated receiver
implementations. Consequently, the direct-conversion architecture is also relatively
insensitive to quadrature phase mismatch.

As in the case of gain mismatch, the image-reject and low-IF architectures, are also much
more sensitive to quadrature phase mismatch. In these two architectures, phase mismatch
limits the amount of image rejection, as already discussed in Section 2.4.1.
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Figure 3.10: Probability of error for QPSK with quadrature phase mismatch.
3.6 Frequency Offset

The local oscillators in the transmitter and receiver are based on accurate frequency
references. However, due to their physical separation, different frequency references are
used in the transmitter and receiver. The frequency stability of these references are
limited to 50— 100 ppm for low-cost crystal references [17] or 1 —50 ppm for high-
stability references [6], where the frequency stability is defined as

AF[Hz] (3.17)

fr stabili =
equency stability [ppm] 7 ]

where £, is the nominal frequency and Af is the frequency offset. The use of different
cos[2n(fs+Aft]

1

I(ticos(2nt H+Q(t)sin(2nt t) —

4<%—7;

sin[2n(f +Aft)

Figure 3.11: Frequency translation using I and Q LO signals with frequency offset.
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frequency references in the transmitter and receiver introduces a frequency offset
between the local oscillators, which can be modeled by the block diagram in Fig. 3.11.
The output of the I signal path is

SO cos(2a) - 00 sin()] (3.18)
while the output of the Q signal path is
-;—[Q(t)sin(ZztAﬁ)+I(t) cos(2TAR)]. (3.19)

Consequently, frequency offset results in a spinning constellation, as illustrated in
Fig. 3.12. If the frequency offset is sufficiently small relative to the signal bandwidth, a
differentially-encoded signaling scheme such as differential phase-shift keying (DPSK)
can be used [18]. In this case, the data is encoded in the transitions between symbols so
that only the phase difference between successive symbols is needed for signal
demodulation. Unfortunately, differentially-encoded modulation schemes require a larger
SNR for the same BER performance as modulation schemes which use absolute phase
encoding. For example, at large SNR, four-phase DPSK requires about 2.3 dB additional
SNR for the same BER performance as four-phase PSK [16].

If coherent demodulation is preferred or if the frequency offset is large relative to the

1.5

05 |
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Figure 3.12: Effect of frequency offset on a QPSK constellation.
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Figure 3.13: Frequency spectra of LO signals. (a) Ideal. (b) With phase noise.
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signal bandwidth, then frequency offset compensation is required. Several techniques for

frequency estimation and compensation are discussed in [19].

3.7 LO Phase Noise

Both thermal noise and flicker noise contribute to the nonideal behavior of the LO called
phase noise. The frequency spectra of LO signals with and without phase noise are
illustrated in Fig. 3.13. At the receiver, the desired signal can be quite weak and may be
accompanied by very strong interfering signals at adjacent frequencies. If the interfering
signals are not sufficiently attenuated, they can potentially corrupt the desired signal
through reciprocal mixing, as illustrated in Fig. 3.14. Fig. 3.15 illustrates the constellation
diagram for a QPSK signal when the desired signal is accompanied by a single-tone
interferer at an adjacent frequency and is downconverted by an LO signal with phase

noise.

Even if interfering signals are not present, the close-in phase noise of the LO degrades the

receiver performance by corrupting the information contained in the phase of the carrier.

interferer
desired
fe foraf f

Figure 3.14: Reciprocal mixing.

37



1.5

o ideal :
# reciprocal mixing

-1.5 - i i
-15 -1 -05 0 05 1 15

Figure 3.15: Effect of reciprocal mixing on a QPSK constellation.

Frequency translation using in-phase and quadrature LO signals with phase noise o)
can be modeled by the block diagram in Fig. 3.16. The output of the I signal path is

%[I () cos @(t) — O(¢) sin ()] (3.20)
while the output of the Q signal path is

SL0®sing() + 1(1)cos (1) (3.21)

Consequently, close-in phase noise results in a time-varying phase-offset in the received
symbols. The effect of close-in phase on a QPSK constellation is illustrated in Fig: 3.17,

where the amount of constellation rotation is equal to the magnitude of o(1).

cos[2rf t+o(1)]

_ﬁéﬁ.
—5

sin[2nf t+4(t)]

I(t)cos(2nf t)+Q(t)sin(2nft)

Figure 3.16: Frequency translation using I and Q LO signals with phase noise.
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Figure 3.17: Effect of close-in phase noise on a QPSK constellation.
3.8 Receiver Distortion

Another source of performance degradation in a receiver is distortion. In a nonlinear
system, the output can contain frequency components which are not present in the input
signal. A nonlinear system can be described by the following transfer function:

S, =a,s, +a,st +a,s] +... 3.22)

where s; and s, are the input and output signals, respectively. Harmonic distortion occurs
when a single sinusoid is applied to a nonlinear system. In this case, the output signal
consists of frequency components which are integer multiples of the input frequency, f;,
as illustrated in Fig. 3.18.

Intermodulation distortion occurs when two sinusoids of different frequencies, f; and £,

are applied to a nonlinear system. In the case of second-order intermodulation distortion,

f, f ' o f, 2 3 f

Figure 3.18: Harmonic distortion.
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Figure 3.19: Intermodulation distortion.

the output signal consists of frequency components at f, — f; and f; + f,, while in the

case of third-order intermodulation distortion, the output signal consists of frequency

components at 2 f, — f, and 2 f, — f; (Fig. 3.19).

As an example of how distortion can degrade the performance in the receiver, consider a
received signal which consists of a weak desired signal accompanied by two large fixed-
amplitude sinusoidal interferers at adjacent frequencies, f; and f;, as illustrated in

Fig. 3.20. The third-order intermodulation product at 2 f; — f, from the two interferers

corrupts the desired signal and results in the constellation diagram illustrated in Fig. 3.21.

In addition, as already mentioned in Section 2.3.1, even-order distortion is particularly
troublesome in direct-conversion receivers since it gives rise to signal-dependent dc
offsets and low-frequency components, all of which can potentially corrupt the desired

signal.
3.9 Filtering

The received signal usually contains the desired signal as well as undesired signals at

.
-l | ] a1

f, fo f ' 2f-f, f,  26-f, f

interferers

A 4

Figure 3.20: Third-order intermodulation distortion.
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Figure 3.21: Effect of intermodulation distortion on a QPSK constellation.

adjacent frequencies. In the receiver, filters are used to pass the desired signal while
rejecting the unwanted frequency components. Several types of filters are commonly
used to approximate an ideal low-pass filter response, including the Butterworth and
Chebyshev filters [20].

The magnitude response of a Butterworth filter is given by

1

a)p

where N is the filter order, @), is the passband edge, and € determines the magnitude

|H(jw)| = (3.23)

variation in the passband. At @ = @, , the magnitude is

|H(jw)| = (3.24)

1
1+&
The magnitude responses for several Butterworth filters with £ = 1 are illustrated in

Fig. 3.22. A Butterworth filter provides a maximally flat response and the degree of

flatness in the passband increases as the filter order increases.

Another commonly used filter is the Chebyshev filter, which exhibits an equiripple
response in the passband. The magnitude response of a Chebyshev filter is given by
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where N is the filter order, @, is the passband edge, and & determines the magnitude

variation in the passband. At @ = @, , the magnitude is

1

V+e?

The magnitude responses for several Chebyshev filters with £ = 1 are illustrated in

|H(jw)| = (3.26)

Fig. 3.23. For the same order and the same passband variation, a Chebyshev filter
provides greater stopband attenuation than a Butterworth filter. Alternatively, a lower-
order Chebyshev filter can achieve the same stopband attenuation as a higher-order
Butterworth filter. However; the Chebjlshev filter achieves its supefior stopband
attenuation at the price of increased nonlinearity in the phase response. The phase
responses for third-order Butterworth and Chebyshev filters are illustrated Fig, 3.24.

The effect on receiver performance must also be considered when selecting a particular
filter response. The effect of a fourth-order Butterworth filter, with £= 1, on a QPSK
signal along with the corresponding eye diagram are illustrated in Fig. 3.25. This
Butterworth filter degrades performance slightly when using a QPSK signaling scheme.
As seen from the constellation diagram, this Butterworth response affects the I and Q
signal amplitudes but leaves their phase relationship unchanged. The eye diagram offers a

Figure 3.24: Phase responses for third-order Butterworth and Chebyshev filters.
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Figure 3.25: Butterworth filter. (a) Effect on a QPSK constellation. (b) Eye diagram.
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Figure 3.26: Chebyshev filter. (a) Effect on a QPSK constellation. (b) Eye diagram.

different perspective, revealing that this Butterworth response introduces a small amount
of intersymbol interference (ISI), which is consistent with the amplitude deviation seen in
the constellation diagram.

The effect of a fourth-order Chebyshev filter, with a maximum passband ripple of 1 dB,
on a QPSK signal and the corresponding eye diagram are illustrated in Fig. 3.26. The



constellation diagram reveals that the nonlinear phase response of the Chebyshev filter
alters the phase relationship between the I and Q signals.

Consequently, when selecting a filter response, in addition to achieving sufficient
attenuation of undesired signals, the filter must also maintain the integrity of the desired
signal. In addition to the Butterworth and Chebyshev filters, other potential candidates for
filtering in the receiver include the Bessel, inverse Chebyshev, and elliptic filters [20].

3.10 DC Offsets

Both the direct-conversion and image-reject architectures are sensitive to dc offsets since
in both architectures, the desired signal is downconverted to baseband prior to analog-to-
digital conversion. DC offsets are problematic for two reasons. First, dc offsets can
saturate the baseband circuits, such as amplifiers and filters, and consequently, the
receiver ceases to function properly. Second, even if the baseband circuits do not saturate,
dc offsets, if uncorrected, degrade the performance of the system. Fig. 3.27 illustrates the
effect of dc offsets on a QPSK constellation, where Ady and Adp are the dc offsets in the I

and Q channels, respectively.

When a QPSK signal with dc offsets is corrupted by AWGN, the probability of error can
be approximated by averaging the error probabilities for two binary antipodal signals,

15

DYy - N S BT+ S ]

Figure 3.27: Effect of dc offsets on a QPSK constellation.
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each with a dc offset. For the I component, the dc offset is Adj, and the two symbols are
located at distances (d,/2)(1-2Ad, /d,) and (d, /2)(1+2Ad, /d,) from the decision

boundary. Consequently, the probability of error for the I component is approximately
2Ad,

-2 ]

Similarly, for the Q component, the dc offset is Adp, and the two symbols are located at
distances (d,/2)(1-2Ad,,/d,) and (d, [2)1+2Ad, /d,) from the decision boundary.

1

> (3.27)

Pb(l) =

The probability of error for the Q component is approximately

1 2Ad,, \ | d; 2Ad, \ | d?
P o=~ -—= ||+ 1+—= | | = |}, 3.28
o 2{Q[( d, ]\} 2N, ¢ d, J\2N, 6.28)
Thus, the overall error probability is approximately
1
F, = 'Z"[Pbu) +Fyg]
2 | 2
1 0 l-—ZM’ o +Q!-1+2Ad’ 4 +
4 dy J\2N, | d, J\2N,
= Ad = oAd - (3.29)
2
0 (1__9 4y +0 (1 QJ o
d, NZNO_ 1A, P2
1 of(1-28d) PR ], (1, 284, 25, ),
4 d, \N, | d, )\ N, |
) 2Ad T 2Ad
2]
d, N, i dy N, J

The error probabilities as a function of SNR for various amounts of dc offset are plotted

in Fig. 3.28. For dc offsets greater than 1%, the BER degradation can be significant.
3.11 ADC Quantization

In many receivers, an ADC converts the received signal to a digital signal for further
processing. In order to avoid destructive aliasing, the ADC must sample the input signal
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Figure 3.28: Probability of error for QPSK with dc offsets.

at the Nyquist sampling rate, f, 22/,

iz > Where fyg is the highest frequency contained in
the input signal. The ADC quantizes each sample to one of 2® amplitude levels, where R
is the number of bits used to represent each sample. The finite resolution of the quantizer

results in an error, g, in the digital output signal,

g, =Xn—x, (3.30)
where x, is the analog input signal and xn is the digital output signal. For a uniform
quantizer, the error is statistically characterized by the uniform probability density
function [21]

pl@)=—, —%AquéA (331)

= Z_R (3.32)

where Vs is the full-scale level of the ADC, and the mean square value of the

quantization error is

1 1 _Va
E(g*)=—A =—Xx—2 =20logV,; —6R-10.8 dB. 3.33
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Figure 3.29: Effect of ADC resolution on an adaptive MUD algorithm [22].

Consequently the quantization noise decreases by 6 dB for each additional bit used in the
quantizer. The amount of quantization noise introduced by the ADC affects the
performance of the algorithms implemented in the subsequent digital circuitry. For
example, Fig. 3.29 illustrates the effect of ADC resolution on an adaptive multiuser
detection (MUD) algorithm [22]. Clearly, a larger number of bits improves the signal-to-

interference ratio (SIR).

3.12 Summary

Receiver front-end impairments, such as noise, distortion, and mismatch, can potentially
degrade the performance of digital communications systems. This chapter described the
effects of many of these impairments on a QPSK signal constellation. By including
models for all of the analog impairments described in this chapter, the simulation
framework described in the next chapter facilitates the direct evaluation of the effects of

these impairments on the performance of digital communications algorithms.
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Chapter 4

System-Level Simulation
Framework

4.1 Introduction

All of the analog front-end impairments described in Chapter 3 can potentially degrade
the performance of digital communications systems. In a conventional approach, link
budget calculations based on a few system-level specifications are performed to
determine the allowable levels of receiver impairments, such as noise and distortion [23].
This approach can be advantageous since it abstracts the analog hardware design from the
- detailed system-level specifications. However, the abstraction offered by this approach
can also be a drawback since it does not offer the ability to more closely evaluate the
effects of the analog front-end impairments on the performance of digital
communications algorithms. This chapter describes a system-level simulation framework
which allows for complete end-to-end simulations of communications systems. This
framework includes models for the nonideal behavior of analog front-end components
and facilitates the exploration of tradeoffs between analog impairments and overall

system performance.

4.2 Receiver Performance Calculations
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In a conventional approach, the allowable levels of receiver impairments are determined
from a few system-level specifications, such as required BER, reference sensitivity, and
worst-case out-of-band blocker levels. This method of determining the performance
requirements of the analog front-end components is based strictly on numerical
calculations. The following sections provide a brief overview of receiver performance

calculations for receiver noise and distortion requirements.
4.2.1 Noise Calculations

In RF circuit design, the receiver noise performance is typically characterized in terms of

noise factor or noise figure. The noise factor, F, of an RF circuit component is defined as

F= % @.1)
where SNR;, and SNR,,, are the signal-to-noise ratios at the input and output, respectively.
The noise figure is simply the noise factor expressed in decibels, 10log(F). Although it is
the preferred metric for noise performance in RF circuit design, noise figure is typically
not a system-level specification. However, the noise figure can be calculated based on the

reference sensitivity, the bandwidth of the desired signal, and the required BER.

One of the primary system-level specifications is the reference sensitivity, which is
defined as the minimum signal level which the receiver must be able to correctly detect.
The input SNR, SNR;, in (4.1), is simply the reference sensitivity divided by the noise
power at the receiver input. The noise at the input of the receiver originates from the
black-body radiation in the transmission environment and is modeled by a radiation
resistance, R;, associated with the antenna. Consequently, the noise power which appears
at the receiver input is determined by the voltage divider between the receiver input

resistance and the antenna source resistance (Fig. 4.1):

V2 R,R
P =—=——"0"% _ALTAf. 4.2
R T RrRY Y “2
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Figure 4.1: Circuit model of antenna with receiver input.

Most receivers are designed for maximum power transfer from the antenna to the input of

the receiver, in which case, R;, = R, and (4.2) becomes
})m:ise = kT. M . (4'3)

In RF circuit design, power levels are commonly referred to in decibels referenced to
1 mW, or 0 dBm. At 300 K, the noise power in dBm is

P, [dBm]=10log(1.38x10 J/K x300K x10° mW/W) +10log Af
=-173.8+10logAf

4.4)

where Af'is the signal bandwidth in hertz. Consequently, the input SNR in decibels is just

SNR, [dB] = P,, [dBm]- P,,,, [dBm]
| 4.5
= P, [dBm]~10log(Af [Hz])+173.8 @

where Pj;g is the reference sensitivity.

The other parameter required to calculate the receiver noise figure is the output SNR,
SNRyy: in (4.1). Although the output SNR is typically not explicitly specified at the
system-level, it can be determined from the maximum tolerable BER. A reliable
communications link is guaranteed when the specified BER is achieved. The BER for a
particular communications system is related to the SNR of the received signal, and the
exact relationship depends on a number of factors including the modulation scheme as
well as the specific algorithm used for signal detection. For example, for a QPSK
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modulation scheme, the BER as a function of SNR is given in (3.5) and illustrated in
Fig. 3.2. Consequently, the required noise figure can be expressed as

NF [dB]= SNR,, [dB] - SNR,,, [dB]

4.6
= P, [dBm]-10log(4f [Hz]) - SNR,, [dB]+173.8 “6)

where Py is the reference sensitivity, Af is the bandwidth of the desired signal, and
SNR,u: is the SNR corresponding to the maximum tolerable BER.

Once the required noise performance of the receiver is determined, the noise budget must
be partitioned between the various receiver building blocks. For cascaded receiver stages,
the total noise factor is given by the Friis equation [24]:

Fol, ol

G, 1o,

i=l

F,=F, + @.7)

where F; and G; are the noise factor and power gain, respectively, of the i® receiver stage.

Finally, before concluding this section, it is worthwhile to clarify the distinction between
single-sideband (SSB) noise figure and double-sideband (DSB) noise figure [25]. Fig. 4.2
depicts an RF input signal which is corrupted by AWGN. The power and bandwidth of
the RF signal are Py, and W, respectively, while the PSD of the AWGN is N/2, and
consequently, the input SNR is

P
SNR,, = __sg

NxW 4.8)

LO = cos(2nft)

PSD = N/2

Pagld PSD = N/4
B o o &3 243

SRR AN SRR

Figure 4.2: Frequency translation of RF signal directly to baseband.
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Figure 4.3: Frequency translation of RF signal to an intermediate frequency.

If the RF signal is frequency translated directly to baseband by an LO signal cos(2zf.z),
as illustrated in Fig. 4.2, the output SNR of the resulting baseband signal is

y Psig
SNRpy = 7 4.9)

In this case, the noise figure determined by (4.8) and (4.9) is referred to as the DSB
noise-figure. However, if the RF signal is frequency translated to an intermediate
frequency by an LO signal cos[27(f, — f;-)t], as illustrated in Fig. 4.3, the output SNR

of the resulting IF signal is

P
SNR,, =Wﬂ>§ﬁ7‘ (4.10)

In this case, the noise figure determined by (4.8) and (4.10) is referred to as the SSB
noise figure and is 3 dB higher than the DSB noise figure:

NF, = NF,g, +3dB. @4.11)
4.2.2 Distortion Calculations

In RF circuit design, the distortion performance of the receiver is typically characterized
by several measured parameters such as 1-dB compression point and intermodulation
intercept point. These parameters are commonly modeled using approaches based on
either power series or Volterra seties- [26]. The latter approach provides a very accurate

characterization of nonlinearities in circuits with memory, i.e., circuits with capacitors
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and inductors. However, calculations using Volterra series are rather complex, even when
using computer simulation techniques. On the other hand, calculations using power series
are much more tractable at the expense of only providing an accurate description of
distortion in circuits that are memoryless. A system with second-order and third-order

nonlinearities can be described by the following power series:
s, =ais; +a,s} +a,s’ 4.12)

where s; and s, are the input and output signals, respectively. For an input signal,
s; = Acos(2xft), the output signal is

a,A? 3a,4° a,A?

s, = cos[27(2 f)t]

+ (a,A + JGOS(Mﬁ) +

(4.13)
a, A’
+

cos[2z (3 /)t].
As seen in (4.13), third-order distortion alters the gain of the fundamental component,
cos(27ft). For large input signal amplitudes 4,

3a, 4
=4

(4.14)

Since a; is typically negative, the gain of the fundamental component decreases, or
compresses, for large input signal amplitudes. The 1-dB compression point is defined as
the input signal level which causes the gain of the fundamental to drop by 1 dB, as
illustrated in Fig. 4.4. The 1-dB compression point of the receiver should be larger than
the strongest anticipated input signal. The 1-dB compression point can be determined
from (4.13):

2

3a,4
20log| a, + ’4“”"’ I=20log| a, | -1dB. 4.15)

= / 14519 4.16
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Solving for Acomp gives
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Figure 4.4: 1-dB compression point.

Another metric of a receiver’s distortion performance is intermodulation intercept point.
As already discussed in Section 3.8, intermodulation distortion occurs when two
sinusoids of different frequencies, fi and f;, are applied to a nonlinear system. In the case
of third-order intermodulation distortion, the output signal consists of frequency
components at 2f, — f, and 2f, — f;. For the transfer function in (4.12), if the input

signal consists of two sinusoids, 4, cos(27zf,t) and A4, cos(27zf,t), then the third-order
intermodulation products at 2f, — f, and 2f, — f, are

3a A 4, 3a,A

ptnt s M8 2 122 cos[27(2 f, — fL)r]+——12 3 14 cos[2z(2 £, — f)t]. 4.17)
In RF circuit design, the third-order intermodulation performance is characterized by the
third-order intermodulation intercept point (IP3), which is the point where the amplitudes
of the intermodulation products and the fundamental components are equal when two
equal amplitude sinusoids are applied at the input. The input amplitude at which the

intercept point occurs can be determined from (4.17):

3 i ) 4y, “18

Solving for A;p3 gives
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4
a,

Equation (4.19) can also be expressed in terms of the 1-dB compression point in (4.16):

[4 1
A, =.]—X% A _=3034 . .
V37 0.145 3 comp (4.20)

In practice, the higher-order distortion terms become significant at the intercept point,

and consequently, the IP; measurement must be performed with sufficiently small input
amplitudes so that the contribution from the higher-order distortion terms is negligible.
The power levels of the third-order intermodulation products and the fundamental
components are plotted for a few input power levels, and the intercept point is determined
by the intersection of the two lines extrapolated from these points, as illustrated in
Fig. 4.5.

The receiver’s required third-order intermodulation distortion requirement can be
determined from the system-level specifications for the anticipated levels of out-of-band
interferers, the reference sensitivity, and the desired BER. As described in Section 4.2.1,
the maximum BER specification corresponds to a minimum SNR which depends on
various factors, including the type of modulation scheme and the specific algorithm used
for signal detection. Consequently, at the output of the receiver, the third-order

’/"
7
- /“
£ e
g /"::f
2 fundamental ___.—-—" \
ér*"’r IPs
o
//"
xx" third-order intermodulation
)‘,X
X
input power (dBm)

Figure 4.5: Third-order intermodulation intercept point.
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intermodulation products due to the out-of-band signals which fall within the bandwidth
of the desired signal must be small enough to still maintain the minimum SNR:

GXP,
—% > SNR 4.21)

PIM3

where G =a/ is the power gain of the receiver, Py, is the power of the desired signal at
receiver input, or the reference sensitivity, and Ppy; is the power of the intermodulation
product at the receiver output. In this case, the intermodulation product is assumed to be
uncorrelated with the desired signal and equivalent to AWGN. From (4.17), the power of
the intermodulation product is

9

2 aF, (4.22)

Py =
where Py, is the power of each of the out-of-band interferers. Substituting (4.22) into
(4.21) gives

2 p
108 “a 5 sam. (4.23)
9 a; P,

But from (4.19), the input power level at the third-order intermodulation intercept point is

Py, =ii'| (4.24)
3|a,
so (4.23) becomes
2
P Firs > SNR. 4.25)
P,

Consequently, the input power level corresponding to the required third-order

intermodulation intercept point is

SNRxP,,

Pups ZPIM P
sig

(4.26)

or
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Py, [dBm]> P, [dBm]—%(SNR [dB]+ P, [dBm]- P, [dBm]).  (4.27)

Once the required IP; performance of the receiver is determined, the distortion budget
must be partitioned between the various receiver building blocks. For cascaded receiver
stages, if the distortion contribution from the various stages are all uncorrelated, then the
input power level corresponding to the third-order intermodulation intercept point can be

determined from the following expression

N-1

G,
1 1 G, H ’

= + Fot— (4.28)
P upr3 P 1IP3(1) P P3(2) P HP3(N)

where Pypsgy is the input power at the intercept point of the i stage and G, is the power

gain of the /™ stage.
4.2.3 Summary

In a conventional approach, a few system-level specifications, such as maximum BER
and reference sensitivity, are converted to other metrics more commonly used in RF
circuit design, such as noise figure and intermodulation intercept point, using equations
such as (4.6) and (4.27). These requirements are budgeted between the various blocks
which make up the receiver using additional equations such as (4.7) and (4.28), and
spreadsheets are commonly used in order to facilitate such calculations. Although this
approach is relatively straightforward and simple, it lacks the ability to model the detailed
interactions between the analog front-end impairments and the digital back-end
algorithms. Because of its simplicity, the equation-based method still serves as a good
starting point. However, a simulation framework which is capable of end-to-end
simulations can provide a much more accurate assessment of the effects of receiver
impairments on system-level performance. For such an approach, the simulation
environment must be simple and capable of rapid simulation speeds. Consequently,
behavioral models, rather than circuit models, should be used for the receiver

components. The following sections provide detailed descriptions of a system-level
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simulation framework which can be used to explore the effects of analog front-end

impairments as well as to evaluate overall receiver performance.

4.3 Baseband-Equivalent Models

Even with the use of behavioral models, a modeling framework which simulates the
analog front-end at the carrier frequency is unacceptable in terms of speed. For such a
simulation, the maximum step size must be based on the carrier frequency, whereas the
total number of steps must be based on the symbol rate. Since the carrier frequency is
typically much higher than the symbol rate in wireless communications systems, such a

simulation would be prohibitively slow.

In order to decrease the simulation time, the simulation framework relies on baseband-
equivalent models for the analog RF building blocks, such as amplifiers, mixers, and
oscillators. The method is similar to envelop simulation techniques used in some RF
circuit-level simulators [27]. The baseband-equivalent models for the various RF building
blocks are based on the following expression which can be used to represent any real
signal along the RF signal path:

s(t)=spc () + ﬁ: [s,, (t) cos(naw,t) + s, () sin(nm, )] 4.29)

n=l
where the bandwidths of s, (f), 5,,(?), and s,,(¢) are assumed to be much less than a..

For example,

s(t) = s, (t) cos(@, ) + 5, () sin(@,?) 4.30)

represents an ideal RF signal where s, (¢) and s, (7) are the baseband I and Q signals,

respectively, and @ is the carrier frequency. An example spectrum of s(?) in (4.29) is
illustrated in Fig. 4.6. Baseband-equivalent models are derived by letting the input and
output signals of the various RF building blocks take the same form as (4.29). Then the
dependence on @ is eliminated by keeping track of only the time-varying coefficients,
Spc(t)s 5,(), and s,,(7). The basei)and-equivalent models for RF amplifiers, mixers,

and oscillators are derived in the following sections.
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Figure 4.6: Example spectrum of s(?) in (4.29).
43.1 RF Amplifiers

The transfer function of any RF gain block such as the LNA can be represented by the

following relationship:
N
x, ()= a,x(t) 4.31)
n=0

where x(¢) and x,(7) are the input and output signals, respectively. The coefficients ay and
a, represent dc offset and gain, respectively, while the remaining coefficients a, represent
the nonlinear behavior of the RF gain block. Then let x,(#) and x,(¢) have the same form as
(4.29):

x,(6) = xpe () + EN:[x,,,, (t)cos(na,1) + x4, () sin(n @, )] (4.32)

n=1

x,(t)=x,pc(2)+ f[xo,,, (D) cos(n@, ) + x,4, () sin(na,t)] (4.33)

n=1
and solve for the output coefficients x,p(f), Xom(f), and x,0,(?) in terms of the input
coefficients xip(?), Xi(f), and x;g(?). The results for N =3 are given in Appendix A. By
pre-computing the relationship between these time-varying coefficients instead of
keeping track of the actual signals, x,(¢) and x{z), the dependence on the carrier frequency

is removed.
4.3.2 Local Oscillators

The baseband-equivalent model for oscillators is also derived in a similar fashion by
letting the oscillator output signal have the same form as (4.29):
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N
Yio(®) =Yiopc (t) + Z[}’Lom (D cos(nw,t) + y o, () sin(na,t)] . (4.34)

n=l1

By specifying appropriate functions for the time-varying coefficients yropc(?), yrom(?),
and yrogn(£), (4.34) accounts for local oscillator impairments such as quadrature phase
mismatch, frequency offset, and phase noise. For example, for an oscillator with

frequency offset Awand phase offset Ag, the output signal can be expressed as
Vo) = cos[(w, + Aw)t + Ag]
= cos(Awt + Ag) cos(w,t) — sin(Awt + Ag)sin(w,t) (4.35)

= Y 1on () coS(@,1) + y 0, () sin(@, )

where y,,,,(¢) = cos(Awt +Ag) and y ) (£) = —sin(Awt + Ag).

433 Mixers

A similar method is used to derive the baseband-equivalent model for mixers in direct-

conversion receivers. The transfer function of a mixer can be represented by
Vo) =y ()X y0(0) (4.36)

where y(?), yro(f), and y.(?) are the input, oscillator, and output signals, respectively.
Then let y(?), yro(?), and y,(f) have the same form as (4.29):

Y10 = Yoe @)+ Y [V (1) co8(n@,2) + g (D sin(ne,f)] 4.37)
Y10@) = Y10pc () + Y[V 100 () OS(nB,1) + Y150, (@) sin(ned )] -+ - (4.38)
Vo) = Ve O+ Y [V oia 0 cOS(r@, ) + 3,0 () sin(n 0, )] (4.39)

and solve for the output coefficients yop(f), yom(f), and yon(?) in terms of the input
coefficients yinc(2), yun(®), Yion(?), yLopc(®), yiom(t), and yrop.(f). Additional reductions in
simulation complexity can be achieved by keeping track of only the baseband component

Yopc(?). This approximation is valid for large carrier frequencies since the frequency
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components at at and greater are significantly attenuated by baseband filtering. The
results for N =3 are given in Appendix A.

The derivation of this baseband-equivalent model is based on (4.29), in which all of the
harmonic components are assumed to have bandwidths much less than a. In the case of
direct-conversion receivers, application of this model is straightforward since the LO and
the desired signal are at the same frequency, @, and all the mixing products fall on
multiples of .. However, in the case of heterodyne receivers, this baseband-equivalent
model must be used with caution since the harmonic components of the output may

overlap. For example, consider an input signal centered at the carrier frequency a
¥, (&) =y () cos(@,t) (4.40)
and an LO signal at @, — @,

V1o =cos[(@, — @ )t]

(4.41)
= Y01 (£)cos(@,2) + ¥ 150, () sin(@, £)
where
Yion () = cos(@,.1) (4.42)
Yoo () =sin(@1). (4.43)
From Table A.3, the mixer output signal is
Vo) = Yopc (8) + Yo (D) 0820, 1) + y ., (£) sin(2, 1) (4.44)
where
1
Yoc &)= 5 Yin (@) cos(@t) (4.45)
or () =2 Y (Y o05@;) (4.46)
Vo2 () =5 Y Osin@;1). (447)
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In low-IF receivers, the intermediate frequency, @), is typically much smaller than the
carrier frequency .. In this case, the harmonic components do not overlap, and
consequently, the same baseband-equivalent model used for mixers in direct-conversion

receivers can be used for mixers in low-IF receivers. However, if @, > @, /2, then the

spectral content of y,pc(#) in (4.45) actually extends beyond @, /2, which violates the

bandwidth constraints for the coefficients in (4.29). Likewise, both y,p(f) in (4.46) and
Yoge(?) in (4.47) have positive frequency components which extend beyond 2w, @, /2.

Consequently, a different baseband-equivalent model is used for intermediate-frequency
mixers in heterodyne architectures, such as the image-reject architecture. In this case, y{r)
in (4.36) is still represented by (4.37), but y;0(z) in (4.36) is instead represented by the

following expression

N
Yio(®) = Y1opc () + Z {¥ 1o (1) cos[n(@, — @, )]+ Y 100n (B)sin[n(@, — @,z )21}

n=1

_ s : (4.48)
= Y1ooc O+ D {1V 101 (8) COS(n D) = ¥ 0, (1) SiN(M D, 1) ] cOS(n 1) +

n=l1

[V 100 () SIN(n@2) + y 159, () cOS(n@ )] cOS(na, 1)} .

Equation (4.48) differs from (4.38) in that the dependence on the intermediate frequency,
ayr, is not included in the time-varying coefficients. Similarly, y,(f) in (4.36) is
represented by

J’o (t) = yaDC (t) + Z[onIFn (t) GOS(na)”,-f) + onIFn (t)Sin(na’lFt)] +
n=l

D 1Y aren () COS(nDE) + Yy, (1) sin(nw,£)]+
= (4.49)

N N
Zz{yoﬂ‘mﬂ (D) cos[(n@, + m@e )1+ Y ,0p,, () sin[(nw, + ma,e )t} +

n=1 m=1
N N

Z Z D otiam (£) COS[(n @, — Mm@y Y]+ Y popn (8) sin[(n®, — mav - )21}

n=1 m=l

The baseband-equivalent model is derived by solving for the output coefficients of y,(f)
in terms of the input coefficients of y«f) and y;o(f). Although this model seems quite
complex, reductions in simulation complexity can be achieved by keeping track of only

the relevant output coefficients. In heterodyne receivers, the components far from ayr are
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significantly attenuated by filtering, and consequently, it is only necessary to keep track
of the components near aj. The results for N =3 are given in Appendix A.

434 Summary

By letting the input and output signals of the various RF building blocks take the same
form as (4.29) for direct-conversion and low-IF receivers or (4.49) for heterodyne
receivers and pre-computing the relationship between the time-varying coefficients, the
dependence on the carrier frequency is eliminated. By specifying appropriate functions
for the time-varying coefficients, these baseband-equivalent models account for many
circuit impairments in the RF components, including distortion, phase noise, quadrature
phase mismatch, frequency offset, and dc offsets. Moreover, the maximum step size of
the simulation is now determined by the maximum frequency component in the time-
varying coefficients rather than the carrier frequency. The additional simulation
complexity of this technique depends on the number of harmonics, N, which must be
chosen in order to accurately model the effects of analog circuit impairments such as
distortion. For typical wireless communications systems, the number of harmonics should
be chosen to be at least three.

4.4 Simulation Framework Implementation

A simulation framework which allows for detailed, yet rapid, simulations of the analog
front-end is implemented in Simulink, a graphical simulation environment built on top of
MATLAB. Implementing the simulation framework in Simulink offers compatibility of
the analog front-end simulations with MATLAB, which is already widely used for
development and evaluation of communications algorithms. Consequently, using this
simulation framework allows for complete end-to-end simulations of communications
systems, including all analog, mixed-signal, and digital components. Such a framework
facilitates the exploration of analog and digital design tradeoffs, leading to solutions

which can potentially achieve lower power consumption and higher levels of integration.

Since behavioral models offer fast simulation speed, the simulation environment

described here includes behavioral models for all of the analog front-end components.
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The behavioral models for all high-frequency components, such as RF amplifiers, mixers,
and oscillators, are based on the baseband-equivalent models described in Section 4.3. In
addition, structural models are also available for some of the more complex receiver
components, such as phase-locked loops and sigma-delta analog-to-digital converters.
Although structural models require longer simulation times, they offer increased accuracy
when used in system-level simulations. Finally, the simulation framework described here
also supports the conventional design approach in which the performance requirements of
the analog front-end components are determined by the numerical calculations described
in Section 4.2. However, instead of using spreadsheets to facilitate such calculations,
equations such as (4.7) and (4.28) are directly incorporated into the models of the various
receiver building blocks. Consequently, the simulation framework can provide overall
receiver performance metrics, such as noise figure and input IP;, based on the
specifications of the individual cascaded components. The following sections provide
additional detail about various aspects of this system-level simulation framework.

44.1 Thermal Noise

Thermal noise introduced by the various components in the analog front-end is modeled
by the Band-Limited White Noise block in Simulink. A few precautions should be
exercised when specifying the simulation parameters for this block. First, the noise power
parameter is used to specify the desired double-sided power spectral density (PSD) of the
white noise. The double-sided PSD is half of the single-sided PSD, which is more
commonly used in circuit analysis. For example, the single-sided PSD of the voltage
noise introduced by a resistor is

v

— =4kTR. (4.50)

When using the Band-Limited White Noise block to model the noise introduced by a
resistor, the noise power parameter should be set to the double-sided PSD, 2k7R.

Next, the sample time parameter is used to specify the correlation time of the noise. The
inverse of this parameter is just the noise bandwidth. Ideally, white noise should have
infinite bandwidth or a correlation time of zero. In order to approximate the wideband
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nature of the noise, the noise bandwidth should be much greater than the largest
frequency component in the system. In other words, the sample time parameter should be
chosen to be much smaller than the shortest time constant in the system. The following
condition on the sample time, ¢, is recommended for good results [28]:

1 27z
t R ———— .
‘100 f, (4.51)

Clearly, this constraint can increase the simulation time significantly. In fact, the speed of
the simulation framework described here is limited by the ability to accurately model the
behavior of broadband white noise. One way to reduce the simulation time is simply to
relax the noise sampling time constraint. Simulations were performed to evaluate the
effect of noise sampling time on accuracy by feeding broadband white noise with a
single-sided PSD of 1 V¥/Hz through a third-order Butterworth low-pass filter, the cutoff
frequency of which determines the smallest time constant of the system. The magnitude
response of a third-order Butterworth filter is

1

2= ——————
[H(f)] Y1) 4.52)
and the variance of the filtered output noise is
_—a 2 |
P_.,I.,H(f/f,)‘ 37 @33

These simulation results are summarized in Table 4.1. As expected, the simulated output
noise variance is very accurate when the noise bandwidth is much larger than the filter
bandwidth. However, the results are still fairly accurate for a noise bandwidth which is
only five to ten times larger than the filter bandwidth. Thus, if simulation speed is critical,
then the constraint on the noise sampling time in (4.51) can be relaxed, but should be no
more than about one-fifth the shortest time constant in the system.

Finally, the seed parameter in the Band-Limited White Noise block sets the starting seed
for the random number generator. Different seeds should be used for different noise

sources in order to keep the various noise sources uncorrelated. Setting the seed
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. . . expected simulated
noise §amplmg no1se ﬁlte.r output noise output noise

time bandwidth bandwidth variance variance
1 ns 1 GHz 1 MHz 63.2 dB 63.2 dB
1 ns 1 GHz 10 MHz 73.2dB 73.2dB
1 ns 1 GHz 20 MHz 76.2 dB 76.2 dB
1 ns 1 GHz 30 MHz 78.0 dB 78.0dB
1 ns 1 GHz 40 MHz 79.2 dB 79.2 dB
1 ns 1 GHz 50 MHz 80.2 dB 80.2 dB
10 ns 100 MHz 1 MHz 63.2 dB 63.2 dB
10 ns 100 MHz 10 MHz 73.2dB 73.0dB
10 ns 100 MHz 20 MHz 76.2 dB 75.9 dB
10 ns 100 MHz 30 MHz 78.0 dB 77.3dB
10 ns 100 MHz 40 MHz 79.2 dB 78.2 dB
10 ns 100 MHz 50 MHz 80.2 dB 78.7 dB

Table 4.1: Effect of noise sampling time on simulation accuracy.

parameter to a random number guarantees that all the noise sources in the same

simulation are independent.
4.4.2 Flicker Noise

The power spectral density of the input-referred voltage noise for a MOS transistor
consists of a flicker noise component and a thermal noise component and is given by
(2.6) and repeated here

2
-Z"?=ﬁ%+4k %é (4.54)
Flicker noise is particularly important in the direct-conversion and Weaver architectures
since in both cases, the desired signal is frequency translated to baseband prior to analog-
to-digital conversion. In addition, it can also be a dominant contributor to phase noise in
the LO. In order to examine the effects of flicker noise on overall system performance, a
flicker noise model is included in the simulation framework. Flicker noise is generated by

passing white noise through a filter with magnitude response [29]

|H(f) = ﬁ (4.55)
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Figure 4.7: Magnitude response of H(e’®) in (4.57).

Such a filter can be approximated by the discrete-time transfer function [30]

1

The frequency response of H(z) is given by
H(™) = ! 4.57)

(1 - e-jQ)l/2

and the magnitude of H(e’®) is plotted in Fig. 4.7 and matches well with the magnitude

response of 1/Q"?. The denominator in (4.56) can be expanded in a power series, giving

1

L
2 20 2)2

H(2)=

(4.58)

The coefficients of the power series in the denominator of (4.58) are given by the

following iterative equations:

. =(k-§)h. (4.59)
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a = zeros(1,num_taps);
a(l)=1;
fori=2:num_taps

a(i) = (i-2.5) a(i—1)/(i-1);
end

Figure 4.8: Filter initialization code corresponding to (4.59).

In Simulink, this filter is implemented using the Direct-Form II Transpose Filter block
and the denominator coefficients are determined by the initialization code illustrated in
Fig. 4.8. The amount of flicker noise is determined by specifying the power spectral
density, PSD,, of the noise at the flicker noise corner frequency, f;, which is the
frequency at which the flicker noise and thermal noise asymptotes intersect. The Band-
Limited White Noise block is then used to generate white noise with power spectral
density equal to 27zf, PSD,. The output of the Band-Limited White Noise block is then

passed through the Direct-Form II Transpose Filter block, and the resulting power
spectral density is

PSD =2xf,PSD, x—_ = PSD, L, (4.60)
2zf ¥

The accuracy of the filter can be increased by increasing the number of terms in the
power series expansion of the denominator in (4.58). Of course, this increased accuracy
comes at the cost of increased simulation time. The power spectral density corresponding

to a filter with 1000 taps is illustrated in Fig. 4.9. As seen in Fig. 4.9, the simulated power

magnitude (dB)

0.1 1 10
frequency (MHz)

Figure 4.9: Simulated flicker noise power spectral density.
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spectral density matches well with the expected 1/fbehavior.
4.4.3 RF Amplifiers

The baseband-equivalent model for RF amplifiers described in Section 4.3.1 is
implemented in Simulink using S-functions. S-functions may be written in either the
MATLAB or C programming languages. For this simulation framework, all the
S-functions are written in C in order to maintain compatibility with the Real-Time
Workshop. Compiling Simulink designs using the Real-Time Workshop offers simulation
speed improvements of up to ten times. Unfortunately, the Real-Time Workshop cannot
be used to compile Simulink designs which contain S-functions written in the MATLAB

programming language.

The transfer function of an RF gain block is described by (4.31), and in this simulation
framework, the baseband-equivalent model is implemented for N = 3. The behavior of

each RF gain block is specified by the coefficients of the equation
x,() = ay +a,x,(t) + a,x} () + a, x; (£) (4.61)

as well as by the block’s noise performance. Since N =3, the input and output of an RF
gain block each consists of seven signals representing the time-varying coefficients of the

equation

s(t)=spc(t)+ i[s () cOS27nf 1) + 54, () sin(27nf 1)] . (4.62)

n=l1

In order to model broadband white noise, noise sources with the appropriate power
spectral densities must be added to each of the seven input signals. In Fig. 4.10, the total
double-sided noise PSD is partitioned into multiple non-overlapping components. The

PSD
@on(f)

8 f -2 & Yot Y o2 st f

Figure 4.10: Partitioning of broadband white noise.
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component from - f,/2< f< f,/2 has a double-sided PSD equal to N, The
components centered at —f; and /. can be represented by the following expression:

n(t) = x(t) cos(2zf,t) — y(t)sin(2zf 1) (4.63)
where n(7) is a wide-sense stationary stochastic process with zero mean and PSD
® .. (f), and x(?) and y(7) are the I and Q components of n(?), respectively, both of which
are band-limited from ~ f, /2 < f < f, /2. Since n(f) is zero mean, x(7) and y(¢) are also

zero mean. In addition, since n(f) is stationary, the autocorrelation and cross-correlation
functions of x(?) and y(¢) satisfy the following properties:

9.(1)=9,,(7) (4.64)
9, (1) =-9,.(7). (4.65)

Moreover, since the PSD for band-pass white noise is symmetric about f =0,

#,.(7) = 0. Consequently, the autocorrelation function of n(?) is

$n (T) = 9. (7) cOS(272.7) (4.66)

and the PSD of n(¢) is
®,(N)=30ulf ~ L)+ + L] @.67)

From Fig. 4.10, ®_(f)=N, for -3f,/2< f<—f,/2 and f,/2< f<3f /2, and
therefore, the power spectral densities of x(#) and y(?) are

. (f)=2,,(f)=2N,. (4.68)

Consequently, if the noise component centered at dc is modeled by a white noise source
with a double-sided PSD equal to Ny, then the I and Q noise components centered at f,
2f., and 3f; are each modeled by an independent white noise source with a double-sided
PSD equal to 2Np.

444 Mixers
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The baseband-equivalent model for direct-conversion and low-IF mixers described in
Section 4.3.3 is implemented for N =3 using S-functions written in C. Similar to the
model for RF amplifiers, the gain and distortion performance of each mixer is specified
by the coefficients in (4.61). In fact, the same baseband-equivalent model used for RF
amplifiers is used to model the gain and distortion performance of each mixer. In this
implementation, the gain and distortion introduced by the mixer is assumed to occur
before the frequency translation process. Finally, similar to the RF amplifier blocks, the
broadband white noise introduced by the mixer is modeled by adding noise sources with
the appropriate power spectral densities to each of the seven input signals. If the noise
component centered at dc is modeled by a white noise source with a double-sided PSD
equal to Ny, then the I and Q noise components centered at £, 2f;, and 3f; are each
modeled by an independent white noise source with a double-sided PSD equal to 2Nj.

44.5 Local Oscillators

Many receivers use in-phase and quadrature oscillator signals for frequency translation:

Vior =4, cos[Zfr(fc + A1)t +%+ 9,(t) j (4.69)
Yoo =4y sin[27r(fc +Af ) —%+ 8,(t) 4.70)

where 4; and 4p are the amplitudes of the in-phase and quadrature oscillator signals,
respectively, f: is the oscillation frequency, Af'is the frequency offset, & is the quadrature
phase mismatch and ¢,(?) is the phase noise. Equations (4.69) and (4.70) can be expressed
in the form of (4.29):

Yior =4, cos[Z;tAﬁ + -¢;—° +0, (t)] cos(2zf,t)
4.71)
_4, sin[ZﬂAft +¢—2°+ s, (z)] sin(27f.¢)
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Yiop =4y sin[ZMﬁ -3 +9, (t)] cos(2zf.t)

(4.72)

+4, cos[ZiAﬂ - % +9, (t)] sin(2zf,?).

This baseband-equivalent model is implemented using built-in Simulink blocks [31].

The phase noise performance of the oscillator can be represented by either a simple
behavioral model or a more complex structural model [31]. In the simple behavioral
model, at small frequency offsets from the center frequency, the power spectral density of

the phase noise is assumed to be constant, while at large frequency offsets, it is assumed
to fall off at 2. This phase noise profile is generated by passing white noise through a

first-order low-pass filter. An example spectrum is illustrated in Fig. 4.11. In this case,
the phase noise is specified to be —70 dBc/Hz at low frequencies and —100 dBc/Hz at a
100-kHz frequency offset. This behavioral model provides a good first-order
approximation of the phase noise performance, while being simple enough to provide fast

simulation times.

A more complex phase noise model is also available is this simulation framework. In
many receivers, the local oscillator signal is generated from a very accurate reference
frequency using a phase-locked loop (PLL) as illustrated in Fig. 4.12. The phase detector
(PD) compares the phases the two input signals, and its output passes through a loop filter
(LF) before being applied to the voltage-controlled oscillator (VCO). A divider reduces

magnitude (dB)

100

10
frequency (kHz)

Figure 4.11: Example spectrum of phase noise generated by simple behavioral model.
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Figure 4.12: PLL block diagram.

&(s) —— Kep Fur(s) K;m > 0o(S)

e
N

Figure 4.13: Linear model of PLL.

the frequency of the oscillator signal by a factor N and this signal is fed back to the PD to
complete the loop. When the loop is locked, f, = Nf,. Under this condition, the PLL can

be modeled as a linear system (Fig. 4.13). From this linear model, the noise contribution
from each of the PLL components can be determined. Fig. 4.14 illustrates the linear

model along with all relevant noise sources. The noise source @1 models the noise

contributions from the PD, reference oscillator, and divider, while &2 models the noise
from the LF and ¢,3 models the noise from the VCO. The total noise at the PLL output is

where

¢o = ¢ol + ¢02 + ¢03

F (s
KoKy 1228
P = 1+ KopKyeo Fir(s) i
N s
On1 On2 L
o(s) Kep Fie(s) —'él)—‘ L‘g& ——é—)—r o(S)

1
N

Figure 4.14: Linear model of PLL with noise sources.
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Figure 4.15: Simulink implementation of complex phase noise model.

1

KVCO ;
o2 = a 4.75
Per 1+KPDKVCO FLF(S)¢2 ( )
N s
1
¢03 = ¢n3 . (4°76)

1+ KppKyeo Fir(s)
N s

This phase noise model is implemented for a PLL with a second-order loop filter using
built-in Simulink blocks and is illustrated in Fig. 4.15 [31]. In this model, the phase noise
performance is specified by PLL parameters such as PD gain, VCO gain, and divider
ratio N, as well as by circuit parameters such as the resistor and capacitor values used to
implement the LF. Because of its accuracy, this model is very useful as an aid in
~ exploring the tradeoffs between various PLL parameters. Finally, although this model
provides a very accurate representation of the PLL phase noise, its complexity results in .
longer simulation times. Consequently, this phase noise model should be avoided in
system-level simulations unless very accurate results are required.

446 Baseband Amplifiers and Filters

Simulink provides a comprehensive library of blocks which can be used to model
baseband amplifiers and filters. In particular, the Transfer Fen block can be used to
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implement any linear transfer function by specifying the coefficients of the numerator

and denominator polynomials:

n-1 n-2 n-3
a,s +a2s +a3s +...+a,,

: 4.77
bys™ +b,s" 2 +bys™ +...+b, @7

H(s)=

Alternative, the Zero-Pole block can be used to implement any linear transfer function by
specifying the poles and zeros:

H()=K (s-z)5-2,)(5~2)...(s—2,) . 4.78)

(s=p)s-p,)(s=py)..(s - p,)
Finally, Simulink also provides an Analog Filter Design block in the Filter Designs
library of the DSP Blockset which can be used to model Butterworth, Chebyshev Type I,
Chebyshev Type II, and Elliptic filter responses. Filters can be specified as low-pass,
high-pass, band-pass, or band-stop. For a Bessel response, the simulation framework
provides a custom Simulink block based on the besself MATLAB function. The
numerator and denominator coefficients of an N"-order Bessel filter with cutoff

frequency ware determined by the following MATLAB command:
| [num, den) = besself (N, @). (4.79)

Once the filter coefficients are determined, the Bessel filter response is implemented

using the Transfer Fnc block.

4.4.7 Analog-to-Digital Converters

A simple ADC behavioral model implemented using Simulink blocks is illustrated in
Fig. 4.16. In this model, the analog input signal is sampled at the ADC sampling rate by
the Zero-Order Hold block and the sampled value is quantized to one of 2% amplitude
levels by the Quantizer block, where R is the ADC resolution. In addition, the Saturation

Oo— W —F— »(D
In = oant SataraD Outt
Hold

Figure 4.16: Simple ADC behavioral model.
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block models the clipping which can occur when the input signal amplitude exceeds the
full-scale voltage of the ADC. This simple behavioral model results in rapid simulation
times and is adequate for the preliminary evaluation of performance degradation resulting

from ADC impairments.

A more accurate evaluation of the effects of ADC impairments requires a more complex
structural model. Since there are many types of ADCs, developing a comprehensive
library of ADC structural models is impractical. However, despite requiring different
structural models, the modeling issues for the different types of ADCs are similar since
they are based on similar building blocks, such as switched-capacitor circuits and
comparators. The structural model of a first-order sigma-delta (ZA) converter is described
below [32], [33] as an example and similar techniques can be used to develop structural
models for other types of ADCs. '

The block diagram of a first-order A converter is illustrated in Fig. 4.17. The integrator
is implemented as a single-ended switched-capacitor circuit illustrated in Fig. 4.18, and
when the gain of the operational transconductance amplifier (OTA) is large, the transfer
function is given by

DAC

Figure 4.18: Switched-capacitor integrator.
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2|
D ) =
in Outt

Gain Intogrator

(4.80)

In this ideal case, the integrator can be modeled in Simulink using the Gain and Discrete
Filter blocks as illustrated in Fig. 4.19.

In reality, the gain the of the OTA is limited. In this case, the OTA transfer function is

given by

where

-1
Vo = H(z)= Cs Pz .
v C, 1-(1-&)z
1
p 1, Cs*C,
AC,
1
l-&=
1+ Cs
AC,

(4.81)

(4.82)

(4.83)

and 4 is OTA gain. Consequently, finite OTA gain reduces the forward gain of the

integrator by £ in addition to shifting the pole of H{(z) inside the unit circle. An integrator
with finite OTA gain is modeled in Simulink as illustrated in Fig. 4.20.

In a practical implementation, integrator noise also degrades the performance of the SA

converter. These noise sources include thermal noise from the sampling switches as well

z1
(Cs/Ci)*beta > _.(D
In1 HH{teps)z”! outt

Integrator

Gain

Figure 4.20: Model of integrator with finite OTA gain.
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Integrator

input-referred
noise

Figure 4.21: Model of integrator with noise.

as thermal noise and flicker noise from the OTA. An integrator with equivalent input-

referred thermal and flicker noise sources is modeled in Simulink as illustrated in

Fig. 4.21.

The performance of the XA converter is also affected by the nonlinear transfer function of

the integrator.

In this case, the transient response of the switched-capacitor integrator is

illustrated in Fig. 4.22. The nonlinear transfer function can be expressed as [34]

v, (v;) =1

_ Kv, +(K+Dv,(1-e7™), [(K +Dv,| < SRN
n‘l'
{(K+1)v;|n,
— -l
v, —sgn(v,) [ SEN ) SRN <|[(K +1)v|< 5. i-l) 4.84)
T T
L_ Kv, +sgn(v,)SRN, RN(———-I) (K +1)v,|

where K accounts for the charge feed-through, »n, is the number of time constants

occurring during the settling period, and SRN is the normalized slew rate. The nonlinear

transfer function of the integrator is modeled in Simulink using the Look-Up Table block

(Fig. 4.23).

linear settling

slew-rate limited

ey

charge feed-through V

time

Figure 4.22: Switched-capacitor integrator transient response.
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Figure 4.23: Model of integrator with a nonlinear transfer function.
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Figure 4.24: Structural model of first-order A converter.

Finally, the performance of the ZA converter is also affect by comparator offset or
hysteresis, which is modeled by the Relay block in Simulink. The complete structural
model for the first-order sigma delta converter is illustrated in Fig. 4.24.

44.8 Receiver Performance Metrics

Finally, the simulation framework provides overall receiver performance metrics for the
analog front-end, including total gain, noise figure, input IP,, and input IP3, based on the
specifications of the individual cascaded components. The noise figure and input IP; are
calculated based on (4.7) and (4.28), respectively, while the input IP; is calculated from

N-1

| | G

1 1 Gl i=1 !
= + +..+— (4.85)

‘PIIPZ PIIP2(1) }>IIP2(2) Plle(N )

where Pyp is the input power at the second-order intermodulation intercept point of the

i stage and G; is the power gain of the i™ stage.
4.5 Summary

The simulation framework presented in this chapter facilitates the exploration of tradeoffs
between analog front-end impairments and system-level performance. This framework is

implemented in Simulink, a graphical simulation environment built on top of MATLAB.
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The use of baseband-equivalent models for all RF building blocks in addition to
compiling Simulink designs using the Real-Time Workshop result in fast end-to-end

simulations of entire receiver systems.
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Chapter 5

A High-Speed Wireless
Downlink

5.1 Introduction

Next-generation wireless systems will have to support new applications which require
higher and higher data rates. These applications include wireless internet as well as other
multimedia applications including full-motion video and real-time high-fidelity audio.
This chapter describes a wideband code-division multiple access (WCDMA) system
which is designed to operate in an indoor picocellular environment [22], [35]. Within
each cell, a single base station supports aggregate data rate of 50 Mb/s. The system
bandwidth is 32.5 MHz and operates at a carrier frequency of 2 GHz.

5.2 Base-Station Transmitter

A block diagram of the digital baseband section of the base-station transmitter is
illustrated in Fig. 5.1. Two different systems are proposed. In the first case, each cell
supports up to 15 binary data channels, each with a data rate of up to 3.33 Mb/s [22]. In
the second case, each cell supports up to 31 binary data channels, each with a data rate of
up to 1.61 Mb/s [36]. In both cases, however, the aggregate data rate is 50 Mb/s and the
total transmission bandwidth is 32.5 MHz. Each of the X binary data channels is mapped
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Figure 5.1: Block diagram of base-station transmitter (digital baseband section).

to a four-point QPSK constellation, as described in Section 3.2. Although higher-order
constellations result in increased spectral efficiency, they also require higher SNRs for
the same BER. The proposed system achieves a spectral efficiency in excess of
1.5 b/s/Hz. The output from each of the QPSK modulators consists of I and Q data
streams each operating at 1.67 MHz for K =15 orat 0.81 MHz for K =31.

5.2.1 Multiple Access Method and Power Control

Code-division multiple access (CDMA) is used as the multiple-access scheme for the
proposed system. In CDMA, each of the X data channels is assigned a distinct signature
sequence, or a spreading code, and all data channels are transmitted simultaneously using
the entire frequency band. Since CDMA is a direct-sequence spread-spectrum signaling
technique, this multiple-access strategy is robust against frequency-selective narrowband
fading which results from multipath propagation [16]. In addition, the processing gain of
spread-spectrum signals provides some immunity against narrowband interference.

Each of the K data channels is assigned a discrete-time signature waveform gi[n] with
unit energy. This spreading code is superimposed on both the I and Q binary antipodal
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data streams at the output of the QPSK modulator. For K =15, the spreading codes are
based on a 4-bit maximal-length shift-register (MLSR) sequence, e.g.,

{~1,-1,-L+1,-1-1+1+1-L+1,-L+1+1+1+1}. (5.1)

In this case, 15 distinct codes are formed by using different phase offsets of the MLSR
sequence in (5.1). For X =31, the spreading codes are based on a 5-bit MLSR sequence,
e.g.,

{+L+L+,+L+1~1,-1,+1+1,-1+1,-1,~-1,+1,-1,

-1,~-L~1L4+1-1+1,~1+L+1+1,~1,4+1+1,~1,~1~1}. (52)

Similarly, the 31 distinct codes are formed by using different phase offsets of the MSLR
sequence in (5.2). For both K =15and K =31, after spreading, the data rate of each of
the I and Q data streams for a particular channel is 25 MHz.

Optional power control levels which are adjustable from 0 — 10 dB are provided for each
data channel after spreading. Power control can be used to compensate for signal
attenuation due to shadowing as well as to provide variable quality of service (QOS) for
different data channels.

All of the I data streams from the K data channels are then combined to form a single I
data channel, while all of the Q data streams are combined to form a single Q data

channel. These I and Q signals can be expressed as, respectively,

s,[n]=—j—5-kzakbugk[nl (53)
1 K
Soln]= Ekz by g [n] (5.9

where the subscript & denotes the & data channel, a; sets the power level, gin] is the
spreading code, and by and by are the binary antipodal data streams at the output of the
QPSK modulator.

5.2.2 Pulse Shaping
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Figure 5.2: Frequency response of raised-cosine pulse (1/7 =25MHz, £ =0.3).

After all of the I data streams and all of the Q data streams are combined to form a single
I channel and a single Q channel, each of these channels is shaped by a raised-cosine
filter with an excess bandwidth of 30%. This pulse-shaping filter limits the double-sided
bandwidth of each of the I and Q signals to 32.5 MHz. In addition, the raised-cosine filter
satisfies the Nyquist condition for zero intersymbol interference (ISI) [16]. A raised-
cosine spectrum is described in the time domain as

sin(zt/T) cos(zft/T)
nt/T 1-4p%*/T?

x(t) = (5.5

where B is the rolloff factor or excess bandwidth. The frequency characteristic of a

raised-cosine pulse is given by

(T, 0<| <1
2T
X(f)=<§{l+co[”T{|f| )]} Ll <A< ”ﬂ (5.6)
0, lf|>1+,[i’

X(f) is plotted for 1/T =25MHzand §=0.3 in Fig. 5.2. In the proposed system, the

input I and Q data streams are oversampled by a factor of four [18] so the data rate of the
outputs from the I and Q raised-cosine filters is 100 MHz [36].
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5.2.3 Pilot Channel/Symbol

In order to facilitate receiver functions such as timing recovery, automatic gain control,
and channel estimation, the base station transmits either a pilot tone or pilot symbols. In
the former case the base station reserves one of the K data channels for transmitting a
pilot tone, which is simply one of the X distinct signature waveforms. Although an entire
channel is dedicated to transmitting the pilot tone, it is shared by all of the active users in
the cell. Since the pilot tone is continuously available to the mobile receivers, this
approach is advantageous when the transmission channel is changing relatively quickly.
This technique was proposed originally for the K =15 case [22].

In an alternative approach, pilot symbols are periodically inserted along with the data in
each of the X data channels. In this approach, the mobile receivers perform functions
such as timing recovery and channel estimation during the transmission of the pilot
symbols. The information acquired during the training period is then used to recover the
actual data which is transmitted during subsequent time slots. The frequency of
transmission of the pilot symbols depends on how rapidly the channel changes. Clearly,
this approach is advantageous when the transmission channel is changing relatively
slowly since fewer pilot symbols are required. This technique was proposed for the
K =31 case [36].

5.24 Mobility Support: Picocells

- The achievable integration level and power consumption of a receiver are directly related
to the system sensitivity and selectivity requirements, and consequently, choosing system
features which allow for relaxed requirements is critical for achieving a single-chip, low-
power receiver implementation. Using a picocellular system architecture provides a large
coverage area, and the sensitivity requirement is relaxed by restricting transmission
distances within each cell to less than 5 m with an aggregate transmit poWer of 0 dBm at

each base station.

For hexagonal cells, the cellular reuse factor is restricted to [37]
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Figure 5.3: Cellular reuse pattern with N =4.

N=i*+ij+j*=3,4,7,9,12,... ;.7

where i and j are integers. In the case of K =31, there are six unique 5-bit MLSR
sequences [16]. Consequently, a cellular reuse pattern with N =4 (Fig. 5.3) can be used,
with each of the four cells transmitting at the same carrier frequency but using a different
MSLR code.

In the case of K =15, there are only two unique 4-bit MLSR sequences, so
unfortunately, a similar cellular reuse strategy is not possible. In this case, if a cellular
architecture based on frequency reuse is employed, then the reuse factor should be small,

e.g., K =3, in order to minimize the total system bandwidth.

In both cases, cell site planning should take into account the physical characteristics of
the coverage area in order to minimize the amount of interference between cells, resulting
in relaxed selectivity requirements. In particular, the proposed system should take
advantage of indoor partitions such as floors, ceilings, and walls in order to increase the
isolation between adjacent cells. Moreover, the base stations are restricted to a total
output power of 0 dBm or 1 mW. This relatively low output power is sufficient to cover a
small cell with a 5-m radius while minimizing the amount of interference introduced in

neighboring cells.
5.2.5 Analog Front-End

A block diagram of the analog front-end in the base-station transmitter is illustrated in
Fig. 5.4 [36]. Two 8-bit 100-MHz digital-to-analog converters (DACs) convert the I and
Q digital data streams from the output of the raised-cosine filters to analog signals [38].
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Figure 5.4: Block diagram of base-station transmitter (analog front-end).

The DAC creates unwanted images of the desired signal at multiples of the DAC
sampling frequency. The transfer function introduced by the zero-order hold operation
performed by the DAC provides some attenuation of the unwanted images:

) (a)T)
smj —
2
@

2

|H(jw)|= (5.8)

where T is the sampling period of the DAC. A subsequent second-order low-pass
Butterworth filter provides additional attenuation of out-of-band spectral energy. The
Butterworth response provides a good compromise between maximally flat gain and

linear phase response.

Translation of the baseband I and Q signals to the 2-GHz carrier frequency is based on a
direct-conversion architecture [39]. The frequency translation is performed using two
mixers and an LO fixed at the carrier frequency and operating in quadrature. At the
outputs of the two mixers, the I and Q signals are combined before being amplified by a
power ainpliﬁer (PA). Next, a band-pass filter centered at the carrier frequency further
attenuates out-of-band spectral energy before the signal is transmitted through the

antenna.

One potential drawback of a direct-conversion transmitter architecture is LO pulling [39].
LO pulling occurs when the output signal from the PA corrupts the LO signal, either by
shifting the LO frequency or by deteriorating its spectral purity. LO pulling usually
occurs when the output sigllal from the PA is both close in frequency and comparable in
size to the LO signal. Since small form factor is not as critical in the base-station
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transmitter, physically separating the LO from the rest of the transmitter is one way of
avoiding LO pulling. For example, implementing the LO on a separate chip increases the
isolation between the PA and the LO circuitry and helps to prevent the PA output signal
from corrupting the LO signal. For a single-chip solution, implementing the LO signal as
the product of two lower frequency sinusoids is a second way of avoiding LO pulling. In
this case, the PA output signal does not affect the two oscillators used to generate the LO

signal which operate at frequencies much lower than the carrier frequency.

Finally, the base stations are restricted to a total output power of 1 mW. Not only does
this specification minimize the amount of interference introduced in neighboring cells,
but it also significantly relaxes the design requirements of the PA. A linear PA can be
used and low power consumption can still be achieved despite the low efficiency of linear

amplifiers due to the low output power requirement of 1 mW.
53 Mobile Receiver

The design requirements for the mobile receiver are much more stringent than those for
the base-station transmitter. The portable nature of the mobile unit imposes strict
requirements on the form factor and power consumption of the receiver. The following
sections describe the performance requirements and the architecture of the receiver

beginning with a brief discussion of wireless propagation models.
5.3.1 Propagation Models

In free space, the radiation power density at the receiver is [40]

S _GT})T

= — 5.
R and? (59)

where Gr is the directivity gain of the transmitting antenna, Pris the transmit power, and
d is the distance between the transmitter and the receiver. If the receiving antenna has an
aperture 4, the received power is

P, = AXS,. (5.10)

However, the gain G and aperture 4 of all antennas are related by
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2
A=j—EG. (5.11)

Substituting (5.9) and (5.11) into (5.10) gives

¥ 2
PR = GRGTPT(.Z’B-) (512)

where Gy, is the gain of the receiving antenna. Equation (5.12) can be rewritten as
P, [dBm] = P, [dBm]- L[dB] (5.13)
where Pz and Pr are the receive and transmit powers in dBm, respectively, and L is the
propagation loss in dB:
L[dB] =32.44 +20log f [GHz] + 20logd [m] - G, [dB] - G, [dB]. (5.14)

For example, for transmitting and receiving antenna gains of 0 dB, the propagation loss
of a 2-GHz signal over 5 m is about 52 dB in free space.

In a real wireless transmission environment, the propagation loss seldom behaves as
indicated by (5.12). For indoor wireless propagation, several loss models have been

proposed. One model which is commonly used is similar to (5.12) but assumes that the
received power is inversely proportional to d" [41]:
a:@@g@%ﬂL. (5.15)
4z ) d"
In this case the power index » is determined empirically and is typically greater than two,
accounting for losses due to walls, ceilings, floors and other objects. A second model

which is commonly used assumes the same path-loss model described by (5.12) but
includes an additional loss factor «r[42], [43]:

2
ﬂ:ﬂﬁ%(ﬁ). (5.16)

a 4md

In this case, the loss factor o, also determined empirically, accounts for the signal

attenuation due to shadowing by various objects in an indoor transmission environment.
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A third model, which is the one used in this work, is a combination of the‘ﬁrst two
models and has demonstrated a better fit to experimental measurements [44], [45]:

P =%’£’-(ﬁ)z di" | (5.17)
Equation (5.17) can be rewritten as
P, [dBm] = P, [dBm]- L[dB] (5.18)
where
L[dB]=1010g[ L (ﬂjzd"}+a[dB]- (5.19)
G.G;\ 4

For the proposed system, it is assumed that G, =G, =1, n=3, and that the worst-case
shadowing loss, o is 10 dB.

5.3.2 Receiver Sensitivity

The weakest signal expected to appear at the receiver input determines the sensitivity
requirement of the receiver. For the case of X =15 data channels, two different scenarios
can potentially result in very weak received signals. In the first scenario, all portable units
are located at the edge of the cell and experience the worst case shadowing loss of 10 dB.
The total path loss is given by (5.19):

9 2
L= IOIOg{[%] 5’}+ 10=69.43dB. (5.20)

In this case, the 1-mW transmit power from the base station is equally shared between the
15 data channels, so the transmit power for an individual data channel is

P, =%xlmW=0.067 mW =-11.76 dBm. (:21)

Consequently, for this first scenario, the receiver sensitivity must be better than
-81.2 dBm.
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In the second scenario, all portable units are located at the edge of the cell and all but one
experience the worst case shadowing loss of 10 dB. In order to compensate for the
shadowing loss experienced by the 14 portable units, the base-station transmitter
increases the power of each of the 14 data channels by 10 dB. Since the total transmit
power is limited to 1 mW, the power allocated to the single data channel which does not
experience any shadowing decreases correspondingly. For this data channel, the transmit
power is ten times less than the power of each of the other 14 data channels.
Consequently, the transmit power for the single data channel which does not experience

any shadowing is determined by the following equation:

P, +14x10P, =1mW

1 (5.22)
PT = mmW or —21.5dBm.

For this data channel, the total path loss at a distance 5 m away from the base station is
59.43 dB, so the receiver sensitivity must be better than —80.9 dBm. For both scenarios

described above, the receiver sensitivity requirements are virtually identical.

The receiver sensitivity requirement for the case of K =31 data channels can be
determined in a similar way. When all the portable units are located at the edge of the cell
and experience the worst case shadowing loss of 10 dB, the total path loss is still
69.43 dB. However, the 1-mW transmit power from the base station is now equally
shared between the 31 data channels, so the transmit power for an individual data channel

is
P, =%xlmw = 0.032mW = —14.91dBm. (5.23)

Consequently, the receiver sensitivity must be better than —84.3 dBm.

For K =31, when all portable units are located at the edge of the cell and all but one
experience the worst case shadowing loss of 10 dB, the transmit power for the single data
channel which does not experience any shadowing is determined by the following

equation:
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P, +30x10P, =1mW

1 (5.24)
PT = 56-1' mW or —24.8 dBm.

For this data channel, the total path loss at a distance 5 m away from the base station is
still 59.43 dB, so the receiver sensitivity must be better than —84.2 dBm. Again, for both

scenarios described above, the receiver sensitivity requirements are virtually identical.
5.3.3 Receiver Processing Gain

Since spread-spectrum signals provide processing gain, which enhances the SNR of the
received signal after data recovery, CDMA systems may appear to have an advantage
over frequency-division multiple access (FDMA) or time-division multiple access
(TDMA) systems. Although the SNR of the received signal is indeed enhanced by the
processing gain in CDMA systems, these systems in fact do not have increased noise
tolerance when compared to FDMA or TDMA systems. This section resolves this
common misconception and explains the implications of processing gain on receiver

noise performance.

Consider the CDMA and FDMA systems depicted in Fig. 5.5. Both systems support up to
K data channels and are limited to a total transmission bandwidth of fr and a total
transmit power of Pr. In the FDMA system, both the total transmission bandwidth and

FDMA: kth data channel

1+ 1=

P =P7/K SNR = P/(Nfr)
BW = /K

PSD N

CDMA: kth data channel

=
—'(%)—' - - N *@*@* ‘L
P = PrK SNR = P+/(KNf7) SNR = Pr/(Nf7)

BW=f{r BW=fr Sk

PSD N

Figure 5.5: Comparison of FDMA and CDMA systems.
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the total transmit power are equally divided between the K data channels, so the
bandwidth and transmit power of each data channel are f, /K and P./K, respectively.
After transmission, assume that the signal is neither amplified nor attenuated but is
corrupted by AWGN with a single-sided power spectral density of N. At the receiver, an
ideal band-pass filter with bandwidth f, /K selects the ¥ data channel. The received

signal power is P, /K while the received noise power is Nf,. /K, and consequently, the
SNR for the FDMA system is

P_K P
SNR="Lx-—— =L (5.25)
K Nfy Nfp

In the CDMA system, the total transmit power is equally divided between the X data
channels but since the distinct signature sequences are mutually orthogonal, each data
channel can transmit over the entire system bandwidth. In this case the bandwidth and
transmit power of each data channel are fr and P, /K, respectively. As in the FDMA
system, assume that the transmitted CDMA signal is neither amplified nor attenuated but
is corrupted by AWGN with a single-sided power spectral density of N. At the receiver,
an ideal band-pass filter limits the bandwidth of the received signal to f. At this point,
the signal power of the ¥* data channel is P, /K while the received noise power is Nfr,

and consequently, the SNR of the & data channel is

P 1 P
SNR="Lx——=—L_, (5.26)
K Nf, KNf,

The 4™ data channel is selected by multiplying the received signal by the & signature
sequence. After data recovery, the signal power of the " data channel is still P, /K but
the signal bandwidth is reduced to f; /K. However, the noise power spectral density is

still N since the noise and the & signature sequence are uncorrelated. Consequently, in
the CDMA system, the SNR of the ¥® data channel after data recovery is

P._ K P
SNR=-"Lx— =T (5.27)
K Nfy Nf;
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After data recovery, the SNR of the k* data channel increases by the processing gain K.
However, as expected, the SNR in the CDMA system is exactly the same as the SNR in
the FDMA system, and indeed, the CDMA system does not have an increased noise
tolerance. Although the SNR in the CDMA system does increase by the processing gain
after data recovery, this merely compensates for the lower SNR at the receiver input
resulting from the larger noise bandwidth.

Although the processing gain does not appear to provide the CDMA system any
advantage over the FDMA system in the above example, spread-spectrum techniques do
provide some advantages. In particular, CDMA signals, which are spread across the
entire system bandwidth, are particularly robust against frequency-selective narrowband
fading due to multipath propagation.

5.3.4 Receiver Architecture

Due to its simplicity and potential for high integration, the direct-conversion architecture
(Fig. 2.7) is the most promising candidate for implementing the receiver for the proposed
system [46], [47]. As discussed in Sections 2.3.1 and 2.3.2, receiver implementations
based on the direct-conversion architecture must contend with dc offsets and flicker
noise. Although the low-IF architecture has the advantage of avoiding problems
associated with dc offsets and flicker noise, the wide bandwidth of the desired signal
precludes the use of this architecture, since digitizing the IF signal would require a
prohibitively fast ADC sampling frequency. However, as already discussed in
Section 2.6.1, the wide bandwidth of the desired signal in the proposed system makes the
direct-conversion architecture a very attractive approach since on-chip high-pass filtering
can be used as a very simple and effective way of eliminating dc offsets and low-
frequency flicker noise. The following two sections will review the different techniques
for mitigating the problems associated with dc offsets and flicker noise.

5.3.5 Flicker-Noise Suppression

In the direct-conversion architecture, the flicker noise introduced by the baseband circuits
as well as by the mixer in some cases can corrupt the potentially weak desired signal.
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Since the power spectral density of the input-referred flicker noise of an MOS transistor
is inversely proportional to the device dimensions as given by (2.6), flicker noise can be
minimized by using large transistor sizes. When circuit speed requirements limit the
amount that devices sizes can be increased as well as when the flicker noise performance
is not well controlled, which is the case in many CMOS processes, circuit techniques
such as autozeroing and chopper stabilization can be used to suppress the flicker noise
[48]. The autozero technique is typically implemented using a two-phase clock. During
the first phase, the circuit with flicker noise is disconnected from the signal path and its
flicker noise is sampled and stored. During the second phase, the circuit is reconnected to
the signal path and the stored value of flicker noise is subtracted from the desired signal.
In this technique, the previous value of the noise rather than its current value is subtracted
from the desired signal, and consequently, this technique is effective only when the noise
varies slowly relative to the frequency at which it is sampled. Thus, the autozero
technique essentially high-pass filters this noise and is effective at eliminating low-
frequency flicker noise but not broadband thermal noise. Since this technique requires
that the circuit with flicker noise be disconnected from the signal path, it may not be
compatible with continuous-time applications but is well suited for sampled-data

applications based on switched-capacitor circuit implementations.

Chopper stabilization is a second technique which can be used to suppress flicker noise.
Fig. 5.6 illustrates the chopper stabilization technique applied to an amplifier with flicker
noise. In this approach, the input signal is multiplied by a periodic waveform m;() with
frequency fznop, Which translates the input signal to a higher frequency where flicker noise
is negligible. The resulting signal is then amplified at this higher frequency before being
translated back down to baseband. This final frequency translation is performed by

mq(t) ma(t)

Vin Vout
© Amplifier

Figure 5.6: Chopper stabilization.
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multiplying the amplifier output signal by a second periodic waveform ms(f) also with
frequency fonop.

Although both autozeroing and chopper stabilization are effective in suppressing flicker
noise, both techniques also introduce additional complexity in implementing the
baseband circuits. Consequently, the proposed implementation relies solely on large
transistor sizes to minimize the flicker noise contribution of the baseband circuits. In
addition, on-chip high-pass filtering is used to eliminate the low-frequency flicker noise

introduced by the downconversion mixers.
5.3.6 DC-Offset Compensation

One very simple and effective way of eliminating dc offsets is through capacitive
coupling or high-pass filtering. Since practical single-chip implementations prohibit the
use of very large capacitors and resistors, this method is feasible only for systems with
large signal bandwidths. However, even if the signal bandwidth is large, this method still
results in some BER degradation, since capacitive coupling or high-pass filtering
removes low-frequency signal energy along with dc offsets. Fig 5.7 illustrates the effects
of high-pass filtering on an otherwise ideal signal constellation for the proposed system
with K =15. For simplicity, the transmitted signal consists of a single data channel while

1 ! T T 1
0.5 F oo ................... , ................... ~. ................. 4

0 - ...................................
08 e . .....................................

" * pro-comelation ‘
© post-comrelation
-1 i : i
-1 -05 0 05 1

Figure 5.7: Effect of high-pass filtering. (a) 100 kHz. (b) 500 kHz.
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Figure 5.8: (a) K =15 spreading code. (b) After 500-kHz high-pass filter.

data recovery is performed using a single-user correlator (Section 5.3.12). As seen from
the signal constellations before data recovery, high-pass filtering results in ISI. In
particular, the 500-kHz high-pass filter results in significantly more ISI than the 100-kHz
filter. In both cases, however, after data recovery, the signal constellations are close to
ideal.

In order to gain a better understanding of the effect of high-pass filtering on the
performance of the proposed system, consider the X =15 spreading code in (5.1). For

this sequence, the discrete-time autocorrelation function is

{15’ m=0 (5.28)

15
glm] =3 s[nls[n+m] = L m#0

n=l

and the average power, Pay, is ¢[0]=15. Fig. 5.8 illustrates the detrimental effects of
filtering this sequence with a 500-kHz high-pass filter. However, correlating this signal
with the original spreading sequence results in P,, =14, a degradation in signal power of
only about 0.27 dB. Consequently, after correlation, the effect of the ISI introduced by

the high-pass filter is reduced, as evident in the signal constellations illustrated in
Fig. 5.7.

In order to approximate the SNR degradation resulting from high-pass filtering, first
consider a received signal with a single-sided bandwidth of f;, as depicted in Fig. 5.9.
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Figure 5.9: Signal and noise power spectral densities.

The signal has a constant PSD of P, /2f,, over this frequency range, so the total power

is Psjg. This signal is corrupted by AWGN with PSD N /2, and the resulting SNR is
given by

By
SNR = —=-, (5.29)
sig
After data recover, the signal power and the noise PSD remain unchanged, but the signal

bandwidth decreases by the spreading factor K. Thus the resulting SNR is

KP,
SNR = —=%, (5.30)
Nf:ﬁg

Next suppose that a first-order high-pass filter is used to remove the dc offsets from the
received signal. The transfer function of such a filter is given by

H(fs—0"8 (5.31)

1 — j f HPF
d
where fypr is the corner frequency of the high-pass filter. The high-pass filter removes the
low-frequency content of both the desired signal as well as the noise, and consequently,
the SNR before and after high-pass filtering are identical. After data recovery, the signal

power remains unchanged and is given by

Pur = | |H(N| =22-df =P, [1 sl HEp a:ctan[—fi]] (5.32)
i - f'!; | zfsig f;sg Srer

while the signal bandwidth decreases by the spreading factor K. In addition, the
correlation process whitens the filtered noise, and after data recovery, the noise PSD is
N/2. The resulting SNR is
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Figure 5.10: Simulated transmit spectrum.

KP,
SNR = Xwr _ s 1-ﬁ'iarctan(ﬁg‘] (5.33)
‘Nf:ﬂg Nf;ig f;ig

and the SNR degradation resulting from high-pass filtering is

fHPF fn’e J
L=1-2E —. 5.34
f:n' araan(fﬂl’l-‘ ( )

For f.

simulations, the SNR degradation in this case is approximately 0.1 dB. The calculated
value is slightly pessimistic since the received signal actually does not have a constant

=25MHz and fy, =500kHz, the SNR degradation is about 0.14 dB. From

PSD. The K =15 sequence in (5.1) has very little spectral content near dc with an
average value of about 0.067. The simulated PSD is illustrated in Fig. 5.10.
Consequently, by using spreading codes with little or no spectral content near dc, the
SNR degradation after high-pass filtering can be minimized. Moreover, for wideband
signals, the resulting degradation in spectral efficiency due to such coding is
insignificant.

As discussed in Section 2.3.1, dc offsets originate from multiple sources, including LO
self-mixing, even-order distortion, and systematic offsets in the baseband circuits. If dc
offsets are removed immediately prior to analog-to-digital conversion, the dc offsets from
earlier stages can still saturate the subsequent baseband stages prior to dc-offset removal
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Figure 5.11: DC offset removal. (a) Before ADC. (b) After mixer.

(Fig. 5.11a). Alternatively, if dc offsets are removed immediately after frequency
translation to baseband, the dc offsets caused by subsequent baseband stages can still be
problematic (Fig. 5.11b). In the latter approach, the dc offsets introduced by the
subsequent baseband stages can be minimized by using the same techniques used to
reduce flicker noise, such as using large transistor dimensions, autozeroing, and chopper
stabilization (Section 5.3.5). Alternatively, additional coupling capacitors or high-pass
filters can also be used to remove the dc offsets in these subsequent stages.

In the proposed implementation, a high-pass filter is located immediately after the mixer
along each of the I and Q signal paths in order to remove dc offsets. This filter is
effective in removing dc offsets caused by LO self-mixing but does not address the dc
offset problem in subsequent baseband stages. The proposed implementation relies on
large tramsistor dimensions as well as layout techniques which improve transistor

matching in order to minimize the dc offsets introduced by these baseband stages.

Finally, although capacitive coupling or high-pass filtering using on-chip capacitors and
resistors are simple and effective ways of eliminating dc offsets for wideband systems,
this technique is not feasible for narrowband systems based on the direct-conversion
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architecture. For these systems, the narrow bandwidth of the desired signal requires very
large capacitance and resistance values for removal of the dc offsets. One alternative is to
use off-chip components for these passive structures. However, this approach is
inconsistent with the goal of a highly-integrated implementation. An overview of some
the techniques used for dc-offset cancellation in direct-conversion narrowband receivers

is provided in Appendix B.
5.3.7 Receiver Noise Figure

The required noise figure is determined from the receiver sensitivity as given by (4.6),

which is repeated here for convenience:

NF[dB]= P, [dBm]-10log(Af [Hz])— SNR,, [dB]+173.8. (5.35)

sig

In order to guarantee an average BER of 107 an SNR of approximately 15 dB is
required [22]. This specification assumes a multipath transmission channel with QPSK
modulation. If data recovery is performed in the digital section of the receiver, the
required SNR at the output of the analog section is relaxed by an amount equal to the
processing gain. The processing gains for K =15 and K =31 are 11.76 dB and
14.91 dB, respectively. For a system bandwidth of 32.5 MHz, the noise figure must be
better than 14.2 dB in both cases. The noise figure requirements for both cases are
virtually identical since the larger processing gain in the K =31 case offsets its more

stringent sensitivity requirement.
5.3.8 ADC Performance

The proposed direct-conversion receiver requires two ADCs, one for each of the I and Q
baseband channels. The partitioning of receiver functions between the analog and digital
sections directly impacts the performance requirements of the ADCs [49]. Two possible
configurations are illustrated in Fig. 5.12. The I and Q channels are identical, so for
simplicity, only one channel is shown. In the architecture depicted in Fig. 5.12a, data
recovery is performed in the digital section after analog-to-digital conversion. In this
case, the sampling rate of the ADC must be at least 25 MHz in order to avoid destructive
aliasing. In the architecture depicted in Fig. 5.12b, data recovery is performed in the
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Figure 5.12: (a) ADC before data recovery. (b) ADC after data recovery.

analog section prior to analog-to-digital conversion. In this case, the Nyquist sampling
rate requirement of the ADC is reduced to the symbol rate of 1.67 MHz for K =15 or
0.81 MHz for K =31. Determining the resolution requirements of the ADCs is not as
straightforward since these requirements depend heavily on the specific algorithms used
for data recovery. For example, for CDMA systems which rely on single-user techniques
(Section 5.3.12) for data recovery, the architecture depicted in Fig. 5.12a typically
requires approximately four bits of resolution in the ADC [18], [50], while the
architecture depicted in Fig. 5.12b requires only one bit of resolution in the ADC [49].
For this example, based on the ADC requirements alone, the architecture depicted in
Fig. 5.12b appears to be the obvious choice, since the ADC has both a lower sampling

rate requirement as well as a lower resolution requirement.

However, a fair comparison of the two architectures must also take into account the
implementation of the data recovery algorithm. For CDMA systems which rely on single-
user techniques for data recovery, the power consumption of an analog implementation of
the data recovery algorithm is about the same as that of a digital implementation [49], and
consequently, the architecture depicted in i*‘ig. 5.12b still appears to be the obvious
choice. Nevertheless, the architecture depicted in Fig. 5.12a may actually be more
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attractive for several reasons. First, a digital implementation of the data recovery
algorithm provides increased design flexibility. Since digital implementations can take
advantage of circuit synthesis techniques, much faster design times are possible. Second,
the continued scaling of CMOS technology results in significant improvements in the
speed, size, and power consumption of digital circuits. In contrast, the scaling of CMOS
technology has actually hindered the design of analog circuits, mainly because of
decreasing supply voltages [51]. Finally, for receivers which rely on more advanced
techniques for data recovery, a digital implementation may be the only feasible
alternative. In order to increase system performance, receivers are beginning to
incorporate more advanced algorithms for timing synchronization [19] and data
detection, such as multiuser techniques [52]. While the complexity of these algorithms
along with the decreasing supply voltages of CMOS processes result in very challenging
analog implementations, these algorithms are actually very well suited to low-power
digital implementation techniques [5]. As a result, the benefits of a digital
implementation of the data recovery block may actually outweigh the disadvantages of
implementing an ADC with higher speed and resolution requirements. Consequently, the
proposed direct-conversion receiver is based on the configuration depicted in Fig. 5.12a.
The remainder of this section focuses on the performance requirements of the I and Q
ADC:s in the proposed architecture.

In order to avoid destructive aliasing, the sampling rate of each of the I and Q ADCs must
be at least 25 MHz. Although the single-sided bandwidth of the desired signal is actually
16.25 MHz, a minimum sampling rate of 25 MHz rather than 32.5 MHz is actually
sufficient to avoid aliasing, despite the forebodings of the Nyquist Sampling Theorem,
which states that a signal with single-sided bandwidth fz is uniquely represented by
samples taken at the Nyquist frequency, f, 22f, [16]. In the proposed system, the
bandwidth expansion results from the raised-cosine pulse-shaping filter with 30% excess
bandwidth, which satisfies the Nyquist criterion for zero ISI [16]. The equivalent low-
pass transmitted signal can be expressed as

Y& = Ix(t-nT) (5.36)
n=0
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where {I,} represents the discrete symbol sequence and x(7) is the raised-cosine pulse
given by (5.5). The single-sided bandwidth of y(7) is (1+ £)/2T . If y(¢) is sampled at

f, =1/T then the resulting sequence is

YRD) = Y LAk -mT], k=0,1,2,...
n=0

<&, sin[z(k—n)] cos[zB(k —n)]
—;Iu ak—n) 1-48%(k-n)? (5.37)
=] &
since
i I, sin[z(k —n)] cos[zfB(k — n)] _o. 6538

~ z(k—n) 1-4B%*(k~n)?

n#k

Consequently, when the transmitted symbol sequence is shaped by a raised-cosine pulse
resulting in a single-sided bandwidth of (1+ £)/2T, a minimum sampling rate of 1/7
rather than (1+ £)/2T is required in order to recover the desired symbol sequence. For
the proposed system, the minimum ADC sampling rate requirement is 25 MHz.
However, the sampling rate may actually be greater than 25 MHz since oversampling the
received signal facilitates digital timing recovery.

Next, the resolution requirement of each of the I and Q ADCs is determined [22]. The
mean square value of the quantization error introduced by the ADC is given by (3.32) and
is repeated here:

2 1. Vs
ol =—x-8 5.39
© 127 2% 39

In the proposed system, each of the received baseband I and Q signals can be represented

as

K
r[n1=r‘5—2a,,bkgk[n] (5.40)

k=1
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where a,/ J2, b, and gi[n] are the amplitude, bit sequence, and spreading code,
respectively, of the £ data channel. The signal r{r] may be approximated as a Gaussian

random variable with zero mean and variance

K
ol = %Zaf . 541

k=1

If the signal amplitude has a Gaussian distribution, then only 0.064% of the samples have
an amplitude greater than 40, [21]. Thus, by setting

-V-Z@-=4a, (5.42)

(5.39) becomes
64 & S
1 _2_;“: g 2l

0'3 ‘—’Ex 2R =§X k;lZR . (5.43)

For the ¥ user, the output SNR is

2

SNR =
207
2
= 2ot (5.44)
pX
k=1
a2
=-7.27+6.02R +10log——*—dB.

pILH
k=1

In order to guarantee an average BER of 10~ an SNR of approximately 15 dB is
required [22]. Assuming that the receiver noise is dominated by thermal noise, then the
SNR due to only quantization noise must be much better than 15 dB. Since data recovery
is performed in the digital section of the receiver, the required SNR at the output of the
ADC is relaxed by an amount equal to the processing gain. For an SNR of 25 dB due to
quantization noise alone, the ADC resolution requirement is 6 bits for both X =15 and
K =31 when all data channels equally share the total transmit power. If power control is
employed at the base station, then the ADC resolution requirement is more stringent due
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to the increased dynamic range of the received signal. If the transmit power of the " data
channel is ten times less than the power of each of the other X —1 data channels, then the
SNR of the £™ data channel after data recovery is

1
SNR =-7.27+6.02R +10log——— 1+ 10lo0gX.. 5.45
Blitox—7) " 8 (543)

In this case, for an SNR of 25 dB, the ADC resolution requirement is 7 bits for both
K =15 and K =31.

5.3.9 Receiver Gain

The receiver gain requirements are determined by the minimum and maximum signal
levels expected to appear at the receiver input. Since the proposed system is designed to
operate over short distances, out-of-band interference is assumed to negligible. The
minimum gain requirement is determined by the largest in-band signal appearing at the
receiver input. Assuming that the minimum separation between the transmitter and the

receiver is 1 m and that no shadowing losses occur, the minimum path loss is given by
9 2
L=101og{| ZEXAV) | 151 _ 38 4648 (5.46)
3x10

For a transmit power of 0 dBm, the maximum received power is —38.46 dBm. Assuming
a 1-V swing for the baseband circuits, the minimum receiver gain is

G =13.01dBm - (-38.46 dBm) = 51.47 dB. (5.47)

Similarly, the maximum gain requirement is determined by the smallest in-band signal
appearing at the receiver input. Assuming that the maximum separation between the
transmitter and the receiver is 5 m and that the maximum shadowing loss is 10 dB, the
maximum path loss is 69.43 dB as given by (5.20). For a transmit power of 0 dBm, the
minimum received power is —69.43 dBm. Again, assuming a 1-V swing for the baseband
circuits, the maximum receiver gain is

G =13.01dBm - (-69.43dBm) =82.44dB. (5.48)
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Consequently, the receiver must have a dynamic range of at least 31 dB. One approach is
to increase the ADC resolution in order to accommodate this dynamic range. However,
doing so exacerbates the already stringent design requirements of the ADC.
Alternatively, an automatic gain control (AGC) loop can be used to adjust the gain of the

receiver depending on the received signal power.
5.3.10 Receiver Distortion

The distortion performance of a receiver is determined by the anticipated levels of out-of-
band interferers relative to the level of the desired signal. For the proposed system,
specifications for worst-case out-of-band blocker levels are not available, and thus, the
receiver intermodulation distortion requirements cannot be precisely determined.
However, the desired signal in the proposed system is generally stronger than potential
out-of-band interferers due to the short transmission distances. Consequently, the
intermodulation distortion performance of the proposed receiver is not particularly
stringent. |

Finally, since the received signal can be as large as —38.46 dBm as described in
Section 5.3.9, the 1-dB compression point of the receiver must be better than

—-38.46 dBm.
5.3.11 Receiver AGC Loop

In the proposed system, the received signal can be as small as —-69.43 dBm or as large as
—38.46 dBm. Without gain control, a weak received signal will not take full advantage of
the dynamic range of the ADC. Moreover, a very strong signal will saturate the analog
circuits in the receiver. For the proposed system, an AGC loop with a dynamic range of
31 dB is used to adjust the amplitude of the received signal.

Since the AGC loop must set the proper gain before the ADC in order to take advantage
of the full dynamic range of the ADC, many AGC loops are designed using only analog
circuits. In this case, the gain of an analog variable-gain amplifier (VGA) is adjusted
based on the signal amplitude, which is determined using an analog peak detector circuit
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Figure 5.13: AGC architectures. (a) Feedforward. (b) Feedback.

[53]. For the proposed system, the AGC loop is partitioned between analog and digital
circuits. The gain control algorithm is implemented in the digital section and then the
proper gain setting is fed back to the analog VGA.

Two types of AGC loops are illustrated in Fig. 5.13. The feedforward AGC generally
converges faster than the feedback AGC. Moreover, feedforward loops generally do not
have stability problems. However, the feedforward architecture is not very amenable to a
mixed-signal implementation. The multiplier or VGA must precede the ADC in order to
set the proper signal amplitude at the ADC input. Consequently, in order for the gain-
control algorithm to be performed digitally in the feedforward AGC, an additional ADC
is required at the input of the gain-control block. In the feedback AGC, only a single
ADC is required. Consequently, the AGC loop for the proposed system is based on the
feedback architecture. By designing the VGA to have discrete gain settings, the digital
signal can control the VGA directly without the need for a DAC. Since the AGC loop for
the proposed system must have a dynamic range of 31 dB, the gain can be set by
activating various combinations of five amplifiers with gains of 1 dB, 2 dB, 4 dB, 8 dB,
and 16 dB.

In order to determine the correct gain, an estimate of the received amplitude is required.
The amplitude estimate should be robust even in the presence of receiver impairments
such as circuit noise, frequency offset, and distortion. For the proposed system, the
estimate is based on both the I and Q data, which in the ideal case, form a four-point
constellation centered and symmetric about the origin. Three methods of amplitude
estimation are [54): ‘

1. JIP+Q? (5.49)
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2. |I]+]@Q] (5-50)
3. max(||,jQ)+5min( 7 ],| Q]). (3.51)

If the receiver is noiseless and the only impairment is the frequency offset between the
transmitter and receiver oscillators, then the constellation will rotate along a circle as
illustrated in Fig. 3.12. The I and Q data can be represented as, respectively,

I =1, cos(Awt) (5.52)

0 =0, sin(Awt) (5.53)
where Aw is the frequency offset and |7, | = | Q, | for an ideal constellation. Assuming
that |I,| = |Q, | =1, (5.49) becomes

1/12 +0* =1. (5.54)

Similarly, (5.50) and (5.51) become, respectively,
[ 1]+]Q] = | cos(Awp) | + | sin(Awr) | (3-55)
max(| I|,| @) +7min(| I |,| @ |) = max[| cos(Aw 1) |,| sin(Aw #) [ +
Fmin[| cos(Awr) |,| sin(Aw) .

(5.56)

These three estimates are plotted in Fig. 5.14. The amplitude estimate given by (5.54) is
constant over time and the average value is equal to one. A low-pass filter can be used to
reduce the variation in the estimates given by (5.55) and (5.56). If the low-pass filter
~ bandwidth is sufficiently small, then the output of the low-pass filter is simply the
average value of the input. The average values of (5.55) and (5.56) are, respectively,

8
2 <127 5.57
2 (5-37)

2 ;‘5‘ ~1.09. | (5.58)

For practical low-pass filter implementations, some variation still exists, and
consequently, (5.49) provides the best amplitude estimate when the receiver is noiseless

and the only impairment is frequency offset.
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Figure 5.14: Amplitude estimates with frequency offset Aw.

When the noise power is significantly larger than the signal power, then the performance
of all three estimates is comparable. In this case I and Q are given by, respectively,

I=1I,cos(Awt)+N, = N, (5.59)
Q=0,sin(Aw)+ N, =N,. (5.60)

Assuming that the noise components are both independent Gaussian random variables

with zero mean and variance, o7 , the expected value of the estimate given by (5.49) is

E[‘\/I2 +0*1=EV] (5.61)

where ¥ =4I +Q® is a Rayleigh random variable [55] with mean and variance given

by, respectively,
4
Er]= 50',,, (5.62)
VAR[V]=(2—%J0‘§,. (5.63)

The expected value of the estimate given by (5.50) is

E[|I|+|Q|]=zﬂx|J2i”ae?dx=zgaN (5.64)
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Figure 5.15: Equivalent combiner for feedback AGC loop based on (5.49).

while the expected value of the estimate given by (5.51) is

1 _3[2
E[maX(II b QD+ min(7},|Q I)]— 2\/;0'1\(- (5.65)

The gain-control algorithm can be implemented using an adaptive least mean squares
(LMS) algorithm [56]. The equivalent combiner for a feedback AGC loop based on
(5.49) for amplitude estimation is illustrated in Fig. 5.15. The error signal e(k) is given by

e(k) =d(k)—- g(k),/x,2 (k) + x5 (k) . (5.66)

Adaptation using the stochastic gradient descent method results in the following update

equation:

gk +1) = g(k) -ﬂgg%;;{‘;-ez (k)} = g(k)— ue(k) ag"zk)

where 4 is the step size. Taking the partial derivative of e(k) with respect to g(k), (5.67)

{e(k)} (5.67)

becomes

glk+1) = g(k) + pe(k)yx] (k) + x5 (k) . (5-68)

The stability criterion for this algorithm is determined by first setting

d(k) = p\[x2 (k) + x5 (k) . (5.69)

The prediction error is then

e(k) = d(k) - y(k) = [¢—g(k)]Jx? (k) +xp(k) . (5.70)
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The parameter error vector update is

glk+)=9g—-g(k+1)
= ¢— g(k) - ulp - g()][x? (k) +x3 (k)] (5.71)
= g(k) {1 - ulx? (k) + x5 ()]}

and the summed squared parameter error increment is

g (k+D)-g () =—pg MO ®+B5EIR2- M2 @ +2@D.  (5.72)

If the algorithm converges, then the parameter error vector update at time & +1 must be
less than that at time k. Consequently, the summed squared parameter error increment
must always be negative. For a positive step size /4, the following relationship must be
satisfied if the algorithm converges:

2

0 —_—
A mam

(5.73)

Implementation of the update equation in (5.68) requires the calculation of

1/xf (k)+x5(k), which may be achieved by dividing y(k) in Fig. 5.15 by g(k). This
division operation may be eliminated by using the sign-data algorithm [57] instead of the
stochastic gradient descent method described above. Adaptation using the sign-data
algorithm results in the following update equation:

gk +1) = g(k) + e(k)sgnly[x? (k) + x2 (k)]. (5.74)
Since
JE®+x5%) >0 (5.75)
(5.74) becomes

gk +1) = g(k)+ pe(k). (5.76)

The stability criterion is determined by rewriting (5.76) as
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glk+1) =gk) +———= m_ e(k)w/ x; (k) + xQ (x). 677
X0

Comparing (5.77) with the update equation for the stochastic gradient descent algorithm
in (5.68), the sign-data algorithm is stable if

O<uc< 2 . (5.78)

VX )+ x3(k)

The computational complexity can be further reduced by eliminating the square-root
operation. In this case, the square of the signal amplitude, instead of the signal amplitude
itself, is estimated:

I*+0%. (5.79)
The equivalent combiner is illustrated in Fig. 5.16. The error signal e(k) is given by
e(k) = d(k) - y(k) = d(k) - g* (k)[x] (k) + x5 (K)]. (5.80)

Unfortunately, the error signal is not linear in g(k), and consequently, the techniques used
to analyze the stochastic gradient descent and sign-data algorithms cannot be applied in
this case. An update equation which results in a simple implementation is given by

gk +1) = g(k) + pe(k). (5-81)

The performance and stability of this algorithm is beyond the scope of this discussion and
the interested reader is referred to [58] for more details. From simulations, the
performance of this algorithm is very similar to that of the sign-data algorithm using

0T w

oK) Y&, o(k)

Xo(k)A’é—'( P

Figure 5.16: Equivalent combiner based on I* + Q2.
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Figure 5.17: Equivalent combiner for feedback AGC loop based on (5.50).
(5.49) for amplitude estimation.

The equivalent combiner for a feedback AGC loop using (5.50) for amplitude estimation
is illustrated in Fig. 5.17. The error signal e(k) is given by

e(k) =d(k)—[| g(k)x, (k) | +| g(k)x, (k) []. (5.82)
Since g(k) >0, (5.82) becomes
e(k) = d(k)—g(®)[| x, (k) |+ | xo (k) []. (5.83)
Adaptation using the stochastic gradient descent method results in the following update
equation:
gk +1) = g(k) + pe(k)l| x, (k) | +| x, (k) [] . (5.84)
And the stability criterion is given by

2
“To®+x® T

<u (5.85)

In this case, the computational complexity can also be reduced by using the sign-data
algorithm rather than the stochastic gradient descent method. Adaptation using the sign-
data algorithm results in the following update equation:

g(k+1) = g(k) + pe(k)sgnl| x, (k) | +| x, (k) 1. (5.86)
Since

lx, ()| + o (B)] > 0 (5.87)

116



x,(k)—.(%—o T a(K)

o v, e(k

xo(")—’é)——' 11 i min

Figure 5.18: Equivalent combiner for feedback AGC loop based on (5.51).

(5.86) becomes
gk +1) = g(k) + pe(k). (5.88)
This algorithm is stable if

2
@+ ®]

O<u (5.89)

Finally, the equivalent combiner for a feedback AGC loop using (5.51) for amplitude
estimation is illustrated in Fig. 5.18. The error signal e(k) is given by
e(k) = d(k) — {max[| g(k)x, (k) |,| g(k)xo (k) [+

1 . (5.90)
Emm[l gk)x, (k) .| g(k)xo (%) |1} -

Since g(k) >0, (5.90) becomes

e(k) =d(k) = g(k){maX[I x; (B) b xo(R) (] +%min[| x (k) ;] %o (k) I]} . (591

Adaptation using the stochastic gradient descent method results in the following update

equation:
glk+1) =g(k)+ xle{k){maxn x (k) || xo () 1+ %min[l x (k) |,| xo (k) Il} . (5.92)

And the stability criterion is given by
2

2
{maX[I x (k) || xo (K) [+ %minll x; (k) |, xo (%) l]}

O<ux< (5.93)
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Again, the computational complexity can be reduced by using the sign-data algorithm
rather than the stochastic gradient descent method. Adaptation using the sign-data
algorithm results in the following update equation:

gk +1) = g(k) + pe(k) Sgn{maX[I x(0) || xo (k) 1+ %min[l x; (k) |,] xo (k) l]} - (3.99)

Since
max] %, () bl 2 () [+ 2 min] , ) b1 xp(8) 1> 0 (5.95)
(5.94) becomes
glk+1) = g(k) + (k). (5.96)
This algorithm is stable if
0O<pu< 2 (5.97)

max[| x, (k) |, xo (k) 1+ %minll x (k) ] xo (k) 1]

The sign-data LMS algorithm based on (5.79) for amplitude estimation offers excellent
performance under both high SNR and low SNR conditions. However, implementation of
this algorithm requires two squaring circuits as illustrated in Fig. 5.16. In contrast,
implementation of the sign-data LMS algorithm based on (5.50) is much simpler,
requiring two absolute value circuits instead of two squaring circuits. Moreover, if a sign-
magnitude number representation is used, the absolute value operation is trivial.
However, this algorithm performs poorly under high SNR conditions since amplitude
estimates using (5.50) result in large variations as illustrated in Fig. 5.14. The sign-data
LMS algorithm based on (5.51) for amplitude estimation provides a good compromise
between good performance and ease of implementation. Implementation of this algorithm
requires just two absolute value circuits and two comparators, while multiplication by 1/2
can be accomplished by a simple shift operation. Moreover, this algorithm offers good
performance under high SNR conditions. The variations in the amplitude estimates using
(5.51) as illustrated in Fig. 5.14 can be minimized by passing the estimates through a

low-pass filter.
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Figure 5.19: AGC loop based on sign-data LMS algorithm using (5.51).

An AGC loop based on the sign-data LMS algorithm using (5.51) for amplitude
estimation is illustrated in Fig. 5.19. The AGC loop converges without the need for
timing recovery since the amplitude estimation algorithm accounts for frequency offsets
between the transmitter and receiver oscillatofs. The performance of this AGC loop is
evaluated using Simulink. The ADCs are modeled by the simple behavioral model
depicted in Fig. 4.16. Each of the ADCs samples the input signal at 25 MHz and
quantizes it to 8 bits. Amplitude estimation based on (5.51) is performed after the I and Q
ADCs and the digital update signal g(k) controls both the I and Q VGAs. For simplicity,
each of the VGAs is modeled as a multiplier.

Simulations reveal a potential problem with the AGC loop depicted in Fig. 5.19. The time
constant of the sign-data LMS algorithm is inversely proportional to the step size and the
amplitude estimate [57]

1
,u{max[l x; (k) | x, () [1+ %min[l x, (k) || x5 (k) I]}

T o (5.98)

For a fixed step size, the time constant depends on the amplitude of the input signal, and
consequently, a step size which results in fast convergence for weak input signals may be
too large for strong input signals, resulting in convergence noise, or perhaps even worse,
the loop may become unstable. Conversely, a step size which results in fast convergence

for strong input signals may be too small for weak input signals, resulting in very slow
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Figure 5.20: Performance of AGC loop depicted in Fig. 5.19.

convergence. As illustrated in Fig. 5.20, a step size of x=0.005 results in fast

convergence for large input signals but very slow convergence for small input signals.
This simulation takes into account all receiver impairments including a receiver noise

figure of approximately 13 dB and a frequency error of 50 ppm.

One way of speeding up the convergence time for all signal amplitudes is to use the
normalized LMS algorithm [57]. The update equation for this algorithm is

g+ =g)+ = (599)
max{] , () b x (k) [+ minl] 3, () b 2o ()

and the time constant is independent of the amplitude estimate:

1
Toc—, (5.100)
y7i

Consequently, for a fixed step size, this algorithm results in the same convergence time
for all input signal amplitudes. Unfortunately, implementation of the update equation in
(5.99) requires division by the amplitude estimate.
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Figure 5.21: AGC loop based on the update equation in (5.101).

Fig. 5.21 illustrates the AGC loop for the proposed system. This AGC loop is based on an
adaptive algorithm which converges rapidly for all signal amplitudes. The update
equation for this algorithm is

gk +1)=g(k)+ ug(k)e(k). (5.101)
A loose bound for the stability of this algorithm is

2

1 .

g(k){maX[l x, (k) | xo (k) [1+ Emln[l x (k) ;] xo (k) l]}

O<pu< (5.102)
and the time constant is

1 21
et maxtl, () xg 8+ minlx (DL gD 44

T (5.103)

The time constant for this algorithm is only weakly dependent on the input signal
amplitude. Although the implementation of this algorithm requires an additional
multiplier, the benefit in performance is significant. As illustrated in Fig. 5.22, for the

same step size of x = 0.005, the AGC loop converges much more rapidly for weak input

signals without affecting the convergence performance for strong input signals.

5.3.12 Multiuser Detection

121



~— weak signal
~— strong signal

Figure 5.22: Performance of AGC loop depicted in Fig. 5.21.

In the proposed system, data recovery is performed using multiuser detection [22], [52].
This section provides a brief overview of detection algorithms for CDMA systems before
describing the adaptive multiuser detection algorithm used in the proposed system. The
interested reader is referred to [22] for a more detailed discussion.

In the proposed system, each of the baseband I and Q signals at the transmitter can be

represented as
s[n]= J-Zakbkg,,[nl (5.104)

where a,/ V2, by, and gin] are the amplitude, bit sequence, and spreading code,

respectively, of the & data channel. Assuming that the signal is corrupted by AWGN
with PSD N/2 during transmission and that perfect timing synchronization and gain
control are maintained at the receiver, then each of the baseband I and Q signals at the
ADC outputs can be represented as

K
rim] =%Zla ;b,8,;[m]+ n[m] (5.105)

where n[m] is a discrete-time random process representing the sampled noise.
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Figure 5.23: Single-user detector.

The conventional single-user detector used for data recovery in CDMA systems is
illustrated in Fig. 5.23. This approach is commonly used for data recovery in the mobile
receivers of many CDMA systems, including the IS-95 standard for digital cellular
telephony, because of its simplicity and ease of implementation. In this approach, the #"
data channel is recovered by multiplying the received signal r[m] with the £ signature

sequence and accumulating the result over K samples:

K
v =D rimlg,[m]

m=1

=J_Zzajbjgj[m]gk[m]+Zn[m]gk[m] (5'106)
m—-l Jj=1
ﬁakb ng[m]gk[m]+ Z]Zla gj[m]gk[m]"'zl”[m]gk[m]o

Jek

If the signature sequences are orthogonal,

gggj[m]gk[m] {1 j : : (5.107)
then (5.106) becomes
1 X
Vi = zaby +mz=;n[m]gk[m]- (5.108)

In this case, system performance is noise-limited and the single-user detector is the
optimum detector. However, when the signature sequences are not orthogonal, as in the
case of the proposed system, the second term in (5.106) can be significant. For the MLSR
signature sequences used in the proposed system,

L& . =k
Zzg,[m]g,,[m] {1/1{ ek (5.109)
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and (5.106) becomes

K K
Vi =—Jl_5a,,bk —-\/%EZa,.b, + n[mlg,[m]. (5.110)

=1 =]
Jok "

The interference from the other data channels can be significant, especially if any of the
amplitudes a; are sufficiently larger than the amplitude of the desired data channel. In this
case, system performance is limited by multiple-access interference (MAI) and the

single-user detector is no longer the optimum detector.

The decorrelating detector is the first of two linear multiuser detectors described in this
section for performing data recovery in CDMA systems (Fig. 5.24). The detector output

18

b=
sgn(z)_l (.111)
=sgn(R7y).
The vector y represents the output from the K correlators and is given by
y=RAb+n (5.112)

where R is the cross-correlation matrix of the signature sequences with the entries of R

given by

R(i,j)=7‘(-2g,[m]gj[m] (5.113)

? O Y1 Zy :F 61
g1lm]
m] ——¢ : R-1
YK ZK -~
—'(%—-(:)—' "o
gim) '

Figure 5.24: Decorrelating detector.
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Aisa K xK diagonal matrix of the amplitudes,

aq 0 0 O

1{0 a 0 O
A=— . 5.114
Tlo o - o (5.114)

0 0 0 a4

b is a vector of the binary antipodal data streams, and n is a noise vector. The detector

output is

b =sgn(R™'y)
= sgn(R"RAb +R"'n) (5.115)
=sgn(Ab+R™n).

Consequently, the decorrelating detector eliminates MAI, and when the system
performance is interference-limited, the decorrelating detector is the optimum detector.

However, since R™(k,k) 21, the decorrelating detector eliminates MAI at the expense

of noise enhancement, and when system performance is noise-limited, the decorrelating

detector is no longer the optimum detector.

The decorrelating detector depicted in Fig. 5.24 recovers all X data channels. However, in
many cases, only a single data channel needs to be recovered at the mobile receiver.
Fig. 5.25 illustrates an implementation of the decorrelating detector which recovers only
the &® data channel. This detector is very similar to the single-user detector illustrated in
Fig. 5.23. However, in this case, the received signal 7{m] is multiplied by a modified
signature sequence h[m]:

hyml =3 R (g, [m]. (5.116)

i=1

r[m]—.(%_.@_y"_.:}:-——n;;

K
hdm] = 2 R-1(k,i)xgilm]

Figure 5.25: Decorrelating detector for a single data channel.
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Figure 5.26: MMSE detector.

Finally, a second linear multiuser detector for performing data recovery in CDMA
systems is the minimum mean-square error (MMSE) detector depicted in Fig. 5.26. In

this approach, the algorithm attempts to minimize the mean-square error between b and
z. The detector output is

b = sgn(z)

a2 G

where R is the cross-correlation matrix of the signature sequences, the vector y represents
the output from the X correlators, N/2 is the PSD of the AWGN, and I is the identity
matrix. The performance of the MMSE detector approaches that of the decorrelating
detector when N — 0, while its performance approaches that of the single-user detector
when N — oo . Consequently, the MMSE detector provides a good compromise between

MAI suppression and noise enhancement when the system is neither interference-limited

dy

rim)

—> €k

adaptive
algorithm |

Figure 5.27: Adaptive MMSE detector for a single data channel.
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nor noise-limited.

Data recovery in the proposed system is performed by an adaptive MMSE detector which
recovers only a single data channel as illustrated in Fig. 5.27. The received signal r[m] is
multiplied by an adaptive sequence ci[m]. Adaptation of c{m] in the MMSE detector is
achieved through the LMS algorithm. Additional details about the adaptive MMSE

detector used in the proposed system is described in [22].

5.3.13 Summary

A block diagram of the proposed receiver is illustrated in Fig. 5.28. The receiver is based
on a direct-conversion architecture and dc offsets are eliminated by high-pass filtering the
I and Q signals immediately after translating the RF signal down to baseband. Due to the
wide bandwidth of the desired signal, the corner frequency of each of the high-pass filters
can be as high as 500 kHz, and consequently, these filters can be implemented using on-
chip passive structures exclusively. DC offsets and flicker noise in the subsequent
baseband stages are minimized by using large transistor dimensions. The carrier
frequency and system bandwidth are 2 GHz and 32.5 MHz, respectively, and the required
noise figure must be better than 14.2 dB in order to guarantee an average BER of 107,
which corresponds to an SNR of approximately 15 dB after data recovery. The minimum

S - B

. adaptive
-~ t—-@m (fo) MMSE
detector

RF Input (fc)
U

P
N
RF Filter

Figure 5.28: Proposed direct-conversion receiver.
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and maximum gain requirements are about 51 dB and 82 dB, respectively, and an AGC
loop with a dynamic range of 31 dB is used to adjust the amplitude of the received signal.
The AGC loop is based on a feedback architecture and is partitioned between analog and
digital circuits. The gain control algorithm is implemented in the digital section and then
the proper gain setting is fed back to the analog VGA. By designing the VGA to have
discrete gain settings, the digital signal can control the VGA directly without the need for
a DAC. The sampling rate and resolution of each of the I and Q ADCs must be at least
25MHz and 7 bits, respectively, while data recovery is performed using multiuser
techniques. An adaptive MMSE detector provides a good compromise between MAI
suppression and noise enhancement. The receiver specifications are summarized in
Table 5.1.

The specifications summarized in Table. 5.1 serve as a starting point for designing the
analog front-end of the receiver. However, before circuit design can begin, additional
information is required. For example, the noise and gain requirements must be partitioned

K=15 | K =31
receiver direct conversion: high-pass filtering for dc offsets; large
architecture transistor sizes for dc offsets and flicker noise
carrier frequency 2 GHz
system bandwidth 32.5 MHz
sensitivity —-81.2 dBm —84.3 dBm
processing gain 11.76 dB 14.91dB
noise figure 14.2 dB
distortion P_j4p >-38.46 dBm
gain minimum: 51.47
maximum: 82.44
ADC Nyquist rate: 25 MHz
resolution: 7 bits
high-pass filter corner frequency: < 500 kHz
AGC loop dynamic range: 31 dB
amplitude estimate: max(|/},|Q[)+1imin(|/],| Q)
update equation: g(k +1) = g(k) + ug(k)e(k)
digital implementation of AGC algorithm;
analog VGA with discrete gain settings
data recovery adaptive MMSE detector

Table 5.1: Summary of receiver specifications.
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between the various receiver blocks, such as the LNA and the mixer. In addition, all of
the analog front-end impairments described in Chapter 3 can potentially degrade the
performance of the MMSE multiuser detection algorithm. The next section determines
the effects of these analog impairments using the system-level simulation framework
described in Chapter 4.

54 System Simulation

The adaptive MMSE multiuser detection algorithm described in Section 5.3.12 provides a
good compromise between MAI suppression and noise enhancement. However, the
performance of this algorithm may be compromised by the analog impairments
introduced by the receiver front-end. In addition to noise, these impairments also include
receiver distortion, gain mismatch, quadrature phase mismatch, and LO phase noise. The
system-level simulation framework described in Chapter 4 is used to explore the tradeoffs
between these analog impairments and overall system performance. The system downlink
is simulated in Simulink and a top-level schematic is illustrated in Fig. 5.29.

5.4.1 Base-Station Transmitter

The base-station transmitter consists of a digital section and an analog section. Since this
research focuses primarily on the design and implementation of the receiver, the
simulation does not include any transmitter impairments. The digital section of the
transmitter implements the QPSK modulation, signal spreading, power control, and pulse
shaping described in Sections 5.2.1 and 5.2.2. For this particular simulation, the base-

station transmitter supports up to 15 channels, one of which is a pilot channel as
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Figure 5.29: Top-level schematic of system downlink simulation.
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described in Section 5.2.3.

As described in Section 5.2.5, digital-to-analog conversion and translation of the
baseband I and Q signals to the 2-GHz carrier frequency are implemented in the analog
section of the transmitter. The signal appearing at the output of an ideal transmitter is

$(0) = 5, (£) co8(@,1) + 5 () sin(@, ) (5.118)

where sp1(¢) and sg)(#) are the baseband I and Q signals and @ is the carrier frequency. In
order to decrease the simulation time, the simulation framework relies on baseband-
equivalent behavioral models for the receiver RF components. The inputs to these

baseband-equivalent models are the time-varying coefficients of the equation

s() = 5,0 () + zsj[s,,, (t)cos(na,1) + 5, () sin(na,t)]. (5.119)

n=l

Consequently, the outputs of the transmitter block in the simulation are simply s;,(?) and
so1(?), and frequency translation to the carrier frequency is unnecessary. Finally, the
analog section of the transmitter also restricts the total transmit power to 1 mW or 0 dBm.

5.4.2 Channel Model

For this simulation, the channel block only models the attenuation due to free-space
propagation and shadowing as described in Section 5.3.1. However, a more complex
model which includes other effects such as multipath propagation can be easily
incorporated into the channel block. For example, if the transmitted signal is given by
(5.118), then multipath propagation results in the following signal appearing at the

receiver:
)= e, @s-1,)

. (5.120)
=Y. a,O{s,(t-1,)cos[m,(t-7,)] + st —7,)sin[@,(t - 7,)]}

where a,(f) and 7, are the attenuation factor and propagation delay, respectively, for the
signal received on the n™ path. A baseband-equivalent model for multipath propagation
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Figure 5.30: Receiver front-end schematic.

which can be incorporated into the proposed simulation framework is derived by
expressing (5.120) in the form of (4.29):
r@t) =Y. e, (Ocos(w,7,)s, (t - 7,) - sin(@,T,)s 5, (¢ — 7, ) cos(@,?) +

(5.121)
an (t) [COS(a)cTn )S [4)] (t - 711 ) + Sin(wcrn )SI 1 (t - Tn )] Sin(wct)'

5.4.3 Mobile Receiver

The mobile receiver consists of an analog section and a digital section. The analog
section models the front-end of the direct-conversion receiver and is illustrated in
Fig. 5.30. Simulation of the high-frequency components, such as the RF amplifiers, the
PLL, and the I and Q mixers, relies on the baseband-equivalent behavioral models
described in Section 4.3. The simulation also models all of the amplification and filtering
in the baseband portion of the analog front-end and includes a first-order high-pass filter
for eliminating dc offsets. In addition, the analog section includes a structural model for
the two I and Q ADCs, each of which is a 7-bit 25-MS/s ZA converter operating at
200 MHz.

The digital section of the receiver performs data recovery and includes a structural model
of the adaptive multiuser detection (MUD) algorithm described in Section 5.3.12. For this
simulation, the multiuser detector has a diversity order of two, providing increased
robustness against fading due to multipath propagation.

544 Simulation Outputs
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Overall system performance is determined by evaluating the I and Q outputs from the
digital section of the receiver. With a small target BER of 10™, determining the BER
directly would require simulating a large number of data bits, resulting in very long
simulation times. A much better approach is to infer the average BER from an estimate of
the output SNR, which requires the simulation of much fewer data bits. Finally, the
simulation also provides conventional receiver performance metrics for the analog front-

end, including total gain, noise figure, input IP,, and input IP3.

For this simulation, the transmitter output signal consists of ten equal-power data
channels, including the pilot channel. The receiver specifications for this simulation are
summarized in Table 5.2. The overall cascaded double-sideband (DSB) noise figure of
the receiver is 13.5 dB. Since the noise performance of the receiver is most critical when
the received signal is very weak, the transmitted signal experiences the worst-case
channel attenuation of 69.43 dB and the receiver gain is set to the maximum level of
82dB. This simulation accounts for other receiver impairments, including a gain
mismatch of 4% between the I and Q signal paths, a quadrature phase mismatch of 2.5°,
as well as PLL phase noise. PLL phase noise is modeled by the simple behavioral model
described in Section 4.4.5 and is specified to be ~80 dBc/Hz at a 100-kHz offset. The
overall cascaded input IP, and input IP; are —-11.0 dBm and —17.7 dBm, respectively,

while the 1-dB compression point of the receiver is estimated from the specification for

center frequency 2 GHz
noise figure (DSB) 13.5dB
gain 82 dB
I/Q gain mismatch 4%
PLL phase noise —80 dBc/Hz @ 100 kHz
I/Q phase mismatch 2.5°
1IP, —11.0 dBm
P 3 -17.7 dBm
P—ldB -27.3 dBm
HPF comer frequency 500 kHz
ADC 7-bit, 25-MS/s TA

adaptive MUD with
data recovery secong-order diversity

Table 5.2: Receiver specifications for system-level simulation.
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Figure 5.31: Constellation diagrams from system-level simulation.

input IP; as given by (4.20). The simulation includes a pair of first-order, 500-kHz high-
pass filters for dc-offset removal as well as a pair of 7-bit, 25-MS/s A modulators for

analog-to-digital conversion.

Fig. 5.31 illustrates the constellation diagrams for the I and Q signals at the output of the
>A ADCs and at the output of the multiuser detector. The SNR of the I and Q data from
the output of the multiuser detector is approximately 15 dB, which corresponds to an
average BER of 107 for this system. Thus, the target BER is achieved despite the relaxed
receiver performance specifications as indicated by the constellation diagram for the I
and Q data from the output of the ADCs. Indeed, most of the receiver specifications listed
in Table 5.2 can be easily achieved in a highly-integrated CMOS implementation.
Although a couple of the specifications, such as the maximum gain and the ADC
requirements, are not as easily achievable, by applying low-power design techniques for
these receiver circuits, the proposed system is still quite amenable to a low-power single-

chip solution.

35 Summary
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The exponential improvements in mainstream CMOS technology are clearly facilitating
the implementation of advanced digital communications algorithms. However, the
potential performance improvements may not be realized if these algorithms are very
sensitive to impairments introduced by the analog front-end of the receiver. A high-
performance WCDMA system which is relatively insensitive to analog front-end
impairments was presented in this chapter. The system is designed to be used in an indoor
picocellular environment, and each base station supports as many as 15 data channels,
each with a data rate of up to 3.33 Mb/s. The design of this system relied heavily on the
system-level simulation environment described in Chapter 4. This simulation framework
allows the designer to rapidly and efficiently evaluate the affects of analog front-end
impairments on overall system performance. The proposed system relies on an adaptive
MUD algorithm for data recovery and the analog front-end of the receiver is based on a
very simple direct-conversion architecture. Most of the receiver specifications are not
very stringent and can be easily achieved in a low-power, highly-integrated CMOS

implementation.
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Chapter 6

Receiver Prototype

6.1 Introduction

By adhering to a design strategy which tightly incorporates implementation issues at the
system level, many of the analog hardware requirements are relaxed while still achieving
excellent overall system performance. A power-efficient solution is achieved by taking
advantage of these relaxed requirements along with low-power circuit implementation
techniques. The direct-conversion receiver is integrated onto a single chip and
implements all analog receiver functions except for variable gain amplification (Fig. 6.1).
All circuits on this chip use a 2.5-V supply, and a fully-differential signal path is used to
mitigate the coupling between different receiver components. The LNA is capacitively
coupled to the RF ports of the I and Q mixers, while the frequency synthesizer connects
directly to the LO ports. Along each baseband signal path, a high-pass filter is used to
eliminate dc offsets, while large transistor sizes are used to minimize the flicker noise
contribution of the baseband circuits. In addition, the baseband signal paths provide
moderate amplification as well as loyv-pass filtering before digitization of the I and Q
signals. This direct-conversion receiver was fabricated in a 0.25-pum, single-poly, 6-metal

CMOS process. The rest of this chapter describes the design and implementation of each
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Figure 6.1: Block diagram of receiver prototype.

circuit block, focusing primarily on design choices which result in the most power-

efficient implementation.
6.2 Low-Noise Amplifier

The LNA is one of the first components along the received signal path and its design
must be considered in conjunction with the components which precede it, including the
antenna and RF filter (Fig. 6.2). The antenna receives electromagnetic waves from the
wireless transmission environment, and although the antenna usually has a tuned
frequency response, the signal at its output consists of the desired signal as well as
potentially strong out-of-band interferers. The RF filter immediately following the
antenna helps to attenuate these out-of-band signals, while the subsequent LNA amplifies
the received signal. In addition, the noise contribution of the LNA must be sufficiently
low so as not to corrupt the potentially weak desired signal.

Traditional implementations require that the impedances at each of the component

interfaces be 50 Q and the usual explanation for this requirement is the desire for

=~ —'»
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e .4

RF Filter

Figure 6.2: Antenna, RF filter, and LNA.
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Figure 6.3: Conjugate impedance matching for maximum power transfer.

maximum power transfer. More precisely, maximum power transfer requires conjugate
impedance matching between the source and load as illustrated in Fig. 6.3, and the 50-Q
requirement is a legacy from microwave designs using coaxial cables, where the 50-Q
interface resistance is a compromise between the 30-Q resistance for maximum power
handling and the 77-Q resistance for minimum loss [25], [59]. Integrated-circuit
implementations have already abandoned this antiquated requirement, and more recently,
the 50-Q requirement at the interface between external and on-chip components, e.g.,
between the external RF filter and the on-chip LNA, has also come under intense
scrutiny. In order to clarify the need for a well-defined LNA input impedance, a review

of microwave filter design follows.
6.2.1 Microwave Filter Design

The insertion loss method is a very common approach in microwave filter design, where

the filter response is characterized by its insertion loss, or power loss ratio [59]:

1

=— (6.1)
1-|F(@)|

L

where I'(a) is the reflection coefficient as a function of frequency @ Since [[(@)f® is an

even function of @, it can be expressed as a polynomial in @?:

M(@?)
M(@*)+N(@?)

Ir@)’ = 6.2)

Consequently, (6.1) may be expressed’as
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Figure 6.4: Circuit for second-order Butterworth low-pass filter.

PRI
N(@®)

(6.3)

The power loss ratio may be specified for various filter responses. For example, the

power loss ratio for a Butterworth low-pass filter response is given by

@

2N
rm—— 82(;] 64)

[4

where & determines the magnitude variation in the passband, &, is the passband edge, and
N is the filter order. Consider the design of a second-order Butterworth low-pass filter
based on a single LC section illustrated in Fig. 6.4. In this case, the filter is doubly
terminated with a load resistor R; at the output and a source resistor R; at the input. If the

-3-dB frequency is a, then the desired power loss ratio is

4
@
P, puerwors =1+ (—J . (6.5)

,

[4

The input and output impedances of the filter are, respectively,

R
Z =jel+— 6.6
n =S v jwR C (6.6)

R +joL
Zow =7 .
1-w°LC+ joR,C

(6.7)

and the reflection coefficient is
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Substituting (6.6) and (6.8) into (6.1),

1 R R I! RIC 1 RI*C?
P ==+t +—=|+ -~ —4+—RRC? |0+ o'. (6.
t (2 4R, 4R,‘] (4R,Rx 2R, 4 4R ©9)

s

s

By equating (6.5) and (6.9), the following component values are required in order to

achieve the desired second-order Butterworth low-pass frequency response:

R =R (6.10)
L= V2R, (6.11)
w{.‘
2
C= . 6.12
Ro, (6.12)

In this case, the load resistance must equal the source resistance in order to achieve the
desired filter response, i.e., the filter will not function properly unless this condition is
satisfied. A similar analysis can be applied to other filter responses. For Bessel and odd-
order Chebyshev responses, the load and source resistances must also be equal, while for
an even-order Chebyshev response, the load and source resistances are related but
unequal [59].

In Fig. 6.2, the antenna and LNA present source and load impedances, respectively, to the
RF filter. In order to design the RF filter for a particular frequency response, the source
and load impedances of the antenna and LNA, respectively, must be known a priori.
Since RF filters are usually designed independently from the antenna and the LNA, a
standard impedance must be chosen. Commercially-available filters are typically
designed assuming 50-Q source and load impedances, and consequently, deviating from

50 Q results in poor and unpredictable RF filter performance.

Since the receiver prototype is intended to be used with a commercially-available RF
filter, the on-chip LNA must be designed to have a 50-Q input impedance. Future designs
will rely on both a custom RF filter and a custom antenna so that the 50-Q input
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Figure 6.5: Transformation of a low-pass response to a band-pass response.

impedance requirement of the LNA can be removed. The implications of removing this

constraint are explored in Appendix C.

Finally, the RF filter should actually have a band-pass response. A low-pass response can
be transformed to a band-pass response by applying the transformations illustrated in
Fig. 6.5.

6.2.2 LNA Performance Metrics

The main function of the LNA is to amplify the potentially weak desired signal without
corrupting it through mechanisms such as noise or distortion. Since the linearity
performance of receivers is usually limited by components following the LNA, such as
the mixer, the distortion performance of the LNA is usually not very stringent. However,
the noise contribution of the LNA must be sufficiently low so as not to corrupt the
potentially weak desired signal at its input.

The noise performance of an LNA may be characterized by a couple of different metrics:
noise factor and noise measure. Noise factor or noise figure is the most common metric
and is a measure of how much the LNA degrades the SNR of the received signal. Noise

factor is defined as

F=Tn (6.13)
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where SNR;, and SNR,.: are the SNRs at the input and output, respectively, of the LNA.
A related metric, noise figure, is simply the noise factor expressed in decibels, 10log(F).
One potential drawback of this metric is that it does not account for amplification. For
example, an ideal wire is obviously not a very good LNA since it does not provide any
amplification, although it does have an excellent noise figure of zero. Consequently,

specifying the noise factor or noise figure of an LNA is meaningless without also
specifying its gain.
A metric less commonly used to characterize the noise performance of an LNA is noise

measure. Noise measure accounts for both the noise and gain of the LNA and is defined
as [60]

F-1
1-1/G

(6.14)

where F and G are the noise factor and power gain, respectively, of the LNA. In the case
of an ideal wire, the noise measure is infinite and is consistent with our notion that a wire
in not a very good LNA. The power gains of practical LNA topologies are sufficiently
large, e.g., G >10, so that noise measure and noise factor become equivalent metrics.
Consequently, only noise factor is evaluated for the LNA topologies described later in
Section 6.2.5.

6.2.3 Transistor Noise Model

Regardless of which metric is preferable, the key design goal is to minimize the noise
figure while maximizing the gain of the LNA. Since the noise performance of the LNA is
so critical, an accurate transistor noise model is essential. In particular, the measured
thermal noise in short-channel MOS devices is greater than the amount predicted by
long-channel iheory [61]-[63]. This section begins with a review of the long-channel
MOS noise model followed by a discussion of some recently proposed noise models for

short-channel MOS devices.

Long-Channel MOS Noise Model. Since the channel material of an MOS device is
resistive, the drain current exhibits thermal noise. For an MOS transistor operating in
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Figure 6.6: MOS small-signal equivalent circuit with noise generators.

strong inversion, the small-signal equivalent circuit with noise generators is illustrated in
Fig. 6.6. According to long-channel theory, the power spectral density of the drain
current noise may be expressed as [10]
S (f)—i-4kT—2- (6.15)
1 D M 3 g m -

where g, is the device transconductance. Equation (6.15) assumes that the device is
operating at frequencies well above the flicker noise corner frequency so that flicker
noise may be neglected. This model significantly underestimates the actual noise present
in short-channel MOS devices. Recently, more accurate noise models have been
proposed for short-channel MOS devices. Two proposed mechanisms resulting in the
observed excess thermal noise include high-field effects [65] and induced gate current
noise [64], [65].

MOS Noise Model including High-Field Effects. The first modification to the traditional
MOS noise model is an increased drain current noise resulting from high-field effects in
short-channel devices. In this case, the power spectral density of the drain current noise is

expressed instead as

S,, = 4%T12,, (6.16)

where yis a bias-dependent parameter used to account for the increased drain current
noise and gy, is the zero-bias drain conductance of the device. For long-channel devices

in strong inversion, yis equal to 2/3 and gy, is equal to the device transconductance, Zm,

/4
gdo =gm =Iucox T(VGS —I,t) (6'17)
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0 (6.16) reduces to (6.15). For short-channel devices, ¥ may be as high as two to three
and may be attributed to hot electron effects [65]. Under high electric fields, the
temperature of electrons in the channel can rise above that of the lattice, resulting in an
increase in the drain current noise. In this case, the power spectral density of the drain

current noise is given by [65]

s, = 4kT '

"= I—e 2W)dv (6.18)

where g(V') is the channel conductance at a given point along the channel, V is the
corresponding voltage, and 7, and T are the electron and lattice temperatures,
respectively. Equating (6.16) and (6.18) results in the following expression for y:

Vs

1 T
g2 (V)dv. (6.19)
g, 1, OI T

}/:

Including the effects of mobility degradation, the drain current I is given by

E(y)
1+ Q)
E, (6.20)

I, lav
=| p,C.W(Ves—V,-V)— D]—.
[ 7 * E,|dy

Ip=p;CWWss =V, —-V)—=—~

However, Ip may also be expressed in terms of g(¥):
dv
I =g(V)E(J’)=g(V)E- 6.21)

Equating (6.20) and (6.21) results in the following expression for g(¥):

I,

g)= Hg CalWWVes =V, =V)- (6.22)

sat

Next, in order to evaluate the integral in (6.19), an expression for 7,/T is also required.
Unfortunately, the exact dependence of electron temperature on electric field strength is
unknown. For this calculation, it is assumed that
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B 2
-t (6.23)
=1+ L ] .
()
Substituting (6.22) and (6.23) into (6.19) gives
1 7
y=——g— (UG CLW* Vs -V, - V) aV
gl o (6.24)
2 2 2 *
HgCaWV, 1
= W[(VGS - V:)2 - (VGS -V +§V§ ]
In strong inversion [66],
1 Vs V)
I,=1,,==u,C, WE, o5 __ ¢ 6.25
D Dsat zﬂqﬂ' “(VGS—V:)“"EWL ( )
(VGS _ V:)EmL
Vo=V, =—=58 . 6.26
° Dot (VGS - Vt ) + EsarL ( )
In addition, for short-channel devices, g, is given by
w
d J FoCap -
8 =dV v Ves —VVp —EVD
b l 1+ E—"L (6.27)
sat

Vp=0

w
=UC, T(VGS -V,).

Substituting (6.25), (6.26), and (6.27) into (6.24) results in the following expression for
y:

1 2 ) )
= Z(E L +2(V —-V)E. L+20Vo —V ) |. (628
¥ [(VGS—V;)"'E,“L]z [3( sat ) ( GS t) sale T ( Gs t) ] ( )

For long-channel devices, Eg,L is much larger than Vgs— ¥, and (6.28) reduces to
y=2/3. However, in the limit that E,L is much smaller than Vgs— ¥, (6.28) reduces to

y=2.
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Figure 6.7: Distributed gate capacitance and channel resistance at high frequencies.

Induced Gate Current Noise. At high frequencies, induced gate noise becomes
significant, which arises from the distributed nature of the device as illustrated in Fig. 6.7.
In this case, the gate admittance consists of an additional conductive component [65]:

Y, =joC, +g, (6.29)

where Cg, and g; are given by, respectively,

2

C, =3WLC,, (6.30)
g, = @Cy (6.31)
584

Since g is a physical resistance, it has an associated noise current with power spectral

density given by
=4kTog, (6.32)

where J is 4/3 for long-channel devices. For short-channel devices where high-field

effects may be significant, the power spectral density of the gate current noise is given by
[65]

MTarc2w er
S, =2 [£&' O, VYV (633)
D 0
where
VDsat VDzsat
VZ '(VGS -V:)_z_'—T vV
Ve =Vpeu + 5 ;'7— —= 1+——E”“2) . (6.34)
sat VGS - V' _ _ Dsat sat

2
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Equating (6.32) and (6.33) results in the following expression for J':

458 4 VDTe 2 2
5=t j?g V)V, -V)*dv. (6.35)
Do

Assuming that 7,/T is given by (6.23), (6.35) becomes

1 4 . 17 3
= —(E L) +—(E,L) (Vs -7,
’ [(VGS—K)+E,,,L1‘[3( =) Bl O W)

(6.36)

45

15
BE L) Vs =V, + 2B LVes =YY+ 20 - V,)“].

2

For long-channel devices, Eg L is much larger than Vgs—V,, and (6.36) reduces to
0= 4/3, as expected. However, in the limit that E,L is much smaller than Vgs— ¥, (6.36)
reduces to 6= 15/2, which is more than five times larger than the long-channel limit.
Consequently, for short-channel devices operating at very high frequencies, induced gate

current noise can be quite detrimental to low noise performance.

Finally, since the induced gate current noise originates from the distributed nature of the
gate capacitance and the channel resistance, it is partially correlated with the drain current

noise with a correlation coefficient given by

i

c= —g—d_: (637)

Jggxgq

where

i.iy = 4KT 7R, Of (6:38)

w'C?
| i° = 4kT6—= 6.39
i, S (639)
i i} = 4kTejoC Af . (6.40)

Consequently, (6.37) may be expressed as
c=j ’ie (6.41)
" .
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where yand Jdare given by (6.19) and (6.35), respectively. Equating (6.40) with
4kTAf % - 2V, -V)dV (6.42)

where V, is given by (6.34), results in the following expression for £

3 "2r
= =2V, -V)dV . 6.43
2Lsz)ng()(a ) (6.43)

Assuming that 7,/T is given by (6.23), £becomes

_ (Ewul)’ 1 1.,
_[( V)+ sat ] {6EM'L+2(VGS K)]' (6.44)

For long-channel devices, Es,L is much larger than Vgs—V,, and (6.44) reduces to

£=1/6. Consequently, the correlation coefficient in (6.41) is

¢ < j0.395 (6.45)

where the equality holds for long-channel devices.

For an MOS transistor operating in strong inversion, the revised small-signal equivalent
circuit with noise generators is illustrated in Fig. 6.8. When using this model for noise
calculations, the correlation between the gate current noise and the drain current noise

must be taken into account.
6.24 Matching for Minimum Noise Figure

Minimizing the noise figure is one of the key design goals when designing an LNA. For a

ng
T 0D
@ % Cur Ve qumv..s (?E fo

Figure 6.8: Revised MOS small-signal equivalent circuit with noise generators.
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Figure 6.9: (a) Common-source amplifier. (b) Small-signal equivalent circuit.

particular LNA topology, an optimum source admittance exists for minimum noise
figure. A common-source transistor amplifier driven by a source admittance Y; = G, + jB;
is illustrated in Fig. 6.9a and the corresponding small-signal equivalent circuit with noise
generators is illustrated in Fig. 6.9b. For this example, C,, and 7, are ignored in order to
simplify the calculation, while the thermal noise current due to the conductive component

of the source admittance is given by
i2 = 4kTG.Af . (6.46)

The current noise components appearing at the drain due to i, ig, and iy are given by,

respectively,
. Emls
i = m. 6.47
*  g,+G,+j(@C, +B,) 647)
. 8nlg
= 6.48
=g, +G,+j@C, +B,) (648)
i o = i " (6.49)
and the noise factor is
VAR[i  +i :
F=1 +———[§—°‘J (6.50)
lw

where for two zero-mean random variables, 4 and B, the sum of the two random

variables has variance

VAR[A + B] = VAR[ A1+ VAR[B] + E[AB" 1+ E[4"B]. (6.51)
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This formulation is necessary because of the correlation between the gate current noise

and the drain current noise. Consequently, the noise factor is

2, 22, . o* ..
Lo Fiog Fiogloy +ipiyg

F=1+ ==
2
where
T 8nle
log = 2 2
(g, +G,)" +(@C, +B,)
= g2
l” = 2 2
(gg +G,) +(a)Cg, +B,)
i i, = g"'i*’T:’
® g, +G, +j(@C, +B,)
# g, +G, - j(@C, +B,)
From (6.37),
iy =(i;id) =c,/igi;xidi; = jle|figiy Xigig .
The noise factor is then
adw’C? y
F=1+ g + +G ) +(@C.. +B.)* ]+
SgMGS ag G [(gg s) ( F-4 s) ]

wC
2|c| 1/Q——ﬂ(a)cg, +B,)
5 8.0,
where ais déﬁned as

= &_ - EsalL[(VGS _K)+2EsatL] <1
& AVss =V.)+Eo LT

The noise factor is minimum when G; and B; are, respectively,
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5
G, =G,, = Jg; + 2w’ Ct 50l ) (6.61)

B, =B, = -wcg(l +ajc| \/g] (6.62)

and the corresponding noise factor is

2 2
F, =1+2J§Zﬂ\/(1-|c|)2+l(ﬂ] +Q(ﬂ) (6.63)
S @ 50\ @, 5\,
where
g
o, =52 (6.64)
T Cg

For @ << w,, (6.63) becomes

F,. =l+2‘/Q(l—|c|2)£-
5 @r

=1+2.32-2
@y

(6.65)

where the latter equality assumes that y= 2, =4, and |c| = 0.395.

Minimum noise figure for the common-source transistor amplifier is achieved with an
optimum source conductance and susceptance given by (6.61) and (6.62), respectively,
and consequently, for minimum noise figure, the RF filter which precedes this amplifier
should have an output admittance equal to the required optimum noise admittance. At the
same time, maximum power transfer from the RF filter to the amplifier requires a
conjugate match between the output admittance of the RF filter and the input admittance
of the amplifier, which is given by

Y, =8, +joC,. (6.66)

A simultaneous noise and power match requires that ¥, =¥, , and comparing (6.61) and

(6.62) with (6.66) reveals that such a match is impossible for this amplifier topology. For
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a power match alone, the required source admittance is Y, =g, — j@C,, and the
corresponding noise factor is

4 2

F =1+5+?7’(£’-J

@r

25 or 6.99dB

(6.67)

where the latter inequality assumes that @ << @, and d=4. Under this condition of

maximum power transfer, the noise performance of the common-source transistor

amplifier is rather poor.

6.2.5 LNA Topologies

Since the receiver prototype is intended to be used with a commercially-available RF
filter, the on-chip LNA must be designed to have a 50-Q input impedance. In this section,
several potential LNA topologies are analyzed, including the common-source, common-

gate, common-source with inductive degeneration, and local shunt feedback topologies.

Common-Source LNA. In order to achieve a 50-Q input resistance, a slight modification
is made to the common-source LNA already analyzed in Section 6.2.4. A shunt inductor
is added to the input of the LNA in order to tune out the gate capacitance of the transistor
(Fig. 6.10), where

B, =- (6.68)

and L, is chosen such that

Figure 6.10: Common-source LNA with tuned input.
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(6.69)

Under this condition, the input conductance of the LNA is ¥, =g, and a 50-Q input
impedance is achieved by setting Y, =g, =1/(50Q). Also, the output conductance of

the RF filter is G, =1/(50Q) and the corresponding noise factor is given by (6.67).

Alternatively, a broadband input match to 50 £2 may be achieved by eliminating the shunt

inductor at the LNA input and selecting
g, >>w0C,
(6.70)

Sw,
W >>—=,
o

Under this condition, the noise factor is given by (6.67):

2
F=1+0+-% }’( J
5\,

20y

>1+5 :
+o+=7 (6.71)

267.5 or 18.3dB

where the latter inequality assumes that =0.8, =4, and y=2. Consequently, a

broadband input match is achieved at the expense of very poor noise performance.
Finally, the voltage gain of this LNA is
4,=-g.R, (6.72)

where R, is the load resistance at the output of the LNA.

%%ﬂfmw% i P O

(a)
Figure 6.11: (a) Common-gate LNA. (b) Small-signal equivalent circuit.
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Common-Gate LNA. A second topology which may be used to achieve a 50-Q input
resistance is the common-gate LNA illustrated in Fig. 6.11a. From the small-signal
equivalent circuit with noise generators illustrated in Fig. 6.11b, the noise factor is

(15(02C:,+ 4
5.6, 0g,G

which is identical to the noise factor of the common-source LNA in (6.59). Consequently,

F=1+ [(g, +G,)* +(@C, +B,)*1+

(6.73)

wC
£ (wC,, +B,)
&G

the minimum noise factor for the common-gate LNA is also given by (6.65) and the
corresponding source conductance and susceptance are given by (6.61) and (6.62),

respectively.

In order to achieve a 50-Q LNA input resistance, a shunt inductor is added at the input of
the LNA in order to tune out the gate capacitance of the transistor (Fig. 6.11a). Under this
condition, the input conductance of the LNA is ¥, = g + g,, and a 50-Q input resistance

is achieved by setting ¥, = g, +g, =1/(50Q). Also, the output conductance of the RF

filter is G, =1/(502) and the corresponding noise factor is given by

(6.74)

where the latter inequality assumes that w<<®,, =2, and o=0.8. Under this

condition, the noise performance of the common-gate transistor amplifier is rather poor.
Alternatively, a broadband input match to 50 Q may be achieved by eliminating the shunt

inductor at the LNA input and selecting
'a)Cg, <<g,

(6.75)
@ << ;.
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Under this condition, g is also much less than g,,, and consequently, the input admittance
reduces to Y, = g, and the noise factor is
4 2
Fe1+X +_7(£)

a 5\or (6.76)

21+£=3.5 or 5.44dB

where the latter inequality assumes that @ << @,, y=2, and a=0.8.

Finally, the voltage gain of the common-gate LNA is
4, =g, R (6.77)

where R; is the load resistance at the output of the LNA. When the LNA input resistance
is matched to 50 Q, the voltage gainis 4, = g, R, =0.02R,.

Common-Source LNA with Inductive Degeneration. A third topology which may be
used to achieve a 50- input resistance is the common-source LNA with inductive
degeneration illustrated in Fig. 6.12a [11], {64], while the corresponding small-signal
equivalent circuit illustrated in Fig. 6.12b. In order to simplify the calculations, g, is
ignored. This approximation is valid when

g, <<wC,

2 2

£ «<wC 6.78
52, & (6.78)

a

@D <<

where aris defined in (6.60). Indeed this condition is easily met in most designs where
the devices are designed to operate at frequencies much less than @p. The input
impedance of this LNA is

L, 1-0’C,(L,+L,)
oC '

& &

(6.79)
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(a) (®)
Figure 6.12: (a) Common-source LNA with inductive degeneration. (b) Small-signal
equivalent circuit.

A 50-Q input resistance is achieved by equating the real part of Z;, to 50 Q and then
selecting the values of inductors L; and L, to tune out the imaginary part of Z;,,:

&l _500 (6.80)
&
L +L =— (6.81)
4 s chg’
The noise factor of this LNA is
b’ C?.
F=1+—ﬁ{[l —oB (L, +L) +0’G(L, +L,)*}+

Y 2 2
e —L {G1-0°C (L, +L,)} +[@C,, +B,[1-a*C, (L, +L)]1*}+ 6.82)

2/c| \/;:i;{[l—wg,u,g +L)[wC,, +B,[1-0*C (L, +L,)]l-
oL, +L,)G? [1-@*C, (L, +L,)]}.

Substituting (6.81) into (6.82) results in the following expression for noise factor:

adw*C? 2 ’ 2c?
F=1+ g‘[ G, +(l— B, ] Midied" 3N

58.G, | @’C2 aC,, ag,.G,
, @*C2
2|c| .
&nG;
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The noise factor is minimum when G; and B; are, respectively,

C
G, =G =22 [ cP) (634

B,=B,, =aC, (1 +<] %7] (6.85)

and the corresponding noise factor is

Fray =142, /%(1- lc))? w—"; (6.86)

which is identical to the minimum noise factor given in (6.65) for the common-source
and common-gate topologies. As in those two cases, a simultaneous noise and power

match is impossible for the common-source LNA with inductive degeneration.

When the source admittance is purely real, B; = 0 and the corresponding noise factor is

adw*C? 2 2c? @*C?
F=1+ 3 PP &'+2|c|‘/§7--—i. 6.87)
5¢.G o'C, | og,G, 5 g,6,

s

In this case, the noise factor is minimum when

5y 2lc| |5
G,=G,, =wcg,\l1+a77;+% z (6.88)

and the corresponding noise factor is

19 |®(7 0B \/@ )
FM_I+ZJ5 (a+ 5 +2|c]| 5 JwT

=1+3.26-2
wT

(6.89)

where the latter equality assumes that &= 0.8, =4, =2, and c =0.395.

The above approach identifies the optimum spurce conductance for a MOS device with a
fixed geometry at a particular bias point. However, for integrated-circuit
implementations, the device geometry is actually a design variable, while the source
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conductance is fixed. Thus, a more appropriate design goal is to determine the optimum
device geometry for a particular bias current and a fixed source conductance, e.g., 50 Q.
For short-channel devices, the drain current may be expressed as a function of

transconductance and gate capacitance:

I,=]-= (x-l)— x (6.90)
x—y 2
where x and y are given by
3
x= 3 Hy Cg,Efa, (6.91)
y = 2ngsatL ¢ (6'92)

Solving for g, in (6.90) and substituting the result into (6.87) results in an expression for
noise factor which depends only on Cgs, G, and Ip. The optimum value of Cg can be
determined by differentiating the noise factor with respect to Cg, and the corresponding

device width is given by

3C
W= % g ) (6.93)

Unfortunately, for short-channel devices, the relationship between Ip, gn, and Cg; is rather
complicated, and the resulting equations are too complex to provide any insight into the
design process. Although the long-channel equations are invalid, the results derived from
these equations can still provide some rough design guidelines. For long-channel devices,

the transconductance is given by

, w
En = ZID.Ueﬁ'Cax f

_ 1/31 plgCo .

L

(6.94)

Substituting (6.94) into (6.87) results in an expression for noise factor that is minimum

when
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5
8 gsopt
w\ 3(Q+Z+2|c|\/§J
5 o 5

and the corresponding minimum noise factor is

3 1
7 4
F, =1+3p | 26 (@)‘ 1 @+1+2|c|1/ﬂ . (6.96)
3 Vugslp\ S 3| § o 5

Equation (6.96) is plotted as a function of Ip in Fig. 6.13 along with the result derived
from the short-channel equations. The noise performance predicted by (6.96) agrees well
with the short-channel result and is only slightly optimistic at high bias currents. Once

Cgs and g, are determined, the remaining design equations are:

(6.95)

Cg,
L - (6.97)
L=—L1 1 (6.98)
¢ @’C, )

NF i, (dB)

109
b (A)

Figure 6.13: NF i, versus Ip based on short-channel and long-channel equations for the
inductively-degenerated LNA topology. (&=0.8, =4, y=2, ¢ =;0.395, G;=1/(50 Q),
0=272x10radls, L=Lg=018pm  (Limn=025um),  pp=400 cm*/Vs,
Egae = 5x10* V/em.)
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Figure 6.14: (a) Local shunt feedback LNA. (b) Small-signal equivalent circuit.

Finally, the voltage gain of this LNA is

R, _ R,
L +L)] aC
joL, l+g————g( e +L) JoL|1+—*%
gnls 5g2L,

where R; is the load resistance at the output of the LNA.

(6.99)

A, =

Local shunt feedback LNA. A fourth topology which may be used to achieve a 50-Q
input resistance is based on a single transistor with local shunt feedback as illustrated in
Fig. 6.14a [67]. The input impedance of this LNA is

R, +R,
1+g,R +(R, +R )g, +joC, )

= (6.100)
A narrowband input match may be achieved by adding a shunt inductor at the input of the
LNA in order to tune out the gate capacitance of the transistor. In this case, the input
impedance is

R, +R,

6.101
1+g,.R, +gg(Rf+R,) ( )

n=

Alternatively, a broadband input match may be achieved by eliminating the shunt
inductor at the LNA input and selecting

oC (R, +R)) << g, R,

(6.102)
@ << Wy

!
R, +R,
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Under this condition, g, (R, +R,) is also much less than g, R,, and consequently, the

input impedance reduces to

_ R R

= . 6.103
l+ngI ( )

In the case of a broadband input match, both g, and C,; may be ignored, and the noise

factor is

N odw’C}, . 72.[1+R,G,)’ +(R,B,)*]
ngGs aGs(l-ngf)z

R/[(gn+G,) +B]] 21¢|.[% _@CeR/E,

Gs(l_ngf)2 5 G:(l_ngf).

F=1

(6.104)

For g, R, >>1, the minimum noise factor is achieved when

a’éw*C: (1-|c P
G, =G, = Zu p=lel) (6.105)
R, 5y

B =B

s sopt

=-a|c| Si;’(ngs (6.106)

and the corresponding noise factor is

F, =1+2JQ(1-| )2 (6.107)
5 @,

which is identical to the minimum noise factor for the other LNA topologies. As in those

cases, a simultaneous noise and power match is also impossible for this LNA.

When the source admittance is purely real, the noise factor becomes

Ma)zci + 7gm(l+Rst)2 Rj‘(gm +Gs)2 .
5gmG aGs(l_ngf)z c;.w(]'—gm}ef)2

s

F=1+

(6.108)

The minimum noise factor is achieved when .
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2 2 2 2 1- R 2
G =G = 5gm(7+angf)+a Jw Cgs( gm f) (6.109)
s 5g.R (@+72,R;)

and the corresponding noise factor is

2(a+ R
me= + ( 7)gm {
a(l—ngf)
(6.110)

2,2 R (@ + 72, R,)58% (Y +ag,R,) +&* 0w’ CL(1-g,R,)’]
Js0g,,(1-g,.R,)

By assuming g,R, >>1, (6.108) —(6.110) may be further simplified. In this case, the
noise factor becomes

adw*C?
£+ 76, — 6.111)
5¢2.G ag, RG,

s

F=1+

The minimum noise factor is achieved when

a*60*C?
G,=G,, =, |2n,Z " & (6.112)
7R, Sy

and the corresponding noise factor is

F,.=1+2 9y @

> @ (6.113)

=1+253-2
@r

where the latter equality assumes that =4 and y=2.

The above approach identifies the optimum source conductance for a MOS device with a
fixed geometry at a particular bias point. However, for integrated-circuit
implementations, the device geometry is actually a design variable, while the source
conductance is fixed. Thus, a more appropriate design goal is to determine the optimum
device geometry for a particular bias current and a fixed source conductance, e.g., 50 Q.

In this case, using the long-channel expression for g, from (6.94) still results in very
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Figure 6.15: NFy, versus Ip for the LNA topology with local shunt feedback. (o= 0.8,
0=4, y=2, ¢=j0.395, G,=1/(50Q), w=272x10°rad/s, L=Lg=0.18 pm
(Larawn = 0.25 ptm), fiegr= 400 cm?/Vs, Ego = 5%10* V/em, Ry =350 Q.)

complicated expressions for Cgsp and the corresponding F;,, which are not reported
here. However, the minimum noise figure based on the short-channel equations is plotted
in Fig. 6.15. This result is derived by substituting expressions for g,, and Ry into (6.108).
An expression for g, is derived from (6.90), while an expression for Ry is derived by
setting the source conductance equal to the LNA input conductance in (6.103):

G, =1t&kR (6.114)
R, +R,

Finally, in the case of a broadband input match, the voltage gain of this LNA is

RI
R, +R,

4,=(-g,R,) 6.115)

where R; is the load resistance at the output of the LNA. For g, R  >>1, the voltage gain

becomes

A, =-g,(R; || R)). (6.116)

Summary of LNA Performance. The performance of the four LNA topologies are

summarized in Table 6.1. When the device geometry and bias current are fixed, all four
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Table 6.1: Summary of LNA topologies (= 0.8, d=4, y=2, ¢ =;j0.395).

LNA topologies have the same minimum noise factor, although the optimum source
admittance varies. In all four cases, an impedance match which simultaneously provides

minimum noise factor and maximum power transfer is impossible.

When the source impedance is purely real and fixed at 50 Q, a power match results in
minimum achievable noise figures of 6.99 dB and 5.44 dB for the common-source and
common-gate topologies, respectively. On the other hand, the minimum noise figures of
the common-source LNA with inductive degeneration and the LNA with local shunt
feedback both have an asymptotic limit of 0 dB. Consequently, for applications with very
stringent noise requirements, the common-source topology with inductive degeneration
and the topology with local shunt feedback are the best candidates for low-noise
amplification. However, for applications with relaxed noise figure requirements, all four
topologies are viable options. In this case, the selection should be based on other criteria,

such as feasibility of integration or power consumption, which will be discussed next.
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Integration and Power Consumption Issues. The topologies which rely on inductors for
narrowband input matching are less feasible for integration. These topologies include the
common-source LNA and the common-source LNA with inductive degeneration.
Although the common-source topology may also be designed for a broadband input
match, the noise factor in this case is in excess of 18.3 dB, which is intolerable even for
applications with very relaxed noise requirements. For topologies with a narrowband
input match, an inductor is added to the input of the LNA in order to tune out the gate
capacitance of the transistor. Although an ideal inductor is noiseless, practical
realizations introduce noise due to the series resistance of the inductor. Since this
inductor appears at the input of the LNA, excessive noise from the inductor series
resistance may not be tolerable. Many standard digital CMOS technologies rely on low-
resistivity silicon substrates, and the quality factors of on-chip spiral inductors
implemented on these substrates tend to be rather poor, resulting in increased noise.
Consequently, off-chip inductors must be used for these topologies. Nevertheless, small
form factor is still achievable for implementations based on these topologies by
. implementing the off-chip inductors as bond wires or by incorporating them into the

package.

For applications with relaxed noise figure requirements, a second criteria for topology
selection is power consumption. For the common source topology with a narrowband
input match to 50 Q, the noise figure is given by (6.67) and 8= Gs;=1/(50 Q). The

corresponding expressions for g, and C,; are, respectively,

476, 6.117)

En = uF-1-0)

C _ 3G, 4y
g aw\|5(F-1-6)"

(6.118)

In this case, the drain current is given by (6.90), where g,, and C,; are given by (6.117)
and (6.118), respectively. The drain current is plotted as a function of noise figure in
Fig. 6.16a assuming = 0.8, §=4, y=2, ¢ =;0.395, G;= 1/(50 Q), @=2x2x10° rad/s,
L= Leg=0.18 um (Larawn = 0.25 pm), f.4= 400 cm?/ Vs, and E,, = 5x10* V/cm. Also, the

164



107 (22

102

10°

Io (A)

10+

108

40 r

galn (dB)
8

S

10

NF (dB)

()

Figure 6.16: (a) Drain current versus noise figure. (b) Gain versus noise figure. (o= 0.8,
0=4, y=2, ¢=j0395, G:=1/(50Q), w=272x10°radls, L =Lg=0.18 um
(Larawn = 0.25 pm), 5= 400 cm*/Vs, Esz = 5%10* V/em, R;= 350 Q.)

gain is plotted versus noise figure in Fig. 6.16b with the additional assumption that
R;=350 Q.

For the common-gate topology with a broadband input match to 50 Q, the noise figure is
given by (6.76) and g, = Gs = 1/(50 Q). The corresponding gate capacitance is

G 5 Y
=—= |2 |F_1-L]. .
C, \/ ( ) (6.119)
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The drain current and gain are plotted as a functions of noise figure in Fig. 6.16.

When the inductively-degenerated common-source topology is matched to 50 Q, the
expression for the minimum noise factor and the corresponding expressions for g, and
Cygs are rather complicated as already discussed in Section 6.2.5. Although the results are
not explicitly reported here, the drain current and gain are plotted versus noise figure in
Fig. 6.16.

Finally, when the topology with local shunt feedback is matched to 50 Q, the expression
for the minimum noise factor and the corresponding expressions for g, and C,; are also
rather complicated. Although the results are not explicitly reported here, the drain current
and gain are plotted versus noise figure in Fig. 6.16.

The inductively-degenerated common-source LNA provides the best overall
performance. For the same noise figure performance, the common-source LNA with
inductive degeneration requires the least amount of current, and consequently, is the
lowest power solution. Also, its gain performance is comparable to that of the LNA with
local shunt feedback. For relaxed noise figure requirements, the common-source topology
provides the highest gain but also consumes significantly more power than the other LNA

topologies for the same noise performance.

For the receiver prototype described here, low power consumption is the most important
design consideration. The common-source LNA with inductive degeneration is a good
candidate since it has the lowest power consumption while providing adequate gain. The
drain current and gain are plotted as a functions of noise figure in Fig. 6.16, while Cgs, gm,
Ls, and L, are plotted versus noise figure in Fig. 6.17. In summary, the following
guidelines facilitate the design of the inductively-degenerated common-source LNA for a
particular noise figure requirement:

1. For a given noise figure requirement, I is plotted in Fig. 6.16.
2. For this noise figure requirement, C, is plotted in Fig. 6.17a, and the
corresponding device width is given by W =3C_, /(2LC,,).

3. The corresponding device transconductance is determined from (6.90).
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4. The values of L; and L, are then determined by (6.97) and (6.98), respectively.
6.2.6 Inductively-Degenerated Differential LNA

The LNA for this prototype is implemented using an inductively-degenerated differential
amplifier topology illustrated in Fig. 6.18 [11]. Since the LNA is integrated onto the same
chip along with other receiver components, noise introduced by other circuits can couple
to the LNA through the supply or the substrate. The common-source LNA with inductive
degeneration described in Section 6.2.5 is implemented in a differential configuration in

order to improve its common-mode rejection, resulting in increased robustness against

Figure 6.17: Designing for minimum noise figure in the common-source LNA with
inductive degeneration. (a) Cg;. (b) gm. (¢) Lg. (d) L. (=08, 6=4, y=2, ¢ =;0.395,
G;=1/(50 Q), @=272x10° rad/s, L=Lg=0.18 ym (Ldrawn = 0.25 pm),
Uei=400 cm?/Vs, Eg,e = 5x10° V/em, Ry=350 Q.)
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Figure 6.18: Inductively-degenerated differential LNA.
noise coupling.

Although the design guidelines for the differential topology are similar to those for the
single-ended case, there are a few minor differences. First the input impedance of the
differential LNA is given by

1-*C (L, +L
Z,=2 Eals -Jj oLy +1,) (6.120)
Cg, oC,,

where g, =g, =&nys Cp =Cpy =Cgas Ly=Ly=L,,and L, =L, =L,. In this case
the input impedance is twice that of the single-ended topology. For this receiver
prototype, an external balun is used to convert the single-ended RF input signal to a
differential signal for the LNA. The unbalanced impedance of commercially-available
baluns is 50 Q in order to provide a match to the preceding RF filter, while the balanced
impedance can be either 50Q, 100Q, or 200Q [6]. An inductively-degenerated
differential LNA is depicted in Fig. 6.19 along with the equivalent half-circuit.
Comparing the half-circuit in Fig. 6.19b with the single-ended circuit in Fig. 6.12a, the
two circuits are equivalent for G, =G,/2 and I, =2I,. The drain current of the

differential LNA is plotted in Fig. 6.20 versus noise figure for G, =1/(50L), 1/(100 Q),
and 1/(200 Q). For the same noise figure performance, the differential LNA matched to

the lowest source conductance consumes the least amount of current. Conversely, for the
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Figure 6.19: (a) Differential LNA with source conductance G, and tail current I, . (b)
Equivalent half-circuit.
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Figure 6.20: Drain current versus noise figure of the inductively-degenerated differential
LNA for several values of source conductance.

same current consumption, the differential LNA matched to the lowest source
conductance has the best noise figure [68]. Unfortunately, the impact of the source
conductance on the noise figure was not fully appreciated at the time, and the LNA used
in this receiver prototype was designed to match a balanced resistance of 50 Q instead of
200 Q.

In the receiver prototype, the dimensions of each of the transistors M, and M, is 500 um
X 0.25 um. The LNA is biased at 4.5 mA and is powered by a separate 2.5-V supply,
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which helps to isolate the LNA from the potentially noisy supplies of the other receiver
circuits. In the layout, each of the input transistors is partitioned into ten blocks of ten
fingers of 5 um X 0.25 pm devices. Fingering the devices helps to reduce the resistance
associated with the polysilicon gate [64], [69]. Keeping this resistance small is critical
since the noise associéted with this resistance appears directly at the input of the LNA. In
addition, substrate contacts are placed generously around and between the ten blocks in
order to reduce the substrate resistance near the LNA. The noise voltage associated with
this resistance modulates the bulk of the transistor and introduces an additional

component to the drain current noise,

i3 o = 4KTR,, 87, AF (6.121)

which can degrade the noise performance of the LNA [25], [70], [71]. The layout of the
input transistors M) and M is illustrated in Fig. 6.21.

The noise factor of the differential LNA in Fig. 6.18 is also affected by the cascode
transistors M3 and M,. While these cascode transistors slightly degrade the noise
performance of the LNA, they provide increased isolation, reducing the amount of LO

leakage from the mixer to the receiver input. In direct-conversion receivers, the frequency

_z
i
:
]

Figure 6.21: Layout of LNA fransistors M; — M.
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of the leakage signal is the same as that of the desired signal, and consequently, is
radiated from the antenna without any attenuation from the RF filter. This leakage signal
is problematic since it can potentially interfere with other systems operating in the same
frequency band. In addition to reducing the amount of LO leakage to the receiver input,
the cascode transistors also reduce the influence of the gate-drain overlap capacitances of
M, and M, on the LNA input impedance [68]. Including the gate-drain overlap
capacitance, the input impedance of the equivalent half-circuit may be determined by the
small-signal equivalent circuit illustrated in Fig. 6.22:

_ 8.l +RCy-a'g, L LC,-®R(L,+L)C,C, .\
" Cu+Cyh(l+g,R -0’LC, + jog,L+ joRC,,)

\ ) X ‘ (6.122)
l1-&°(L,+L)C, -o’LC,-0"g,R(L,+L)C+a"L L C,C,
jolC, +Cy(+g R -0’LC, + jog,L +joRC, )
Assuming that
1
@ = ————— (6.123)
(L, +L,)C,,
(6.122) becomes
LC
gmL: 1-— —ui___
(L, +L,)C,,
an = -
L ,
Cp+Cy [l o -:L +g.R +jo g, L, +RC, )]
£ (6.124)
Co [ L, LL, ]
= +gu R+
C.|L +L, &, +L,)

. L, . '
Ja-{Cg, +Cy [l - T +1 +g.R +jog, L, + R,Cz,)]}

g 5

Since C,y is typically much less than Cg, (6.124) reduces to gmls/C,s as long as R; is
small. For the differential LNA in Fig. 6.18, the cascode transistors M3 and Mj present a
small load resistance (R;= 1/gn3 = 1/gm4) to each of the input devices M; and M, thus
reducing the effect of the gate-drain overlap capacitances of M) and M; on the input
impedance. Consequently, for increased insensitivity to the effects of the gate-drain

171



Figure 6.22: Small-signal equivalent circuit of the inductively-degenerated LNA
including gate-drain overlap capacitance.

overlap capacitances, the transconductance of each of the cascode transistors should be
large. However, a large transconductance also increases the noise contribution of each of
the cascode devices. The widths of the cascode transistors should be chosen as a
compromise between these two opposing factors. In the receiver prototype, the

dimensions of each of the transistors M3 and Mj is 100 um X 0.25 pum.

Inductors L3 — L¢ are realized as on-chip spiral inductors. A test chip (RFTRIPLED) was
fabricated in order to evaluate the performance of various inductor test structures and the
results are reported in Appendix D. The spiral inductors implemented in the receiver
prototype use the top three layers of metal all shorted together using a large number of
vias in order to reduce the series resistance, thus improving the inductor quality factor.
Separate test structures were fabricated in order to characterize the performance of the
inductors actually used in the receiver prototype. The geometries of inductors L3 — Lg are
summarized in Fig. 6.23. At 2 GHz, the measured quality factors of inductors L3 and Ls
are 3.9 and 3.6, respectively. These low quality factors are typical for on-chip spiral
inductors implemented on low-resistivity silicon substrates. The low quality factors of
these on-chip spiral inductors are not detrimental to the low noise performance of the
amplifier. Indeed, the series resistance of each of the inductors L3 and Ls; must be kept
small since the noise associated with each of these resistances contributes directly to the
LNA noise figure. However, despite the low quality factor, the series resistance of each
of the source inductors is actually quite small due to the low inductance values. The

series resistance may be estimated by the following expression for quality factor:
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L3, Ly | Ls,Lsg
D(um) | 150 | 250

W (um) 19 13
S (um) 2.5 2
N 2.5 5.5
: L (nH) 0.8 6
g O@?2GHz | 3.9 3.6
_HSN_ N turns

Figure 6.23: Summary of on-chip spiral inductors.
‘oL
=— 6.125
Eiy (6.125)

From (6.125), the series resistance of each of the inductors L3 and Ly is only 2.6 Q at
2 GHz. The noise associated with the series resistance of each of the load inductors Ls
and Lg also contributes to the LNA noise figure. In this case, the mean-square value of the

input-referred voltage noise is approximately

2

= I

":'2, R = 4kTR,(L—S] Af (6.126)
1

where L; is the source inductance and L; and R; are the inductance and series resistance,

respectively, of the load inductor. Since L; is much less that L,, the noise contribution due

to the series resistance of each of the load inductors is minimal with an equivalent noise

resistance of only 0.37 Q at 2 GHz.

Each of the LNA input bond pads consists of the top three layers of metal, all shorted
together, while a fourth lower layer of metal acts as a shield [72]. However, rather than
connecting the shield to ground, the shield instead is connected to the source terminal of
the input transistor so that the pad capacitance appears in parallel with the gate-source
capacitance of the input transistor as illustrated in Fig. 6.24 [73]. This technique
significantly reduces the effect of the pad capacitances on the input matching. Including

the pad capacitances, the input impedance of the amplifier can be described by
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Figure 6.24: Interface between LNA and input pads.

1-0’C,| L, +—If‘—
_ 1-w’C,L,

Z,‘,, 2 gmllz'J —j
C,(1-w*C.L,) wC,

(6.127)

- -

where Cr is the parallel combination of the transistor gate-source capacitance and the pad
capacitance C,, while C; is the capacitance between the pad shield and the substrate. In
this case, input matching is achieved by equating the real part of Z;, to 50 Q and then
selecting the values of inductors Z; and L, to tune out the imaginary part of Z;, at the
carrier frequency:

D
@’C; 1-w’C,L,"

Li=L, (6.128)
On-chip spiral inductors should be avoided when implementing inductors Z, and Lz.
These inductors appear directly at the LNA input and any series resistance can potentially
degrade the noise performance of the LNA. In particular, for low noise performance, the
gate inductance must be relatively large, and implementation as an on-chip spiral
inductor results in a relatively large series resistance. Instead, the inductors L, and L, are
realized using the input bond wires, which have quality factors in excess of 20 and
provide an inductance of about 1 nH/mm. The LNA input bond pads are recessed about
300 pm from the edge of the chip in order to accommodate longer input bond wires, and

consequently, higher inductance values. The layout of the LNA is illustrated in Fig. 6.25.
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Figure 6.25: LNA layout.

Inductors Ls and Ls provide a tuned response at the output of the LNA. At resonance, the

load impedance is

WL,
+ j—
7 = R, 1+j0
' joC,  joC, (6.129)
_ 9
wC,

where C; is the load capacitance, and L; and R; are the inductance and series resistance,
respectively, of the load inductor. Larger voltage gains are achieved by using larger load
impedances. However, the load impedance is limited by two opposing factors. First, for
the same resonance frequency, larger load impedances are achieved by using smaller
capacitance and larger inductance values. However, on-chip spiral inductors with larger
inductance values tend to have lower quality factors. In the receiver prototype, the LNA

load impedance is about 290 Q.

The output of the LNA is connected to the input of the subsequent mixer through a pair
of 2.3-pF coupling capacitors. Large coupling capacitors are used in order to minimize
the signal attenuation resulting from the capacitive voltage divider formed by the
coupling capacitors and the input capécitances of the mixer. The coupling capacitors are

implemented as sandwich structures using the top four layers of metal [74]. In order to
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Figure 6.26: Bias circuit for the LNA input.

reduce the effects of voltage division, the parasitic bottom plate capacitances are placed
at the LNA output, where all the parasitic capacitances are tuned out by load inductors Ls

and Ls.

Finally, the bias circuit for the LNA input is illustrated in Fig. 6.26 [18]. The bias voltage
at the LNA input is determined by the gate voltage of transistor Mj;. Each of the R-C-R
networks acts as a choke for high-frequency signals without degrading the noise
performance of the LNA.

Simulation Results. The LNA was simulated in SpectreRF with device models based on
the Philips MOS Model 9, which includes the effects of induced gate current noise [75].
Due to the tuned nature of the LNA, accurate simulation results require inclusion of all
parasitic capacitances. A netlist for the LNA including the input bond pads was extracted

L Rs L3, Ly Ls, Lg
°T-°-U~/ MWV _l_ ° L 0.8 nH 6 nH
c, C. R 25Q 200

G 75 fF 180 fF
C 75 fF 180 fF
Ry R R 20 Q 10Q
= = R, 20Q 10Q
(3 ®)

Figure 6.27: (a) Circuit model for on-chip spiral inductors. (b) Component values at
2 GHz.
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Figure 6.28: Simulated LNA. gain.

~20}

=25
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frequency (GHz)

Figure 6.29: Simulated LNA §i;.

from the layout for use in simulations. In addition, the circuit illustrated in Fig. 6.27 was
used to model the on-chip spiral inductors.

The simulated gain of the LNA is illustrated in Fig. 6.28. The peak gain is 26 dB and
occurs at approximately 2.1 GHz, while the gain at 2 GHz is about 25.8 dB. The
simulated S;; of the LNA is illustrated in Fig. 6.29. S}, is the reflection coefficient seen
Jooking into the input of the LNA [59]:
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output noise (V' 2/I-Iz) contribution
R; (50 Q) 6.23x107 47.2%
M, M, 4.17x 107 31.6%
M, M, 1.69x 1078 12.8%
Ls, Lg 6.41x107° 4.8%
Ly, Ly 3.60x 107 2.7%
total 1.32x 1077 100%

Table 6.2: Summary of LNA noise performance from simulation.

Vl Zin —Zo (6.130)

S, =2
Ynoz,+z,

where V;* and V;” are the voltage amplitudes of the incident and reflected waves,
respectively, and Z;, and Z, are the source and LNA input impedances, respectively.
Consequently, S is a measure of how well the LNA input impedance is matched to the
source impedance, where 1 = 0 for a perfect match. This simulation was performed with
a pair of ideal 4.5-nH gate inductors to complete the input tuning. The S}, at 2 GHz is
about —22 dB.

The simulated noise figure of the LNA is about 3.26 dB and the dominate noise
contributors are summarized in Table 6.2. The simulated noise figure due to M, and M,
alone is about 2.23 dB and agrees well with the 2.18-dB noise figure calculated from
(6.87) using the simulated values of g,, and Cg and assuming that o= 0.8, §=4, y=2,
¢=j0.395, G;= 1/(50 Q), and @= 27210’ rad/s. The simulated values of g, and Cj, are
0.03 Q! and 453 fF, respectively, where Cgs consists of the parallel combination of the
165-fF pad capacitance and the 288-fF gate-source capacitance of transistor M;. Although
the simulated noise figure agrees well with the performance predicted by (6.87), the noise
figure of the LNA can actually be improved slightly. As illustrated in Fig. 6.20 for
G, =1/(50Q), the minimum achievable noise figure due to M; and M, alone is less than
2 dB for a bias current of 4.5 mA. The simulated performance of the LNA is summarized
in Table 6.3.

6.3 Frequency Synthesizer
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I, 4.5mA
Vop 25V
G 1/(50 Q)
WIL | 500 pm x 0.25 um

My, M, Zn 0.03Q!
Co 288 fF

WIL | 100 pm x 0.25 um

Ms, M & 0.017 Q!
L 4.5 nH

L, L, 0 = @2 GHz
L 0.8 nH

L3, Ls 0 4@2 GHz
1L L 6 nH
5 6 0 3.77@2 GHz

. C 165 fF
input pads =" 165 F
input bias 827 mV
gain 25.8dB @ 2 GHz
Sy —21.9dB @2 GHz
NF 3.26dB

Table 6.3: Summary of LNA simulation.

An excellent and detailed description of the design and implementation of the frequency
synthesizer is provided in [31]. This section offers a brief overview of the design along
with a discussion of some of the design choices made for low power consumption. The
2-GHz I and Q LO signals are generated using a fully-differential, wide-bandwidth PLL
illustrated in Fig. 6.30. The 2-GHz output signal from the VCO is divided by ten to
produce the 200-MHz sampling clock for the ADC. This 200-MHz signal is then divided
by four and locked to an external 50-MHz reference signal. The PLL has a nominal loop
50 MHz

“_" PFD | CPLLF VCO —> 2 GHz

+4 I +5 [« +2

200 MHz

Figure 6.30: Block diagram of phase-locked loop frequency synthesizer.
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bandwidth of 3 MHz.
6.3.1 Voltage-Controlled Oscillator

The phase noise performance of an oscillator at an offset frequency A@ from the center

frequency @, can be described by [76]

2 A ;
L(Aw) = 1010g{2£{‘T [1 +(2§2a)) }(l +%—]} (6.131)

where F is an excess noise factor, Py, is the output power of the oscillator, Q is the

quality factor of the tank, and Aw is the corner frequency between the 1/ f2 and 1/ f°

regions. From (6.131), the oscillator phase noise can be improved by increasing Py as
well as by increasing Q. Unfortunately, the lack of high-quality on-chip passive
components exacerbates the difficulty of integrating low-power VCOs.

Two commonly used VCO topologies are the LC-tuned oscillator and the ring oscillator.

Figure 6.31: Example of a differential LC-tuned VCO.

| Q
ATI\ 44

S

Figure 6.32: Example of a ring-oscillator VCO.
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LC-tuned VCO ring-oscillator VCO
quality factor ~4 1-1.5
area large small
quadrature generation | requires additional circuits inherent

Table 6.4: Comparison of LC-tuned and ring-oscillator VCOs.

An example of a differential LC-tuned VCO is illustrated in Fig. 6.31, while an example
of a ring-oscillator VCO is illustrated in Fig. 6.32. The advantages and disadvantages of
each of these oscillator topologies are summarized in Table. 6.4. The phase noise
performance of LC-tuned oscillators is typically much better than that of ring oscillators
due to the higher tank quality factor. Although the quality factor of on-chip spiral
inductors is limited to about four for processes which rely on low-resisitivity silicon
substrates (Appendix D), the equivalent quality factor of ring oscillators is even less with
values ranging from 1 to 1.5 [77]. Nevertheless, for applications with relaxed phase noise
requirements, the ring-oscillator VCO has two major advantages. First, the area of the
ring-oscillator VCO is much less than that of the LC-tuned VCO, which requires large
on-chip spiral inductors for implementing the tank. Second, the ring-oscillator VCO
inherently provides the I and Q outputs required for quadrature demodulation. Although
the power consumption of the LC-tuned oscillator alone is probably less than that of a
ring oscillator for the same phase noise performance, the additional power consumption

required for quadrature generation can be significant.

Due to the relaxed phase-noise requirement of the application described here, the VCO in
this receiver prototype is implemented as a four-stage ring oscillator illustrated in
Fig. 6.33. Additional circuits for quadrature generation are not required, resulting in
substantial savings in power consumption. The I and Q outputs are connected directly to
the mixer LO ports, while a third output is connected to the frequency divider. Dummy

todummyload | todivider Q
AL Ad AA AA

R o s e

Figure 6.33: Four-stage ring-oscillator VCO.
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divider circuits are connected to the remaining VCO output in order to provide load
matching for improved quadrature accuracy. Since all users transmit simultaneously in
the same frequency band, the frequency synthesizer needs to generate only a single
carrier frequency and can be implemented using a wide-bandwidth PLL. The wide loop
bandwidth of the PLL suppresses the close-in phase noise of the ring-oscillator VCO
[78], thus improving the overall phase noise performance of the frequency synthesizer.

6.3.2 Other Design Considerations

A deadzone-free phase-frequency detector (PFD) is used to increase the pull-in range of
the PLL. The PFD outputs rail-to-rail signals to drive the current steering charge pump,
reducing the leakage currents that cause spurious tones to appear at the synthesizer
output. A passive, second-order loop filter is chosen in order to minimize noise as well as
power consumption. In addition, because of the wide loop bandwidth, the passive

components used to implement the loop filter do not require significant die area.

Minimizing the amount of signal coupling between the LO and the rest of the receiver is
critical when designing frequency synthesizers for highly-integrated implementations.
Unwanted signal coupling can occur through numerous mechanisms, including substrate
current injection, capacitive coupling to long interconnects, and power supply bounce. In
this prototype, the amount of coupling is reduced by implementing the digital portions of
the PLL using either source-coupled logic (SCL) or differential cascode voltage switch
logic (DCVSL) [79]. Fig. 6.34 illustrates inverter implementations based on these two

- “hd
Vino— Vo 3—| }—’ o Vou o
1 ¢ =N

1
=

(a) ® ©
Figure 6.34: Inverter implementations. (a) Static CMOS. (b) SCL. (c) DCVSL.
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logic styles along with static CMOS. Substrate current injection caused by charging and
discharging capacitors to the substrate can be canceled to first-order by using fully-
differential or pseudo-differential circuit topologies, such as SCL or DCVSL,
respectively. These two logic styles are also more robust against common-mode noise
than single-ended implementations, such as static CMOS. Furthermore, the amount of
supply bounce during transitions can be significantly reduced by using SCL, which drains

constant current from the supply.

Although SCL circuits consume static power, this logic style is used to realize the VCO
and the high-frequency stages of the divider in order to minimize the amount of high-
frequency current that can potentially couple into sensitive circuit components such as the
LNA. Implementation of the last stage of the divider and the PFD is based on DCVSL,
which eliminates static power consumption, but unlike static CMOS, also lessens the
substrate current noise. In addition, a separate 2.5-V supply is used for these two blocks
in order to further increase the isolation between the digital and analog circuit
components. In terms of power consumption, the use of different logic styles is feasible

since the overhead required to convert between SCL and DCVSL logic levels is minimal.
6.4 Mixer

An excellent and thorough description of the design and implementation of the I and Q
mixers is provided in [74]. This section offers a brief overview of the design along with a
discussion of some of the design choices made for low power consumption. The main
function of the mixer is to frequency translate the desired RF signal to baseband without
corrupting it through mechanisms such as noise or distortion. Two different types of
mixers are passive mixers and active mixers. An example of a CMOS passive mixer is
illustrated in Fig. 6.35 [68], while an example of a CMOS active mixer is illustrated in
Fig. 6.36. The following criteria must be considered when selecting a mixer topology for
a particular application: linearity, noise, conversion gain, power consumption, and port

isolation.

6.4.1 Passive Mixers
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Figure 6.35: CMOS double-balanced passive mixer.
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Figure 6.36: CMOS double-balanced current-commutating mixer.

Passive mixers do not provide any conversion gain, and in fact, actually result in
conversion loss. In direct-conversion receivers, the desired signal can still be relatively
weak at the input to the mixer, and this conversion loss imposes more stringent noise
requirements in the subsequent baseband circuits. Although passive mixers introduce
thermal noise, they do not introduce any flicker noise due to the absence of current, and

thus passive mixers are potentially attractive for use in direct-conversion receivers.

Low power consumption and excellent linearity performance [80] are two additional
advantages of passive mixers. However, both of these advantages are negated if an

additional amplifier is needed to compensate for the conversion loss of the passive mixer.
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Finally, the port-to-port isolation of passive mixers is poor. In particular, the LO signal
can couple to the RF port through the gate capacitances of the switches. Poor LO-to-RF
isolation is unacceptable in direct-conversion receivers, which are susceptible to
problems such as LO radiation from the antenna as well as DC offsets resulting from LO

self-mixing.
6.4.2 Active Mixers

A popular active mixer is the double-balanced current-commutating mixer (Fig. 6.36)
based on the Gilbert cell multiplier [81]. Unlike passive mixers, active mixers actually
provide conversion gain, which relaxes the noise and gain requirements in the subsequent
baseband circuits. However, active mixers contribute both thermal noise and flicker

noise, which may be problematic in direct-conversion receivers.

As already mentioned in Section 6.4.1, the power consumption and linearity of passive
mixers alone are generally superior to that of active mixers. However, a fair comparison
must also include the power consumption and linearity of any additional amplifiers to
compensate for the lack of conversion gain in passive mixers. In this case the, the choice

between an active mixer and a passive mixer is not as clear-cut.

Finally, the port-to-port isolation of current-commutating mixers is generally better than
that of passive mixers. In particular, the path between the LO and RF ports is separated
by two transistors rather than just one.

6.4.3 Mixer Implementation

For this receiver prototype, the RF signal is frequency translated to baseband along
parallel I and Q signal paths using a pair of double-balanced current-commutating
mixers. The I and Q mixers are both based on the same topology illustrated in Fig. 6.37.
An active mixer is selected because of its ability to provide conversion gain, and a
double-balanced configuration is chosen in order to increase the mixer’s immunity to
common-mode variations, including substrate noise introduced by the digital sections of

the receiver. In addition, this topology provides excellent isolation between the LO and
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Figure 6.37: Mixer topology used in the receiver prototype.

RF ports of the mixer, which is further improved by adding cascode transistors M5 and
M,.

The gates of the switching transistors Ms — Mz are connected directly to the I and Q
outputs of the VCO. By dc coupling the LO signals to the input of the mixer and by
locating these transistors immediately adjacent to the VCO in the layout, the capacitive
loading on the VCO is minimized. Consequently, the need for clock buffers is avoided,
resulting in substantial power savings. The sizes of transistors Ms — M are chosen as a
compromise between flicker noise performance of the mixer and power consumption in
the VCO. Since the VCO outputs are directly connected to these transistors, small device
dimensions are desirable in order to reduce the capacitive loading on the VCO. On the
other hand, large device dimensions are desirable for improved flicker noise
performance. Although the receiver prototype is based on a direct-conversion
architecture, the wide bandwidth of the desired signal reduces the impact of flicker noise
on the performance of this system. Consequently, the mixer’s flicker noise requirement is

relaxed in favor of reduced power consumption in the frequency synthesizer.
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Finally, the load devices My and M), are biased in the linear region and their resistances
can be changed by adjusting their gate bias voltages to provide variable gain capability

[11].
6.5  Baseband Amplification and Filtering

Each of the I and Q baseband signals must be amplified and filtered before subsequent
analog-to-digital conversion. Although the VGAs are not implemented in this receiver
prototype, the baseband section still must provide a moderate amount of fixed gain since
the gain from the LNA and mixer alone is not sufficient to meet the minimum gain
requirement of this system. The baseband section of this direct-conversion receiver also
provides high-pass filtering for dc-offset removal. Moreover, low-pass filtering provides
rejection of out-of-band interferers as well as anti-alias filtering for the subsequent
ADCs.

6.5.1 Low-Pass Filtering

For the receiver prototype, a Sallen and Key section is used for low-pass filtering.
Alternative approaches include switched-capacitor techniques as well as other
continuous-time techniques such as MOSFET-C or transconductance-C filters. In
general, a continuous-time approach based on Sallen and Key sections is more
appropriate for applications with relaxed filtering requirements and results in very simple,
low-power implementations. On the other hand, switched-capacitor techniques and
continuous-time techniques based on MOSFET-C or transconductance-C filters are more
appropriate for applications with increased selectivity requirements. A brief discussion of

each of these analog filtering techniques follows.

Sallen and Key Filter. A block diagram of a Sallen and Key section based on an
amplifier with gain X is illustrated in Fig. 6.38 [82], [21]. The voltage transfer function is
given by

_ a,K
Ve S +as+a,

(6.132)
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Figure 6.38: Sallen and Key filter block diagram.

where gy and a, are given by, respectively,

1

_ 6.133
“ = RRC, (6.133)

1 1 1
“=rc Trc TRC
1~1 21 22

(1-K). (6.134)

Thus, the Sallen and Key section can be used to realize a second-order response using
only a single active gain element. In fact, for K= 1, the active gain element can be
implemented simply as a voltage follower. Although the Sallen and Key section lends
itself to very simple circuit implementations, the response of this filter is particularly
sensitive to component variations for poles with high quality factors [83], where the
quality factor of a complex pole pair is a measure of the distance of the poles from the
imaginary axis in the s plane as illustrated in Fig. 6.39. Thus, this approach may be
problematic when used to implement higher-order filter responses which require complex

jo %

s plane

Qv

Figure 6.39: Quality factor of a complex pole pair.

188



Ry
AN
C

1
1L
1
Rz

Rs
ANMN—
ﬁ?r 2
Ry MWV
Vin 0o—AAN, '\ NGy |\ .
+ ‘[_l/ AA'A% ‘L—D—o Vout

Figure 6.40: Tow-Thomas biquad.

pole pairs with high quality factors.

MOSFET-C and Transconductance-C Filters. Lower sensitivities to component
variations may be achieved for higher-order filters by implementing a second-order
transfer function using additional active gain elements, such as the Tow-Thomas biquad
illustrated in Fig. 6.40 [20], [83], [84]. The voltage transfer function is given by

n 1
Voul - h R2R4CIC2 . (6.135)
V., §? 1 r 1

+ s+-2
R,C, n R,R,C\C,

The key building block for this biquad is the active RC integrator illustrated Fig. 6.41a
which has the following transfer function:

V., 1
TR 6.136
V.  sRC (6.136)

Implementations of this RC integrator based on continuous-time techniques include the

c Voias

R —T— —‘ﬁ_ Vin % Vout
Vi O_W\'—H>——o Vou Vi °_|—-L"JT_1>~—0 Vou I ©

(2) (®) (©

Figure 6.41: Integrators. (a) RC. (b) MOSFET-C. (¢) Transconductance-C.
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Figure 6.42: Switched-capacitor integrator.

MOSFET-C integrator (Fig. 6.41b) [85] and the transconductance-C integrator
(Fig. 6.41c) [86], [87]. In the former case, the resistance R is implemented using an MOS
transistor operating in the linear region, and the resistance can be adjusted through the
transistor gate bias voltage, Vi, resulting in the ability to compensate for process
variations. Alternatively, the RC integrator can be implemented using a transconductance
element, resulting in the following integrator transfer function.

Ve G,
= 6.137
V. sC ( )

In this case, the effective resistance can be adjusted through the bias current of the

transconductance element.

Switched-Capacitor Filter. The RC integrator can also be implemented using switched-
capacitor techniques as illustrated in Fig. 6.42 [88], [89]. The MOS switches are driven
by a nonoverlapping clock with frequency f and phases ¢ and ¢. In this case, the time
constant of the integrator is
G
fCs

and is dependent only on the clock frequency and the ratio of the integrating and

7= (6.138)

sampling capacitors. Consequently, filters based on this technique are very robust against
process variations and do not require additional tuning.
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Comparison of Filter Implementation Techniques. Sallen and Key sections are very
amenable to simple, low-power circuit implementations. However, the response of high-
order filters based on this technique is particularly sensitive to component variations, and
thus, the use of Sallen and Key sections is most appropriate for applications with relaxed

filtering requirements.

For higher-order filter responses, lower sensitivity to component variations may be
achieved by using switched-capacitor techniques as well as continuous-time techniques
based on MOSFET-C and transconductance-C integrators. The main tradeoff for this
reduced sensitivity is increased power consumption. For MOSFET-C and
transconductance-C filters, tuning is still required in order to achieve very accurate filter
responses. On the other hand, switched-capacitor filters are very robust against process
variations, and consequently, very accurate filter responses can be achieved without the
need for tuning. Finally, continuous-time techniques based on MOSFET-C and
transconductance-C integrators are more appropriate for applications with higher
bandwidth requirements, while switched-capacitor techniques are more appropriate for

applications with lower bandwidth requirements.
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Figure 6.43: Block diagram of baseband amplification and filtering,
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Figure 6.44: Noninverting amplifier schematic.
6.6 Implementation of Baseband Amplifiers and Filters

The I and Q baseband sections are each based on the block diagram illustrated in
Fig. 6.43. All of the baseband circuits are implemented using large transistor sizes in
order to reduce the amount of flicker noise. Immediately after frequency translation,
shunt 1-pF capacitors in combination with the mixer output impedance provide first-order
low-pass filtering of each of the baseband I and Q signals. A noninverting amplifier then
provides moderate gain in order to reduce the impact of noise contributed by subsequent
stages. The circuit schematic of this amplifier is illustrated in Fig. 6.44. The input of this
amplifier is dc coupled to the mixer output, which sets the common-mode bias voltage at
anominal valueof 1.9 V.

Each of the baseband signals then passes through a first-order high-pass filter, which
removes dc offsets and flicker noise from previous receiver stages. System-level
simulations reveal that the SNR degradation is less than 0.5 dB for a high-pass corner
frequency of up to 500 kHz. However, a much lower corner frequency is implemented in
order to further reduce the SNR degradation as well as to account for process variations.
Each filter is realized using on-chip passive structures, which include a pair of 40-pF
capacitors and a pair of 45-kQ resistors, plaqing the high-pass corner frequency at about
90 kHz. The on-chip resistors and capacitors are implemented using unsalicided n+-poly
and poly/n-well structures, respectively. The poly/n-well structure operating in
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Figure 6.45: Capacitance of poly/n-well structure versus bias voltage.
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Figure 6.46: High-pass filter schematic.
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Figure 6.47: Buffer schematic.

accumulation as illustrated in Fig. 6.45 [90] offers a large capacitive density of about
6 fF/pm2 when biased above the flat-band voltage, Vrp, of about 90 mV. The circuit
schematic of the high-pass filter is illustrated in Fig. 6.46. The resistor string sets the
common-mode bias voltage at the filter output. Large resistors are used in order to
minimize the power consumed by the bias string. The high-pass filter is followed by the
unity-gain buffer illustrated in Fig. 6.47.
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pole location (X @, ) quality factor
-1.0 0.5
—0.5 +0.8660254 1.0

Table 6.5: Poles for a third-order Butterworth low-pass frequency response.

Next, each of the baseband signals passes through a second-order Sallen and Key low-
pass filter. This low-pass filter provides attenuation of out-of-band interferers as well as
anti-alias filtering for the subsequent ADC. Although implementations based on
continuous-time filtering techniques are susceptible to variations in component values
due to process variations, such variations are not as critical for this particular application
due to the relaxed selectivity requirements. Moreover, since the baseband filtering is
followed by a A ADC operating at 200 MHz, the anti-alias filtering requirements are
also much less stringent. The main requirement of the low-pass filter is that the corner
frequency should be no less than the 16.25-MHz single-sided bandwidth of the desired
signal.

The poles of the Sallen and Key filter in combination with the pole at the mixer output
provide an overall third-order Butterworth low-pass frequency response. The maximally
flat gain and very linear phase response of the Butterworth filter result in very little signal
distortion. When normalized to the corner frequency, @, , the poles of a third-order

Butterworth low-pass response are given by the roots of the equation [20]

200;!!\&5 8*;200;0\

3pF 3 pF
—| —o Vgt Vg o i
5kQ 5kQ I ot h--l r L 5kQ 5kQ
Vit O— ® ° o Vi~
' MWy Wy _L | 2000035  200/0.35 I _I_ W W '
375F I 1 1 I 375F

Figure 6.48: Sallen and Key filter circuit schematic.
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Figure 6.49: Equivalent half-circuit of Sallen and Key filter

s2 4252 +2s+1=0

(s+D(s* +s+1)=0 (6.139)

and the pole locations are summarized in Table 6.5. The circuit schematic of the Sallen
and Key filter is illustrated in Fig. 6.48. The gain element of the Sallen and Key filter is
implemented using a PMOS voltage follower [91]. In this process the source and bulk
nodes of PMOS devices can be connected together in order to eliminate the body effect.
In this case, the small-signal model of the equivalent half-circuit is illustrated in Fig. 6.49
and the gain of the voltage follower is

V out =1+R201C2s2 _
14 Cs+g,

4

K= (6.140)

Substituting (6.140) into (6.132) results in the following expression for the voltage
transfer function of this filter:

RGG s? +£—s +1

Vou _ Em En = . (6.141)
+R,R2Clcz]s2 +[—i+(Rl +R2)Cz]s+1

{4
Van [(Rl +R,)C,C,
&n m

The passive component values are determined by setting

(R +R,)C,C, +RR,CC, = Lz (6.142)

gm wO
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Sowra+r)c, =L, (6.143)
1 2 2 )

m 0

For Ry =R, =5kQ, @, =27(16.25MHz), and 1/ g, =372 Q, the corresponding values

for Cy and C; are 4 pF and 830 fF, respectively. However, in order to account for process
variations as well as parasitic capacitances, the nominal values of C, and C, were chosen
to be 3 pF and 375 fF, respectively. For these selected component values, simulations
over process corners indicate that the —3-dB corner frequency varies between 17 MHz
and 22 MHz. The resistors and capacitors are implemented using unsalicided n+-poly and

poly/n-well structures, respectively.

The transfer function in (6.141) also contains zeros which can affect the desired

Butterworth frequency response. The zero locations are given by

(6.144)

amplifier HPF buffer Sallen & Key HPF

Figure 6.50: Layout of baseband amplifiers and filters.
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For Ry =R,=5 kQ, @, =27(16.25MHz), 1/ g, =372 Q, C, =4 pF, and C, =830 fF,

the zero locations are s=-1.2x 10®+;3.8x 10%. The magnitude of these zeros is
approximately 63 MHz and is sufficiently greater than the comer frequency of
16.25 MHz so as not to adversely affect the desired Butterworth frequency response.
Nevertheless, these zeros can still be problematic since they decrease the out-of-band
attenuation of the filter. However, the inevitable presence of higher-order poles mitigates

the severity of this problem.

Finally, the layout of the baseband amplifiers and filters is illustrated in Fig. 6.50. The
symmetric layout helps to improve the matching between the I and Q sections.

6.7  Analog-to-Digital Converter

An excellent and detailed description of the design and implementation of the I and Q
ADC:s is provided in [32]. This section offers a brief overview of the design along with a
discussion of some of the design choices made for low power consumption. The ADC
requirements are determined in Section 5.3.8 and summarized in Table. 5.1. For this
system, each of the ADCs must have a Nyquist rate of at least 25 MHz and a resolution
of at least 7 bits.

6.7.1 Pipeline Architecture

For these specifications, one possible approach of implementing the ADC is to use a
pipeline architecture illustrated in Fig. 6.51 [92]. In this architecture, each of the N stages
samples the signal from the previous stage and quantizes it to B bits. The quantized signal
is then subtracted from the input signal and the result is amplified by an interstage gain
block before being sampled by the next stage. This architecture is particularly amenable
to low-power implementations. First, for an N X B -bit ADC, this architecture requires
Nx2® comparators compared to 2**® comparators for a flash architecture. Second and
more importantly, the circuit requirements of subsequent stages are relaxed, and

capacitive scaling techniques can be sed, resulting in significant power savings. Finally,
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Figure 6.51: Pipeline ADC architecture.

one potential disadvantage of the pipeline ADC architecture, as with any pipeline

architecture, is latency.

Several low-power ADCs have been implemented based on the pipeline architecture with
capacitive scaling, including a 10-bit, 20-MS/s ADC consuming 35 mW [93] and a
10-bit, 40-MS/s ADC consuming 28 mW [94],[95]. The former was implemented in a
1.2-um process and the latter was implemented in a 0.6-pm process.

Although the pipeline architecture is a promising approach for implementing a low-
power ADC with the minimum requirements specified for this system, other factors must
be considered in order to minimize the overall power consumption of the entire receiver.
In particular, one of the most critical receiver functions is timing recovery, and a more
efficient receiver implementation may be achieved when the ADC is designed in
conjunction with the timing recovery algorithm.

6.7.2 Timing Recovery Considerations

In order to achieve an even more efficient receiver implementation, receiver functions
must be carefully partitioned between the analog and digital hardware. Despite the
relatively high Nyquist rate requirement of the ADC, a A modulator is used for analog-
to-digital conversion in this receiver. This ZA ADC is designed in conjunction with an
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Figure 6.52: XA-assisted timing recovery scheme.

all-digital timing recovery algorithm, and when both the analog and digital hardware are

considered, this approach results in a very efficient implementation.

The use of different frequency references in the base-station transmitter and the mobile
receiver introduces a frequency offset between the two LOs, and consequently, frequency
estimation and compensation must be performed at the receiver before the data can be
recovered. In order to provide adequate granularity for digital timing recovery, receivers
typically oversample the input signal by at least two times the Nyquist rate [19]. Since
oversampling is an inherent property of XA modulators, a ZA ADC is an attractive
approach for analog-to-digital conversion [96]. A block diagram of the proposed timing
recovery algorithm for this receiver is illustrated in Fig. 6.52. The output of the XA
modulator before decimation is a low-resolution, oversampled version of the data signal.
~ Timing recovery can be performed by properly adjusting the phase of the digital

decimation filter following the modulator. By including a variable-length delay line |
before the decimation filter, the timing recovery block can control the effective phase of
the ADC sampling instant to within the granularity provided by the oversampling ratio
(OSR). In order to achieve the same timing granularity with a pipeline ADC, a converter
with a sampling rate of OSR x 25 MHz would be required. Thus, when timing recovery
issues are also considered, a pipeline ADC is no longer the definitive choice for low

power consumption.
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6.7.3  Sigma-Delta Analog-to-Digital Converter

In the receiver prototype, the baseband I and Q signals are digitized using a pair of 7-bit,
25-MS/s ZA ADCs operating at 200 MHz. Since the high Nyquist rate of the baseband
signals restricts the XA converter to a low OSR of 8, the required dynamic range is
achieved by using a 2-1-1 cascade architecture with single-bit quantization in each stage
(Fig. 6.53).

The integrators are implemented as fully-differential switched-capacitor circuits using
folded-cascode operational amplifiers with NMOS input devices to maximize speed as
illustrated in Fig, 6.54. The device sizes and bias points of each amplifier are optimized
for minimum power consumption. Power consumption in the A ADCs is further reduced
by using capacitive scaling techniques [97]. However, the presence of parasitic
capacitances limits the achievable power savings resulting from this approach. The
capacitor values and bias current of each of the four integrators are summarized in
Table 6.6.

6.8 Receiver Test Chips

A pair of test chips were fabricated to characterize the performance of the individual
circuit components as well as the performance of the entire receiver. A micrograph of the
first test chip (SCRRX) is illustrated in Fig. 6.55. This test chip includes the analog
receiver consisting of the LNA, the mixer, the PLL, and the baseband circuits for
amplification and filtering. Separate test circuits for the LNA, the mixer, and the PLL as
well as a test circuit which consists of just the LNA and the mixer are also included. Test
structures were also fabricated in order to facilitate the characterization of inductors used
in the implementation of the LNA.

A micrograph of the second test chip (SCRBARF) is illustrated in Fig. 6.56. The
complete direct-conversion receiver including the ADCs is fabricated on this test chip.
The area of this chip is 5.0 mm x 5.2 mm including bond pads, but the circuits alone

require only about 5 mm?.
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Figure 6.53: 2-1-1 cascade XA architecture.

Figure 6.54: Switched-capacitor integrator.

Integrator Cs (fF) Ci (fF) Tbias (LA)
1 90 270 270
2 90 150 270
3 87.5 105 240
4 19 150 138

Table 6.6: Capacitor values and bias currents for A ADC.
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Chapter 7

Simulated Performance
and Measurement Results

7.1 Simulated Performance

Extensive simulations were performed on the individual building blocks and many of
these results are reported elsewhere. Simulation results for the LNA are reported in [98],
the mixer in [74], the PLL in [31], and the ADC in [34]. In this section, the simulation

results for the entire receiver are reported.

7.1.1 LNA/Mixer/Baseband Simulations

Most of the simulations were performed without the PLL and the XA ADCs since long
simulation times are required when these blocks are included. Instead, only the LNA, the
mixers, and the baseband amplifiers and filters are included. For these simulations, the
LO signal is modeled as a 2-GHz noiseless sinusoid with an amplitude of 0.4 V. All
simulations were performed using netlists extracted frdm the layout in order to include
the effects of parasitic capacitances. In addition, all simulations were simulated across
process corners: typical, fast, and slow. The gain at the output of the Sallen and Key filter
is plotted versus frequency in Fig. 7.1, and a few characteristics of the frequency
response are summarized in Table 7.1. The first-order high-pass filter and the third-order
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Figure 7.1: Simulated frequency response at the output of the Sallen and Key filter over
process corners.

typical fast slow
gain @ 1 MHz 43.8dB 45.0dB 42.2dB
—3-dB frequency (HPF) 82.9 kHz 104.4 kHz 67.0 kHz
—3-dB frequency (LPF) 19.7 MHz 22.5 MHz 17.1 MHz

Table 7.1: Summary of receiver frequency response.

Butterworth low-pass filter responses are evident in the overall frequency response of the

receiver.

For the typical process corner, the simulated frequency responses at the outputs of
various receiver building blocks are illustrated in Fig. 7.2. At 1 MHz, the gains at the
outputs of the mixer, the amplifier, the high-pass filter, and the Sallen and Key low-pass
filter are 41.0 dB, 44.8 dB, 43.9 dB, and 43.8 dB, respectively.

The simulated noise performance of the receiver is summarized in Table 7.2. For the
typical, fast, and slow process corners, the noise figures are 5.52 dB, 4.81 dB, and
6.26 dB, respectively.

The distortion performance of the receiver- is summarized in Table 7.3. The —1-dB
compression points are —34 dBm, —39 dBm, and ~33 dBm for the typical, fast, and slow

process corners.
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Figure 7.2: Simulated frequency responses at the outputs of various receiver
components (typical process corner).

typical fast slow
output noise due to source 448 uwv 546 pvV 352 uv
total output noise 845 uv 950 uv 722 uV
noise figure 5.52dB 4.81 dB 6.26 dB
Table 7.2:  Summary of simulated receiver noise performance (output noise integrated
over 100 MHz).
typical fast slow
—1-dB compression point -~34 dBm -39 dBm -33 dBm

Table 7.3: Summary of simulated receiver distortion performance.

Finally, a transient envelop simulation was performed using SpectreRF. The I and Q
baseband transmit signals are first generated in Simulink (Fig. 7.3). Next, these signals
are frequency translated in quadrature to RF using a behavioral model in SpectreRF. The
spectra of the receiver output signals for input power levels of 43 dBm and —33 dBm are
illustrated in Fig. 7.4. For an input power level of =33 dBm, the output signal is distorted

due to compression.

7.1.2 LNA/Mixer/PLL/Baseband Simulation
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Figure 7.3: Baseband transmit spectrum from Simulink.
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Figure 7.4: Spectrum of receiver output signal from transient envelop simulations.
(a) —43-dBm input power. (b) —33-dBm input power.
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When including the PLL along with the LNA, the mixers, and the baseband amplifiers
and filters, the simulation times are much longer. Consequently, only a single simulation
was performed in order to characterize the noise performance for the typical process
corner. The simulated noise performance is summarized in Table 7.4. When including the

PLL, the noise figure increases slightly to 5.7 dB compared to 5.52 dB without the PLL.

7.1.3 LNA/Mixer/PLL/Baseband/ADC Simulation

A transient simulation was performed on the entire receiver, including the LNA, the
mixers, the PLL, the baseband amplifiers and filters, and the XA ADCs. A 2.01-GHz
sinusoidal RF signal is applied to the receiver input and the 10-MHz output signals from
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output noise due to source

429 pv

total output noise

827 uv

noise figure

5.7dB

Table 7.4: Summary of simulated receiver noise performance including PLL for typical
process corner (output noise integrated over 100 MHz).
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Figure 7.5: Simulated transient response.

each of the I and Q Sallen and Key filters is illustrated in Fig. 7.5. In addition, the digital
output signals from each of the I and Q A modulators were processed in MATLAB in

order to verify the functionality of the entire receiver.

7.2 Measurement Results

The two receiver test chips, SCRRX and SCRBARF, are directly attached to the test
boards using chip-on-board (COB) packaging technology. This technique offers reduced
package parasitics since the chip pads are bonded directly to landing zones on the test
board and the package is essentially eliminated. However, this benefit comes at the

expense of decreased testing flexibility since the chips are not easily interchangeable.
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Although initial testing verified the basic functionality of the various test structures on
the SCRRX chip, two main factors prohibited extensive characterization of this chip.
First, antenna protection diodes were not included on this chip, and the lack of these
diodes resulted in inconsistent performance. These diodes are required at the gate nodes
of transistors with long interconnects in order to prevent charge accumulation during the
plasma processing steps [99]. Failure to do so results in unpredictable transistor threshold
voltages, and unfortunately, the ramifications of not including these diodes were not fully
appreciated at the time. Second, several design errors in the test board exacerbated the
difficulty of fully characterizing the various test structures on the SCRRX test chip. All
of these errors were corrected in the SCRBARF prototype chip and the corresponding test
board, from which all of the results reported in this section were measured.

In order to ease testing, rather than iterating over different bond-wire lengths, a
combination of the input bond wires and a pair of 1-nH chip inductors were used to
complete the LNA input tuning. The receiver input provides an excellent match to 50 Q
with a measured S}, better than —30 dB (Fig. 7.6).

The measured frequency response at the output of each of the I and Q Sallen and Key
filters is illustrated in Fig. 7.7. The high-pass and low-pass corner frequencies are about
100 kHz and 17 MHz, respectively. The receiver gain is 41 dB with less than 0.5-dB gain

0
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-15
g-ao
S 2
? s
-35
-40
-45 : :
H H : -50 H M L 1 H i "
15 16 17 18 18 20 21 22 23 24 25 19 197 188 189 200 201 202 203 204
frequency (GHz) frequency (GHz)
(@ (b)

Figure 7.6: (a) Measured receiver S};. (b) Zoomed view.
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Figure 7.7: Measured frequency response at the output of each of the I and Q Sallen and
Key filters.

galn mismatch (dB)
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0.01 0.1

1
frequency (MHz)

Figure 7.8: Measured | and Q gain mismatch.
mismatch between the I and Q paths over the —3-dB bandwidth (Fig. 7.8).

The noise pcrfbrmance of the receiver is measured at the output of the Sallen and Key
filter. However, since the receiver output noise is below the noise floor of the spectrum
analyzer, additional low-noise baseband amplifiers are used to amplify the receiver
output noise. The noise performance of the receiver is then determined by first applying a
noise source in the cold state at the receiver input and measuring the output noise on the

spectrum analyzer [100]. In this case, the noise source produces a noise power of k7B.
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Figure 7.9: Measured receiver noise performance.

Next, the output noise is measured when a noise source in the hot state is applied at the
receiver input. In this case, the noise source produces a noise power of ENRXKTB,
where ENR is the excess noise power ratio. The noise factor is given by

_ENR-1
OPR-1

(7.1)

where OFR is the ratio between the measured output noise powers for the two cases. The
noise figure of the receiver is plotted versus frequency in Fig. 7.9. The noise figure is less
than 9 dB over the —3-dB bandwidth and includes approximately 1 dB of insertion loss
from the external balun.

The measured distortion performance of the receiver is illustrated in Fig. 7.10. The input
—1-dB compression point of the receiver is —31.1 dBm. The out-of-band IIP2 is measured
by applying two sinusoids at the receiver input with offsets of 27 MHz and 37 MHz from
the carrier frequency. In this case, the second-order intermodulation product appears at
10 MHz and the measured IIP2 is —6.7 dBm. The out-of-band IIP3 is measured by
applying two sinusoids at the receiver input with offsets of 35 MHz and 60 MHz from the
carrier frequency. In this case, the third-order intermodulation product also appears at
10 MHz and the measured IIP3 is —18.3 dBm.
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Figure 7.10: Measured receiver distortion performance.
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Figure 7.11: Measured receiver power consumption.

The measured LO-to-RF leakage is —81 dBm and the receiver’s total power consumption

is 106 mW. A breakdown of the power consumption is illustrated in Fig. 7.11.

The frequency synthesizer and the XA ADC were also characterized separately [31], [34].
The phase noise performance of the frequency synthesizer is illustrated in Fig. 7.12. The
phase noise is —85 dBc/Hz at a 2.5-MHz offset. The ZA ADC has a dynamic range of
42dB and a peak SNDR of 40 dB when operating at a frequency of 200 MHz
(Fig. 7.13a). The output spectrum when a —33-dBFS, 3.125-MHz sinusoid is applied to
the input of the A modulator is iIluétrated in Fig. 7.13b. The noise shaping of the A

modulator is evident in the measured output spectrum.
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Figure 7.12: Measured phase noise performance of the frequency synthesizer.
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Figure 7.13: ZA modulator operating at 200 MHz. (a) Measured dynamic range. (b)
Measured output spectrum.

All of the receiver performance measurements are summarized in Table 7.5 along with
the simulated results. Except for the phase noise of the PLL, all of the other measured
receiver specifications either match or exceed the specifications used for the initial
system-level simulation listed in Table 5.2. The system downlink was resimulated in
Simulink using the measured performance specifications, and the SNR of the I and Q
data from the output of the multiuser detector is still approximately 15 dB.
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simulated performance measured performance
carrier frequency 2 GHz 2 GHz
noise figure (DSB) 4.81 -6.26 dB <9dB
S <-20dB <-30dB
voltage gain 42.2-45dB 41 dB
I/Q gain mismatch not simulated <2%
HPF comer frequency 67.0-104.4 kHz 100 kHz
LPF corner frequency 17.1-22.5 MHz 17 MHz
PLL phase noise —92 —-85dBc/Hz @ 2.5 MHz | -85 dBc/Hz @ 2.5 MHz
I/Q phase mismatch not simulated <2.5°
11P2 not simulated —6.7 dBm
I1IP3 not simulated —18.3 dBm
—1-dB compression -39--33dBm -31.1 dBm
YA dynamic range 46.4 dB @ 200 MHz 42 dB @ 200 MHz
XA SNDR 45 dB @ 200 MHz 40 dB @ 200 MHz
LO-to-RF leakage not simulated -81 dBm
power dissipation not simulated 106 mW
Table 7.5: Summary of receiver performance measurements.

Finally, the receiver was tested using a modulated RF input signal. The test setup is
illustrated in Fig. 7.14. The Simulink simulation framework is used to help verify the
functionality of the receiver test chip. The same Simulink blocks that were used to
evaluate the overall performance of the system are also used to generate the digital I and
Q input signals for the base-station transmitter as well as to process the digital I and Q
output signals from the receiver. The TX DSP block in Simulink performs QPSK
modulation, signal spreading, and pulse shaping, and the 100-MHz output streams from
this block, which consist of the combined data channels for ten users, are converted to
baseband analog I and Q signals by the Arbitrary Waveform Generator. Next, the Vector
Signal Generator translates the baseband I and Q signals to the 2-GHz carrier frequency,
and this modulated RF signal is then applied to the receiver input. The digital I and Q
output signals from the receiver are captured by the Logic Analysis System, and then the
RX DSP block in Simulink performs timing and data recovery on the acquired data.

The constellation diagrams for the I and Q signals before and after data recovery using
the adaptive MUD algorithm are illustrated in Fig. 7.15. These measured constellation
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Figure 7.14: Test setup for receiver measurement with a modulated RF input signal.
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Figure 7.15: Measured constellation diagrams using a modulated RF input signal.

diagrams demonstrate that the system achieves good overall performance when a
modulated RF signal is applied to the input of the receiver test chip.

73 Measurement Issues
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7.3.1 Yield and Reliability

In the receiver prototype described in this thesis, electrostatic discharge (ESD) protection
structures were not included in order to avoid additional parasitic capacitances which
would be detrimental to the operation of the high-speed RF circuits. Unfortunately, the
reliability of the prototype chips is significantly reduced without ESD protection
structures [101], [102].

The yield of the receiver prototype chips was also affected by the lack of sufficient
dummy structures. Dummy structures are required on the active, polysilicon, and metal
layers for processes which rely on chemical mechanical polishing (CMP) for
planarization. These dummy structures were not included around the receiver circuits
since the effect of these structures on noise coupling was not well understood.
Unfortunately, the yield of the prototype chips is significantly reduced without the
dummy structures.

7.3.2 Packaging Technology

The receiver prototype chips were attached to the test boards using COB packaging
technology. Although this technique offers reduced package parasitics, this benefit comes
at the expense of decreased testing flexibility since the chips are not easily
interchangeable. The inability to easily interchange prototype chips from the test boards
was particularly problematic due to the low yield resulting from the lack of sufficient
dummy structures. Alternatively, the ball grid array (BGA) package provides low
parasitics without the disadvantage of decreased testing flexibility [103]. Moreover, this
packaging technology can be used to include passive structures with high quality factors
as an alternative to on-chip structures with much lower quality factors.
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Chapter 8

Conclusion

8.1 Research Summary

The success of future wireless systems will depend heavily on their ability to provide
high capacity while maintaining low cost, small form factor, and low power consumption
in the portable devices. By tightly incorporating implementaﬁon issues throughout the
process of defining the system specifications, an efficient solution can be achieved

without necessarily sacrificing overall performance.

This thesis described a design methodology which facilitates the evaluation of tradeoffs
between implementation issues and overall system performance, focusing primarily on
the receiver as an example. First, system-level specifications, such as modulation scheme
and signal bandwidth, strongly influence the choice of receiver architecture, which in
turn, has ramifications on the achievable power consumption and integration level. When
system-level specifications are determined without considering their impact on receiver
architecture selection, single-chip solutions may be very difficult to achieve or just
simply infeasible. Some selection guidelines were presented in Chapter 2 for the

heterodyne, direct-conversion, image-reject, and low-IF receiver architectures.
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Second, the rapid improvements in digital CMOS technology provide an opportunity to
use advanced digital signal processing algorithms which in the past were considered too
complex to implement in the mobile device. These algorithms promise significant
increases in system performance but their performance may ultimately be limited by
analog circuit itnpaifments, such as noise and distortion. This thesis described the
detrimental effects of a number of these impairments and presented a system-level
simulation framework which facilitates the direct evaluation of these effects on the
performance of digital communications algorithms. The simulation framework is
implemented in Simulink, which offers compatibility with MATLAB, a simulation tool
a]ready. widely used for the development and evaluation of communications algorithms.
This simulation framework relies on baseband-equivalent models for all of the RF
building blocks in order to avoid simulation at the carrier frequency, resulting in faster

simulation times.

These strategies were then applied to the design of a high-speed wireless downlink for an
indoor picocellular system. The system provides an aggregate data rate of 50 Mb/s with a
transmission bandwidth of 32.5 MHz and a carrier frequency of 2 GHz. The wide
bandwidth of the desired signal facilitates the use of a direct-conversion architecture. In
this case, on-chip high-pass filtering can be used to remove dc offsets, and system-level
simulations confirmed that the SNR degradation is less than 0.5 dB for a high-pass corner
frequency of up to 500 kHz. Also, complete end-to-end simulations of the system
downlink were performed in Simulink and revealed that the digital multiuser detection

algorithm used for data recovery is relatively insensitive to analog hardware impairments.

Finally, a receiver prototype was implemented to meet the specifications determined from
the system-level simulations. A power-efficient solution was achieved by taking
advantage of the 'relaxed specifications as well as by using low-power circuit
implementation techniques. This receiver prototype includes the low-noise amplifier,
frequency synthesizer, mixers, baseband amplifiers and filters, and analog-to-digital
converters, all implemented on a single chip with a power dissipation of about 100 mW.

8.2 Future Work
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8.2.1 Bottom-Up Verification

The research presented in this thesis demonstrates that by tightly incorporating
implementation issues throughout the process of system definition, a very efficient
solution can be achieved without necessarily sacrificing overall performance. A top-down
design approach based on Simulink was used to determine the tolerable levels of analog
circuit impairments. However, once the receiver circuits are designed, it is necessary to

verify that the system actually achieves the desired performance using these circuits.

For the receiver prototype described in this thesis, verification was performed by
resimulating the entire system downlink in Simulink using both simulated results from
SpectreRF and measured results from the receiver prototype. Verification was also
performed using the transient envelop simulation capability of SpectreRF. Unfortunately,
both of these verification approaches have their shortcomings. Although the former
approach is quite straightforward, as with any approach based on behavioral models, the
accuracy of the simulation results depends on the accuracy of the models. Unfortunately,
the Simulink simulation framework described in this thesis relies on behavioral models
which may not accurately represent the behavior of the actual circuits over all input
power levels [104]. Finally, although transient envelop simulations in SpectreRF provide
very accurate results, these simulations are also very slow since they rely on transistor-

level models rather than on behavioral models.

8.2.2 Improved Behavioral Models

In the Simulink simulation framework described in this thesis, the behavioral models rely
on a third-order power series in order to model circuit distortion (Appendix A). For some
communications systems it may be necessary to include the effects of higher-order
nonlinearities. Implementing the behavioral models so that the order of the power series

is an input parameter rather than being fixed allows for increased flexibility.

Moreover, an approach based on power series provides an accurate description of
distortion in circuits that are memoryless but may not be adequate for modeling distortion

in circuits at high frequencies, where the effects of parasitic capacitances become
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significant. Although an approach based on Volterra series provides much more accurate
results in this case, calculations based on this approach are rather complex, even when
using computer simulation techniques. Further investigation is needed in order to
determine accurate yet efficient methods of modeling distortion in high-frequency

circuits.
8.2.3 Single-Chip Integration

The receiver prototype presented in this thesis achieves a very high level of integration
with a low number of off-chip components. All RF and analog baseband components are
integrated onto a single chip, while the external components include an antenna, RF filter,
crystal reference, a pair of chip inductors, and a pair of baluns. The off-chip inductors
were used for convenience in order to avoid iterating over different bond wire lengths for
the LNA input matching, and consequently, are not a serious impediment to eventual
integration.

For this receiver prototype, a fully-differential on-chip signal path was used in order to
mitigate the coupling between different receiver components. The use of a differential
signal path necessitates the use of off-chip baluns to convert the single-ended off-chip
signals to differential signals. One possible way of eliminating these baluns is to also use
a fully-differential off-chip signal path, which requires further work in the areas of
differential antenna design as well as differential RF filter design.

Furthermore, higher levels of integration may be achieved by taking advantage of
packaging technologies such as the BGA package already mentioned in Section 7.3.2.
This packaging technology can be used to include passive structures with high quality
factors so that components such as the RF filter can be integrated seamlessly into the
package.

Finally, in addition to using a fully-differential on-chip signal path, other techniques were
used to mitigate the coupling between the different receiver components, including using
separate supplies for the analog and digital circuits as well as implementing the digital
sections of the PLL using logic styles, such as SCL and DCVSL, which result is less
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substrate current injection. Despite these efforts, the consequences of integrating all of
the digital baseband circuits, such as those required to implement the data and timing
recovery algorithms, is unclear. In particular, further investigation is needed in order to
determine the feasibility of integrating all of the analog and digital signal processing

circuits onto a single chip.
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Appendix A

Baseband-Equivalent
Models

A.1  RF Amplifiers

The transfer function of any RF gain block can be represented by the following
relationship:

%,0)= 30,5 ) (A1)
n=0

where x(f) and x,(f) are the input and output signals, respectively. Let x,(¢) and x,(f) have

the same form as (4.29):

5,0) = e (1) + 3 [5as () cOS(1@,) + 3,5, (1) sin(n@,0)] A2)

n=l

x,(t)=x,pc () + ﬁ:[x,,,,, (O cos(nw,t) + x5, () sin(na,1)] . (A3)

n=l

The output coefficients x,p(?), Xom(f), and x,gx(?) in terms of the input coefficients x;p(?),
xin(f), and x;0,(f) for N =3 are given in Tables A.1 and A.2.
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Table A.1: Baseband-equivalent model for RF amplifiers (I).
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Table A.2: Baseband-equivalent model for RF amplifiers (II).

A2 Mixers

The transfer function of a mixer can be represented by
Y, (#) =y ()X y,5(0) (A4)

where yi(#), yro(f), and y,(?) are the input, oscillator, and output signals, respectively. For
a mixers in direct-conversion and low-IF receivers, let y{?), yro(f), and y,(f) have the

same form as (4.29):

Yi(®) = Yipe () + D[y (1) cos(n@,2) + y,o, (V) sin(na,1)] (A.3)

n=l
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Yio®) = Yopc(OD+ Z[J’wxn (B)cos(r 1) + y, o0, () sin(na,t)]

Vo) = Yopc )+ Y [V o (€ cOS(n@,8) + 3,0, (D sin(na, 1))

(A.6)

(A7)

The output coefficients yop(f), Yom(f), and yopx(?) in terms of the input coefficients yinc(d),

Yirn(®), Yion(®), yopc(2), Yrom(t), and yropa(#) for N =3 are given in Table A.3.
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2 2
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2 2 2 2
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2 2 2 2

Yirz Yiooc + +YincYior +
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inYion @ YinYiorz io2 Vi Yig1
YiBYmoc*y 2w + 2 +Yiw}’mr3-ym22m - 192@02

Y oQ1 (t)
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2 2 2 2
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Table A.3: Baseband-equivalent model for mixers (direct-conversion and low-IF).

For mixers in heterodyne receivers, let y{(f) be given by (A.5) while y;o(f) and Yo(?) are

given by, respectively,

228



Yio(O) =Yiopc () + Z {¥10m (®) cos[n(@, — @, Y1+ ¥ 0, (£) sin[m(@, — @ )11}

= Yiopc (8) + Z {[Y 0m (1) COS(n@yr 1) = ¥ 15, (1) si(n @y t)] cOS(n ) +

n=1

[V 10 () SI(B@;1) + y 109, (1) cOS(n D, 2)]SiD(R D, ) }
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N

Z [y olRFn (t) cos(n wct) + Y 0QRFn (t) Sin(n a)ct)] +

n=1

a=1

N

N

ZZ {V otpm (2) COS[(n@, + Mm@y )1+ ¥, ppy, () SIN[(nD, + M )21} +

n=l m=1

N

N

z Z {yoDVnm (t) cos[(nwc - meF )t] + onNmn (t) Sin[(nwc - mw[l" )t]}'

n=1 m=1

(A.8)

(A.9)

The output coefficients of y,(?) in terms of the input coefficients of y{r) and y;o(?) for

N =3 are given in Tables A.4 and A.S.

L0 YipcYiaoe

Yourr (£) 2 ; = .2 éy = y o) | L2 ;’wn _ Yin ;fmol
Your2 (£) Lz ; == . Yigzgwgz Y ogiF2 ® Yigz ;’LDJZ _Yir .23’1002
Your3 (2) YiB;/mB PR Ll ;, o Yooir3(t) Yig3 ;’IOB _Yin ;’IDQ3
Yorr1(t) | Yin Yioe Yoorr(®) | Yiorvioe

Yorr2 () | YirYiar Veoura®) | YiceYicoc

Yorrr3 (?) Yin3 Yiae Yoore3() | ¥iosYiarc

Yorn (8 Yiz ;’ o, Yin'zyml Yogen () Yigz ;’IDII _Yip ;’1001
Y@ | T ;, S ym;’m Vegra® | T2 ;’wzz _ Yip ;fwoz
Yoir13(t) 0 Voors@® |0

Table A.4: Baseband-equivalent model for IF mixers (I).



Yot (t) | YicYion Yoo () | Yirc¥iom
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Table A.5: Baseband-equivalent model for IF mixers (II).
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Appendix B

DC-Offset Cancellation

B.1 Introduction

For systems with narrowband signals, dc offsets in a direct-conversion receiver can also
be removed by using capacitive coupling or high-pass filtering. However, this technique
requires very large capacitance and resistance values in order to remove as little low-
frequency signal energy as possible. Consequently, an implementation using on-chip
passive devices is not feasible unless very high-density structures are available in the
process as in [13]. As an alternative, off-chip passive structures can be used to eliminate
dc offsets. However, this approach is inconsistent with the goal of a highly-integrated
implementation. The following sections provide an overview of alternative techniques
used to eliminate dc offsets when a direct-conversion receiver architecture is used in

narrowband systems.

B.2  Alternative DC-Offset Cancellation Techniques

In TDMA systems, data is received 6nly during certain time intervals as illustrated in
Fig. B.1. In this example, the TDMA system supports four data channels and each data
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Figure B.1: TDMA time slots.

channel communicates only during one of the four time slots. Consequently, the receiver
for the first data channel processes data only during time slots S1 and remains idle during
time slots S2, S3, and S4. In this case, dc-offset cancellation can be performed during
these idle time intervals [39], [105] in a manner very similar to the autozeroing technique
described in Section 5.3.5. During the idle periods, the dc offset is stored, and then during
the active time slot, the offset is subtracted from the received signal. Fig. B.2 illustrates
two different approaches based on this technique. In one approach, the offset is stored on
a capacitor [39], while in the second approach, the offset is stored digitally and then
subtracted from the received signal using a DAC [11]. The drawback of this technique is
that it relies on the offset not changing between the idle and active time slots.

In fact, dc offsets do vary over time as described in Section 2.3.1. In this case the dc
offsets must be tracked even during the active time slots. A method which tracks the dc

RF Input (fo)
\/
— ADC |—
RF Input (f)
\/
[]
]
2> b - Hlk
)
digital
RF Fiter baseband stages : basgband
) '
F ]
]
LS | DAc l‘ T
(b)

Figure B.2: DC-offset cancellation. (a) Capacitive storage. (b) Feedback DAC.
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offsets while data is being received can be used for any system, not just TDMA systems.
For systems which use signal constellations centered and symmetric about the origin,
such as QPSK, the dc content of the received signal is ideally zero. For such systems, an
averaging circuit, such as a low-pass filter, can be used to estimate the dc content of the

received signal. The estimated dc offset can then be subtracted from the received signal.

This dc-offset cancellation scheme can be implemented using an adaptive LMS algorithm
[56]). Consider the equivalent combiner for a feedback dc-offset correction loop
illustrated in Fig. B.3, where x(k) is the received signal, g(k) is update signal, y(k) is the
estimated dc-offset, d(k) is the desired value of the dc-offset, and e(k) is the error signal.
The error signal e(k) is

e(k) = LPF{x(k) - g(k)}- d(k) = LPF{x(k)}- LPF{g(k)}-d(k). B.1)

Adaptation using the stochastic gradient descent method [56] results in the following
update equation:

0 d
og(k) og(k)

where 4 is the step size. Taking the partial derivative of e(k) with respect to g(k), (B.2)

{e(0)} (B.2)

glk+1) = g(k) - 1 {1e2(k)}=g(k)—ue(k)

2

becomes
g(k+1)=g(k)+ ue(k). B.3)

The stability criterion for this algorithm is determined by first setting

d(k) = LPF{x(k)}-¢. (B.4)
Then the prediction error is
d(k)
x(K) LPF —é—» e(k)
. y(k)
a(k) -

Figure B.3: Equivalent combiner for a feedback dc-offset correction loop.
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e(k) = LPF{x(k)}- g(k)-d(k) = ¢ — g(k). (B.5)

The parameter error vector update is

glk+1)=g—g(k+1) = g-g(k) - - g(k)) = g(k)(1 - 1) (B.6)

and the summed squaréd parameter error increment is

g (k+D)-g (k) =-ug (B)2-p). B.7)

If the algorithm converges, then the parameter error vector update at time & +1 must be
less than the parameter error vector update at time k. Consequently, the summed squared
parameter error increment must be negative. For a positive step size 4, the following

relationship must be satisfied if the algorithm converges:
O<u<2,. (B.8)

Fig. B.4 illustrates one possible implementation of a dc-offset correction loop based on
this adaptive LMS algorithm. A digital low-pass filter is used to estimate the dc content
of the received signal and is followed by a digital implementation of the stochastic
gradient descent LMS algorithm. The dc offset is then subtracted at the output of the
mixer using a DAC. This approach is similar to the one illustrated in Fig. B.2b but can be
used for any system which uses a signal constellation centered and symmetric about the
origin and not just TDMA systems.

The effectiveness of this dc-offset cancellation loop is verified using Simulink. The

simulation assumes a worst-case dc offset of 100 mV after the mixer due to LO self-

RF Input ()
22 ina T s e [+ ADC
RF Filter - baseband stages
Y
[ReY(A
DAC 2 + i LPF x(K)
“1 g(k)

Figure B.4: Implementation of adaptive dc-offset correction loop.

234



0.15

o
-

update signal (mV)

o
]

— 51-dB gain
— 82-dB gain

0 2000 4000 6000 8000 10000
time (x 40 ns)

Figure B.5: Simulation of dc-offset cancellation loop.

mixing and a worst-case dc offset of 100 mV due to systematic offsets in the baseband
circuits. The digital low-pass filter has a relative bandwidth of 0.1 and an 8-bit DAC is
used to subtract the dc offset at the output of the mixer. The update signal from the dc-

offset correction circuit is illustrated in Fig. B.5 for two different cases:

1. weak input signal and maximum gain (82 dB); and
2. strong input signal and minimum gain (51 dB).

The ripple in the update signal is due to the finite precision of the DAC. The step size
used for the stochastic gradient descent LMS algorithm is 1/512, which was chosen as a
compromise between convergence time and the amount of signal ripple after

convergence.

Finally, in addition to the digital low-pass filter, the LMS algorithm described above also
incorporates an implicit low-pass filtering operation. If the digital low-pass filter is

omitted from the dc-offset correction loop, the update equation becomes

g(k) =gk =1+ ulx(k-1)—- gk -1)]. (B.9)
The z-transform of (B.9) is
__p
G(z)= —a—ma X(z). (B.10)
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The pole is found by setting the denominator of (B.10) equal to zero:
z=1-p4. (B.11)

In order for this filter to be stable, the pole must be located inside the umit circle, or
0 < u <2, which is the same result derived in (B.8). Since the value of x determines the
cutoff frequency of the low-pass filter, a small value of 4 is desirable. However, a small
value of 4 also results in a very long convergence time. Consequently, including the
additional digital low-pass filter in the dc-offset correction loop allows the step size to be
set independently from the low-pass filter corer frequency. However, for applications
where a longer convergence time is tolerable, the digital low-pass filter may actually be
omitted.
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Appendix C

Why 50 27

C.1 Introduction

Transmission line theory calls for conjugate impedance matching for ma.ximize. power
transfer from the source to the load. In order to facilitate the independent design of
different components, most microwave designs are based ‘on a standard interface
impedance of 50 Q. Integrated-circuit implementations have already abandoned this
antiquated requirement. For these implementations, the connections between on-chip
components are typically much less than the signal wavelength so transmission line
effects can be neglected. For example, for a 2-GHz signal, the wavelength is

A=—=—"——F—=0.15 C.1
S m €D

while the lengths of on-chip connections are typically no more than 1 mm. Consequently,

integrated-circuit implementations do not need to adhere to the 50-Q requirement.

Recently, the 50-Q requirement at the interface between external and on-chip
components has also come under intense scrutiny. This appendix addresses two questions

which are at the heart of the controversy over the 50-Q requirement. First, if maximum
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power transfer is indeed the relevant design metric, then is 50 Q the optimum interface
impedance? And second, is maximum power transfer even the correct design goal?

C.2  Impedance Matching for Maximum Power Transfer

Conjugate impedance matching results in maximum power transfer from the source to the
load. Under this condition, the reflection coefficient is not necessarily zero. The
reflection coefficient I is defined as [59]

r.Z-2

= C.2
Z,+Z, €2)

where Z; and Z; are the source and load impedances, respectively. Maximum power
transfer requires Z, =Z,, while I'=0 requires Z,=Z_. For a complex source
impedance, conjugate impedance matching does not eliminate reflections on the
transmission line connecting the source and the load. However, if the source impedance
is purely real, then the condition for maximum power transfer delivered to the load is
identical to the condition for no reflections, which partially explains the choice of a
standard 50-Q interface intpedance.

The choice of 50 Q is also based on the use of coaxial cables, where the 50-Q interface
resistance is a compromise between the 30-Q resistance for maximum power capacity
and the 77-Q resistance for minimum attenuation [25], [59]. The characteristic

impedance of a coaxial line is

n. b
Zy=—In— C3
0 =517 (C.3)

while the attenuation due to finite conductivity is

__ R (1.1
Fe = Zﬂln(b/a)(a * b) €4

where R; is the surface resistivity of the conductors, 7 is the intrinsic impedance of the
dielectric material, and a and b are the radii of the inmer and outer conductors,

respectively. The attenuation is minimum when xlnx=1+x, where x=b/a, and the
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corresponding characteristic impedance is 77 Q for =17, =377Q in free-space. The
power capacity of a coaxial line is given by

22
p, ="Eb (C.5)

max
o a

where Ey is the electric field strength at breakdown. The power capacity is maximum
when In(b/a)=1/2 and the corresponding characteristic impedance is 30 Q.

Despite the integration of increasingly more components onto a single chip, many highly-
integrated transceivers still rely on an external antenna and an external RF filter. In this
case, a coaxial cable usually connects the antenna to the filter, while a short board trace
usually connects RF filter to the transceiver chip. The use of a coaxial cable between the
antenna and the RF filter motivates the use of a 50-Q interface impedance. In particular,
one of the most important goals of the transmitter is to efficiently deliver as much signal
power as possible to the transmission medium. Conventional designs usually also rely on
a 50-Q interface impedance between the output of the RF filter and the input of the
transceiver. Commercially-available RF filters are typically designed assuming doubly-
terminated source and load impedances of 50 Q, and consequently, deviating from 50 Q
results in poor and unpredictable RF filter performance.

For a transceiver which relies on a custom RF filter, a 50-Q interface impedance between
the antenna and the RF filter is still a prudent choice when a coaxial cable connects the
two components. However, the interface impedance between the RF filter and the
transceiver chip no longer needs to be 50 Q since a short board trace instead of a coaxial
cable connects the two components. Nevertheless, the 50-Q requirement between the
antenna and the RF filter does impose some restrictions on the interface impedance
between the RF filter and the transceiver chip. In Fig. C.1, the RF filter is represented by

AHeETE co

a transmission, or ABCD, matrix:
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Figure C.1: Transmission matrix representation of the RF filter.

The input and output impedances of the RF filter are, respectively,

_V, _AV,+BI, AZ,+B

Z,=-L= = C.7

"I, CV,+DI, CZ,+D €7
7= Vo__DV-Bl _DZ+B ©8)
YL -CV+Al, CzZ,+4 ’

Next, assuming that the RF filter is reciprocal, i.e., no active devices, ferrites, or plasmas,
results in the following constraint:

AD-BC=1 (C.9)

while assuming that the RF filter is lossless yields the following additional constraints:

A=A, + jA4, = 4, (C.10)
B=B,+jB, = jB, (C.11)
C=C, +jC, = jC, (C.12)
D=D,+jD, =D,. (C.13)

In order to achieve maximum power transfer between the antenna and the RF filter, a

conjugate match is required:

(C.14)

. [A,,(R+ jX)+ jB, ] AR j(B, + A X)
Zl = Z3 = =

JC,(R+ jX)+ D, D,-C,X=jC,R

where Z, = R+ jX . Substituting (C.14) into (C.8) results in the following expression for
Z4I
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AR- ~J(B; + 4 X) |

+ jB,
_ T F Dy=C,X-jC,R o o
Z, = AR G+ 4D =R-jX=2Z,. (C.15)
"' D,-C,Xx-jc,R %

Hence, when a conjugate impedance match is required between the antenna and the RF
filter, a conjugate match automatically results between the RF filter and the transceiver
chip. In particular, for a 50-Q2 match between the antenna and the RF.ﬁlter, the interface
impedance between the RF filter and the transceiver chip must also be purely real.
However, this interface impedance does not have to be 50 Q. For example, with fixed
current consumption, a larger interface impedance results in better noise figure
performance in the inductively-degenerated LNA as illustrated in Fig. 6.20. However,
even for a custom RF filter implementation, the interface impedances cannot be chosen
independently. For Butterworth, Bessel, and odd-order Chebyshev responses, the load
and source resistances of the filter must be equal, while for an even-order Chebyshev
response, the load and source resistances are related but not necessarily equal [59]. In the
latter case, the relationship between the load and source resistances depends on the
amount of passband ripple. An impedance transformation network may be placed
between the RF filter and the transceiver to increase design flexibility at the expense of

increased complexity.
C.3 Impedance Matching for Minimum Noise Figure

One of the most important goals of the transmitter is to efficiently deliver as much signal
power as possible to the transmission medium. Consequently, impedance matching for
maximum power transfer is a worthy design goal. On the other hand, one of the most
important goals of the receiver is to amplify a potentially weak desired signal without
corrupting it with noise. In this case, impedance matching for maximum power transfer is
not as critical as matching for minimum noise figure. However, when the transmitter and
receiver share the same RF filter and antenna, the interface impedance between the RF
filter and the LNA is usually designed for maximum power transfer out of convenience

rather than necessity.
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Impedance matching for minimum noise figure is critical for very low noise applications,
such as receivers for radio astronomy. Several LNA topologies are analyzed in Sections
6.2.4 and 6.2.5 and the optimum source admittance resulting in minimum noise figure for
each of these topologies is summarized in Table 6.1. Minimum noise figure is achieved
by designing the output admittance of the RF filter that precedes the LNA to be equal to
the required optimum source admittance.

If the input admittance of the LNA is set equal to the conjugate of the optimum
admittance for minimum noise figure, then a simultaneous match for minimum noise
figure and maximum power transfer may be achieved. For all of the LNA topologies
described in Sections 6.2.4 and 6.2.5, an impedance match which results in both

minimum noise figure and maximum power transfer is impossible.
C4  Impedance Matching for Maximum Voltage Transfer

With the increasing use of CMOS technology for RF applications, the traditional
microwave approach of conjugate impedance matching for maximum power transfer has
become quite controversial, especially for the receiver. One of the main goals of the RF
section of the receiver is to amplify the voltage of the received signal for processing by
the subsequent baseband section. In this case, designing the front-end components of the
receiver, including the antenna, RF filter, and LNA, for maximum voltage transfer seems
to be a more appropriate design goal.

In order to better understand the implications of impedance matching for either criterion,

consider the following two design scenarios:

1. the source resistance is fixed but the designer has the freedom to select the load
resistance;
2. both the source and load resistances are fixed but the designer has the freedom to
select the network which connects the two resistances (Fig. C.2).
For the first scenario, selecting the load resistance R; to be equal to the source resistance

R; results in maximum power transfer, P, =V /(4R,), where V, is the source voltage. In

this case, the corresponding output voltage is ¥, =¥, /2. In contrast, selecting R, — o
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Figure C.2: R;and R, are fixed but the network connecting them is allowed to vary.

results in maximum voltage transfer, ¥, =V,, while the corresponding output power is

zero. In the latter case, the power gain is zero but the voltage gain is a factor of two
higher. In this scenario, the two design criteria have significantly different ramifications
on the optimum value of R;.

For the second scenario, there are numerous alternatives for connecting R; and R;. One
approach is to simply connect the two resistances directly. In this case, the output voltage

and output power are, respectively, -

v =2y (C.16)
R +R,
R 2 (C.17)

F=—a—"7.
(R, +R))

If R;=50 Q and R, =5 kQ, then ¥, =0.997, and P, =1.96x107*V>.

A second approach is to connect R; and R; together, and then, assuming that R, > R_,
connect a third resistor R, in parallel with R; such that the equivalent resistance is
R,||R,=R,. In this case, the output voltage and output power are ¥, =V,/2 and
P, =V /[4(R, [ R)].If Re=50 Q and R;=5 kQ, then ¥, =0.5¥, and P, =5x107V?2.
By connecting R, in parallel with R;, the equivalent resistance is matched to R;, resulting

in a higher output power but a lower output voltage than the corresponding values in the

first approach.

A third approach is to connect the two resistances through a transformer as illustrated in
Fig. C.3 [18]. In this case, the output voltage and output power are, respectively,
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Figure C.3: R;and R, are connected through a transformer.

nR
V=—os—o>lN_1Vy C.18
° n’R,+R, ° (C.18)
2
2 2 (C.19)

P =—F——=V,
(n*R, +R,)?

where 7 is the transformer turns ratio. The maximum output voltage and maximum output

power are, respectively,

2
P,.. =% (C.21)

and in both cases, the corresponding turns ratio is

R
By = /R—' . (C22)

In this case, if R;=50 Q and R;=5 kQ, then V,,,,, =5V, and P, =5x10"V?, both of

which are significantly larger than the corresponding values in the first approach.
Although the output power is identical to that in the second approach, the output voltage
is significantly higher. In this approach, the two design criteria result in identical values
for the optimum transformer turns ratio, and thus, designing for maximum power transfer
is equivalent to designing for maximum vqltage transfer. In addition, for n = n,,, the
resistance R; is equal to R,, while the resistance R, is equal to R;. In other words, when
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power transfer and voltage transfer are both maximum, R; and R, are matched to R and

Ry, respectively.

The examples for the second scenario have profound implications for the design of the
LNA in highly-integrated receiver implementations. For these implementations, R; is the
fixed driving-point resistance of the external antenna, while R; is the fixed load resistance
at the output of the integrated LNA, which is given by (6.129) for a tuned load. In this
case, the designer has the freedom to choose the LNA topology which connects R; and R;.
Indeed, selecting the LNA topology for maximum voltage transfer rather than maximum
power transfer is commensurate with the overall goal of sufficiently amplifying the
voltage of the received signal for processing by the subsequent baseband section. Based
on this design criterion, the common-source and inductively-degenerated common-source

topologies are analyzed below.
C4.1 Common-Source LNA

When the source and load resistances are connected through a transistor in the common-
source configuration as illustrated in Fig. C.4, the voltage gain is given by

V. - ngl

2= . C.23
Vv, 1+ joR.C,, (€23)
From (6.59), assuming that g, << @C,, the noise factor is
@*C?
Fe1+2% (2,2 o101 /|2 e (C.24)
g, \a 5 5 )g.G,
Vo

v I:AL R
|
Vs §/\/\/\’—’ = —_—

Figure C.4: Common-source LNA.
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For simplicity, the long-channel expression for g, in (6.94) is substituted into (C.24), and

the noise factor is minimum when

& gsopt ;
V3(Z+Q+2|c]1/g—’
a 5 5

and the corresponding minimum noise factor is

3 1
" 4
Foo=1+dg ﬂ(z) 1(£+1+2,c, /ﬂ]
0.0410

I

where the latter equality assumes that @=0.8, d=4, y=2, c=,0.395, G,=1/(50 Q),
©=272x10°rad/s, L=Lg=018pm (Lirawn=0.25pm), flepr=400 cm®/Vs, and

R IR

(C.25)

=1+

Eear = 5%10* V/cm. Under this condition, the voltage gain is

v,  163JI,R, c2n
V, 1+ j0.449 '

and the magnitude is
v,
H: 1.48/1,R,. (C.28)

As discussed in Section 6.2.1, designing the RF filter for a particular frequency response
requires knowledge of the source and load impedances of the antenna and LNA,
respectively. A standard interface impedance, e.g., 50 Q, allows RF filters to be designed
independently from the antenna and the LNA based on doubly-terminated filter design
techniques [20]. For the common-source LNA, the load to the RF filter is the gate-source
capacitance of the MOS device. The RF filter is still preceded by an antenna, so the
driving-point resistance of the antenna serves as the source impedance to the RF filter.
The equivalent circuit for a second-order low-pass network is illustrated in Fig. C.5, and
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Figure C.5: Singly-terminated RF filter.

the design of this filter is based on the same approach used for singly-terminated filters
[20]. The voltage transfer function is

v, 1

V, 1-&’L(C+C,)+ jwR (C+C,)

s

(C.29)

and the following component values are required in order to achieve a second-order

Butterworth low-pass frequency response:

R
L=—2 (C.30)
V2o,

c=2_cC,. (C31)

Thus, the desired filter response may still be achieved in the case of a common-source
LNA designed for maximum voltage transfer. However, a full reflection occurs at the
interface between the antenna and the RF filter. This reflected signal is reradiated from
the antenna and can potentially interfere with other receivers nearby. For low transmit
power levels, e.g., 1 mW, the received signal is quite weak and the reradiated signal is
even weaker, and thus, the impact of a full reflection occurring at the interface between

the antenna and the RF filter is minimal.
C.4.2 Inductively-Degenerated Common-Source LNA

When the source and load resistances are connected through an inductively-degenerated

common-source LNA as illustrated in Fig. C.6, the voltage gain is given by
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Figure C.6: Inductively-degenerated common-source LNA.

5{ _— ngl
v, oo, jo.(g,L, +R.C.)

assuming that

P SR S
“TC (L, +L,)

The maximum voltage gain is achieved when L; = 0:

Vo P ngl
Vo JoRC,

Instead, if a power match is required at the LNA input,

gnl,

R =Sn"s
C

&

&i =-_ En RI
Vs gmL:=R:Cp jsz’ Cg

and the voltage gain becomes

(C.32)

(C33)

(C.34)

(C.35)

(C.36)

Thus, designing for a power match at the LNA input degrades the voltage gain by a factor

of two.

Relying on the long-channel expression for g, in (6.94), the minimum noise figure is

given by (6.96) and repeated here for convenience:
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3 1
- 4
PRIy, w_ﬁ(ﬁj4[1[ﬁ+z+2,c, /&H
3 Yuglh\5) |3\ 5 « 5 (C.37)

0.0148

=

The corresponding voltage gain is

Vol o J5.10/I,R,. (C.38)
V-‘ L,=0

s

=1+

Thus, both the voltage gain and the noise performance of the inductively-degenerated
common-source topology are superior. In addition, even if this LNA is designed for a
power match at the input, the voltage gain is still superior to that of the common-source

topology.

In the case of a power match, the LNA input resistance is equal to the driving-point
resistance of the antenna. In this case, design of the preceding RF filter for a particular
response is based on the approach used for doubly-terminated filters already described in
Section 6.2.1. However, when L; = 0, the input impedance of the LNA is zero at o= a,
and the preceding RF filter is neither singly terminated nor doubly terminated. Thus, for
applications which require an RF filter for increased selectivity, this latter approach may
not be feasible. Nevertheless, even when the inductively-degenerated common-source
LNA is designed for a power match, its voltage gain is superior to that of the common-
source topology designed for maximum voltage transfer.

CS Antenna Circuit Model

A common circuit model for the components which precede the LNA, such as the
antenna, is illustrated in Fig. C.7. In this case, the source resistance R; is usually 50 Q and
represents the driving-point impedance of the antenna, while ¥ represents the voltage of
the received signal from the antenna. One potential pitfall of this model is the implied
independence between the voltage V; and the resistance R;, which may lead to the

incorrect conclusion that the input SNR can be arbitrarily improved by decreasing R; for
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Figure C.7: Antenna circuit model.

a fixed transmit power level. The most important design goal for receivers is maximizing
the output SNR:

SNR, [dB] = SNR, [dB]- NF [dB. (C.39)

In order to maximize the output SNR, the receiver noise figure should be minimized
while the input SNR should be maximized. The open-circuit voltage of the antenna is

v, =V, (C.40)

and the noise voltage due to R; is

V, = J4TRAf . (C.41)

Therefore, the input SNR is

v _ p?
e C.42
V2 4KTRAf C42)

SNR, =

If Vs and R; are independent, then the input SNR may be increased by decreasing R;. In
reality, this is not the case and V; actually depends on R,. The vertical whip antenna is an
antenna commonly used in mobile devices for cellular communications systems. For a
vertical whip antenna over a group plane, the radiation resistance and series capacitance

are given by [106], respectively,

_ o2 BY |
R =407 ( /J (C.43)
C, [pF]= 22‘;’2" [ro] (C.49)
log(—a—)-0.7353
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where 4 is the antenna height, A is the wavelength, and a is the antenna diameter. The
resistance seen at the driving-point is typically larger than the radiation resistance due to
additional losses such as that resulting from the physical resistance of the antenna. The

open-circuit voltage of the antenna is given by
V,=V,=Eh (C.45)
where E is the electric field strength and 7 is the antenna height, and the input SNR is

Ve Vo (B’
4kTRAf 4kTRAf 40

SNR, = (C.46)

Thus, the input SNR depends only on the electric field strength and the signal wavelength
and cannot be arbitrarily increased by decreasing the driving-point resistance as
suggested by (C.42). Consequently, if the transmit power level is fixed, then the only way

to increase the output SNR is by decreasing the receiver noise figure.

C.6 Summary

Two questions were posed in the introduction to this appendix:

1. If maximum power transfer is indeed the relevant design metric, then is 50 Q the
optimum interface impedance?

2. Is maximum power transfer even the correct design goal?

As discussed in Section C.2, the 50-Q requirement is a legacy from designs based on
coaxial cables, for which 50 Q is a good compromise between maximum power capacity
and minimum attenuation. The use of a coaxial cable to connect the antenna to the RF
filter in many transceivers still motivates the use of 50-Q interface impedance. In
particular, maximum power transfer is one of the most important design goals of the
transmitter, which much efficiently deliver as much‘s.ignal power as possible to the
transmission medium. In addition, commercially-available RF filters are typically
designed assuming doubly-terminated source and load impedances of 50 Q, and
consequently, deviating from 50 Q results in poor and unpredictable RF filter

performance.
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For transceivers which rely on stripline or microstrip transmission lines rather than
coaxial cables to connect the RF front-end components, maximum power transfer is still
an appropriate design goal, particularly for the transmitter. Although the interface
impedance no longer needs to be 50 Q, deviating from a 50-Q interface impedance
dictates the use of a custom RF filter.

For broadcast applications which require a receiver rather than a transceiver, the design
of the receiver is no longer constrained by the maximum power transfer requirement of
the transmitter. For these applications, the receiver may be designed for other metrics
such as minimum noise figure or maximum voltage transfer. Again, for both cases, the
interface impedance no longer needs to be 50 Q. However, deviating from a 50-Q

interface impedance again dictates the use of a custom RF filter.
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Appendix D

Inductor Test Structures

D.1 Introduction

As described in Section 6.2.6, the inductively-degenerated differential LNA used in this
receiver prototype relies on on-chip spiral inductors. A test cﬁip (RFTRIPLED) was
fabricated in order to evaluate the performance of various inductor structures. The
process consists of six metal layers and a single polysilicon layer. The top two metal
layers have a sheet resistance of 35 m€Q/O while the first metal layer has a sheet
resistance of 250 mQ/0. The sheet resistance of the remaining metal layers is 55 mQ/0.
This process uses a low-resistivity 10-mQ-cm silicon substrate with a 10-Q-cm epitaxial
layer. A total of seven different inductor structures were designed in ASITIC, a tool
which provides rapid analysis, design, and optimization of inductors [107], [108]. The
geometries of the seven inductors are summarized in Table D.1 and the parameters D, W,
S, and N are defined in Fig. D.1. The first test structure is a planar spiral inductor
implemented using only the top layer of metal, while the second test structure includes a
patterned polysilicon ground shield.[109]. This ground shield prevents the inductor
electric field from penetrating the silicon substrate, which degrades the quality factor of
the inductor, while patterning the shield prevents current flow which reduces the overall
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inductor description Dum) | W({um) | S(um) N
1 mé6 250 13.5 2 55
2 m6 with polysilicon shield 250 135 2 5.5
3 m5/m6 shunt 250 13.5 2 5.5
4 m4/m5/m6 shunt 250 13.5 2 5.5
5 R S SN btk th 250 135 2 5.5
polysilicon shield
6 m5/mé6 series 250 27 2 3.5
7 m?2/m6 solenoid 250 13.5 2 15

Table D.1: Geometry of inductor test structures.

N turns

(a (®)
Figure D.1: Definition of geometric parameters. (a) Inductors 1 — 6. (b) Inductor 7.

inductance. One disadvantage of using a ground shield is that the capacitance between the

inductor and ground increases, resulting in a lower self-resonance frequency.

Another source of degradation in the inductor quality factor is the resistance of the metal
used to implement the inductor. The third and fourth test structures are implemented
using the top two and top three layers of metal, respectively. These metal layers are all
shorted together with numerous vias in order to reduce the series resistance of the
inductor. As in the case of using a ground shield, using multiple metal layers also
increases the quality factor of the inductor at the expense of lowering the self-resonance
frequency. The fifth test structure combines both techniques, implementing the inductor
using the top three layers of metal all shorted together as well as including a patterned
polysilicon ground shield.
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Finally, the sixth test structure is implemented using the top two layers of metal
connected together in series, while the seventh inductor is a solenoid structure

implemented using the second and sixth layers of metal as illustrated in Fig. D.1b.
D.2  ASITIC Simulation Results

ASITIC was used to simulate four of the inductor test structures. The equivalent circuit
used to model the inductors is illustrated in Fig. 6.27. The simulated component values at
2 GHz as well as the self-resonance frequency of each of the inductors are summarized in
Table D.2.

description L(@H) R Q) |GUER)|R(Q)|CE)|R Q) I (GHz) QO
m6 621 | 112 | 125 | 727 | 943 | 182 | 5.71 [6.0,6.2
m5/m6 597 | 7.57 | 158 | 861 | 122 | 145 | 5.18 [8.2,85
m4/m5/m6 579 | 6.77 | 200 | 849 | 160 | 143 | 4.68 [84,88
mS5/m6 series 737 | 217 | 8.4 | 6.17 | 188 | 10.7 | 6.29 [3.8,3.2

Table D.2: Summary of inductor simulation results from ASITIC.
D.3  Test Chip Layout

The layout of the seven inductor test structures on the RFTRIPLED test chip is illustrated
in Fig. D.2. All inductors are connected to the pad structure illustrated in Fig. D.3. The
dimensions of the pad structure are designed to be compatible with GS-SG probes with a
125-um pitch. The signal pads consist of the top three metal layers, all shorted together,
while a fourth lower layer of metal (m2) acts as a ground shield [72]. The ground pad is
implemented using the top five layers of metal, all shorted together. A ground ring
consisting of the bottom three metal layers is placed around each of the inductor test
structures at a distance of 50 pum, and all of these ground rings are connected to the
substrate through a large number of substrate contacts.

A patterned polysilicon ground shield is positioned below two of the inductor test
structures. The shields are connected to ground along the ground rings which surround
the inductors. The layout of the polysiiicon shield is illustrated in Fig. D.4.
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130 pm

Figure D.3: Pad structure for inductors.
D4 Measurement Results

The S parameters for each of the inductor test structures were measured using an
HP8719C network analyzer. The component values at 2 GHz for the equivalent circuit
illustrated in Fig. 6.27 were extracted from the measured S parameters and these results

are summarized in Table D.3 along with the self-resonance frequency of each of the
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Figure D.4: Patterned polysilicon ground shield.

inductors. The dc resistances of some of the inductor test structures were also measured

and are summarized in Table D.4.

The measured quality factors are significantly worse than the values predicted by
ASITIC. Because this process uses a low-resistivity substrate, eddy currents play a
significant role in limiting the achievable quality factor in this process. The version of
ASITIC used for the initial simulations does not account for the effect of eddy currents
flowing in the substrate. Although the most recent version of ASITIC does include eddy
current effects, this version was not available at the time of initial simulations. The
inductor test structures were simulated again in the latest version of ASITIC and these

results are summarized in Table D.5. The quality factors predicted by the most recent

description L@l | R(Q) |G R (@) G () | R @ Vi GH)| 0
mr 57 | 225 | 170 | 35 | 150 | —18 | 57 | 25,28
m6 with polysilicon
pos 56 | 195 | 160 | -8 | 160 | 8 | 55 | 3,31
m5/m6 545 | 198 | 190 | 50 | 190 | =0 | 52 | 26.3
oy 525 | 154 | 220 | 19 | 235 | —18 | 48 | 33.36
mA/mS/m6 with | 555 | 159 | 246 | 4 | 253 | 11 | 46 | 31,33
polysilicon shield
e 5 82 | 270 | 16 | 130 | =50 | 22 | 05.1
dmb sclecnid 2 37 | 580 | 21 | 320 | —13 | 54 (025,045

Table D.?;: Summary of measured results from the inductor test chip.
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description R (Q)
mé6 11.8
m6 with polysilicon shield 11.6
m5/mé6 shunt 7.3
m4/m5/mé shunt 6.0
m4/m5/mé shunt with 6.4
polysilicon shield ’

Table D.4: Measured dc resistance of inductor test structures.

description L@H) | R Q) |CGEIR(Q|[GER)|R Q) |L(GH) 0
m6 5.91 19.9 123 7.7 104 15.1 | 5.89 | 3.3,3.3
mS/mé6 5.61 16 154 | 6.74 131 154 | 540 | 3.7,3.8
m4/m5/mé 541 15.2 194 | 6.91 167 152 | 489 | 3.7,3.7
mS/m6 series 7.3 64.1 | 743 | -16.3 | 225 11.1 6.7 |1.25,0.87

Table D.5: Summary of inductor simulation results from ASITIC version 3.19.00.

description L@ R Q) |GUE) | REQIGE)|R Q) (GH)| 0
m6 62 | 18 | 143 | 5 136 | 18 3.6,3.6
m5/m6 59 [ 142 | 178 | 8 168 | 12.5 4.1,42

Table D.6: Summary of inductor simulation results from Momentum.

version of ASITIC are much closer to the measured values. A couple of the inductors
were also simulated in Momentum, an electromagnetic simulation tool which is part of
the Advanced Design System software from Agilent. The simulation results at 2 GHz are
summarized in Table D.6.

From the measured results, the inductor implemented using the top three metal layers, all
shorted together, offers the best quality factor. Consequently, this configuration is used to
implement the on-chip spiral inductors for the inductively-degenerated differential LNA
in the receiver prototype.
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