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Abstract

Currents injected by CMOS digital circuit blocks into the Gnd/Vdd system and
into the substrate of a system-on-a-chip may affect reliability and performance of
other sensitive circuit blocks. To verify the correct operation of the system, an
upper bound for the spectrum of the noise current has to be provided with respect
to all possible transitions of the circuit inputs. The number of input transitions
is exponential in the number of circuit inputs. In this paper, we present a novel
approach for the computation of the upper bound that avoids the untractable ex-
haustive exploration of the entire space. Its computational complexity is indeed
linear in the number of gates. Our approach requires CMOS standard cell libraries
to be characterized for injected noise current. In this paper, we also present an
approach for this characterization of CMOS standard cells.

1 Introduction

The complexity of systems-on-a-chip design requires an aggressive re-use of IP (in-
tellectual properties) circuit blocks. However IP blocks can be safely re-used only if
they do not affect other sensitive components. The switching activity of CMOS digital
circuit blocks typically injects high frequency current noise both into the Gnd/Vdd sys-
tem, and into the substrate of integrated circuits. Such currents can potentially affect
circuit reliability and performance of other sensitive components [9]. For instance the
Gnd/Vdd currents may produce electromigration, IR voltage drops, voltage oscillations
due to resonances, and, possibly, electromagnetic interference. The substrate currents
may couple noise to sensitive analog circuitry through body effect or direct capacitive
coupling. Current injection analysis is needed to properly account for all such effects
during the design phase. Different effects require different types of current injection
models. For instance, power consumption analysis requires time-domain average cur-
rent estimation over several clock periods. IR drop, electromigration, and timing per-
formance analysis require a time-domain noise current upper-bound with respect to all
possible combinations of the inputs. Signal integrity, Gnd/Vdd grid resonances, elec-
tromagnetic interference, and substrate coupling on mixed-signal ICs require instead



an upper-bound on the spectrum of the current injected into the Gnd/Vdd system or
into the substrate respectively over all the possible input transition vectors.

The methodology in [6] can be used to accurately estimate both time-domain and
frequency domain injected noise for a given set of input vectors. However exhaustive
circuit simulation for all the possible input transition vectors would be required for
upper-bound estimation. The stochastic approach in [4] can estimate frequency do-
main average current injection, but not an upper bound on all possible input transition
vectors.

The approaches in [3, 7, 1, 8] can estimate such an upper-bound in the time domain,
but not in the frequency domain. In fact, these methodologies are suited to derive the
maximum current envelope in the time domain, which in general does not correspond
to an upper bound in the frequency domain. All these approaches divide the time do-
main into time intervals and search for an upper bound to the current in each interval,
by identifying all the gates that could potentially switching in that interval. There-
fore, the logic correlation inside the circuit is neglected or is at most considered only
between each pair of gates. Devadas et al. [S] account for this logic correlation, but,
since the original target was power consumption estimation, the approach relies on the
assumption that the maximum (weighted) switching activity corresponds to the max-
imum current. The problem is translated into a weighted max-satisfiability problem
and, therefore, it can be solved only for relatively small circuits. Furthermore, the use
of this methodology is restricted to the time domain.

Signal integrity, Gnd/Vdd grid resonances, electromagnetic interference, and sub-
strate coupling on mixed-signal ICs are not addressed by any of the existing current in-
jection analysis algorithms. For these problems, we have developed a general method-
ology that estimates the ‘Noise Current Spectrum Upper Bound® (NISU B) of a digital
block by combining the noise current injected by each gate and accounting for the
circuit logic functionality. Our approach includes glitches and accounts for the logic
correlation at the entire circuit level. Even though the entire logic space is explored by
the algorithm, the complexity is simply linear in the number of gates. We describe a
heuristic algorithm for a tight NISU B estimation and also show how to derive an exact
although somewhat looser NISUB.

In our algorithm, we need a standard cell library characterization for the spectrum
of the current noise. CMOS standard cell libraries nowadays are commonly character-
ized for timing performance analysis purposes, measuring and tabulating only output
transition times and propagation delays. To the best of our knowledge no procedure
for noise current analysis library characterization is yet available. In this paper we
also present a methodology to characterize CMOS standard cell libraries for injected
current noise. This part has highlighted some interesting issues about multiple input
switching events that were mostly neglected in the past.

The paper is organized as follows: Section 2 gives a formal description of the
problem we want to solve, Section 3 reports observations and results concerning the
library characterization, and Section 4 describes the proposed solutions.



2 Problem Definition

2.1 Assumptions

The noise current spectrum calculated in this work is intended to be used as input for
signal integrity or electromagnetic interference tools analyzing the power distribution
grid of a large integrate circuit or multi-chip module (MCM). The same methodology
can be used to calculate the noise current spectrum intended to be used as input for
tools analyzing the effect of noise coupling through the substrate from a digital circuit
block to some analog circuit blocks in a mixed signal integrated circuit.

Such types of analyses are typically performed using electromagnetic field solvers
that consider interconnect (or substrate) layout geometries and can account for all sorts
of capacitive, inductive, skin, proximity, diffusion, and even fullwave effects. Such
field solvers typically identify on the powergrid (or substrate) some input ports and
some output ports and calculate frequency domain noise transfer functions from unit
current excitations located on the input ports to the output ports.

A key assumption in this approach is that a large integrated circuit (or MCM) can be
subdivided into smaller circuit blocks, such that within each of these blocks all effects
accounted for by the field solvers are negligible. Hence, we can assume that:

e for each small circuit block all noise injectors can be collected into one single
injection port in the global powergrid of the entire integrated circuit (or MCM).

o within a circuit block the power supply voltage is uniformly constant and the
current drawn by each gate does not affect significantly such voltage. In other
words we assume each gate can be modeled as an independent current source.

Within this framework, the work presented in this paper is intended to provide an es-
timation for the maximum amplitude of the input excitation current of a single circuit
block to be applied at its injection port.

2.2 Maximum Current Spectrum Envelope

The current spectrum due to the switching activity of a CMOS digital circuit block is
typically discrete. Significant non-zero components are present at the clock frequency
fo and at its first P harmonics: fx =k- fo, ¥=0,...,P. In practical circuits P is typi-
cally not larger than 10 to 15 harmonics. The goal of this work is to find an upper bound
of such noise current spectrum. One practical way to estimate such an upper bound is
to consider separately each harmonic f; in the spectrum, and to independently estimate
an upper bound Ina(fi) for the current drawn by the circuit at that particular har-
monic. The final result of this procedure is a “Maximum Current Spectrum Envelope”,
obtained by collecting the individual bounds

{Inm(ﬁ))a’nm(ﬁ )1 .- slmax(fP)}
at the P+ 1 harmonics in the spectrum.



2.3 Noise Current Model
Throughout the paper we will use the following definitions:

Definition 1 We will indicate as Ig(fi) (or often simply as Ig), and refer to it as ‘the
current of gate G', the noise current injected by the gate G alone at frequency fi,
assuming a constant supply Vpp.

Definition 2 We will indicate as I,(fx), (or often simply as I,), and refer to it as ‘the
current of a node z’, the sum of the noise currents injected at frequency fi by all the
gates in the transitive fanin network® of node z.

Definition 3 The transition time of a node z is the interval of time between the 10%
and 90% points of the waveform % at node z. The transition time of a gate G is the
transition time of its output node.

Definition 4 The arrival time of a node z is the instant of time corresponding to the
50% point of the node waveform, with respect to the beginning of a clock cycle.

Definition 5 The propagation delay of a gate G is the interval of time between the 50%
values of the input and output waveforms.

Let G be a gate with n inputs and a single output z. For sake of simplicity and
without loss of generality, we can consider gates with only one output. The noise
current spectrum value of G at a given frequency f; is given by:

Ig= f(va TTsTA:CL); IceC
where:

e v={vy,¥,...,V,} is the input transition vector.
v; € B% where B = {00,01, 10,11} and g; is the number of transitions on the i-th
input.
Therefore,v€EV =B% x B X ... X B#*

o Tr = {Tr1,Tr2,...,Trs} is the input transition time vector.
Tr; € ST where S; = [Trmi, Trui] and g; is the number of transitions on the i-th
input.
Therefore, Ty € S=S7' x ST x ... x ST".
[Trmi, Trui] represents the range of possible values for the transition time of input
i. This range is specified in the standard cell library characterization.

o Ty = {Ta1,Ta2,...,Tan} is the input input arrival vector. Ty; € [0,7;)% where g;
is the number of transitions on the i-th input, and T is the clock period. Finally,
T, €A=[0,T.)% x[0,T)%2 x ... x [0,T)%.

e C. € R¥ is the output capacitive load.



GateG [—

h
L

v ={{01 J0 }L{10 01 10 }}={v w2}
Ir ={ {lOpS J0ps }, {lOpS ,30ps ,50ps } }= {Tn ,Trz}
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Figure 1: Example to illustrate the notation in the case n=2; ¢; =2 and g2 =3.

To understand this formulation more intuitively, we report an example in Figurel.
Similarly, the output transition time and the propagation delay of the gate are given
by:
TTG = 8(", TT: T) ’CL) € [01 ‘I;.')

Trg = h(v,Tr,Ta,CL) € [0, T¢)

Given a certain circuit topology, Cy is fixed and, therefore, it can be eliminated from
the search space.

If the same notation introduced above for a gate is now used for a circuit block with
p primary inputs, then the primary input transition vector space L is described in the
previous model by thecase g; = 1,Vi=1,...,n.
Therefore, £, = BP and has cardinality card(L,) = 2%.

2.4 Problem Statement

For a circuit C with p primary inputs, input transition vector v = {v1,v2,...,v,}, input
transition times 77 and arrival times T, for each frequency f; in the spectrum we want
to calculate:

el

Imax(.ﬁ:) =

max
vELp,TreS,Ty€A

where I is the total noise current of the circuit block:

N
Ic= 2 IGn
i=1
"The transitive fanin network of z, is the cone at node z including z and all its predecessors. A cone
at node z, denoted as C; , is a subgraph consisting of z and some of its predecessors such that any path
connecting a node in C, and z lies entirely in C;.
2gince our analysis is performed only on digital circuits, the input waveform space is restricted to linear
ramps.




and N is the number of gates in the circuit block. We will further restrict the exploration
space assuming our circuit block in exam is a combinatorial block standing between
edge-triggered flip-flop’s: therefore, primary inputs transition time and arrival times
are assumed to be given. In particular, we will assume that all primary inputs will only
switch at time ¢ = 0. The problem is then reformulated as finding for each frequency
Ji in the spectrum

Inax(fi) = max ] -

3 Library Characterization

The algorithm for the upper bound of the noise current spectrum presented in this
paper requires that each gate in the library be characterized both for timing and for
noise injection analysis purposes. This means deriving the current spectrum, the output
transition time and propagation delay of a gate for all possible input vectors. This
section

e gives an overview of the library characterization issues,

o highlights some cases that require a special attention and that are typically not
considered

e describes the criteria we derived to face these special cases.

Note that, referring to the formalism presented in the previous section, the characteri-
zation process for a gate G with » inputs assumes g; = 1,Vi=1,...,n.

Non-Switching-Output Events A Non-Switching-Output (NSO) event occurs when,
in relation to some input transitions, the output of a gate does not switch. For example,
(@:0—20,b:0—-1,z:0>0)and (@:0— 1,6:0— 0,z : 0 = 0) are NSO events for
a 2-input AND gate with inputs a and b and output z. Noise current may be injected
as a consequence of input transitions even if the output does not switch. Therefore,
for a n-input gate, all the 22" possible input transitions should be modeled. For gen-
eral transitions, the injected noise current spectral contents are a function of both the
input transition time and the output capacitive load. However, the mechanism for noise
current injection in NSO cases is different from Switching-Output (SO) cases. For ex-
ample, the noise current injected during NSO events depends only on input transition
time and not on the capacitive load.

Maultiple-Input-Switching Transitions We define a Multiple-Input-Switching (MIS)
transition, a transition where more than one gate input switches at the same time. For
example, @:0—> 1,b:0—-1),(@:0—>1,b:150),(@:1-20b:0— 1), and
(a:1—0,b:1— 0) are all the MIS transitions for a 2-input gate.

A first attempt at characterizing MIS transitions has been presented in [2]. However
in that work only timing performance is considered.



Intuitively, if the current waveforms due to two consecutive input events do not
overlap, then the MIS transition current is simply the superposition of the correspond-
ing two SIS transitions currents. For sake of simplicity and without loss of generality,
we will refer to a 2-input gate. Let Ty;x and T4,x be the mid-point of the input and
output voltage waveforms respectively of a SIS transition &; and Tr; and T the in-
put and output transition times respectively for transition k. We call Ay the Temporal
Distance among two consecutive input events in transition k:

1. if (MIS,NSO); = (SIS,NSO)x1 + (SIS,NSO)z2, then:

Ay = Thw—Tan
2. if (MIS,NSO) = (SIS,50)x1 + (SIS, SO)iz, then:
Ay = 1/2-[Taipa—5/8-Trigz+ Tazpa+5/8-Trepa] +

- 1/2-[Taip1 —5/8 Trigs + Tazp1 +5/8 - Tro )
3. if (MIS, SO); = (SIS,NSO)e1 + (SIS, SO) iz, then:

A = 1/2-[Taiga—5/8 Trigz + Tazie +5/8 - Trepa] — Tai
4. if (MIS,S0) = (SIS,SO)x1 + (SIS,NSO)za, then:
A = Taiga—1/2-[Taiga —5/8 Triga + Tazpr +5/8 - Trzu]

We define Current Width Wy of a transition k, the interval of time during which the cur-
rent waveform related to transition k is not zero. We call Disjunction Threshold Aty x,
the value of the Temporal Distance Ay beyond which the MIS transition k becomes the
superposition of its corresponding SIS transitions k) and k2. Arpy is comparable to
the semi-sum of the two SIS transition current widths: Az g = 1/2- (Wi + Wiz). We
finally propose to use an on-off type of model for the characterization of MIS transi-
tions:

o If Ay > Aryy, we consider the MIS transition k simply as the superposition of
the SIS transitions k1 and k2, each with its own input slope

o If Ay < Arp 4, then we assume the inputs as simultaneous (Ax = 0).

If this simple model is used, the library needs to be characterized only for Ax = 0.
An intuitive motivation for the previous model can be given observing that for NSO
transitions, the current injection begins when the first input moves, and ends when
the last input settles. For SO transitions, the current injection begins when the first
input moves, and ends when the output settles. For both type of transitions the current
waveform is approximately a peak centered around its mid-point.

The Base Table In summary, the model we propose for a gate G is a Base Ta-
ble(BTg), an example of which is shown in Table 1. Such table is derived for each
gate G in the library for each frequency f = k- fo, as defined in Subsection 2.2.

As it can be seen from Table 1, BTG of a gate G with n inputs, has 22" rows: each
row corresponds to an input transition vector. For each transition j, the following data
are calculated during the characterization:

o The current spectrum value of the gate I, = f;(v, Tr,CL)
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Table 1: The Base Table for a 2-input AND gate G.

j:abdb' | 22 | Tr¢ | T | I
0:0000 {00} O 0 0
1:0001 |00 | T | T | I
2:0010 |00 | T2 | % | I?
3:0011 Ol | T3 | T3 | PP
4:0100 |00 | T | T5: | I
5: 0101
6: 0110
7
8
9

S8
3'3.o
31::
-y K=

(0111 |01 [Tl | TR | 17

:1000 |00 |78, | T3, | 18
11001 (00 | T2 | T | PP
10:1010 {00 [ 0 [ 0 | O

1:1011 {01 | AL | T3 | M
12: 1100 | 10 | T}2 | 132 | 12
13:1101 | 10 | T3 | T3 | 13
14:1110 [ 10 | T}é | T8 | 14
15:1111 |11 0 { 0 | O

o The propagation delay T,{G =gj(vTr,CL)
o The transition time T, = h;(v, Tr,CL)

where Tr and Cp, are the gate input transition time and output capacitive load respec-
tively.

The characterization assumes all gate inputs have the same arrival time: Ty; =
5/8 - Ty; for each input i.

Note that the Base Table is characteristic of a gate of the library: nevertheless, since
I, TPG and Tm depend on the gate input transition time and output capacitive load,
the Base Table has to be “instantiated” in the real circuit to obtain the value regarding
the gate in the circuit.

An Instannated Base Table of gate G (IBTg), is obtained from B7 by calculating
IG, 'I‘PG, TTG for each transition j by using the value of the gate input transition time
imposed from the circuit environment. Notice that the current injected (at frequency



fo) by a gate G whose input arrival time is 7; can be obtained from I in BT shifted
by ¢ = —2nfo(T; —5/8 - Tr;) in the frequency domain.

Equivalence Classes According with the BT concept, a gate input vector transition
space V is partitioned into four equivalence classes with an equivalence-relation de-
fined as “generating the same output transition”. An equivalence-class Ef;,b € B for
gate G is the set of all the rows of BTg such that the output transition is equal to b.
The equivalence-classes defined by this relation for a two-input AND gate are:
EX = {0000,0001,0010,0100,0101,0110, 1000, 1001, 1010}
‘fl ={0011,0111,1011}
El® = {1100,1101,1110}
EY = {1111}
Since there is a bijective relation among the row number and the input transition
vector, we can equivalently write:
E® ={0,1,2,4,5,6,8,9,10}

EJ' = {3,7,11}
El® = {12,13,14}
Ell = {15}

3.1 Experimental Results

In this Section we present results obtained by using our procedure to characterize the
STMicroelectronics 0.18um library optimized for high speed performance. As a test
case we considered a small circuit containing 6 gates: two AND’s, three OR’s with dif-
ferent driving capabilities, and one EXOR. We analyzed only one primary input tran-
sition, but the input transition times and arrival times of the primary inputs are chosen
in order to generate on the internal nodes all the particularly critical cases mentioned
in the previous library characterization section. We compare in Fig. 2 two waveforms
representing the current injected into Gnd/Vdd: the solid curve is obtained by circuit
level simulation, while the dashed one is derived by using exclusively library char-
acterization information. In particular, we used gate delays from the library in order
to determine the switching instants of each gate. The corresponding current injec-
tion waveforms from the library are then positioned accordingly and added together
to obtain the total current injection. The case shown in Fig. 2.a includes: 2 (MIS,S0)
transitions with A < Argy, 2 (MIS,SO) with A > Ary , 4 (MIS,NSO) with A > Ary.
Glitches are also present. Fig. 2.b compares the spectrum of the two curves obtained by
using a Fast Fourier Transform. As mentioned in the previous Section, simultaneous
MIS transitions correspond to the case A < Ary, and we propose to model such cases
assuming for simplicity A = 0. In Fig. 2.c and Fig. 2.d good results are obtained even
when our algorithm uses A = 0 to model one of the simultaneous MIS transitions with
A = Ary. The complete set of transitions in Fig. 2.c and Fig. 2.d includes: 2 (MIS,S0)
transitions with A < Ary, 1 (MIS,NSO) with A < Ary, 1 (SIS,NSO), and 1 (SIS,SO).

As an additional remark, while performing the tests in this Section we observed that
propagation delays of corresponding MIS and SIS transitions are different as claimed
in [2). We observed that such difference can be particularly critical when modeling
noise injected currents. Hence when using propagation delays in a current injection
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Figure 2: a) and c) compares current injection into Vdd/Gnd according io a circuit
simulation and according a reconstruction from the characterized library. b) and d) are
the spectrum of the two curves in a) and c) respectively.

estimation algorithm, a library characterized for timing in the classical may not be
appropriate, but rather a timing model should be used which distinguishes between
MIS and SIS transitions.

4 Upper Bound Estimation

In this section we describe our algorithm for the estimation of a Noise Current Spec-
trum Upper Bound (NISU B). First, to simplify our presentation we give a description
of the algorithm neglecting glitches. Subsection 4.2 explains how to modify the algo-
rithm and introduce glitches obtaing a heuristic estimation of the upper bound. In the
last subsection, we derive an exact although somewhat looser upper bound.
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Legenda

- PI = Primary Input of the circuit

- PO = Primary Output of the circuit

- CT/ =row j of the Composite Table at node z

- fanin_set(z) = set of all the fanin nodes of node z

- z.status: if set to VISITED, the CT, has been already calculated

SEARCH_UB(PO)

SEARCH_UB(z2) {
if ( (z="PI) OR (z.status = VISITED) )
return;
else
foreach FI € fanin_set(z)
SEARCH_UB(FID);
end foreach
CALC_CT(z);
return;
end if

CALC.CT(2) {
foreachrow jin CT,
foreach input &
Ej + EXTRACT. _CLASS(j,k);
end foreach
Ei+—Epx--- X Ejn;
ax= 6;";:.’;‘ { CALC_ROW_CURRENT(e, j) };
CT{ « CALCROW(el,,y» ;
end foreach

}

EXTRACT.CLASS(, %) {
extracts from CT/ the equivalence-class of the input &.}.

CALC_ROW_CURRENT(e, j) {
Calculates the current of a prospective row j for
the CT of node z from the rows specified by e.}

CALCROW(e, ) {
Calculates a prospective row j for the CT of node z
from the rows specified by e.}

Figure 3: Algoriltlllm pseudo-code.




4.1 Computing NISUB without Glitches

The Composite Table Before describing the algorithm, we need to introduce the no-
tion of Composite Table of a node z (CT;). The Composite Table has the same structure
of the Instantiated Base Table, i.e. each row j corresponds to an input transition vector.
For each transition vector the following data are included in CT;:

o The maximum current at frequency f; of node z : Izj
o The arrival time: TA"Z

o The transition time: T,lz

Considering a gate G with output z, it is important to keep in mind that, although
the IBTg and the CT, have basically the same structure, there is a crucial difference
between them:
the values reported in IBTg are related to the single gate G, while those in the CT, are
related to the entire transitive fanin network of node z.

The same equivalence-classes defined in Section 3 for IBTg of a gate G can be used
for the CT; of a node z. We recall here that an equivalence-class Eg, b € B for node z
is the set of all rows of CT;, such that the output transition is equal to b.

Observe that the case of no glitches corresponds to g; = 1 for each input k of each
gate, in the formal model given in Section 2.3.

The Algorithm The recursive algorithm for the estimation the NISU B of a combina-
torial circuit has the following key properties:

o The recursion step processes one and only one gate

e Each gate is processed just once

e A gate is processed only when all its inputs have already been processed
o To process a gate means to calculate its Composite Table

o Itis applied for each frequency f =k- fy, as defined in Subsection 2.2. The com-
position of all the resulting values gives a Maximum Current Spectrum Envelope
(MCSE) for the circuit.

The key idea is that: each row of CT, is associated with a different input transition
vector and includes for that input transition vector the upper bound on the current
injected by the transitive fanin up to node z. Hence, when the algorithm has finished
processing all gates and termines, the upper bound of the entire circuit can be obtained
by simply inspecting and picking from the rows of the composite table of the primary
output the one with the largest current.

The pseudo-code for the algorithm is reported in Figure 3. Some comments and
explanations on the algorithm:

1. The Composite Table of a gate is generated from the Composite Tables of its
inputs and its Instantiated Base Table

12



2. For the primary inputs the composite table is given and represents the constraints
we mentioned in Subsection 2.4. Formally, for uniformity of notation, each pri-
mary input may be considered as output of a dummy buffer.

3. Each recursion step builds the Composite Table of a node z. In particular, the
Composite Table is built row by row. For each row, there is a local search for the
maximum: among all the possible combinations of the cartesian product of the
equivalence-classes of the inputs, only the one giving the maximum current is
chosen. It is worth noticing that the reduction of complexity comes exactly from
this step.

4. For the cases v; = 00 or v; = 11, we assign a symbolic value VOID to Tr; and
Taz.

Example of application As an example, we show some steps of the algorithm ap-
plied to the simple circuit shown in Figure 4.
The frequency under analysis is fo = 1GHz.

b X2
c

Figure 4: A simple circuit to illustrate the application of the algorithm.

G3

1. Nodes are processed in this order: x1, x2 and z.

2. The Composite Tables of the primary inputs are given. We only report CT, in
Figure 5.a: the word dummy in the heading row recall that the primary inputs
are assumed to be the output of a dummy buffer.

3. The first step is to derive CTy,.
CT, is given, IBT;, (shown in Figure 5.b) is calculated by using the Tr, and T,
values specified in C7;. The following formulas are applied for each row j:
1;{,‘l =T, + T, (Tha CLer)
T?ln = Tix] (TAIO’CUI)
By =+, -e=™ with A=Tys —5/8- Tra.
In particular, in this case, A = 0 for both the rows. Note that, since all equivalence-
classes are composed by only one element, there is no actual search for the max-
imum here: the choice for each row of is CT;, unique.The solution is reported in
Figure 5.c. It is also important to observe that, in case of more than one input,
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the current of all the input nodes is summed to the current of the gate (properly
shifted in the frequency domain) to give the current of the output node.

4. CT,, is calculated in the same way.

5. The last step is to calculate (row by row) CT, from CTy,, CT,, and IBT3.
We show the calculation only for row j =9, also indicated as j = 1001.
The EXTRACT_CLASS function returns:
Esy, = E}? = {01} (denoted as case x1 in Figure 6.a) and
Es,, = EJ! = {0001,0010,0011} (denoted respectively as cases x21, x22 and x23
in Figure 6.b).
Therefore: Ey = Exllo X Eg; = {xnx21,x11x22,x11323}.
From direct inspection of the prospective CT;? reported in Figure 6.d:
IiMx =29.13pA and e;MX = {x11x}.
This means that x;; and x»3 are chosen as representative of E1 and Ele respectively
to compute CT, and the other cases are thrown away.

Just as a side observation, to propagate the transitions we are using the criteria
based on the Dis junctionT hreshold given in Section 3.

Reconvergent Fanout The algorithm sketched in Figure 3 can introduce a large error
if the circuit presents reconvergent fanout. In fact, the current of a node z with fanout
fo is counted fo, times in the total circuit current.

It is actually correct to include these multiple counts because otherwise the choice
of the maximum current on the following nodes would be falsed, but the final total
current has to be adjusted properly to remove the multiple contributions.

To way to do so is to store the CT; of a node z if fo, > 1 (otherwise it is trashed
after use). From these we can derive the values to be subtracted from the circuit current
Ic to obtain the corrected value Ic,corr:

N
Ic,corr =Ic— Z L-(for—1)
k=1

where N is the number of gates in the circuit.
Algorithm Complexity Since each gate in the circuit is processed just once, the
complexity of graph traversal is O(N), where N is the number of gates in the circuit.

The cost of processing each node, i.e. building its Composite Table, is basically Cpog. =
c-Cp where:

® C, is the cost of the CALC_ROW function

o ¢ represents the number of times the CALC_ROW function is applied to process
anode

Therefore, the cost of our algorithm is: Ciymp = N - Cpode = N -Cp - c. The value of
¢ is bounded by 22"2"'«»', where n,,, is the maximum number of inputs of a gate (a
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dummy | ad’ | Tra[ps] | Taalps] | la[pA]
00 00 | VOID | VOID 0

o1 01| 60 375 0
10 10| 40 25 0
11 11| voD | voD | 0
a)
ad | xi¥) | Trg,[ps] | Trgylps] | 1o, {na]
00| o0 | voD | VoD 0
o1 | o1 100 70 12¢/270.1
10 | 10 70 80 15¢/270:8
11| 11 | voID | VOID 0
b)
ad | xixy | Trx[ps] | Taxps] | L [nA]
00| 00 | vOID | VOID (]
01| o1 100 107.5 | 12¢/201
10| 10 70 105 | 15¢/208
11 | 11 | voID | VODD 0
c)

Figure 5: a) Composite Table for node a. b) Instantiated Base Table for gate G;. c)
Composite Table for node x;.

commonly used value is n,,4, = 5). As explained in Appendix A, this worst case is
extremely unrealistic and a conservative average case can be estimated to be ¢ = 210.
Please, refer to Appendix A for more comments on this topic.

For a circuit with p primary inputs, an explicit exhaustive search on £, (using for
example the methodology in [6]) would have cost Coxp = N -Cp - 2%P.

Independently from the assumptions dictated by common sense, the comparison
shows that Cyp < Coxp for any circuit with p > 25. The comparison becomes even
sharper when using a more realistic value for c.

It is worth noticing that it is the use of the equivalence-classes of the Composite
Table that allows to explore the space L, implicitely and, therefore, without processing
all the 227 input transitions.
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Case | ad' | x1x) | Trx[ps] | Tax[ps] L, [pA]

x11 | O1 10 70 105 15pA /2708
a)
Case | beb'c’ | %% | Tralps] | Tonlps] | Lolnd]
x21 | 0001 | OI 60 100 | 20pAe2™03
xp | 0010 | O1 70 110 27pAe201
x33 | 0011 | O1 55 98 23pAe?
b)
Case | xyxo¥\¥, | 22 | Thps] | Tolps) | I3[nA]
xmxn | 1001 00| 80 150 | 1272702
mx2 | 1001 [00 (| 70 130 | 16206
X11X23 1001 | 00 60 120 | 14¢/2703

<)

Case | xyxpxy%y | 22 | TR,[ps] | T2,[ps) Pp4]
x11%21 1001 | 00 80 255 20.94¢/270.166
xxp | 1001 |00} 70 235 | 10.95¢—20.024
X11%23 1001 00 60 225 29.13¢°

d)

Figure 6: a) Rows of CT;, belonging to the Equivalence Class E}° of node x;. b)
Rows of CT;, belonging to the Equivalence Class Ii‘,“’zl of node x;. ¢) Row j =9 of
the Instantiated Base Table of node z for the three cases and d) all the corresponding
prospective row j =9 of CT;.

Remarks The logic space exploration is complete according to the definition of
equivalence-class we have given, but the choice of the representative element of a class
is performed by using as cost function only the maximum current for the node under
analysis. This choice does not necessarily imply maximum current for the following
nodes, because the current of the gate in the next step also depends on the combination
with the arrival times of its other inputs. Nevertheless, the effect of this error should not
be significant given that our approach explores the entire primary input transition vec-
tor space. Most of the previous approaches [3, 7, 1, 8] use a much simpler model for
the gate current and rely on stronger assumptions: e.g. the current injection of a gate is

16



considered only if the output node switches, the dependency on input transition time of
the current, the propagation delay and the output transition time is neglected, etc. Fur-
thermore, the logic correlation inside the circuit is neglected or is at most considered
only between each pair of gates.

4.2 Computing NISUB with Glitches

The generic formulation in Section 2.3 accounts for glitches using the variables g;
for each gate input k. Exploiting such formulation we can easily extend the approach
with no glitches presented in Subsection 4.1 to include glitches by simply re-defining
the equivalence-relation that partition the input transition vector space. Specifically, a
gate input space V can be partitioned into four equivalence classes by the equivalence-
relation defined as follows: ‘Two input transition vectors are in the same equivalence
class if their correspondent output transition has the same initial and final values.’
The same algorithm in 4.1 can now be used to operate on the newly defined classes.
Only minor details in the CALC_ROW function are needed to handle the new classes.
Notice also that, having assumed that the p primary inputs can switch only once at the

beginning of the clock cycle, the cardinality of the input transition vector space is still
2%,

4.3 Exact Upper Bound

The algorithm presented above does not compute an exact Upper Bound but rather
an estimation. The computed bound is indeed a true upper bound with respect to the
logic input space. However, some, albeit small, approximations are introduced when
capturing the dependency on transition and arrival times of the current injected by each
gate. This dependency has to be overestimated for the upper bound to become exact.

e The dependency on the input transition time can be eliminated at the library char-
acterization phase by measuring and tabulating the maximum current injected as
a function of all possible input transition times.

e At each node the algorithm in the Section above selects the representatives of
each equivalence class that are associated with the largest transitive fanin cur-
rent. Such choice was then used to identify also the output transition vector
for each class. One way to overestimate the dependency of the current arrival
times is to choose at each node and for each equivalence class the output tran-
sition vector that produces the most transitions, even if it is not associated with
the largest transitive fanin current up to that node. When calculating the largest
transitive fanin current, or the output transition vector with most transitions, we
freely move the gate input transitions in order to maximize each cost function
independently. Unfortunately in this way, the information about the phases is
lost and we can only sum up the modules of the currents. This can lead to a quite
loose upper bound (large overestimation) especially at high frequencies.
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5 Conclusions

A methodology has been presented to characterize the noise current spectrum injected
by CMOS switching gates into the Gnd/Vdd system or into the substrate of integrated
circuits. Specifically we have described a procedure to estimate an upper bound for
such noise current spectrum with respect to all possible transition vectors at the circuit
primary inputs. Our algorithm has linear complexity in the number of gates and has
been shown to provide significant computational advantage with respect to an exhaus-
tive exploration of the input space. In this paper, a procedure has also been presented
for CMOS standard cell libraries characterization of the switching current injection,
which we use in the upper bound estimation algorithm. Our model captures special
important cases such as Non-Switching-Output, and Multiple-Input-Switching events
which are typically neglected in classical library characterization procedures. Example
results have been given for a simple 6-gate circuit which show very good agreement
with full circuit level simulation. :
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A Algorithm Complexity

To derive the cost of building a Composite Table, we refer to the generic situation
depicted in Figure 7, where each box is a gate and the number inside the box represents
the number of inputs. Following the definition given in Section 3, each gate Gy; has
four equivalence-classes C,CP!,CJ?,C1}. CY; indicates a generic equivalence-class of
gate Gy; and its cardinality is denoted by card(CY;).
Indicated as npq, the maximum number of inpus for the gates of the library, the worst
case is given by:
= N2 = Nmax
-n=npe,Vi=1,...,n2
- card(CY;) = 22" Vi = 1,...,n; (which means that all the inputs of gate G2 have a
single equivalence-class)
and the cost is:
n) 2
¢ = [[2%" = 2%max
i=1

Since nmax = 5, this value is obviously unacceptable, but if we consider more re-
alistic cases this cost drops dramatically. In the following we consider some cases to
give a more reasonable estimation of the cost c.

In particular, we first consider the cases in which, for each input gate Gy;, all the
four equivalence-classes have the same cardinality, i.e. Gy, card(C};) = 2mil2 Vi =
l, PR (7]

1. n"=n12=2,n2=2=>c=26
2. n1|=n12=3,n2=2=>c=27
3 ny=np=n3=2m=3=>c=2°
4. n) =np=n3=3,n=3=>c=2103

S. nyy =ny2 =n13 =4’n2=3=>c___212

Just as a reference, we also report some cases in which all the inputs of gate G
have a single equivalence-class:
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Gate G,¢

Gale G,

— Gate G|

Figure 7: Generic situation for a recursion step.

1. n“=n12=2’n2 =2=>C=28
2. nmp=n2=3,m=2=>c=2"

Since a good CMOS design rule is to minimize the transistor stack size, the worst
case illustrated at the beginning is extremely unlikely. The other cases we reported are
much more realistic and, therefore, we believe that ¢ = 210 js a reasonable value for the
cost.
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