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Abstract

An Optical Metrology System for Lithography Process Monitoring and Control
By
Junwei Bao
Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences
University of California, Berkeley
Professor Costas J. Spanos, Chair

As the semiconductor industry approaches the first sub-100 nm technology node on the SIA
roadmap, process equipment and materials are stretched toward their limits, thus making the
process very sensitive to even small perturbations of process conditions. At the same time,
building and maintaining a semiconductor production fab has become increasingly expensive,
and lithography alone can account for as much as one third of the overall chip manufacturing
cost. Therefore, it is very important to monitor and control the lithography process in order to
enhance the production yield. This thesis presents a framework for lithography process
monitoring and control using the full line-edge profile information obtained from
scatterometry, and discusses in detail the performance issues of scatterometry as they pertain

to lithography control.

In this thesis we review various optical configurations of optical metrology tools that have
been used for scatterometry, and analyze some related theoretical problems. The results show
that signal matching with weighting based on signal noise or in the domain close to the raw

detector signal can yield a greatly improved CD and thickness precision. These results provide



ample evidence that full-profile scatterometry is easily scalable for use on the 70 nm

technology node on the International Technology Roadmap for Semiconductors.

Some experimental results on characterizing a scatterometry system used in a production
environment are also presented. The accuracy and precision of the system are demonstrated
on various applications. The scatterometry profiles and line widths of shallow trench isolation
and polysilicon gate structures are sufficiently close to those measured with cross-section SEM
and CD-SEM. Most importantly, however, the long-term precision of scatterometry is several

times better than that of the CD-SEM.

It is still a big challenge to integrate scatterometry into the advanced process control (APC)
framework. Research and development on using the wafer level and full-profile information of
scatterometry 1s still in the early stages. A framework on lithography process monitoring and
control using scatterometry is proposed first in this thesis. The simulation results show
significant benefits in using CD and sidewall angle information obtained form scatterometry as
controlled variables. Namely, the resulting CD and sidewall angle variations are more than
30% smaller than those with the traditional CD-based control method. The requitements and

challenges in applying scatterometry in a real production environment are also discussed.

Professor Costas J. Spanos

Committee Chairman
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Chapter 1 Introduction

1.1 Background and motivation

The demand for faster and larger scale integrated circuits (IC) has pushed the continuing
down-scaling of the transistors printed on the silicon wafer. Although many people have
doubted the continued validity of Moote’s Law, the semiconductor industry has actually

accelerated the rate of circuit feature shrinkage, and will be able to keep a similar pace in the

next few years.

As IC production equipment and materals are stretched towards their limits, semiconductor
P quip
processes become more expensive and very sensitive to disturbances. Photolithography is seen
by many as the key dnver in feature shrinkage. Therefore, it is very important to monitor and
y Y y 2! Iy imp

control the lithography process to enhance the production yield. This thesis presents a
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Figure 1-1 Lithography process trends in history and prediction. Source: W.G. Oldham, SPIE
Microlithography 2000.



simulation framework for lithography process monitoring and control using the full-profile
information obtained from scatterometry, and discusses in detail the performance and progress

of scatterometry technology.

1.1.1 Background and motivation for inline process control

Optical lithography is the key process step that enables the continuing feature size reduction.
As shown in Figure 1-1, the smallest resist line width printed on production wafers has been
decreasing exponentially, and it will be below 100 nm during 2003. For optical lithography,
thanks to continuing efforts to reduce aberrations, the resolution limit is mainly due to

diffraction, and it can be represented as

A
w= kl m (11)

where A is the wavelength, NA is the numerical aperture of the optical system, and k, is a
scaling factor. As we can also see from Figure 1-1, the stepper light source wavelength of 193
nm will be used for a few more years, and we are approaching the 1.0 limit of non-emersion

optics for NA. The k, factor will continue to decrease in order to enable the line width

reduction.

There are many resolution enhancement techniques that can help reduce the %, factor, such as
phase shifting masks (PSM), optical proximity corrections (OPC), off-axis illumination, and
resist property improvement, etc. [1.1]. On the other hand, many of these techniques and NA

scaling extend optical patterning process toward physical limits, and make the process



extremely sensitive to small perturbations of process parameters. For example, the depth of

focus of an optical system can be represented as

do.f.e<

— (12)

As NA increases, the depth of focus reduces, making the process more sensitive to focus drift.

There have been two general strategies of process control. The first one focuses on keeping
the process stable. Once a process is developed, all the process parameters are kept constant
during production, and statistical process control (SPC) can be used to monitor the process
output to check if it is within the statistical limit. As the process becomes increasingly sensitive
to the disturbance of operating parameters, the process window becomes smaller and smaller,
necessitating active process control. In the second strategy, process is monitored i situ or

inline with integrated metrology sensots, and feedback and/or feed-forward control is used to

-
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Figure 1-2 Effect of metrology delay on control effectiveness. Source: M.
Hankinson, AEC/APC 2000



compensate the drift detected by the sensors.

When process drift occurs, it is preferable to detect it and react to it as early as possible to
prevent the extra cost. Figure 1-2 shows the effect of metrology delay on control effectiveness
presented by Matt Hankinson on AEC/APC Symposium XII [1.2]. The simulation shows that
the maximum benefit in lot-to-lot control is 8% in critical dimension (CD) deviation reduction,
and 18% in wafer-to-wafer control. The study was done on a 200 mm wafer process, and the

cost savings could be more significant in the incoming 300 mm wafer process technology.

1.1.2 Scatterometry and its application to inline process control

The developed resist line profile is the ultimate output of the lithography step. The traditional
critical dimension scanning electron microscope (CD-SEM) is used as the metrology tool to
monitor the lithography process. However, because the wafer needs to be measured in a
vacuum environment, CD-SEM metrology is a batch process. Furthermore, since only a top-
down view of line width information is available, it is difficult to monitor the process in detail

on a wafer-by-wafer basis.

Scatterometry is an ideal candidate for inline process monitoring. The optical instrument can
be made small enough to fit in the space of the bake module on a wafer track, enabling 2 true
wafer-by-wafer metrology scheme. Furthermore, as we will see in later chapters, the quality
(full profile versus top-town view) and quantity (accuracy, precision, and throughput) of the

collected data underscore its clear advantage for inline application.

Advanced process control (APC) for lithography has been widely used recently in state-of-the-
art semiconductor production lines [1.3]. However, most of the control frameworks are based

on the measurement data obtained using CD-SEM in the lot-to-lot level. Since scatterometry



can measure the features right after the resist is developed, and full-profile information is
available, the control framework needs to be adapted and improved to make better use of the

scatterometry data.

1.2 Thesis organization

This thesis presents the latest development on the scatterometry technology and discusses its

integration into the process control framework.

In chapter 2, we will first introduce the status of advanced process control in the
semiconductor industry, and then review the history of optical metrology used for
semiconductor processing. Traditional optical metrology, such as image-based optical
microscopy, forms directly from the object a virtual image, and uses a geometric scale to
measure the image and get the size of the object. The resolution, however, is limited by the
diffraction of the optical imaging process. Sensitivity-based optical metrology, such as
scatterometry, can obtain higher resolution by matching the simulated signal with the
measured one based on signal sensitivity to small feature changes. We will review the popular

methods for optical scattering simulation, as well as various profile extraction techniques.

Many of the optical metrology tools used for scatterometry were originally designed and
optimized for thin film metrology. It is essential to analyze their performance when applied to
patterned feature measurement. In Chapter 3, we use the SOPRA broadband ellipsometer as
an example for analyzing the system noise performance. Many of the ellipsometer systems
designed for thin film metrology do not have strict specification on azimuth angle alignment,
while this becomes a key factor when doing patterned feature measurement. We will therefore

analyze the effect of azimuth angle to the measured profiles.



Chapter 4 presents some experimental results on scatterometry. After reviewing some
ploneering scatterometry work done on the 2-8 and other hardware configurations, we show
some results from characterizing a scatterometry system using a Therma-Wave’s Optical-Probe
5240 ellipsometer, including accuracy, precision, light spot size management, as well as the
effect of “library-based” versus “regression” methods for profile extraction. Finally, we
demonstrate the potential application of scatterometry on metal layer processes, and foresee its

possible application to chemical-mechanical planarization (CMP).

Chapter 5 illustrates how to fit scatterometry into the process control framework. We first
demonstrate some experimental results on focus and exposure monitors using scatterometry.
After some discussion on lithography process parameter extraction, we present a simulation
framework for lithography process monitoring and control using scatterometry. The simulated
rgsults show that the bottom CD and sidewall angle variations are reduced when doing process
control using scatterometry’s full-profile information, compared to the traditional open-loop

or CD-based process control methods.

In chapter 6, we will discuss the scatterometry requirements when implementing it in process
control. We will first introduce some basic concepts of process control, and analyze the four
elements of the run-to-run control framework. Metrology is one of the key elements of the
control framework. We will discuss the current status of the scatterometry technology in
meeting the requirement of the control framework, and what is needed to apply scatterometry

in the production environment.

Chapter 7 provides concluding remarks and outlines the challenges and future work in

scatterometry as an integral part of process control.
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Chapter 2 Background

2.1 Introduction

Advanced process control (APC) becomes increasingly important in state-of-the-art
semiconductor production fabs. Much progress has been made in applying vatious control
algorithms to semiconductor processes, especially to the lithography module. In this chapter
we introduce the status of advanced process control in the semiconductor industry. We also
give a brief introduction of the traditional optical methods, and then overview scatterometry-

based metrology.

Metrology is one of the essential elements in the process control framework. Ever since the
discovery of the magnification capability of convex lenses, people have tried to build various
optical instruments to measure small objects. Traditional optical metrology, such as image-
based optical microscopy, forms a virtual image of the object, and uses a geometrical scale to
measure the image to get the size of the object. One can also measure small objects indirectly
by detecting the optical response to the variation of feature sizes. As long as the mapping from
the structure to the optical signal is one-to-one, one can inverse this relation empirically or

through simulation to get the actual structure shape.

2.2 Semiconductor process control strategies

There are four essential functions for APC as defined by SEMATECH in 1994 [2.1]: fault
detection, fault classification or diagnosis, fault prognosis, and process control. Fault detection
identifies that an operating condition is different from a normal one; fault classification

classifies what caused the difference; fault prognosis predicts whether the fault will happen in



the future processes; and process control determines values for the manipulated variables to
achieve desired performance of the control variable. In broader definition [2.1], APC monitors
the process and determines the condition and methods to adjust the process so that it remains
on target. It also monitors and optimizes the adjustment to keep the process stable and robust,

and generates an alarm if a violation occurs.

The lithography process is a multiple-input-multiple-output (MIMO) process. The input
variables are process parameters, such as exposure dose, focus, PEB temperature and time,
etc, and the output variables are resist profile parameters. There are two general control
strategies for MIMO processes. In the past decade, there has been much progress in applying
single-input-single-output (SISO) process control to the lithography process [2.2, 2.3]. Usually
resist profile CD and exposure dose are selected as controlled and manipulated vatiables,
respectively, because CD is the most critical parameter, and it is most affected by exposure
dose. Howevet, as the requirement to resist profile by later pattern transfer steps becomes
increasingly strict, it is more important to monitor and control the full resist profile, which is
affected by multiple process parameters. Multiple-input-multiple-output (MIMO) control
demands new requirements for the key elements of process control, as will be discussed in

Chapter 5 and Chapter 6.

2.3 Optical imaging based microscopy

The apparent size of an object is determined by the size of its image on the retina, which
depends on the angle the object subtends for an unaided eye. Optical imaging based

microscopes use 2 combination of objectives and eyepieces to enlarge this angle by forming a



virtual image. With the help of scale and crosshair on the eyepieces, one can measure the size

of an object up to the resolution of the virtual image.

As shown in Figure 2-1 [2.4], the image of an object P in front of the objective, P’, is formed
between the objective and the eyepiece. The Eyepiece then forms an enlarged virtual image P”
at the favorable distance (about 25 cm) to the eye. The subtended angle of the image P” is

much larger than that of the object P if P is placed at the same location.

Eyepiece Eye

Objective

Figure 2-1 Illustration of the principle of the microscope

However, due to the diffraction at the apertures in the optical system, the detail of the object
that is smaller in size than approximately half of the light wavelength becomes “fuzzy.” The
resolving power of the microscope is determined by the resolution of the images limited by

diffraction, which can be represented by [2.4]
R~C. Do @.1)
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where A, is the wavelength in vacuum, NA is the numerical aperture of the objective, and C is
a factor depending on the coherence of illumination, where C =10.61 for self-luminous

objects, and C =0.82 for coherent illumination if Rayleigh criterion is used [2.4].

2.4 Overview of scatterometry technology

2.4.1 Sensitivity-based metrology

The imaging-based microscopy can be considered as a “direct” method, where the size of an
object is measured directly on its image. Another way of measuring feature size is sensitivity-
based metrology. This method usually involves detecting the signal response of a sample
structure from an incident light beam. As long as the variation of the feature size causes
detectable change on the response signal, and this mapping relation is unique within a certain
metrology range, the feature size can be “extracted” from the measured signal. Sensitivity-
based optical metrology has been widely used in many applications, such as ellipsometry and
reflectometry for thin film characterization, where the film thickness that can be resolved

(usually in sub-nanometers) is much smaller than the wavelength of light.

Many people have employed empirical methods to monitor and charactetize patterned
features using optical metrology tools [2.5]. During the initial phase, wafers are measured on
both the optical tool and other referencing metrology tools such as critical dimension scanning
electronic microscope (CD-SEM) or atomic force microscope (AFM). The diffraction signals
and the corresponding reference results are used to build a model based on neural netwotk or
other statistical methods. During the measuring phase, the optical signal is fed into the model
to extract the profile information. With this method, one does not need to simulate the optical

response from the sample structure, which makes it applicable to mote general types of sample
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structures, such as the actual device region in DRAM cells. However, the model built normally
only covers the ranges of the data from pilot runs, and a prohibitively large number of pilot
runs are usually needed to build a model with reasonable accuracy. Therefore, the empirical
method 1s mainly used for fault detection and classification. Accurate simulation of the optical

response is needed to further improve the profile extraction result.

2.4.2 Review of simulation methods

A one-dimensional grating is one of the key testing structures used for optical metrology.
Although a typical circuit usually consists of lines in different densities and orientations, they
can be represented well enough using testing grating structures of different line-space ratios

and onentations. Furthermore, the measurement region size (about 50 um to 100 pm) is

usually much larger than the feature size (typically less than 1 pm), so repetitive structutes in
the measurement light spot would strengthen “the signal content of the structure” (i.e., make
the effect of the structure more eminent) in the response signal. In many cases, with additional
knowledge of periodical condition of the structure, one can more efficiently construct and
solve the optical response problem. Therefore, in this thesis, we mainly focus on simulation

and metrology on one-dimensional grating structures.

Various techniques have been developed to solve the problem of electromagnetic wave
diffraction from periodical structures. The scalar wave modeling method only offers an
analytical solution for simple binary gratings [2.4]. The Rayleigh method decomposes the field
above and below the grating region using plane waves in the direction of diffraction orders,
and assumes that the field in the grating region can also be decomposed using the same basis

of waves [2.6]. But this assumption has been proved to be invalid for sinusoidal gratings with a
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high aspect ratio [2.7]. With the advances of computer technology, many numerical techniques
have been developed to rigorously solve the grating diffraction problem. Most of these
methods start from Maxwell equations, formulate either integral or differential equations to

take into account the petodic change of refractive index, and solve these equations

Figure 2-2 Illustration of grating profile slicing for RCWA simulation

numerically. Some methods are limited to gratings of certain sizes [2.8], while others do not
have such limitations. The integral method was used by Neureuther, Zaki [2.9], and Maystre
[2.10], and the differential method was proposed by Neviere, Cadilhac, and Petit [2.11). Finite-
difference time-domain (FDTD) algorithm was introduced by Yee [2.12]. However, the
integral method is hard to formulate and implement; the differential method is iterative, and

sometimes it takes a very long time to converge.

Moharam and Gaylord proposed the Rigorous Coupled Wave Analysis (RCWA) method in
1980 [2.13]. It is a non-iterative method that is adequate for non-planar periodic dielectric

surfaces. As shown in Figure 2-2, the grating is first sliced into multiple layers and each layer is
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approximated by a rectangular slab. The perodic permittivity distribution in each slab of the
grating region is first expanded using the Fourier series. Also, from the “Floquet condition”
[2.14], the field in the grating region can be expressed as Foutier expansion. Substituting them
into the Maxwell equations, with some expansion of the product of the infinite series,
comparing coefficients of corresponding terms, and using boundaty conditions between
neighboring slab layers, we can derive a set of first-order coupled wave equations in matrix
form. Its homogeneous solution can be obtained by solving for the eigenvalue and eigenvector
of the matrix. On the other hand, similar to the Rayleigh method, the electromagnetic field
above and below the grating region can be represented using linear superposition of plane
waves in the direction of various orders of grating diffraction. This can serve as the boundary
conditions to determine the specific solution of the diffraction efficiency. This method can be
very accurate if enough diffraction orders are preserved and enough rectangular slices are used
to approximate the grating structure profile. With some later developments in the formulation
of modeling TM wave diffraction to improve the order convergence performance [2.15, 2.16),
RCWA has shown advantages in solving one-dimensional grating diffraction problems over
other techniques in terms of computation speed and accuracy, and it has been widely used in

various application areas [2.17, 2.18, 2.19).

2.4.3 Profile extraction methods

An optical response simulator only solves the “forward” problem, i.e., given the dimensions of
a certain structure, one can simulate its optical response, but not we versa. What an optical
metrology tool directly measures is the optical response. Thus the “reverse” problem needs to
be solved to extract the feature size. This type of problem also exists in many other areas, such

as ellipsometry and reflectometry for thin film characterization.
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The regression method [2.20] is one of the most popular methods for the “reverse” problem.
As illustrated in Figure 2-3, a set of initial parameter values are input to the object response
simulator, and then the simulated response is compared with the measured response signal. If
they are not close enough (as determined by an appropriately chosen convergence criterion),
the result is fed into the optimizer to generate a new set of trial object parameter values for the
next iteration, until the simulated signal matches the measured signal well enough. This is a
typical flow of an optimization process, where the goal is to minimize the difference between

the measured and the simulated signals. This difference is often called “cost function.”

Many algorithms have been developed for this type of minimization process. It is important to
know that the optical response from the multi-dimensional parameters of the object is often

highly non-linear, so usually there are many local minima for the cost function across the

probing light ! inidalization
object l
.' response object
object simulator parameters
A
v !
responding simulated
signal response
match No b/ opumizer /
Yes
regression
results

Figure 2-3 Illustration of the regression method for profile extraction
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parameter domain. Local optimization techniques, such as the Gauss-Newton method [2.21]
and the Levenberg-Marquardt (L.-M) method [2.22], may end up converging at one of the local
minima. Some global optimization methods, such as simulated annealing [2.23], can do a good
job finding the global minimum, but they suffer from the problem of slow convergence rate
comparing to the local optimization methods. A heuristic combination of global and local

optimization techniques can usually achieve better performance.

Depending on the characteristics of the cost function and the starting point, it can take from a
few to many hundreds of iterations to converge in the regression process. Within each
iteration, one or more optical response simulations are needed, which may take from a few
seconds to several minutes on the fastest single-CPU computer. Thetefore, the whole
regression process usually takes tens of seconds or longer. Using advanced computer
techniques, such as distributed computing or parallel computing, we can significantly reduce
the regression time [2.24], but this requires much more investment on computer hardware and

software.

Another method for profile extraction is the library-based method [2.17, 2.18], as illustrated in
Figure 2-4. During the off-line process, one can first input film stack information as well as the
expected profile features for each section such as rectangle, trapezoid, hout-glass shape, T-
topping, footing, etc., to define the structure. Profiles are then parameterized to describe these
geometric shapes. For example, a rectangle can be defined by its width and height, and a
trapezoid can be defined by top width, bottom width, and height, etc. The ranges of these
parameters are determined based on the process window, and their resolutions are determined
based on the trade-off between the library size and the required accuracies of these parametets.

The combination of these multi-dimensional parameter values is used to generate the profile
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Figure 2-4 Tllustration of library-based method for profile extraction

library, and the optical response from each of these profiles is simulated to populate the

spectrum library. In order to cover the typical process variation with accuracy of about 1 nm
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for 5 to 6 profile parameters, a few hundred thousand profiles are needed, and it usually takes

hundreds of hours of CPU time to simulate the optical response from these profiles.

During the production process, optical metrology tools, such as spectroscopic ellipsometers
and reflectometers, are used to measure the optical responses from testing structures on
wafers. Then the measured spectrum is compared to those in the pre-built library, and the

profile that gives the best- matched spectrum is the extracted profile.

Compared to the regression method, the library-based method does not require a very long
CPU tme for the search of the best-matched spectrum during production, and the profile that
generates the best-matched spectrum is usually close (within the range of one step of the
library profile parameter) to the one that gives the global minimum of the cost function.
However, one needs to be aware of the limitations of the library-based method. The extracted
profile parameters can only be the discrete grid values, and the measurement accuracy is about
the same as the parameter step size. The number of required library profiles can easily blow up
if higher accuracy or larger range is needed for the multi-dimensional parameters. Therefore, it
is necessary to do profile interpolation or refinement around the profile that gives the best-

matched spectrum [2.25].

Non-linear statistical methods, such as neural network, are also widely used [2.26,2.27]. These
methods typically involve building a non-linear model using simulated spectra or sample
experimental data over a certain process range, and feeding the measured spectrum into the
model to extract the profile during the on-line phase. Usually this type of method suffers from
poor accuracy due to the limitation of the model, and they are often used for the purpose of

fault detection or fault classification.
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2.5 Summary

In this chapter, we introduced the traditional optical metrology methods, where one measures
the optical image of the object formed by the metrology instrument. Sensitivity-based
metrology can overcome the difficulty of image formation in the traditional optical metrology,
and can greatly extend the resolution beyond the diffraction limit. After a brief overview of the
simulation methods, various profile extraction techniques, such as the regression method,
library-based method, and non-linear statistical method, were discussed. In the next chapter we

will do some theoretical analysis of the optical tools used for scatterometry.
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Chapter 3 Theoretical Analysis of Optical

Tools Used for Scatterometry

3.1 Introduction

In Chapter 2 we reviewed various profile extraction methods for scatterometry. In this
chapter, we first introduce popular optical metrology tools that can be used for scatterometry.
Many of these tools were originally developed for thin film metrology. However, many new
issues arise when using these tools for scatterometry. We use the SOPRA broadband
ellipsometer as an example to analyze the effect of signal matching domain on extracted profile
noise. When doing simulation of signal response from grating structutes, we always assume
that the incidence plane is perpendicular to the grating lines. In a real ellipsometer system, this
condition may not hold due to the difficulty of wafer stage rotation control. We will analyze

the effect of the azimuth angle on the measured ellipsometer signals. |

3.2 Optical metrology tools for scatterometry

3.2.1 Single-wavelength variable-angle reflectometer

Single-wavelength variable-angle reflectometer is the first optical configuration used on
commercial scatterometry systems [3.1]. Intuitively, one can imagine that in order to “see” the
profile of a one-dimensional grating, the system should shine a beam of light perpendicular to
the direction of the grating lines, and analyze the reflectance from the grating at multiple angles
of incidence. Figure 3-1 illustrates a typical single-wavelength variable-angle reflectometer

system. A laser light source directs single-wavelength light on the sample structure after
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detector

Figure 31 51 eth, vadbleundls sellecwroater
passing a polarizer. Depending on the grating pitch and the wavelength of the light, there can
be multiple orders of diffraction from the grating, (which are not drawn in the figure,) but only
the 0" order of diffracted light is collected by the detector. The angle of incidence 0 is varied,
and the detector angle varies accordingly as well. Therefore, this configuration is also called 2-0

scatterometry.

Since a laser source can be used for 2-0 scatterometry, its optical setup is relatively easy
compared to configurations with broadband light sources, and the signal to noise ratio can be
quite high. Typically He-Ne laser or semiconductor lasers at a wavelength of about 600 nm are
used as light sources. The key drawback of the 2-0 scatterometry configuration is also due to
its single-wavelength light source. For most of the grating structures, the sensitive wavelength
range can vary from UV to IR depending on the structure, and very often it does not cover the

wavelength of the 2-0 scatterometry light source. Furthermore, it is unable to distinguish
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neighboring film stacks with similar refractive indices at the measurement wavelength, while
rarely do two materials have similar indices across the full wavelength range for broadband
systems. The other disadvantage is that only the intensity of the reflectance signal is obtained,
which may contain less “profile information” than those systems such as the ellipsometer that

can also get phase information from the reflectance.

3.2.2 Normal-incidence reflectometer

Normal-incidence reflectometry has been widely used for thin film thickness measurements.
Recently, it has also been used by a few commercial vendors for scatterometry [3.2]. As

illustrated in Figure 3-2, light coming out of the broadband lamp is split into two beams. One

reflectance spectrometer

!
!
!
!
4
beam splitter :
i

AN

. IN.

|
light source L i

reference spectrometer

focus lens g.—)

Figure 3-2 Illustration of broadband reflectometer configuration
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serves as a reference, the other is focused by the lens on the sample, and the reflected light is
collected by the lens and directed to the reflectance spectrometer. By comparing the intensity
at these two detectors, the system can calculate the reflectivity at various wavelengths. Because
of the simplicity of its optics, the reflectometer can be made very compact with high
throughput, thus is ideal for integrated metrology. However, only the combined reflectance of
the TE (transverse electric, meaning that the E-field vector is parallel to the grating lines) and
TM (transverse nagnetic, when the E-field is perpendicular to the grating lines) lights are
detected, so a lot of information is not preserved in the combined signal. Thus it is difficult to

resolve detailed profile features with a reflectometer because of the low signal sensitivity.

A commonly used method for decoupling the TE and TM reflectance is to add a polarizer in
the light path. Since there are different optical responses for these two polarization states, one
can measure both the intensity and phase responses by adjusting the polarizer angle. An

illustration of the optical system design used by Nanometrics is shown in Figure 3-3 [3.3].

If the angle between the polarization direction of the polarizer and the grating lines is ¢, then

the overall reflectivity can be written as
R(p)=r} cos* p+r]sin’ p+2r,r, cosAcos® psin‘ (3.1)

-~ i5, ~ i6s ..
where 7, =re” and 7, = rpe's- are the complex reflectivity for TE and TM waves,

respectively,and A =96, ~9,.
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Figure 3-3 Polarized broadband reflectometer. Source: J. Holden, AEC/APC symposium
2001

By measuring R(p) at multiple @ angles, one can calculate r,, r,, and cosA, which can be

used to extract the profile information.

3.2.3 Spectroscopic ellipsometer

Spectroscopic ellipsometry is widely used for thin film characterization and as of the last
couple of years for scatterometry as well. When linearly polarized light shines on the sample,
the reflected light becomes elliptically polarized due to the different magnitude and phase

responses of TM and TE light. We can represent the ratio of the responses as
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=tan¥-e” (3.2

Yl |,;t!

where 7, and 7, are the complex reflectance of TM and TE light, respectively. Typical

commercial ellipsometer systems obtain the ¥ and A signals indirectly through
transformations of measured intensity signals, and, unlike a reflectometer, there is no need for
an absolute reference. Since both the intensity response ¥ and the phase response A are

measured, more information about the sample can be extracted from these signals.

The rotation-polarizer configuration has been used by many state-of-the-art commercial
ellipsometer systems, such as SOPRA’s GESP5 and KLA-Tencor’s F5. The basic optical
configuration s illustrated in Figure 3-4. The optical path consists of the broadband light
source, two rotatable polarizing filters known as the polarizer and the analyzer, the sample, and
the spectrometer. During the measurement, the analyzer stays at a certain position where the
angle between the polarization direction and the incidence plane is A, and the polarizer rotates
continuously to create time-variant signal at the spectrometer. When the angle between the
polarizer polarization direction and the incidence plane is P, the resulting electrical fields at the

end of the optical path can be represented using Jones matrices as [3.4]

E ,]_(1 O0YcosA sinAY7, OYcosP -sinPY1l 0 E, 63
E, |0 0)-sinA cosA) 0 7. AsinP cosP |0 O} E, [ '
where the matrices on the right hand side of the equation represent the effects of analyzer,

coordinate rotation for analyzer, sample, coordinate rotation for polarizer, polarizer, and light

source, respectively, from left to right. Then the light intensity can be simplified as
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Figure 3-4 Illustration of rotating-polarizer ellipsometer setup

1(P)=|E,[ +|E.[ = 1,0+ acos2P + Bsin2P), (3.4)

where

tan” ¥ —tan’> A
=

2 2 » (35)
tan-¥ +tan” A

2cosAtan ¥ tan A
B= > 5 , (3.6)
tan"¥Y+tan- A

I; =é|§0}’x|2cosz f‘-’x(tan:‘~l“+tan2 A), (3.7)

and tan't is the same as that defined in equation (3.2).

The time-variant signal is sampled for a few periods while the polarizer is rotating, then
Hadamard transform is used to extract the coefficients o and [} for each wavelength. The

signal is integrated every quarter of the half-turn of the polarizer:



S, = '1' AI(P)dP = %(% ta+ ,3), (3.8)
S, =I 41(P)d =%°(%-a+ﬂ), (3.9)
S =3T;(P)dP=I—° Z_a-p (3.10)
’ nl2 2 2 ’
" Lfm
S, = JIZ(P)iP = ?(—2- +a ﬂJ. (3.11)

Then o and B can be expressed as

=L (s,-5,-5,+5.), (3.12)
21,

1
ﬁ=_(Sx+Sz_Ss_S4)» (313)
21,
and tan¥ and cosA can be derived from equations (3.5) and (3.6):

tan'¥ = tan AJ”—O’ , (3.14)
-

b

-«

COSA = (3.15

> .

The advantage of the rotating polarizer technique is that it is optically and mechanically simple.

Only polarizers and focusing lenses (focusing reflecting mirrors in production configuration)
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are used in the light path, and these optical elements are relatively easy to make and
characterize. Furthermore, since the analyzer angle is fixed during the measurement, the
spectrometer does not need to be insensitive to the polarization of the incidence light. But as
we can see in the equations, only coSA can be measured instead of A, so it is difficult to
determine the sign of A using this technique. With further noise analysis, we can also find out

that the cos A signal can be very noisy when its absolute value is close to 1.

source
spectrometer

analyzer

qornpensator

I\

Non-polarized

i sample

Figure 3-5 PSCA ellipsometer setup

The other popular ellipsometer configuration involves a rotating compensator. Compared to
the rotating polarizer configuration, there is a wave plate (compensator) inserted between the
polarizer and analyzer in the optical path, as shown in Figure 3-5, so this type of system is also
called PSCA (polarizer-sample-compensator-analyzer) ellipsometer. During the measurement
process, both the polarizer and the analyzer are fixed, while the compensator rotates to create
a time-variant signal. When the fast wave direction of the compensator is at angle C from the
incidence plane, using a similar method to that for the rotating polarizer configuration, the

electrical field at the spectrometer can be represented using Jones matrices as
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{0 0)-sin(A-C) cos(A-C)}0 &? )| -sinC cosC
r, 0YcosP -sinPY1 OYE,
X
O 7 )sinP cosP |0 O}E,

where the matrices on the right hand side of the equation represent the effects of analyzer,

(EPJ_I 0Y cos(A-C) sin(A-C)Y1 0Y cosC sinC]
Es (3.16)

coordinate rotation for analyzer, compensator phase shift, coordinate rotation for
compensator, sample, coordinate rotation for polarizer, polarizer, and light soutrce,
respectively, from left to right, and C = @t if the compensator rotates at angular speed of .

Then the time-variant intensity of the light at the spectrometer can be written in the form of

()= a, +a, cos 2wt + b, sin 2wt + a, cos4wt + b, sin 4wt , (3.17)

where parameters a; and b; (i =0,2,4) are Fourder coefficients of compensator rotating

frequencies. If analyzer angle A is set to A =0, then these coefficients can be simplified as

a, = %E& r”,|2l:sin2 %sin2 P +tan® ‘I’(l +cos’ %Jcos2 P}, (3.18)

a,=0, (3.19)

b, = —% E2|F|” tan ¥sin 2Psin Ssin A, (3.20)
1 2l~12 ;.2 o 2 2 s 2

a, = E; |%.|” sin E[tan ¥ cos? P—sin® P), (3.21)
1 2|~ 2 : .2 6

b, = §E° |7:|” tan ¥ sin 2Psin EcosA , (3.22)
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where A is the same as that defined in equation (3.2). The Fourier coefficients can be extracted

from the time-variant intensity signal, and then ¥ and A, if needed, can be calculated using

equatons (3.18) ~ (3.22).

As we can see from these equations, both sinA and cosA appear in the equations for

Fourier coefficients, so the sign of A can be determined during the calculation.

Due to their populanty in the scatterometry applications, we will focus on rotating polarizer

and PSCA ellipsometer configurations for the analysis in the remainder part of this thesis.

3.2.4 Other optical configurations

In addition to those already introduced in this section, many other configurations of optical
sensors can also be used for scatterometry, such as broadband polarized reflectometer [3.5],
variable azimuth angle reflectometer [3.6], multiple-wavelength multiple-AOI ellipsometer
[3.7], etc. As discussed in Chapter 2, as long as the optical response is sensitive to the feature
variation on the sample, and this response relation is unique within the metrology range,
theoretically the sensor can be used for scatterometry. When determining which sensor
configuration is the best for scatterometry, one needs to balance various factors, such as
optical sensitivity of signal to measured features, system noise characteristic, ease of optical
response simulation, physical size, etc., depending on the requirement of the application. Very
often, one also needs to consider cost, popularity and robustness of the configuration for a
production environment. In the next section, we will focus on noise analysis using the rotating

polarizer setup.
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3.3 Study of signal matching domain based on noise analysis

3.3.1 Criteria for judging the goodness of a matching method

As discussed in Chapter 2, when extracting profiles from the measured signals using the
regression method or the library-based method, the goal is to make the simulated signal match
the measured one as closely as possible. Usually the sum-of-squares-error of the two signals is
used to judge how closely they match each other. Howevet, this matching metric implies that
the measured signals have independent identical distribution of noise across the wavelengths,

and the typical signals obtained from the optical tool may not have this attribute.

As we can see in section 3.2, the ellipsometry signals tan'¥’ and cosA are measured indiréctly
through other physical variables. For example, a rotation polarizer ellipsometer system
measures the four S signals, and they can be transformed to o and  domain or tan'¥ and cosA

domain. In the next subsection, we will analyze the noise distribution of 2 SOPRA system at

different domains of the optical signals.

3.3.2 Noise analysis of Sopra tool

SOPRA ellipsometer configuration utilizes a rotating polarizer. The raw signal ditectly seen by
the detector is the time-variant intensity, and it is integrated for every quarter of the half-turn

of the polarizer, as shown in formulae (3.8-3.11). So we can treat the signals S,, S,, S, and

S, as the direct output of the detector, and their noise can be shown to be identically and

independently distributed. The source of noise can be from light source intensity fluctuation,
thermal and other noise of the detector, and random etror due to the polarizer rotation angle

control.
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From equations (3.8-3.11), we have
1
1, = -;(S, +8,+8,+5,), (3.22)

ﬂ'S -5,-5,+5,

a-—(s -§,-8,+8,)= (3.23)
21, 2 S, +S,+8,+8S,
1 TS +S5,-5,-§
B=o (8148, =8, -8, )=5 22—~ 629
21, 28,+S,+5,+8,
Then
282575 (ns, +45,)- 2500 a5, 4 5,), 625)
b/ 4 1} Iy
A8 _ 5 %54 (s, +a5,)- 552 (a5, +5,). (3.26)
4 0 0
Assuming that the variances of the four intensity integrals are
o; =05 =05 =0, =07, (3.27)
then the variances of @ and i can be represented as
2(S +8,) +(5, +S)z (;z +4a)‘r 398
a= 7 2 (3.28)
I3 21
s g2 St )+ 68,48 @ +ap ) -
s 1 MEYT 62)
0 0
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In equation (3.27), we assume the varance of the four S signals are the same, because the
major component of the detector noise is proportional to the integration time, and the S

signals have the same integration time.

From equations (3.28) and (3.29), we can see that the variances of & and f are not identical
any more. If one wants to do signal matching in the (&, [ ) space, proper weighting of signals

at different wavelengths is needed to reduce the noise effect.

Since tan'¥ and cosA are “standard” signals for ellipsometry equipment, much work has

been done on signal matching in the tan¥ and cosA domain or logtan¥ and cosA

domain. Using a similar method, from equations (3.14) and (3.15), we have the variances of

these signals as follows:
tan> A tan’A (22 +4a )

ol ¢y =————0= o’ 3.30

" (-afl+e) © (-a)l+a) 217 30

1 ’ 1 2vda’ gt ,

O loguan =tan—2\1_,0;nw (1 o )GT 22 )T o, (3.31)

2n2 2 2
Oeona =2 - @b - L@ +4p’), o'B +fa) 252 (3.32)
(1 ~a )3 -a'  2Ig (l ~a?} 20,

Many SOPRA ellipsometers have two measurement modes: scanning mode and CCD mode.
The scanning mode uses diffraction grating and a photomultiplier tube to detect optical
response wavelength-by-wavelength, and it is possible to optimize the analyzer angle for each
wavelength to maximize the signal-to-noise ratio [3.4] with the tracking method, ie., set the

analyzer angle A close to the W wvalue. In practice, this is achieved by doing a test
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measurement first using the analyzer angle of the previous wavelength, then measure the actual
signal after adjusting the analyzer angle according to the test measurement. If the tracking

method is used, then @ =0, and cosA= §, and equations (3.30-3.32) can be simplified to

the following form:

”.4
oly= o7 tan’ ¥o?, (3.33)

2
0

4

o?, (3.34)

2

O = —
gtan'¥ 2
21}

2 2 2
o 2@ racos Ay (3.35)

cosA =
212

As we can see from the above equations, logtan ¥ shows better' noise behavior than tan'¥,

especially when sharp peaks exist in the tan'¥ signal. This is the reason why in the early works

of scatterometry, better results were achieved when doing signal matching in the logtan ¥

and cosA domain for the rotating polarizer ellipsometer data.

3.3.3 Simulation of matching domain effect for SOPRA tool

Typically it takes a few minutes to measure one site with the scanning mode, so only CCD

mode is feasible for production environments. For CCD mode, usually the analyzer angle is
fixed at an angle close to 45°, and CCD or photodiode array is used as a detector, whose noise

is much higher than the photomultiplier tube. In this case, it is difficult to analytically

! Here “better” means that the noise scaling factor at different wavelengths does not vary drastically.
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approximate the noise distribution of tan'¥', logtan¥ and cosA. Therefore, we resort to

Monte Catlo simulation to study the noise effect at various matching domains.

The flowchart for the simulation process is illustrated in Figure 3-6. A grating optical response
simulator, gtk (Grating Tool Kit), [3.8] is used to simulate tan'¥ and cosA signals of the

“actual” profile. With the addition of information about the analyzer angle (it is set to 45° for
the simulation), they are converted to the S signals S,, S,, S; and S, using formulae (3.5-

3.11). We assume the major source of noise is from the integral of the time-variant signal at the
detector, so we add randomly generated Gaussian noise to the S signals. In [3.9] the noise
sources of a SOPRA system in spectrometer scanning mode was analyzed, and the conclusion
was that the spectrometer noise contributes a similar amount of noise as other sources, such as
analyzer angle error. In a production environment, the tool can only run in CCD mode, where
the spectrometer noise is much higher. Thus our assumption above is valid. The signals in the
matching domain are then calculated with information of analyzer angle A using formulae
(3.12-3.15). These signals can be treated as simulated repeatability measurement data in the

matching domain.

The regression method is used to extract profiles from simulated perturbed signals, because
only a few hundred profiles need to be extracted, and there is no uncertainty as in those
induced from the discrete parameter values with library-based method. To study the effect of
noise on extracted profiles, we can start from a profile that is close enough to the “actual”
profile, so that only the local optimizer is needed. In this study, we use a simplified version of
Gauss-Newton method [3.10], linear inversion method [3.11] as the local optimizer, and the

procedure is explained below.
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Figure 3-6 Simulation flowchart for matching domain effect on profile extraction

During the profile extraction process, the signal R; in the matching domain is converted from

the simulated tan'¥ and cos A responses for the profile P, provided by the optimizer, then it
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is compared with the “measured” signal R,, to determine the profile for the next iteration

using linear inversion:
Py =R+U"I)' VT (R, -R,), (336)

where P, and P, are vectors of n profile parameters, R,, and R, are response signal vectors

of k elements in the matching domain, and J is the Jacobean matrix defined as

(R, OR, oR, )

* ®w

ok | R 3R,
7=\ w on | @37

dR, OR,  OR,

(R P, 9P,

In practice, J is calculated using small perturbations of each of the profile parameters from

P ie., the I" column of the J matrix is calculated as follows:

!

(3,
R,
3R,
8{’, =

~
I

(3.38)

S

(9F )

whete P, =0.1nm, and R is the signal change induced by JF,.
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At the end of each iteration, the profile change is checked to see if it meets the convergence
criterion. If not, the index is adjusted and we start the next iteration; otherwise, we stop and

report the extracted profile. Here we use the following criterion:

|P.. —P|_ <0.1om. (3.39)

1

140 nm

Pitch = 480 nm

wrwresist 323 nm

ARC 62 nm

poly 152 nm

oxide 3 nm

Si substrate

Figure 3-7 Grating structure used for matching domain study

The grating structure used in this study is shown in Figure 3-7. It is a typical poly gate DI
(develop inspect) structure, with patterned resist on ARC (anti-reflective coating) on poly
silicon on gate oxide on silicon substrate. The grating pitch is 480 nm. The resist profile is
modeled with a trapezoid, and its parameters are 140 nm, 177 nm, and 323 nm for top CD,
bottom CD, and height, respectively. The film layer thicknesses under the resist are 62 nm, 152
nm, and 3 nm for ARC, poly, and gate oxide, respectively. Since the optical response is not

very sensitive to the gate oxide layer thickness variation, and its thickness can be well
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controlled in normal processes, we fixed the oxide layer thickness during the profile extraction.

Therefore, the “actual” profile vector is
P, =(140, 177, 323, 62, 152) nm. (3.40)

When doing simulation, we use the typical SOPRA system wavelength range of 240 nm to 760

— S signal
. a,[_’)
142l . ' i ' ., |---- logtan¥, cosA
tan¥, cosA
140

138+

extracted profiles at different matching domain

top CD

180+

175}

170
0

bottom CD

325+

PR thick

320
0
62.5
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- putt 4

£ o
o
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S

-
[4)]
o

measurement number

Figure 3-8 Extracted profile parameters using signal matching at diffrent domain
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nm with 10 nm step, and angle of incidence of 65°.

We generate 50 normal distributed noise vectors whose mean is 0 and 36 is 1% of the overall
S signal magnitude. Then these noise vectors are added to the simulated S signal using profile

P, to obtain the “measured” signal. The simulated signal noise in the (tan'¥,cosA) domain has

a similar magnitude to that measured on a rotating polarizer ellipsometer for production,

which justifies the noise parameter selection above.

The starting profile vector F, for regression is a few percent away from P,:

B, =(150, 170, 320, 61, 150) nm. (3.41)

The same set of noise vectors are added to the S signal, then converted to the four matching

domains: S signal, @ and £, logtan¥ and cosA, and tan¥ and cosA . Each of the five

profile parameters extracted from the noisy signal at these four matching domains for the 50

measurements are plotted in Figure 3-8, and their means and standard deviations are listed in

Table 3-1.
Table 3-1 Summary of profile extraction without wavelength weighting
Top CD Bottom CD Height ARC Th Poly Th
S signal 140.05 177.03 322.98 62.00 152.01
a, B 140.07 176.92 323.01 62.00 152.01
mean (M), stan¥, cosA| 14017  177.02 32300  61.97 152.12
tan'¥, cosA 139.97 176.89 323.06 61.99 151.97
S signal 0.18 0.17 0.13 0.01 0.10
> (nm) a, B 0.41 0.47 0.24 0.04 0.22
logtan¥, cosA 1.22 1.27 1.07 0.10 0.50
tan¥, cosA 1.25 2.67 1.28 0.10 0.46
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Although same amount of noise is added to the raw signal, there is a significant difference for
the standard deviations of the profiles obtained from regression at different domains.
Matching signals at S signal domain gives best results, and standard deviations of profiles from

signal matching at @ and f domain are about two times larger. The results from doing
regression at logtan¥ and cosA, and tan¥ and cosA domains are much worse. The
major reason is that when converting from the S signal to @ and §, logtan'¥ or tan'¥ and

cosA, the noise distribution is deformed by the transformation. There are different
magnifications of the original noise for different wavelengths, and those wavelengths with

larger noise have a stronger effect on the profile variation.

One way to deal with the unequal noise distribution problem is through wavelength weighting,
ie., the noisier the signal is, the less weight it has when doing signal matching. The weighting

matrx W can be defined from the inverse of the signal variances:

(1 3
— 0 0
0
0 1o 0
R o
0 0 - —
\ T
where 0 (i=1, 2, -, n) are the variances of the signals, as expressed in equations

(3.28) ~ (3.32). The linear inversion equation (3.36) becomes

P,=P+(™wWi)' I'W(R, -R,). (3.43)
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Using the same set of noise signals above, we extract profiles using regression at @ and f3

domain, logtan'¥ and cosA domain, and tan'¥ and cosA domain, as plotted in Figure 3-

9. Their means and standard deviations are listed in Table 3-2.

Table 3-2 Summary of extraction with wavelength weighting

Top CD_Bottom CD Height ARCTh __ Poly Th

S signal 14005  177.03 322.98 62.00 152.01

. B 14008  176.92 323.01 62.00 152.00

mean ("M) tan¥, cosa| 140.12  176.84 323.01 62.00 152.00
tan¥,cosA | 14017  176.83 32299  62.00 152.01

S signal 0.18 0.17 0.3 001 0.0

om @B 0.40 047 023 003 021
logtan¥, cosA|  0.42 052 027 0.04 027

tan¥, cosA 0.41 0.52 0.27 0.04 0.27

Table 3-3 Comparison of standard deviations of extracted profile parameters without and with

weighting

Top CD Bottom CD Height ARCTh  Poly Th

S signal 0.18 0.17 0.13 0.01 0.10

o (nm) [, B 0.41 047 0.24 0.04 022
without  llogtan¥, cosA 1.22 1.27 1.07 0.10 0.50
weighting ftan¥, cosA 1.25 267 1.28 0.10  0.46
o (nm) |, B 0.40 047 023 0.03  0.21
with logtan¥, cosA 0.42 0.52 0.27 0.04 0.27
weighting tan¥, cosa 0.41 052 0.27 0.04 0.27

First we notice from the data that there is an outlier (data point 12) when doing signal

matching in logtan¥ and cosA domain. This indicates that the regression process for this

data point is trapped in a local minimum, because only the local optimizer is used for the

regression, and the noise for this data point happens to make the regression path converge to a
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Figure 3-9 Extracted profile parameter at different signal matching domain with
wavelength weighting

local minimum far away from the “actual” profile. If we use the global optimization technique
before doing local optimization, or use the library-based profile extraction method, this data

point will not be an outlier any more. When computing the statistics in Table 3-2, we exclude

this outlier point.

With the inverse-noise weighting method, the variances for signal matching in logtan¥ and

cosA domain and tan'¥ and cosA domain are significantly improved, as we listed in Table
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3-3. Their variances become similar to that of signal matching in @ and f domain, which is

about two times larger than matching in S signal domain.

The simulation above uses the grating structure with 160 nm nominal CD and 480 nm pitch. It
is valuable to check how the extracted profile parameter variation changes for smaller features.

We select two structures with nominal CDs of 100 nm and 70 nm, and scale other parameters

accordingly. The profile parameter vectors are P, = (86, 112, 253, 46, 102) nm and

P,=(60, 78, 202, 46, 102) nm with pitches 300 nm and 210 nm, respectively. We
run the simulation at different signal matching domains for these two structures, and compare

the bottom CD standard deviations to the 160 nm CD structure. The result is plotted in Figure

3-10.

As was observed for the 160 nm nominal CD case, signal matching with weighting achieves
similar bottom CD variance for the @ and f domain, logtan¥ and cosA domain, and
tan¥ and cosA domain. An interesting finding is that as feature size scales down, the
measured bottom CD variance also scales down. Since we also scale pitch with the same ratio
as line width, it appears that the ratio of the measurement noise to the feature size is constant
as feature size shrinks. This means that the scatterometry measurement precision is scalable to

the 70 nm technology node on the roadmap.
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Figure 3-10 Extracted profile parameter precision with different line widths

With the data and analysis above, we can conclude that S signal domain is the best for signal
matching in terms of minimizing the detector noise effect on the extracted profiles, and signal
matching in the @ and f domain also gives acceptable results. However, converting
simulated signals to the S signal domain requires additional optical hardware parameters, such
as the analyzer angle. When these patameters are not available, we can only do signal matching
in logtan¥ or tan¥ and cosA domains, which significantly magnifies the signal noise
effect. Doing signal-matching with weighting according to the noise level at different

wavelengths can reduce the noise effect to a similar level as that in the @ and f domain.

In the analysis above, we assume that the major soutces of system noise are the varations of
the light source, the detector, and the polarizer angle control, which can be attributed to the S
signal noise. In reality, there are also many other noise sources, such as analyzer, incidence and
azimuth angles, spectrometer wavelength calibration, etc. But their effects are typically much

smaller than that of the S signals.
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As explained in Chapter 2, scatterometry is a sensitivity-based metrology, and the vanation of a
certain profile parameter can only be detected if the signal is sensitive to that parameter.
Therefore, besides considering the effect of signal noise, one should also take into account
signal sensitivity to parameter variations when determining the weights at different

wavelengths. This topic can be studied in depth in future work.

3.4 The effect of azimuth angle on scatterometry

In all the analysis above, we assume the incident plane is perpendicular to the grating lines.
(We define the azimuth angle as 0° in this case.) For non-zero azimuth angle incidence, we can
also apply the same scatterometry method for profile extraction, but instead of the 1D-TE and
ID-TM model, the 1D-conical RCWA model [3.12] should be used for grating response
simulation, which is about two times slower. Furthermore, due to coupling between TE and
TM waves with non-zero azimuth angle incidence, the optical instrument modeling would be

more complicated, because the non-diagonal elements of the Jones matrix for the sample are

Figure 3-11 Incident light with same angle of incidence 6 and symmetric
azimuth angles: (2) ¢; (b) -.
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Figure 3-12 Ellipsometry signals measured at different azimuth angles

not zero anymore, as we can see later in this section.

Currently, most of the optical metrology tools used for scatterometry in academia and industry
were onginally designed for thin film characterization. Although there is an azimuth angle
alignment function in these tools, the accuracy cannot meet the requirement of scatterometry,
as the azimuth angle does not critically affect the optical response of the thin film stacks.

Therefore, it is important to better understand the effect of azimuth angle on scatterometry.

One may think of developing a method using the symmetry of optical settings to monitor and
calibrate the azimuth angle of optical tools. As illustrated in Figure 3-11 (a) and (b), with the

same angle of incidence 6, but different azimuth angles ¢ and — ¢, the light response R from

the 1D grating, which could be tan'¥', cos A, or reflectivity, is the same. Since it is symmetric
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tan¥ and cosA at 650 nm for different azimuth angles

| W |
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Figure 3-13 Ellipsometry signals at 650 nm for different azimuth angles

to the zero-azimuth-angle incidence, one can measure the response R at a few azimuth angles
close to zero, then determine the zero azimuth angle location from the center of the symmetric

response curve with respect to the azimuth angle.

However, measured results on a sample at different azimuth angles on the SOPRA
ellipsometer do not show symmetry in the response cutrve. As illustrated in Figure 3-12, when
changing the azimuth angle from —10° to 10°, the tan¥ and cosA signals change
monotonically. The phenomenon is more clearly shown in Figure 3-13, where the tan'¥ and
CosA signals at 650 nm are plotted versus the azimuth angle. Signals at other wavelengths
have similar behavior. This is contradictory to our analysis that the response signal is

symmetric to the zero-azimuth-angle incidence.
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Further analysis shows that this is due to coupling between TE and TM waves. Figure 3-14

uses the top-down view of Figure 3-11 to show the coupling from TM to TE wave. In Figure

3-14 (a), the azimuth angle is ¢, the E-field in the incident TM wave is E"', , and the TM and

the TE components of the reflected waves are E and E’ tespectively. Then the reflectivity

ps?

of the TM wave is
5L (3.44)
r,=—=-, y
P E;
DE_' s
\\ . -9 P v
@ ®)
Figure 3-14 Top-down view of Figure 3-10.
and the coupling coefficient from TM to TE wave is defined as
E-r
T, = ~—p.s
ps E:
L (3.45)

When the azimuth angle is — ¢, as shown in Figure 3-14(b), if similar coordinate system is

used, from the symmetry of the optical system, we have the following relations:

B = E, (3.46)
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E' =-E'. (3.47)

-ps ps

So,

. _E,

F,= i =7, (3.48)
p

S (a9
EP

Similarly, we have the relations for the TE wave reflectivity and the coupling coefficient from TE to

TM wave:
r. = E:’ =7 (3.50)
-5 E:, s? *
E:sp ~
— ?; =T, (3.51)

When azimuth angle is ¢, with non-zero coupling terms as the non-diagonal elements of the

Jones for the sample, equation (3.3) becomes

E,) (1 0YcosA sinAYF, 7,YcosP -sinPY1 OYE, 6552)
E, 0 0)-sinA cosA )7, 7 )\sinP cosP |0 O}E,] '
Similar to the definition of tan'¥ and cos A, we can define

—=tan¥, e ", (3.53)
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l

F
sp_ A,
—=tan'¥  -e”.

Y

(3.54)

For small azimuth angles, e.g., |¢| <10°, the coupling terms are usually very small compared to

the reflectivity coefficients. Then we have

tan¥ =

o5 <1,

Bt E‘!l

(3.55)

~

7
tan¥  =[%
F

¥

<<].

(3.56)

Ignoring the second order terms of tan'¥,; and tan

¥, , we can derive the formula for the
intensity at the detector using similar procedure as that in section 3.2.3:

~ |2 ~ 12
1(P)=|E,| +|E,| =1,(+acos2P+ Bsin2P), (3.57)
where
2 tan?
a=tan2‘-I’ tanzA'1+52’ (358)
tan° ¥ +tan“ A 1+6,
2cosAtanWtanA 1+0
p=2 LR (3.59)
tan“¥+tan“A 146,
I, = %|Eo;; *cos? Altan? ¥ +tan? A1+ 6, ). (3.60)
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The equations above are very similar to those without coupling coefficients, except the extra

terms with 8, (=1, 2, 3), which can be expressed as

\ tan A

6,=2\tan¥_ tan¥coslA—A  )+tan¥_cosA —, 3.61
1 ( ps ( ps) sp ”’/tanz‘l’+tan'A ( )
tan A
5,=2(tan¥, tan¥Pcos(A-A )-tan'¥. cosA_) , 3.62
2 ( ps ( ps) sp spltanzq,_tanzA ( )
tanW_ _cosA_ tanA tan¥_cos{A—-A
53 = ps ps + P ( i ) . (363)

tan ¥ cosA tan AcosA

When the azimuth angle changes to — ¢, substituting equations (3.48) ~ (3.51) into equation

(3.52), we have the time-variant intensity in the similar form to that in equation (3.57):

1(P)=|E,| +|E,| =1,.(+er_cos2P+ B_sin2P), (3.64)

and that the expressions of a_, fi_ and I_ are:

_tan’¥-tan’A 1-6,

= 229% 3.65

" tan*¥+tan’A 1-6, -

_ 2cos2Atan‘I“tzzmA.1—63 , (3.66)
tan"¥+tan“A 1-6,

I, =%|an | cos? Altan® ¥ + tan® )1~ 5,). (3.67)
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where 6,, ,, and d, are the same as those defined in equations (3.61) ~ (3.63). It is obvious

from the equations above that as azimuth angle switches from —¢ to O to ¢,both @ and §
vary monotonously. Therefore, it is easy to prove from equations (3.14) and (3.15) that the
measured signals tan'¥ and cosA also change monotonically with the azimuth angle. Since
there is no symmetry around the zero-azimuth angle location for the response curves, it is

impossible to calibrate the azimuth angle in this way.

For rotation compensator configuration, we can apply the same method to analyze the
coupling effect, and the similar monotonous response of the tan'¥ and cosA signal with
respect to the azimuth angle can be derived. When measuring samples with this type of

ellipsometer, we got similar signals as those shown Figure 3-12 and Figure 3-13.

When using either a library-based or a regression method to do profile extraction with the
signals at various azimuth angles, if we only do simulation with the zero azimuth angle, we
would expect the highest fit from simulation to measurement occurs with the signals obtained
at the zero-azimuth-angle location. This is verified by experiment. In Figure 3-14, the goodness
of fit (GOF) of the best-matched signals to the measured ones at various azimuth angles are

plotted, where GOF is defined as

>l ()-5,0)F
GOF =1-- (3-68)

E‘_l[Sm(A.-)—E.]2 ’

where S,(4,) and S,,(4,) are the simulated and measured signals at wavelength 4,, and §_

is the average of the measured signals for all wavelengths. The highest GOF points in the

figure occur at the location between 0° and 1°, where the actual zero-azimuth angle should be.
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However, the GOF versus azimuth angle curve is relatively smooth, and the GOF curve might

not be symmetrc, so it is difficult to determine the zero-azimuth angle accurately.

0.95¢

0.9¢

GOF

0.85¢

0.8

0-75| 1 - 1 1 1
5 10 5 0 5 10 15

azimuth angle (°)

Figure 3-15 GOF vs. azimuth angle

Since cross-polatization occurs when the incident light beam is not perpendicular to the
direction of the grating lines, another method of azimuth angle alignment is to illuminate TM
light on the grating, and monitor the intensity of the TE component of the reflected light.
When the incident light beam is perpendicular to the grating, the TE reflection is zero. This
method involves only a small change in the ellipsometer control software, and the accuracy
depends on the ratic; of the magnitude of the cross-polarization to the detector background

noise.

3.5 Summary

In this chapter, we first introduced various optical devices that can be used for scatterometry

application. Then we analyzed the noise effect of the signals to extracted profiles and
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simulated the different effects when doing signal matching at different signal domains. Since
optical response from a grating structure is sensitive to the azimuth angle of the incident light
beam, azimuth angle calibration brings a new requirement to the optical tools for
scatterometry. We explained the monotonous behavior of measured signal change versus

azimuth, and discussed possible azimuth angle calibration methods.

In the next chapter, we will present some experimental results of scatterometry measured on

sub-quarter-um features.
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Chapter 4 Scatterometry Experiment Data
Analysis

4.1 Introduction

After analyzing a few theoretical problems for scatterometry in Chapter 3, we will demonstrate
some experimental results in this chapter. As explained in the second chapter, scatterometry is
one of the key elements of the advanced process control framework. Since scatterometry is
sl a new technology, before integrating it into the control framework, it is important to
characterize a scatterometry system, and understand the system specifications and limitations
through experiments. In this chapter we first review some pioneering scatterometry work done
on the 2-8 and other hardware configurations, and then compare its sensitivity with specular
spectroscopic scatterometry. Next, we show some results from characterizing a scatterometry
system using Therma-Wave’s Optical-Probe 5240 ellipsometer, including accuracy, precision,
light spot size measurement, as well as the effect of the library-based versus regression method
for profile extraction. Finally, we demonstrate the potential application of scatterometry on

metal layer processes, and foresee its possible application to chemical-mechanical planarization

(CMP).

4.2 Review of experimental work on scatterometry

4.2.1 Research on scatterometry in the early stage

As reviewed in Chapter 2, much work has been done on line width and profile characterization

with optical techniques. Computer simulation plays a major role in understanding and
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modeling the process of optical response from small features (in the same scale as the
illuminating wavelength). It was not until the early 1990s that computers became fast enough
to do rigorous vector electromagnetic simulations for the optical scattering process within a

practically short time. One early experimental result shows that the measured spectra obtained

CD 250 = ? nm

resist 780 + ? nm
Pitch = 750

ARC 75+ ?nm
poly 250 = ? nm
oxide 6.5+ ? nm

Si substrate

Figure 4-1 Stack structure used for early scatterometry study (figure not to scale)

from scattering at features about 1.2 um wide and 476 nm thick are sensitive to the line width
and thickness variations of a few nanometers [4.1]. The experimental result is also in good
agreement with simulation using TEMPEST [4.2], a rigorous electromagnetic scattering
simulator. This and other similar observations helped motivate people to develop a systematic

method for optical metrology of profiles.

The application of the rigorous coupled wave analysis technique in modeling optical response
from grating structures has greatly improved the simulation speed, which makes it possible to
do line width and profile extraction from the measured spectrum [4.3]. Raymond, etc. showed
the capability of simultaneous measurement of resist line width and film thickness using 2-0

scatterometry [4.4]. As shown in Figure 4-1, the cross section of the photoresist line is
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modeled as a rectangle, with the thicknesses of ARC, and polysilicon films as variables as well.

The scatterometry line width measurement is compared with CD-SEM, and the film thickness

measurement is compared with ellipsometry. The results are listed in Table 4-1 below.

Table 4-1 Comparison of scatterometry and other metrology tools

Sample CD (nm) Resist height (nm) | ARC thickness (nm) | Poly thickness (nm)
SEM | Scat. | Ellip. Scat. Ellip. Scat. Ellip. Scat.
Wafer2 | 239 | 200 782 700 68.7 80 247 230
Wafer7 | 263 | 210 782 710 68.0 65 292 260
Wafer 12 | 254 | 220 781 710 67.8 75 248 230
Wafer 17 | 253 | 200 781 710 67.5 65 290 260
Wafer22 | 241 | 210 780 720 66.7 75 267 250
Avg, bias 42.0 71.2 6.4 234
10 of bias 10.4 7.8 3.7 7.6
Scat. 16 0.25 1.29 0.0 0.72
Comment | SEM — CD-SEM,; Ellip. - Ellipsometry; Scat. - Scatterometry; 16 - Std. deviation

The results above demonstrate that there is sufficient information in diffraction signals to
determine both line width and film thickness. The scatterometry data show good agreement
with data from other referencing metrologies (CD-SEM for line width, and ellipsometry for
film thickness). The repeatability (16) results were also shown to be sum-nanometer for the

measured parameters.

The same group of researchers also demonstrated scatterometry to be a promising technique
in many other applications, such as etched polysilicon gate structure [4.5], chrome mask
features [4.6], etched metal features [4.7), etc. In the meantime, many other researchers have
obtained comparable results with 2-8 scatterometry on various applications as well. [4.8] [4.9].

All these progresses have induced more and more interests in scatterometry in both academia
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and industry [4.10], which results in the rapid development and application of scatterometry in

the semiconductor industry.

4.2.2 Comparison between spectroscopic and 2-§ scatterometry

Most of the eatly scatterometry work was performed on the 2-0 configuration, as it is based on
the intuitive thinking of “observing” objects at various angles. The majority of these published
experimental results use simple rectangles to model the cross section of grating profiles. In
addition to the limited processing power available during that era, the major reason for
choosing a simple profile modeling method is the low sensitivity of the signals for the detailed

profile structures.

resist

Figure 4-2 Structure used to illustrate scatterometry sensitivity
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We use the structure in Figure 4-2 to illustrate this point. It is a typical post-develop photo

resist for a polysilicon gate structure, consisting of a 300 nm high resist on 60 nm thick ARC

on 150 nm thick poly on 3 nm thick oxide on silicon substrate. We model the profile using

three stacked trapezoids, where the two inflection points occur at 10% and at 90% from the

bottom of the resist line. As illustrated in the figure, for the nominal profile, the widths at the

bottom, 10%, 90%, and the top (CD,, CD,, CD,, and CD,) are 180 nm, 170 nm, 150 nm, and

140 nm, respectively. The TE and TM reflectance from the nominal profile for the 2-0

configuration are simulated and plotted in Figure 4-3, assuming a He-Ne laser is used for the

light source, where wavelength is 633 nm, and the range of incidence angle is from 0° to 50°.

0.12

0.1

0.08

0.06

0.04

0.02

10

20 30 40 50
incident angle (°)

0.12

0.1

0.08

0.06

0.04

0.02

o

0 10 20 30 40 50

incident angte (°)

Figure 4-3 Example signal of a 2-0 scatterometry system
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To study the sensitivity of the 2-0 scatterometry signal to detailed profile features, we vary the
four CDs by 5 nm each time, and simulate the difference of reflectance for TE and TM waves,
as shown in Figure 4-4. We can see that the signal variations due to the varation of detailed
profile features (CD, and CD,) are less than 0.1% for the TE wave, and they are even smaller
for the TM wave. Although we could not obtain the noise behavior of the actual 2-0
scatterometry system, we see the signal variation due to the detailed features is comparable to
the noise level (standard deviation of the repeatability measurement signals) of other
reflectometer systems, thus we conclude that it would be difficult to detect the detailed profile

change of less than 5 nm from the signal.

-3 Rygdifferences from nominal 10° Ry differences from nominal
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Figure 4-4 Signal sensitivity of the 2-0 scatterometry system

We could do a similar study on a spectroscopic ellipsometer system. The ellipsometer signals
log(tan'¥) and cosA simulated from the same nominal profile in Figure 4-2 are shown in

Figure 4-5, and the signal variations due to width changes at each of the four CD measurement
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Figure 4-5 Sample signal of a spectroscopic scatterometry system

log(tan¥) differences from nominal cosA differences from nominal
0.2
— CD, -5nm ‘
0.15} | — - CDp-50m | 0151 |
X — CD; + 5nm 1
0.1 | ;; _—— CD4+5nm 0.1
0.05 ‘]
0.05
0
0
-0.05
-0.05 0.1
|
'0-1 . _0.15 ':
-0.15 . . . . y -0.2 . - . - .
200 30 400 500 600 700 800 200 300 400 500 600 700 800
wawelength (nm) wawelength (nm)

Figure 4-6 Signal sensitivity of the spectroscopic scatterometry system

heights are plotted in Figure 4-6. We can see that the signal variations due to changes of CD,
and CD; are larger than the noise levels at many wavelengths, which means that these changes

can be detected by scatterometry using spectroscopic ellipsometer signals.
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Since the introduction of specular spectroscopic scatterometry [4.11), various optical
configurations have been applied for spectroscopic scatterometry by both academic
researchers and commercial developers, including polarized reflectometry [4.12], unpolarized
normal incidence reflectometry [4.13], polarized normal incidence reflectometry [4.14], and
ellipsometry [4.15] [4.16] [4.17]. Among these works, scatterometry has been demonstrated to

be feasible for a wide spectrum of applications, such as etched polysilicon gate, shallow trench
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Figure 4-7 Standard deviation of repeatability measurement signals on the ellipsometry system

isolation, and dual damascene trench for final inspection (FT), as well as the resist features for

develop inspection (DI) for these applications.

4.3 Specular spectroscopic scatterometry tool characterization

4.3.1 Introduction of applications

In this section, we present the experimental results of characterization of a specular

spectroscopic scatterometry system. We use the spectroscopic ellipsometer of a Therma-Wave
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[4.18] Opt-Probe 5240 system, a popular thin film metrology tool in semiconductor fabs, to
collect signals for scatterometry analysis. Three applications in a state-of-the-art semiconductor
production line are used for accuracy, precision and measurement light spot size

characterization.

The first application is a polysilicon gate develop inspection (DI) structure. As shown in Figure
4-8, it consists of developed resist lines on top of a thin film stack of SiON (as ARC),

polysilicon, and gate oxide.

resist

SION

polysilicon

oxide

Figure 4-8 Polysilicon gate DI structure
After the wafer is etched, it is called polysilicon gate final inspection (FI), and the structure
becomes patterned SiION and polysilicon on top of unpatterned gate oxide on silicon
substrate, as illustrated in Figure 4-9. For the above two applications, both the bottom width
and the shape of the profiles are important because they directly link to the device

performance.
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Figure 4-9 Polysilicon FI structure

The third application is shallow trench isolation (STI) final inspection (FI). The structure
consists of a patterned stack of Si;N, on oxide on silicon, as shown in Figure 4-10. There is a
small reentrant feature (about 10 nm to 20 nm) at the oxide layer. This is due to the fact that
oxide etches isotropically during this particular plasma etch process. For this structure, the key
parameter is the depth of the trench as well as the width and sidewall angle of the silicon
trench because the effect of the inter-device isolation has strong correlation with these

parameters.

4.3.2 Library-based vs. regression method for profile extraction

As reviewed in section 2.3.3, both the library-based method and regression method are used
for profile extraction from measured signals. The detailed procedure for doing regression with
the linear inversion method is described in section 3.3.3. We use the polysilicon gate FI

structure (Figure 4-9) to illustrate the effect of these two methods on profile extraction.
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Figure 4-10 Shallow Trench Isolation FI structure

The polysilicon section is modeled as a trapezoid, and the SiON layer on top is modeled as a
rectangle, where its width is set equal to the top width of the polysilicon trapezoid. So there are
five independent profile parameters: the polysilicon top and bottom CDs, and the thicknesses
of SiON, polysilicon, and unpatterned oxide. Their nominal values are 150 nm, 160 nm, 31

nm, 180 nm, and 2 nm, respectively.

Table 4-2 Comparison of extracted profiles using regression and library-based methods

Parameter | Polysilicon | Polysilicon | SiON Polysilicon | Oxide
Method top CD bottom CD | thickness | thickness thickness | GOF
Regression (nm) 147.8 158.3 30.8 178.2 3.0 0.9935
Library (nm) 148.0 158.0 31.0 178.0 3.0 0.9932

We first run regression starting from the nominal profile to match a measured signal. The
result parameter values are listed in Table 4-2. Based on the regression result and process

specifications, we make a library to cover the possible process range. The profile parameter
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ranges and resolution are listed in Table 4-3. There are 143360 profiles and their
corresponding simulated signals in the library. We then find the signal in the library that best

matches the measured signals, and the parameter values of the profile that generate this signal

are also listed in Table 4-2.
log(tan'¥)
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Figure 4-11 Measured versus simulated signals using regression and library-based methods

Table 4-3 Library parameters for polysilicon FI structure

Parameter Polysilicon | Polysilicon SiON Polysilicon Qxide
top CD bottom CD | thickness thickness thickness
Minimum (nm) 145.0 1489 30.0 170.0 1.5
Maximum (nm) 160.0 162.2 31.5 182.0 33
Resolution (nm) 1.0 0.7 0.5 0.8 0.3

As we can see in these tables, the extracted profiles using regression and library-based methods
are very close to each other, and the difference of the profile parameter values using these two

methods is less than half of the library parameter step sizes. If we consider the profile

70




extracted using the regression method as the best result one can obtain using the current
profile model, then the uncertainty induced by the library-based method due to discrete
profiles is about half of the library parameter step sizes (resolution). In this example, the signal

difference from these two profiles is very small, as illustrated in Figure 4-11.

4.3.3 Accuracy of the scatterometry system

The cross section scanning electron microscope (XSEM) has long been used in the
semiconductor industry as a tool to obtain detailed profile information. To check the accuracy

of the scatterometry system, we use the STI FI structure. We first measure the wafer using the
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Figure 4-12 Measured STI FI structure profile using scatterometry

ellipsometer, and then run the measured signals through a pre-built library to extract the
profile, as shown in Figure 4-12. Next the wafer is cross-sectioned at the grating section. To
improve the contrast under the XSEM, a layer of gold of about 20 nm is coated on the

structure. The resulting XSEM picture is shown in Figure 4-13. Compared with Figure 4-12,
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Figure 4-13 Cross-section SEM image of STI FI structure

we can sce that the XSEM picture has a similar shape to the scatterometry profile, except that
there is no reentrant feature at the oxide layer in the profile. We believe the actual profile does
have the small reentrant feature, as has been shown in some pictures obtained using tunneling
electron microscope (TEM), a metrology tool that has higher resolution than SEM. In the

picture in Figure 4-13, the reentrant feature is covered by the gold layer.

From the scale in the XSEM picture, we can estimate that the resolution of the image is about
10 nm. In order to study the scatterometry accuracy quantitatively, we need referencing data
with higher resolution. Critical dimension scanning electron microscope (CD-SEM) is the
workhorse in semiconductor fabs for process monitoring and control. An electron gun scans a
small beam (a few nm in diameter) of electrons on the sample, and the detector collects back-
scattering or second order scattering electrons during the scan. The scanning trace is then
analyzed with various edge-detection algorithms to obtain the width at a certain height of the

profile.
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Figure 4-14 Comparison of measured bottom CD using scatterometry and KLA-Tencor CD-
SEM for all the dice on a production wafer

Usually for resist structures, the electron beam of the CD-SEM can cause charging effect, thus
there is higher uncertainty in the measurement results. We use a wafer with a polysilicon gate
FI structure for comparing scatterometry with CD-SEM. The bottom CDs of the testing
structures on all the dice of the wafer are plotted in Figure 4-14, where the X-axis is the data
from a KLA-Tencor CD-SEM, and the Y-axis is that from scatterometry using the library
based method. There is obviously an outlier in the data, as marked with the “* label. Without

considering this data point, the correlation between CD-SEM and scatterometry is 0.87.

Thete are various factors that affect the correlation. For scatterometry, there are modeling
errors and uncertainty due to the discrete library profiles. For CD-SEM, the CD measured
depends on the effect of profile sidewall shapes on the edge detection algorithms. For

example, the data point with a CD of about 200 nm measured by CD-SEM may have larger -

73



uncertainty since the scatterometry measurement shows that this profile has a smaller sidewall

angle. Furthermore, scatterometry measures the average profiles across the measurement light

spot, while CD-SEM measures specific lines.

There is an obvious offset of about 30 nm between the CD-SEM and scatterometry data. This
is mainly due to calibration of the CD-SEM edge-detection algorithm, which has also been
reported by many other researchers. Depending on the calibration procedure, the offset can be
different for tools in different fabs. As long as the offset is consistent for a certain tool, it is

not very critical for process monitoring and control.

4.3.4 Precision of the scatterometry system
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Figure 4-15 Comparison of long-term repeatability results using scatterometry and CD-SEM.
(Note: scatterometry and CD-SEM data have different scales)

We use the Polysilicon gate FI structure to characterize the long-term repeatability of the
scatterometry system. From June 9% to June 27%, we measured the same location on the same

test wafer with the scatterometry system, except weekends and a few days for hardware
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maintenance. In the same period, we also measured the same sample with an OPAL CD-SEM

for most of the days.

Both regression and library-based methods are used for scatterometry profile extraction. The
measured bottom CDs are plotted in Figure 4-15. Because the variation of the measurement
spectra is very small, as shown in Figure 4-16, the profiles given by the library-based method
are all the same, except the one measured on June 24*, which jumps by one step in the library
parameter space. The bottom CD 36 from this data is 0.40 nm. However, in order to take into
account the effect of discrete profiles, about half of the bottom CD step size needs to be
added to the number above, resulting in the actual bottom CD 36 of 0.75 nm. The CDs
extracted with the regression method show small variations for these measurements, and they

are all distributed between the two discrete CD values of the library-based method. The
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Figure 4-16 Long-term repeatability measurement signals
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resulting bottom CD 36 is 0.25 nm.

The measuted line widths with CD-SEM during this period are also shown in Figure 4-15. We
can see a much larger range of spread than scatterometry. The overall 30 is 6.07 nm. There
was periodic tool maintenance during this period, which might have caused the big deviation
of the CD measurement on June 19*, Without this data point, the measurement 36 is 3.28 nm,

which is still significantly higher than that of scatterometry.

4.3.5 Thermawave SE tool light spot size characterization

One key requirement for scatterometry using RCWA as a simulation algorithm is the periodic
sample structure. While the grating structure is available in many memory circuit layouts, it is
difficult to find periodic lines with a large area in logic circuits. For today’s state-of-the-art
broadband optical metrology tools, the test sample area required is about 30 um for a normal
incidence reflectometer, and about 50 lim to 150 um for an elliptically incidence reflectometer
or ellipsometer. Usually people can design this kind of testing structure on a scribe line. But
with the progress of the semiconductor process development, the width of the scribe line will
soon be shrunk to less than 50 um. Furthermore, there are many other test modules

competing for the precious scribe line area. Therefore, it is important to determine the

minimum testing sample area.

The test sample area specification takes into account both light spot size and stage location

error due to pattern recognition and mechanical movement. The pattern recognition error is
typically less than 10 pim. There are two factors that determine the light spot size. One is the

size of the ideal image of the light source; the other is the light spread due to diffraction. Since
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the RCWA simulation typically assumes a parallel incident light beam for fast simulation speed,

the numerical aperture (NA) of the system cannot be too large. This sets the minimum light

T
B

-
' =~ 340 um '
Figure 4-17 Testing grating for light spot size characterization

spread due to diffraction. While one can theoretically calculate each of the factors that
contribute to the final light spot, or measure light spot size with thin film testing areas, it is also
important to characterize the effect of light spot to the measurement result for grating

structures.

A large area of grating is used for this study, where the structure is STI FI stacks. As shown in
Figure 4-17, the size of the grating area is 675 um by 320 im, and the grating lines go in the
vertical direction. By doing measurements in horizontal and vertical scans, and analyzing the

spectra, we can characterize the light spot size.

We use the line scan function of the OptiProbe ellipsometer to measure 16 sites along the
horizontal direction, and 15 sites along the vertical direction. The distances from the left edge
of the grating to the centers of the first and the last measurement sites of the horizontal scan,

as well as those from the top edge to the sites of the vertical scan, are shown in Figure 4-17.
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The distances from the left and the top edges for all the sites of these scans are listed in the

first rows of Table 4-4 and Table 4-5, respectively.

Since the grating area is more than three times larger than the light spot size in specification, it
is guaranteed to hold the light spot completely for the measurements at the center of the
grating. One way to tell at which measurements part of the light lands outside of the grating
region is to correlate all the measured spectra to the one measured at the grating center, which
is site 8 for both horizontal and vertical scans. The resultant correlation coefficients ate listed
in Table 4-4 and Table 4-5. It is obvious from the tables that if we take 0.99 at the threshold
value, significant parts of the light spots for the fitst two measurements from the starting and
the ending scanning points fall outside of the grating region, and a small amount of light for

the third measurement goes outside. This confirms the specification from the tool vendor that

the light spot is less than 80 m by 120 um.

Table 4-4 Correlation of measured spectrum to site 8 for horizontal scan

Location (Um) -30 0 30 60 90 120 207 294
Correlation to center | -.3617 | -.3548 | 0.9873 | 0.9930 | 0.9947 | 0.9942 | 0.9983 | 1.0000
Location (um) 381 468 555 585 615 645 675 705
Correlation to center | 0.9989 | 0.9992 | 0.9979 [ 0.9990 | 0.9986 | 0.9921 | -.0840 | -.3618

Table 4-5 Correlation of measured spectrum to site 8 for vertical scan

Location (Wm) -20 0 20 40 60 80 120 160
Correlation to center | -.2529 | -.3272 | 0.9377 | 0.9991 | 0.9990 | 0.9996 | 0.9998 | 1.0000
Location (Lm) 200 240 260 280 300 320 340
Correlation to center | 0.9997 | 0.9995 | 0.9992 | 0.9995 | 0.9980 | 0.4403 | -.2748
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Figure 4-19 Bottom CD and GOF for vertial line scan

The output of the scatterometry measurement is grating line profiles. Therefore, a more direct
way of characterizing light spot size is to see when the output profiles change for the line-scan

measurements. We run the measured spectra to a pre-built library, and the output bottom CDs
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and GOF are plotted in Figure 4-18 and Figure 4-19 for horizontal and vertical scans,
respectively. The orientations of the gratings with respect to the scanning direction (x axis), as
well as the approximate light spot, are also illustrated. From these figures, we can reach a

similar conclusion to that obtained using spectrum correlation.

4.4 Scatterometry application on metal process

4.4.1 Scatterometry work on metal applications

These are very different
profiles with about the
same CD

Figure 4-20 Example of metal interconnect profile variation

Besides the applications introduced in the last section, another key applicaton for

scatterometry is metal interconnect layers. With continuing technology scaling into the deep

¥ :l—l l
ARC _
<— TiN

Al

<— TN
= B «— TEOs

Figure 4-21 Illustration of metal DI structure
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Figure 4-22 Extracted FEM resist profiles plotted as their positions on the wafer. All figures
are in the same scale. The numbers on the upper right corners are site numbers.

sub-micron regime, interconnect constitutes an increasing portion of the overall circuit delay
[4.19]. Not only line width, but also height and sidewall profile measurements are required to
accurately characterize RC delay. However, with today’s standard process monitoring tool,
CD-SEM, the structures with different profiles in Figure 4-20 will have about the same CD,
while their RC characteristics are quite different. Instead, scatterometry can be used here for
better monitoring the metal process. In this section, we demonstrate scatterometry

measurement results for both metal DI and FI structures.
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As shown in Figure 4-21, the metal DI stack comprises developed resist on ARC on thin film

metal layers, which consist of TiN on Al on TiN on Ti on TEOS. The feature we study is a
one-dimensional grating, with line/space of 0.22/0.44 um. The grating area under test is 250

im by 250 pm.

A focus exposure matrix (FEM) is printed on Shipley's UV6 resist using ASML DUV stepper.

Focus was set from —0.4 um to 0.2 pm with a step of 0.15 pm, and exposure doses were set

Scatterometry (Bottom CD)

270 v T T T /

CD-SEM 260

(Bottom CD) \
50
40

2 -

2301

210

200

1800 5 10 15 20 25

Site Number

Figure 4-23 Comparison of CD-SEM and scatterometry bottom CD

from 21.9 mJ/cm® to 29.1 mJ/cm’ with a step of 1.2 m]/cm®  After exposure and PEB, the

resist is developed. A KLA-Tencor 1280 spectroscopic ellipsometer is used to measure the
response at an incidence angle of 70°. Twenty-two dies were measured, and the extracted

tesist profiles are shown in Figure 4-22 in the same layout as they are on the wafer. The

profile distribution across the wafer looks quite reasonable for an FEM.
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We also did CD-SEM measurements on these gratings, and compared the bottom CD
measurement produced from scatterometry and CD-SEM, as plotted in Figure 4-23. The two
data sets show good correlation. The deviation is mostly due to the constant offset for the
CD-SEM, as explained in section 4.3.3. Some of the deviations between the two metrologies
are not consistent with others. This is partly due to the charging effect of the CD-SEM on
resist features. Upon further examination, we found that those deviations correspond to

profiles that have small sidewall angles or some footing.

The FEM was then patterned onto the metal layer using plasma etching, and the resist and
ARC were removed. The resulting stack of patterned metal features (TiN on Al on TiN on Ti)

on TEQOS thin film on silicon wafer is shown in Figure 4-24.

H B o

w

Figure 4-24 Illustration of the metal FI structure
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Figure 4-25 Extracted FEM metal profiles plotted as their positions on the wafer. All figures are in
the same scale. The numbers on the upper right corners are site numbers.

219 231

The KLA-Tencor ellipsometer was used to measure the response from the metal gratings.
Again 22 dice were measured and the profiles were extracted, as shown in Figure 4-25. CD-
SEM measurements were also made, and the comparison of the top CD from both methods is
plotted in Figure 4-26. We can see that the deviation between CD-SEM and profilometry is
more consistent than the result for resist features in Figure 4-23, because the sidewalls for the
metal profiles are fairly straight compared to those for the resist profiles. We also note that the
SEM charging effect that can distort photoresist measurements is much less significant when

measuring metal features. This helps the CD-SEM get more consistent results.
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Figure 4-26 Comparison of scatterometry and CD SEM top CD for metal features. CD
SEM has no valid measurements at the missing data points.

To study the effect of sidewall angles on CD-SEM measurements, we take our scatterometry
as the reference, and plot the deviation of CD-SEM measurement versus sidewall angle, as
shown in Figure 4-27. We can see that for smaller sidewall angles, the distribution of
deviations between the two metrologies is larger. This might be because the CD-SEM
algorithm cannot easily determine top/bottom boundaries when the profiles are not very

steep.
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4.4.2 Potential application to CMP end-point detection

Damascene processes bring a new, difficult challenge to CD measurement and end point
detection. Several methods have been proposed based on CD-SEM [4.20]. One is to measure
CD on the dielectric lines, but this suffers from sample charging effect. Another approach is
to measure the dielectric trench structure after the barrier layer is deposited. Although this
would reduce the charging problem, sidewall shapes could not be characterized, and the

electron beam may damage the dielectric layer and make the process more complicated.

Scatterometry is a promising candidate for measuring trench profiles with or without metal
filled in. It can also be used for end point detection during the CMP process, as illustrated in

Figure 4-28. As the metal layer is being polished, the response from the structure can be
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Figure 4-28 One-dimensional structure for CMP end-point detection

measured using éﬁipsometry or reflectometry. At first, the signal 1s much like that from metal
film, because most of the light going through has been absorbed. When the metal layer gets
thinner, it becomes more transparent, and the scattered light from the structure below can be
detected. If the metal film thickness is included as a variable in the library, the remaining film

thickness can be measured and used for end point detection.

4.5 Summary

In this chapter, we first reviewed some eatly experimental work on various hardware
configurations, and .then presented the expenimental results for a scatterometry system
characterization using Therma-Wave’s Opti-Probe 5240 ellipsometer system. Application of
scatterometry to metal DI and FI structure using KILA-Tencor’s 1280 ellipsometer, as well as
its potential application to CMP end-point detection, was also demonstrated. The experimental
data presented in this chapter show that the accuracy, precision, and throughput of

scatterometry 1s comparable or better than CD-SEM. Together with its full-profile
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measurement capability and inline compatibility, scatterometry can fit very well in the next

generation advanced process control framework.
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Chapter 5 Lithography Process Monitoring

and Control Using Scatterometry

5.1 Introduction

In Chapter 4 we presented some experimental scatterometry results. The accuracy, precision,
throughput, and amount of profile information provided by scatterometry show a clear
advantage over CD-SEM, which is the cutrent standard metrology tool for process monitoring
and control. However, there has not been much work done on applying the full-profile
information obtained from scatterometry to process control. Since both the line width and
sidewall angle can be measured with scatterometry, many of the current APC methods need to
be adapted to make use of the additional sidewall angle information. In this chapter we first
review the work on lithography process control by other researchers, and then demonstrate
some experimental results on focus and exposure monitor using scatterometry. After some
discussion on lithography process parameter extraction, we present a simulation framework

for lithography process monitoring and control using scatterometry.

5.2 Review of previous work on lithography process monitoting

and control

5.2.1 Background

As the semiconductor industry is approaching the sub-0.1 um technology node on the SIA

roadmap [5.1], critical dimension (CD) control becomes mote and more important. One major

source of CD variation is the parameter drift in the lithography process. Figure 5-1 illustrates a
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typical DUV lithography process flow. After deposition of under-layer thin film materials or
processes in previous steps, a thin layer of photoresist is spun on the wafer and softbaked, and
the wafer is sent to the stepper for exposure. During the exposure process, photoacid
generators in the photoresist produce acid when reacting with DUV photons. Then, the wafer
is brought back to the wafer track for post-exposure-bake (PEB), in which the acid diffuses
and acts as a catalyst to induce deprotection. In the develop step, the deprotected molecules
are resolved by the developer, and removed after the rinse. Finally the wafer is etched with an

optional resist trim step in plasma chambers to transfer the pattern to under layer materials.
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Figure 5-1 Lithography process flow and sources of process variation
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As listed in Figure 5-1, there are many process and material parameters that may drift in the
lithography flow, for example, film refractive index and thickness for under layer materals in
the thin film deposition step, resist property and bake time and temperature in the spin-coating
and softbake step, focus, dose, mask and optical parameters in the exposure step, bake time
and temperature in the PEB step, developer rinse pattern and temperature in the develop step,
and plasma etching control parametets in the resist trim step. The drifts of all these parameters
contribute to the varation of the resist profiles that will affect the etched line width after
pattern transfer. Therefore, it is important to monitor and compensate these drifts through

advanced process and equipment control.

5.2.2 CD-based lithography process control method

Various methods have been proposed to monitor and compensate for process drift in order to
reduce CD variation. One of the early works presented at AEC/APC wotkshop IX showed
that by integrating the metrology tool and process equipment into a CD run-to-run control
framework, the Cpk can be increased by 67%, resulting in a potential §1 million per week
added revenue [5.2]. Stuber and coworkers also demonstrated similar improvement over an

open-loop process with process control through partitioning of model parameters [5.3].

All the works mentioned above involve building an empirical relation between the CD and
exposure dose, and adjusting the dose to compensate the CD drift, while CD-SEM is used as
the metrology tool. However, the sub-0.1um patterning process has greatly reduced the depth

of focus, and the printed structures are very sensitive to the stepper focus drift. Due to the
requirement of later process steps, a tight control of the sidewall angle is also needed, so it is

not desirable to compensate the focus shift by adjusting the exposure.
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5.2.3 Recent development on lithography process control using

scatterometry

With the recent progress of scatterometry, many people have applied it as a tool for routine
process monitoring. Allgair and coworkers [5.4] demonstrated that spectroscopic
scatterometry is able to characterize a focus and exposure matrix (FEM), and showed good
correlation to a top-down CD-SEM and cross-section SEM. The scatterometry measurements
of resist height and sidewall angle illustrate cleatly how they are affected by focus and exposure
dose changes, and can be used to monitor stepper condition. Furthermore, scatterometry can
also be used as a fault-detection tool to detect whether the process is out of the control

window.

Lafferty et al. compared the performance of 20 scatterometry to CD-SEM for process control
[5-5]. The gauge capability study on a metal-level product step showed that scatterometry has a
better precision to tolerance ratio than CD-SEM. When comparing lithographic cell monitor
trends, a shift in the process halfway through the trending chart resulted in a 10 nm increase in
CD-SEM measured CD. If the same sample is measured with a scatterometer, the results
showed that it was actually due to a 1° increase in the sidewall angle since full profile
information can be obtained. From this example, it is clearly shown that it is important to
detect the correct source of process drifting (focus in this example) using scatterometry’s full

profile information.

It has also been demonstrated that scatterometry can be used to monitor i7-sitx latent image
formation during post exposure baking (PEB) of a chemically amplified resist [5.18). During

PEB, the refractive index of the exposed resist becomes different from that of the unexposed
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part, which can be detected by a scatterometric sensor. Using data from the first 45 seconds of
a nominal 60 seconds PEB process for 0.35 im resist lines, developed linewidth predictions

wete achieved with standard prediction error of 5.08 nm for bare Si wafers and 6.89 nm for

poly-Si/oxide/Si wafers.

5.3 Focus-exposure monitor experiment

5.3.1 Background

In the lithography process, focus and exposure dose are the two most convenient parameters
to adjust to affect resist line width and profile. On the other hand, these two parameters are
also subject to drifting. On a state-of-the-art DUV stepper, typically focus offset can drift a
few tenths of a micron from one eight-hour work shift to another, and exposute dose may also
drift a few percent due to laser light source instability. Usually in production fabs, a focus-
exposure matrix (FEM) is printed at the beginning of each work shift in order to calibrate the
focus offset and optimal dose. A matrix of dies with incremental focus settings in one
direction and incremental dose settings in the other direction is exposed. Then the wafer is
inspected and the resist line width distribution for different focus-dose settings is plotted on
Bossung curves. The best focus and dose settings are selected at the point with the largest

depth of focus and closest to the target CD. This manual calibration process is illustrated in

FEM wafer Resist line width Bossung curves
processing »  measurement g plotting
Recipe Best focus/dose
updating determination |

Figure 5-2 Manual focus-dose calibration procedure with FEM
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Figure 5-3 Resist grating structure used for FEM characterization
Figure 5-2.
Usually CD-SEM 1s used as the inspection tool for this purpose. If there is a test one-
dimensional grating structure on the wafer, it is better to use scatterometry for FEM
characterization, since scatterometry can provide more accurate and precise profile
information.

5.3.2 FEM wafer processing

In this section, we demonstrate some experimental results on determining the optimal focus
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Figure 5-4 FEM resist profile across the full wafer map

Yo



and dose settings by inspecting an FEM wafer using scatterometry. A simple structure of a
resist grating on a silicon wafer is used in this demonstration. As shown in Figure 5-3, the

resist thickness is 580 nm, the pitch is 480 nm, and the target line width 1s 200 nm.

The wafer is processed on a wafer track and a DUV (248 nm) stepper, where an annular light
source is used for exposure. The partial coherence of the inner and outer apertures is 0.25 and
0.75, respectively. The center focus and dose of the FEM ae set at the nominal process recipe
values, 0.0 im and 23.5 m]/cm’, and their steps are 0.1 m and 1.5 m]/cm?, respectively. All

the other process parameters are also set at the nominal condition, and their values are listed in

Table 5-1.
Table 5-1 Process parameters for the FEM wafer
Wafer track parameters Stepper parameters

Softbake time (sec) 90 FEM center dose (m]/cm?) 23.5
Softbake temperature (°C) 100 FEM dose step (m]/cm’) 15

PEB time (sec) 90 FEM focus center (m) 0.0

PEB temperature (°C) 110 FEM focus step (m) 0.1

Develop time (sec) 60 Stepper numerical aperture 0.54
Developer temperature (°C) 20 Stepper partial coherence (inner) 0.25
Wafer rinse time (sec) 20 Stepper partial coherence (outer) 0.75

5.3.3 FEM characterization using scatterometry

After the wafer was processed, we measured the spectra reflected from the testing grating area
using a Therma-Wave [5.6] OptiProbe ellipsometer, and extracted the resist line profiles with
the regression method described in Chapter 3, as plotted in Figure 5-4. In general, the resist

line widths show 2 clear trend as the exposure dose increases from left to right, but the profile
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Figure 5-5 Tilt-angle SEM images of selected sites of the FEM wafer

change has no obvious trend with respect to focus change from top to bottom of the wafer,

especially for the high exposure dosage sites.

We then inspected the wafer under a tilt-angle SEM, and the pictures of a few sites are shown
in Figure 5-5, with their focus and exposure settings labeled on the upper left corners. The
pictures were taken at the edge of the grating region where there are also some turning and
“I” shape lines for ease of inspection. For the three sites exposed with 25 m]/cm’ with
different focus settings, the profiles have fairly straight sidewalls, with more top rounding as
focus changes from negative to positive. This is consistent with the profiles extracted with
scatterometry. We also inspected a site with a high exposure dose (28 mJ/cm®) and —0.4 um
focus. Although this site was not measured with scatterometry, it follows the trend of profile

change with respect to focus and dose in Figure 5-4.

Many of the tilt-angle SEM pictures show clear standing waves on the sidewalls of the resist

lines. This is because no anti-reflective coating (ARC) was used between the resist and silicon
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Figure 5-6 Profile with standing wave (solid line) and the approximated
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wafer, and the process was not optimized for film stacks without ARC. When modeling
profiles for scatterometry profile extraction, we did not take into account the effect of standing
waves, because the reflected signals are not sensitive to them, as shown in the following

simulation results.
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Figure 5-7 Rectangle slices for RCWA simulation. The left figure is for the profile with
standing waves, and the right figure is for the approximated smoothed profile.

We first generate a resist line profile with strong standing waves using PROLITH [5.7)], a
lithography simulator, as shown by the solid line in Figure 5-6. The standing wave amplitude is

about 15 to 20 nm on the resist line sidewall. In order to accurately simulate the signal
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response from this profile using RCWA, we slice the profile into 50 layers of rectangles, which
can represent the profile well enough, as shown in the left graph in Figure 5-7. The simulated
tan'¥’ and cosA signals are plotted in solid lines in Figure 5-8. We then approximate the waved
profile sidewall with a second order polynomial curve, as illustrated with the dashed line in
Figure 5-6, and also slice the approximated profile into 50 layers for RCWA simulation, as
shown in the right graph in Figure 5-7. The simulated tan'¥ and cosA signals are plotted with

dashed lines in Figure 5-8.
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Figure 5-8 Signal responses for the profile with standing waves and the approximated

smoothed profile.
tany coSsA
3.5 - 1
site 20
! - -~ site 21 \
3r o -~ sie 28
H‘
" i
25l o | 0.5 |
[N
2t
! 0
1.5
’
1 :
, -0.5
A
0.5 -
0 -1 . N L
200 400 600 800 200 400 600 800
wavelength (nm) wavelength (nm)

Figure 5-9 Measured signals from neighboring dice on the FEM wafer
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Compared to the measured -signals from neighboting dice (dice 20, 21, and 28), as shown in
Figure 5-9, it is obvious that standing waves have a small effect on the magnitude of some of
the peaks in the scattered signal, while line width and sidewall angle changes due to focus and
exposure affect both the location and magnitude of the peaks. Therefore, the effect of
standing waves can be negligible. If it is necessary to model the standing wave effect, the

average material method [5.19] can be used to improve the simulation accuracy.

It is typical to use Bossung cutves to determine the optimal focus and exposure settings. The
Bossung curve generated with a middle-height CD measurement (obtained via scatterometry)
is plotted in Figure 5-10. The target CD of this process is 200 nm, so the resist lines printed
with the dose of 22 m]/ cm? is closest to this target. Also considering that this dose setting has
the largest depth of focus, and the center of the curve of resist line width response to focus is

approximately at 0.0 m, we can conclude that 0.0 pm and 22 mJ/cm? are the optimal focus

and exposure settings.
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Figure 5-10 Bossung curves for the FEM wafer using scatterometry middle CD

measurement

We also measured the full wafer (with a few dies missing due to pattern recognition failure)

with CD-SEM, and we plot the Bossung curve in Figure 5-11. The curves have a similar trend

to those plotted with the scatterometry measurements, but with approximately 25 nm offset.

The cause of the offset has been discussed in Chapter 4. If this offset is properly calibrated,

and the measurement for the site of 0.0 km focus and 22 m]/cm? dose is considered an

outlier, it is possible to determine similar optimal focus and exposure settings as scatterometry

with the same method described in the last paragraph.
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Since the grating structure used in this is fairly large, no pattern recognition is needed. To
measure all the 48 sites on the FEM wafer, it takes about 7 minutes on a Therma-Wave
OptiProbe 5240 ellipsometer. If pattern recognition is needed for smaller testing regions, the
throughput can be slower, but it can be improved with later ellipsometer models. On an
OPAL CD-SEM, it takes about 9 minutes to measure 48 dice. Considering its high
throughput, lack of charging effect on resist wafers, and scalability down to a sub-100 nm

technology node [5.8], scatterometry shows a clear advantage over CD-SEM on FEM

characterization.
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Figure 5-11 Bossung curves generated using CD-SEM measurement

5.4 A simulation framework for lithography process control

5.4.1 A lithography process control framework using scatterometry

An important advantage of scatterometry over CD-SEM is its capability to obtain full-profile

information, because the optical response signal is sensitive not only to line width, but also to
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other profile parameters, such as sidewall angle, top rounding, etc. The measured profile can

then be used to monitor both exposure and focus drifts and to make adjustments accordingly.

A feedback control framework using scatterometry and a calibrated lithography simulator is
illustrated in Figure 5-12. Wafers are first patterned using control-parameter settings in the
process recipe, and the grating’ is measured using an ellipsometer. The profile is then extracted
from a pre-built scatterometry library using the ellipsometer signal, and fed into a control-
parameter extractor to get the equivalent control-parameter input for this wafer. Compared to

the original control-parameter input, the equivalent control-parameter drift is compensated

P e ] e
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: module j/
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Figure 5-12 The control framework using scatterometry

2 This grating can be either the actual device structure on some memory chips, or that printed on scribe
line for the purpose of process monitoring.
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using a feedback controller, and the next wafer is patterned using the adjusted parameters.

The control-parameter extractor in the above framework is a profile database used to get the
equivalent control-parameter input from the measured profile. We first calibrate a lithography
simulator using the procedure described in the next section, and then simulate resist profiles
for a large combination of control-parameter settings with the calibrated lithography simulator.
During the lithography process, after the resist line profile is measured with scatterometry, it is
fed into the pre-simulated profile database. The control-parameter set that generates the

profile in the database that best matches the measured profile is the extracted setting.

Ideally we want to include all the input parameters for the lithography module in the control-
parameter set. However, considering the fact that focus and exposure dose are the most
convenient knobs to adjust in the process, and most other parameters, such as resist and
develop parameters, ate confounded with them in the process window, only the combination
of focus and dose are included in the control-parameter extractor. The drifts of other

parameters can be considered as equivalent drifts of focus and dose.

5.4.2 Lithography simulation and model parameter extraction

One of the key components in the control framework presented in the last section is the
control-parameter extractor, which is generated using a calibrated lithography simulator. We

will review the development of lithography modeling and simulator calibration in this section.

Since the early work on photoresist modeling [5.9, 5.10], great progress has been made on
lithography process simulation. There are three important elements requited in order to
simulate a process [5.1]: models, simulators, and calibration/validation. Models capture the

behavior of a physical phenomenon by means of mathematical formulae; simulators
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implement models with computer codes; and finally the simulated results need to be compared
to relevant experimental data to determine numeric parameter values and to demonstrate

suitability for purpose.

There are many academic (SAMPLE, SPLAT, TEMPEST, STORM [5.11]) and commercial
(PROLITH [5.7], SOLID-C [5.12], etc.) technology computer-aided design (TCAD) tools that
simulate the entire lithography process and use efficient numerical models. The value of a
lithography simulator can be embodied in three aspects [5.13]. In the early stage of the
technology development, simulation can help us understand the basic physical process, such as
optics, resist reaction, and provide insight and guide innovation. During process development,
simulation can help balance trade-offs of various process parameters, improve yield ramping
rates and reduce development cost. After the process is developed and applied to production,

a well-calibrated simulator can be used for process monitoring and control.

Parameter extraction and simulator calibration are essential simulation steps. There have been
many works on lithography parameter extraction and simulator tuning [5.14-5.17]. Usually the
simulator tuning process involves wafer processing and measurement after design of the
experiment and matching experimental data to simulator output through the optimization
process. The experimental data can be measurement on unpatterned wafers, such as film
thickness and Fourier transform infrared (FTIR) responses, or on patterned wafers, such as
line widths and profiles. After calibration, the simulator can simulate the fab process very well
within the process window and can be combined with analysis and optimization tools for

process development and control.
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An example of lithography simulator tuning was presented in [5.16]. The parameters are
categorized into three groups. The first group consists of parameters that can be obtained
through direct, well-recognized methods. For example, thin film thickness and refractive index
can be measured very accurately using ellipsometry. The second category consists of
parameters that can be extracted by running an unpatterned wafer expetiment. For example,
the develop rate parameters can be measured using a develop rate monitor (DRM) experiment.
Finally, a FEM wafer is processed, and the simulated resist profiles using PROLITH are
matched with the measured ones by tuning the parameters in the second and third categories.
The measured and fitted profiles for different focus and mask layouts are plotted in Figure 5-

13. The average mismatch between the measured and fitted profiles is about 5 nm.

Focusl Focus2 Focusl Focus2

Mask1 Mask2

o o v e w e -

Mask3 [ Mask4

v = e e~ v o =

Figure 5-13 Example of simulator tuning using profile matching
5.4.3 A simulation framework for lithography process control

Before implementing the control framework, it is very important to do a simulation to test the
effect of using the full-profile metrology to control the process drift. Since we do not do

experiments on the lithography module, we use a PROLITH process simulator (we call it
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“plant simulator”) to simulate the patterned profiles from the input control-parameter settings,
and use a grating response simulator to simulate the spectrum measured by the ellipsometer.
The “plant simulator” here is used to substitute the lithography module for the simulation
framewotk, while the calibrated simulator in the control-parameter extractor explained in
section 5.4.1 is used to match the lithography process. Considering errors in calibrating the
simulator for control-parameter extraction, as presented in section 5.4.2, we set some resist
parameters in the “plant simulator” different from those in the calibrated simulator, so that the
output profiles from these two simulators have a mismatch of about 3 to 5 nm, which is close

to the typical simulator tuning mismatch error.

Various disturbance models have been developed to simulate the process parameter drift. In

this work, we use the first-order integrated moving average model, which is commonly used in
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Figure 5-14 Simulation of the control framework using scatterometry
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the statistics process control (SPC) environment. The distutbance d i (k) for parameter j at

step k can be modeled as:
d;(k)-d,(k-1)=a,(k)-6,a,(k-1) (5-1)

where a(-) is an independent, uncorrelated stationary white noise sequence with mean zero

and standard deviation 0, and 0 is an integrated moving average model parameter.

An exponentially weighted controller is used to adjust the j* control-parameter setting p; on

the equipment at step k+1 according to the extracted disturbance d it

p,(k+1)= p,, —(4d, (k)+ (- 2), (k -1)) (5-2)

where p, is the target recipe setting, and A is the controller parameter. In equation (5-2),

4,()=d, )+, ()
gj(k_1)=dj(k-1)+bj(k—l) (5-3)

where b; (k) and b ; (k 1) are the parameter extraction etrors for the j* control parameter in

step k step k-1, respectively, and we assume they both have standard deviation G, .

Considering the disturbance d; (k + 1) to the j control parameter in step k+1, its real value

would be

B, (+1)= p,, —(4d, (k)+ (- 2), (k -1))+ 4, (k +1) 69
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We can choose the controller parameter A to minimize the variance of p, (k +1). Substituting
equations (5-1) through (5-3) in to equation (5-4), after some derivation, we have that the

standard deviation of p, (k +1) is minimized when

_(1+6* -0k +o?
- (1+6*p? +207

(>-5)

5.4.4 Simulation results

The structure used to monitor the process is 505 nm thick resist patterned on 61 nm thick
ARC layer on silicon substrate, with pitch of 480 nm and 1:2 line-space ratio. Thete are about
500,000 profiles in the library. The control-parameter extractor was also generated offline,
consisting of focus and exposure ranges of 0.3 pm to 0.1 um and 22.0 mJ/cm® to 27.0

mJ/cm’, respectively.

Table 5-2 Standard Deviation of the disturbed parameter noise

Focus (Wm) 0.04
Exposure (m]/cm?) 0.5
PEB temperature (°C) 0.2
Resist thickness (nm) 1.5
ARC thickness (nm) 0.5

We choose focus and exposure dose as the control parameters, and post-exposure bake

temperature, resist and ARC thickness as disturbance noise parameters. The deviations of
these parameters are listed in Table 5-2. The 6 parameter in the disturbance model (1) is 0.3

for all the parameters. Considering the fact that the control-parameter extraction etror variance
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Figure 5-15 Parameter disturbance of the simulated lithography process

07 should be less than that of the corresponding control-parameter disturbance o, from

equation (5-5), we can set the value of the controller parameter 4 =0.7.

After Prolith generates the profile, it is sliced into 50 layers and approximated using rectangles
to simulate the response. This response (“measured” signal) is compared to those in the
scatterometry library, and the profile that generates the best-fitted signal is the measured
profile. The measured profile is then fed into the control-parameter extractor to find the best

matched profile, which will give the equivalent control-parameter setting for this wafer.

The patterning process of 100 wafers is simulated using the control framework described in
the last section. The disturbance of focus, dose, PEB temperature, resist thickness and ARC
thickness are plotted in Figure 5-15. The extracted focus and exposure from the control-

parameter extractor versus their corresponding input settings are plotted in Figure 5-16. The

111



difference between the extracted and the input settings is the noise in the monitoring loop, and

the standard deviation is 0.025 um for focus and 0.23 mJ/cm? for exposure.
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Figure 5-16 Extracted control-parameter values vs. their corresponging input values
Using the disturbance shown in Figure 5-15 and the control framework, the resulting bottom
CD and sidewall angle have a much smaller vatiation comparing to the open-loop process, as

shown in Figure 5-17.

As mentioned in the introduction section, it is also possible to do process control using CD
SEM as the metrology tool by monitoring CD drift. In a production environment, usually an
exposure meander (l.e., patterning scores of dice with a small increment of a dose that covers
the process window for exposure with a fixed focus setting) is patterned with zero focus
offset, and measured under CD-SEM. Then an empirical model relating CD to exposure can
be developed from the CD-SEM measurement. In this study, we use the “plant simulator” to

obtain the CD data for different dose settings, and fit to a linear model:
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D youom (1) = 354.8 — 7.642 x dose(mJ /cm? ) (5-6)

Using the same disturbance model and controller parameter, the resulting bottom CD and
sidewall angle are also plotted in Figure 5-17. We can see that although this method shows
some improvement over the open-loop process, since it cannot monitor the focus drift, the
output has a larger distribution than the scatterometry monitored method. The standard

deviations of output vatiables using these three methods are listed in Table 5-3.
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Figure 5-17 Comparison of resulting bottom CD and sidewall angle with and

without control

-

Table 5-3 Comparison of standard deviations with and without control

Bottom CD (nm) | Sidewall angle (°)
No control 8.9 0.35
CD only 45 0.23
Full profile 3.4 0.14
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5.4.5 Discussion

There are many assumptions in the simulation study presented in the last section. In the
simulation framework, we vary five parameters (focus, dose, PEB temperature, resist thickness,
and ARC thickness) in the “plant simulator” to simulate process drift, and only focus and dose
are adjusted to compensate the disturbance. In a real production environment, all the process
parameters may drift. However, since different focus and dose combinations can usually
generate most of the possible profiles if all the other parameters drift within the process

window, it is sufficient to compensate the parameter drifts with focus and dose.

Another assumption in the simulator framework is that the developed resist profile
information is available before the next wafer is exposed. On a modern wafer track system,
wafers are queued in the stepper reception module, and it takes about 3 to 5 minutes after
exposure to obtain the profile information using an integrated scatterometry system.
Considering the throughput of 60 wafers per hour on 2 DUV stepper, it is equivalent to have
about 3 to 5 wafers delay for metrology. Therefore, the benefit of process control may be less

than that shown in the simulation.

In the simulation study, we use the first-order integrated moving average model to simulate the

parameter drift. The model parameter 0 is 0.3, and the controller parameter A is set at 0.7. In

reality, it is difficult to obtain the accurate value of 6 and the ratio of the control-parameter

2 2

. . i . o
extraction varance over model parameter drifting variance '; . However, usually both —”2—
a a

and 6 should be between 0 and 1, thus the optimal A value given by equation (5-5) can only be

between 0.5 and 1. Further derivation shows that the maximum parameter variance can only
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2
be increased by 50% if non-optimal A value is used due to inaccurate information of —% and

a

One of the key advantages of the control framework using scatterometry is its capability to
detect focus drift through profile change. In the study above, we use grating of 160 nm
nominal CD and 480 nm pitch as the testing structure. Different structures have different
sensitivity to focus change, so it is possible to optimize the feature design to make it very
sensitive to focus drift. Since the profiles are measured using scatterometry, it is preferable to

study the sensitivity of the scatterometry signals to focus drift.

We select four different line widths, 120 nm, 160 nm, 200 nm, and 240 nm, with the same
pitch (480 nm) for this study. For each structure, we simulate the profiles with zero and —0.02
um focus offset and 22 mJ/cm?® using the “plant simulator,” and then simulate the optical

responses from these profiles. We use the sum-of-squates of the signal difference between the

two focus settings as the metric for sensitivity:

SSE = 2 llog(tan ¥,, (1))~ log(tan ¥, (A))F +[cos A,, (A)-cosA, (1)} (5-6)

A

The simulation results for the four structures are listed in Table 5-4, and the signals for the 160

nm and 200 nm nominal line width gratings are plotted in Figure 5-18.

Table 5-4 Scatterometry signal sensitivity to focus drift

CD (nm) 120 160 200 240

SSE 8.16 1.10 0.10 0.02
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Figure 5-18 Signal sensitivity to focus drift for profiles with 160 nm CD and 200 nm CD

There is significant sensitivity difference for different structures. The smaller the nominal line
width, the more sensitive it is to focus drift. On the other hand, the grating line width cannot
be too small so that it can still be printed when other parameters drift within the process
window. For the “plant simulator” we used for this study, the process window for grating
structure of 120 nm line width is very small, so the 160 nm grating is the best of these four

structures based on the trade-off between the process window and the sensitivity.

More advanced mask making technologies, such as optical proximity correction (OPC) and
phase shifting mask (PSM), can be used together with line width and pitch optimization to

further improve the sensitivity to focus and other parameters.
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5.5 Conclusion

Many theoretical and experimental studies have demonstrated that scatterometry has clear
advantage over current metrology tools for process monitoring and control due to its high
accuracy, precision, scalability, and in-line compatibility. However, it is still a brand new area
for applying the full-profile information obtained from scatterometry to process control. In
this chapter, we first demonstrated some experimental wotk on FEM characterization using
scatterometry, then presented a simulﬁtion framework on monitoring the process with
scatterometry, and compensating parameter drift using a calibrated lithography simulator.
Since both focus and dose drift can be monitored and corrected in the subsequent step, this
method shows a smaller CD and sidewall angle variation than the traditional CD-SEM based

control method.
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Chapter 6 Requirements Of Scatterometry for

Lithography Process Control

6.1 Introduction

In the previous chapters, we have demonstrated that scatterometry is a promising candidate
for lithography process monitoring and control. However, many requirements need to be met
before scatterometry is implemented as a key element for the control framework in a real
production environment. The accuracy, precision, and throughput of scatterometry need to
match or be better than other metrology tools, while it should also be inline compatible and be
able to detect small features in the measured profile. Furthermore, it needs to be adaptive to
many practical issues encountered in the semiconductor manufacture environment. In this
chapter we first introduce the key elements of a run-to-run process control framework, and
then discuss the requirements of scatterometry for the control framework. As an “indirect”
metrology, it was unclear about the effect of systematic errors of the optical tools on the

accuracy of system output. We will illustrate this effect through simulation in section 6.3.

6.2 Key elements of run-to-run process control framework

Run-to-run control is one of the most popular control methods for the semiconductor process
[6.1-6.4]. During a process using run-to-run control, key process variables are kept constant at
set points, and controlled variables are measured after each run. A model relating controlled
variables to manipulated variables and a control algotithm are used to determine the necessary
adjustment of manipulated variables to keep the controlled variables on target, and the

adjustment is implemented in the next run.
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There are four key elements of a run-to-run control framework: process model, metrology
system, process model inversion method, and control algorithm. The process model describes
the relation between controlled variables and manipulated and other input variables. For the
SISO control strategy, usually a simple linear or polynomial model is good enough for
lithography, and the model patameters can be extracted through a pre-designed experiment
[6.5]. For the MIMO control strategy, it is essential to resort to lithography models derived
from basic physics or chemistry processes, and solved numerically with computer simulation

[6.6-6.8].

The metrology system measures controlled vatiables to determine the process drift. CD-SEM
has been used as the standard tool for process control, but it can only monitor the wafer after
the full lot is done in a real production environment, thus the unit for each run of run-to-run
control is “lot.”” As illustrated in Figure 1-2, the earlier the metrology system can measure the
wafer, the more effective the control is. Therefore, it is necessary to have in-line metrology
sensors installed on the wafer track, so that the wafer can be measured right after the resist is
developed. This can turn the unit of each run to “wafer.” In order to implement MIMO
control, it is necessary to measure the full profiles of the resist lines. Currently scatterometry is

the only candidate that can satisfy both of these requirements.

After the controlled variables are measured by the metrology system, they are used to extract
the equivalent drifts of the manipulated variables. This requires solving the problem of process
model inversion. Either the regression [6.9] ot library method [6.10] can be used for the

MIMO process, but much work is needed to further improve the performance of this process.
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The control algorithm determines how to adjust the manipulated variables for the next run to
keep the controlled variables on target. One important assumption is that the process
disturbance is auto-correlated. Without this assumption, there is no benefit to adjusting the
process input based on the output of the last run. Fortunately, in the real world,
autocorrelation does exist in the lithography process. Depending on the process drifting

model, various controllers can be implemented to make the process stable and robust [6.2].

6.3 Requirement of scatterometry for lithography process

control

6.3.1 Precision and accuracy

The projected CD control range for the lithography process will soon be below 5 nm. This
requires precision of less than 1 nm to meet the relaxed 20% measurement precision of the
process tolerance metric [6.11]. In state-of-the-art ellipsometer systems used in production, the
optical systems are optimized and have very low noise level. It has been demonstrated in many
publications that the precision can be well below 1 nm. However, for reflectometer systems
designed for integrated metrology, due to the limitation of the equipment size, signal noise is
typically higher. Considering also that the reflectometer signal is usually less sensitive to critical

dimensions, some development work is needed to meet the 1 nm precision specification.

Accuracy is another important metrology system specification for process control. For many
metrology systems, there is relatively easy mapping between the measured feature and the
signal. For example, the distance between the two scattering peaks in the CD-SEM signal
directly relates to the measured CD. Therefore, the measurement inaccuracy appears as an

offset that is close to constant, and can be characterized during tool calibration.
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Scatterometry is an indirect metrology; it determines feature size based on signal sensitivity in a

small range. When there is inaccuracy in the measured signal, it is impossible to tell whether

the signal inaccuracy can be transformed to a fixed offset for different profiles.

Table 6-1 Nominal and 10 for the sample structure generation

Top CD Bottom CD | Resist thick ARC thick Poly thick

Nominal (nm)

65 75 200 45 100

16 (nm)

2.2 25 2.0 0.5 1.5

We use the structure in Figure 6-1 to simulate the effect of signal inaccuracy to measurement.

65 nm

Pitch = 210 nm

resist 200 nm

ARC 45 nm

poly 150 nm

oxide 2 nm

Si substrate

Figure 6-1 Structure used for accuracy study

The nominal structure parameter values, as well as the range of the process variations for these

parameters, are listed in Table 6-1. We randomly generate 60 sample profiles based on the

process specifications, and calculate the scattered signal response from a SOPRA ellipsometer
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Figure 6-2 Parameter offsets for accuracy study

as the “measured” signal. We assume that there is some inaccuracy in the SOPRA ellipsometer
system: 0.1° for incidence angle, and 0.2° for analyzer calibration. We set the incidence angle to
be 65° and analyzer angle 45°, so the actual angles will be 65.1° and 45.2°, respectively, and
this will make the “measured” signal inaccurate. We then extract the profiles using the

“measured” signals with the regression method, and compare to the original profiles to

determine profile extraction inaccuracy.

The inaccuracy values for the 60 sets of sample profile parameters ate plotted in Figure 6-2,

and their mean and standard deviation are listed in Table 6-2.

Table 6-2 Extracted profile parameter offset and 10

Top CD Bottom CD | Resist thick ARC thick Poly thick

Mean (nm) 0.85 072 -0.34 -0.01 0.07

10 (am) 0.07 0.12 0.05 0.02 0.11
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The results above show that there are offsets of extracted profile parameters due to signal
inaccuracy. The variations of the offsets for different profiles are comparable to the 0.1 nm
convergence crterion. This means that the offset is approximately constant within the small
process range. Therefore, like other traditional metrologies such as CD-SEM, this offset can
be ch;.racteﬁzed during the calibration process, and can be corrected with scatterometry used

in advanced process control. The effect of signal inaccuracy due to other factors can also be

simulated similatly.

6.3.2 Sensitivity to fine profile features

One of the expectations of scatterometry for process control is its capability to resolve very
fine process features, such as top rounding, footing, etc., because these fine features can reflect
the drift of some process parameters. As demonstrated in Chapter 4, the scattered signal is
sensitive to these small feature changes. However, the signal change is approaching the
equipment noise level, and very often the signal sensitivity to fine features is confounded with
the sensitivity to other features, such as CDs and under-layer thin films. More research and
development is needed to further improve the equipment performance and profile extraction

algorithm to resolve the fine features.

6.3.3 Inline compatibility

In order to maximize the benefit of process control in variation reduction, scatterometry
sensors must be installed in the process module, such as wafer track. The allowed size for an
integrated metrology tool is much smaller than a stand-alone tool. Usually the tool
performance, such as wavelength range, signal to noise ratio, or optical configuration, is

compromised to meet the requirement. Furthermore, an integrated metrology tool must be
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able to follow the throughput of the process tool, which is usually faster than that requested

for a stand-alone tool.

6.3.4 Requirement of the semiconductor manufacture environment

There are also some other requirements demanded by the semiconductor manufacture
environment. Because scatterometry usually requires periodical structures, it is important to
understand the correlation between the grating test structures and the circuit lines. The grating
structures need to be optimized so that they can approximate the circuit line structure very

well.

For practical reason, the refractive indices of the materials are fixed during scattering
simulation for library generation or regression. However, it is inevitable that the material
indices might drift from lot to lot, or even within wafer (for metal films). The scatterometry
technology needs to be adaptive to variations of refractive index and other unaccounted

factors.

There are also some other issues that will occur in a semiconductor manufacture environment,
such as tool-to-tool matching, line edge roughness, profile asymmetry, etc. All these issues

need to be solved before implementing scatterometry to production.

6.4 Summary

In this chapter, we first introduced some basic concepts in process control. The tighter and
tighter process range brings many new challenges to all of the four elements of process

control. On the metrology aspect, scatterometry is a promising candidate to meet the new
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requirement, but more research and development is needed to be able to implement it to the

real production environment.
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Chapter 7 Conclusions and Future Work

7.1 Thesis summary

Since its debut in the mid 1990s, scatterometry has proven to be a promising candidate as an
in-sitw, full-profile metrology tool [7.2, 7.3]. We introduce various optical configurations of
metrology tools that have been used for scatterometry, and analyze a few theoretical problems
that relate to applying these tools to scatterometry in chapter 3. In chapter 4, we show some
experimental results on characterizing a scatterometry system used in a production
environment. The accuracy and precision of the scatterometry system are demonstrated on
various applications such as polysilicon gate DI, polysilicon gate FI, shallow trench isolation
FI, metal layer DI and FI The results show the clear advantage of scatterometry over CD-

SEM for production monitoring and control.

It is still a big challenge to integrate scatterometry into the advanced process control (APC)
framework. Research and development on using the wafer level and full-profile information of
scatterometry 1s still in the early stages. In chapter 5, we present a simulation framework on
lithography process monitoring and control using scatterometry. The simulation results show
that using CD and sidewall angle information obtained form scatterometry as controlled
variables, the CD and sidewall angle variations are much smaller than those with the traditional
CD-based control method. The requirement and challenges in applying scatterometry in a real

production environment are discussed in Chapter 6.
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7.2 Future work

Scatterometry is a typical inversion problem solving process. It is possible to simulate the
forward problem accurately, but there is no direct solution to the inverse problem, i.e., given
grating structure parameters, it is easy to simulate its optical response, but one cannot solve the
grating structure parameters directly from its optical response. The regression method and
library-based method have been used for scatterometry, but a lot of research can be done on
combining these methods with other techniques such as neural networks to further improve

the speed, accuracy and robustness.

Currently only one-dimensional gratings with symmetric profiles have been frequently
demonstrated in scatterometry. However, there are many other circuit structures that need to
be measured during the semiconductor process, such as two-dimensional contact hole arrays,
ovetlay, profiles with line edge roughness, etc. Modeling and studying the sensitivity of the

optical response from these structures can be an interesting research topic.

Most of the optical tools used for scatterometry today were originally designed for thin film
metrology. For example, the incident angle of 65° to 70° for an ellipsometer is optimized
based on the Brewster angle of the thin film stack on the silicon wafer. At this angle range the
system is the most sensitive to the film thickness change. When the system is used for
scatterometry on pattemed structures, many of the instrument design parameters can be

optimized to improve the system performance.

Another interesting area of future research is integrating scatterometry to the advanced process
control framework for both lithography and other process steps, such as plasma etching, CMP,

etc. The request for utlizing the wafer-level full-profile measurement data obtained from
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scatterometry for process control requires more research on the improvement of the current
APC framework. Since scatterometry still requires gratings as testing structures, it is also
important to study how to optimize the design of the testing gratings so that they can be used

to monitor the profiles of the actual circuit lines, or to detect the process condition drift.
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