OSCILLATOR MODELING AND PHASE NOISE

by

Brian Nguyen Limketkai

Memorandum No. UCB/ERL M04/14

20 May 2004
OSCILLATOR MODELING AND PHASE NOISE

by

Brian Nguyen Limketkai

Memorandum No. UCB/ERL M04/14

20 May 2004

ELECTRONICS RESEARCH LABORATORY

College of Engineering
University of California, Berkeley
94720
Oscillator Modeling and Phase Noise

by

Brian Nguyen Limketkai

B.S. (California Institute of Technology) 1998
M.S. (University of California, Berkeley) 1999

A dissertation submitted in partial satisfaction of the
requirements for the degree of
Doctor of Philosophy

in

Engineering-Electrical Engineering and Computer Sciences

in the

GRADUATE DIVISION

of the

UNIVERSITY OF CALIFORNIA, BERKELEY

Committee in charge:
Professor Robert W. Brodersen, Chair
Professor Robert G. Meyer
Professor John C. Neu

Spring 2004
The dissertation of Brian Nguyen Limketkai is approved:

Chair

Date

Date

Date

University of California, Berkeley

Spring 2004
Oscillator Modeling and Phase Noise

© 2004

by

Brian Nguyen Limketkai
Abstract

Oscillator Modeling and Phase Noise

by

Brian Nguyen Limketkai

Doctor of Philosophy in Engineering-Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Robert W. Brodersen, Chair

Using a dynamical systems perspective, we develop a method to calculate phase noise in oscillators based on a particle diffusion model. Starting from the basic nonlinear equations of motion, a phase diffusion equation is formulated by viewing the system in state space. The resulting phase diffusion solution is then found approximately by using multiple scale perturbation theory to get closed-form analytical expressions. In this way, the effects of the nonlinearities on the phase diffusion become evident. Similar techniques are then also applied to finding the locking bandwidth of a 2:1 injection-locked frequency divider.
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Preface

I once came across a UNIX fortune that read: “To understand physics, one simply has to understand the harmonic oscillator.” Now although an obvious simplification, this quote underscores the importance of the role that oscillators play in most of science and engineering. Why is it so important? Perhaps it’s because oscillators provide us with order through their repeating patterns. However, regardless of the philosophical reasons for their ubiquity, oscillators are here and can be found in almost all fields of study. In physics, we learn about them early on as the generator of waves, from acoustic to electromagnetic, or even of the quantum electron variety. In mechanics, they represent systems with springs that bounce up and down. In biology, our hearts beat with some period. A more interesting biological oscillation would be our sleep-wake cycle which has a period of about 24 hours. In optics, lasers are optical oscillators. In economics, it’s the fluctuation of prices or perhaps the stock market. Finally, in electronics, oscillators are used to generate specific frequencies to regulate systems or create electromagnetic radiation. Clearly, the use of oscillators everywhere increases the value of understanding how they work.

Without being too rigorous on the definition of an oscillator, we note that most oscillators share certain characteristics. First and foremost, oscillators have a defined frequency of operation. Other properties may well be considered second-order in relation to this one trait, for it is this which defines the repetition or oscillation. This being obvious, we now introduce the more interesting second-order characteristics,
such as limiting amplitude, phase noise, and jitter. The limiting amplitude, as its name implies, is the strength of the oscillation. This is usually caused by nonlinearities in a self-sustained oscillator. Phase noise and jitter are two representations of noise in a non-ideal oscillator. Basically, they are caused by random fluctuations which disturb the oscillator's natural rhythm leading to variations in the oscillation frequency or period, respectively. These three second-order characteristics are present in almost all nonlinear oscillators, regardless of the application. Hence, their study will form the bulk of this thesis.

Exploring the nonlinear properties of oscillators is of great importance because rarely is an oscillator ever truly linear. The linear harmonic oscillator does not possess the capability to hold self-sustained oscillations. The oscillation amplitude in such systems depends on the initial conditions. Linear oscillators with negative damping may result in growth of oscillation amplitude, but this growth remains unchecked and will continue ad infinitum. A nonlinear oscillator, on the other hand, usually has a limiting amplitude which the oscillator will tend to, regardless of whether the initial conditions place the system at a point of lower or higher amplitude. The small nonlinearities present in real oscillators will eventually limit oscillation growth, resulting in the final amplitude of oscillation. For this reason, our study focuses on this class of oscillators.

Fortunately, nonlinear oscillators also allow for more interesting phenomena which do not manifest in linear oscillators. One example is frequency entrainment. Frequency entrainment, or injection-locking as it is sometimes called, is the ability of one nonlinear oscillator to couple or synchronize itself with another oscillation. This coupling results in both oscillations occurring at the same frequency, or rational multiples of each other. The latter being called superharmonic or subharmonic entrainment,
depending on whether the main oscillator’s frequency is an integral multiple higher or lower than the external oscillation, respectively. Our study of nonlinear oscillators will include frequency entrainment as used in frequency dividers.

That being said, one may wonder what’s wrong with the current answers out there. In the area of phase noise, a plethora of theories and methods exist to explain the mechanisms and calculations [30], [25] [26] [28] [29]. What are their faults?

Some of them [30] are basically curve fit methods which have a “fudge” factor to fit the data to measurements. This would not be very useful to providing additional insight into the design problem. Others [25] [26] try to add more intuitive explanations for the generation of phase noise, while detailing mathematical steps needed to arrive at a curve. These fall short however in providing a rigorous derivation of the phase noise spectrum starting from first principles. They start with an assumption on how noise gets transferred (multiply by transfer function) without really verifying as to whether one can still do this in a nonlinear system. Although [26] does consider a linear time-varying system, knowing whether nonlinear oscillators can be modeled by LTV systems has not been argued except through some simulations. Others [28] still have tried to provide a more foundational approach to tackling the phase noise problem by considering a particle diffusion model, similar to the approach considered in this thesis. However, the work stopped at the linear oscillator problem. To be fair, the author only wanted to present the gist of how phase noise could be generated. Perhaps the most rigorous of all the existing models is given in [29]. The mathematical machinery involved here, however, is complex. We do not imply that advanced mathematics should be avoided at all costs, since the approach taken seems similar to the one presented in this thesis. However, some of the results found in this thesis were not evident in the other work because of the different physical model used to
explain phase noise. The equations may be the same (Fokker-Planck), but the mental picture wasn’t.

The main focus of this thesis is the development of methods to calculating phase noise and jitter in oscillators using a particle diffusion model. Starting from the basic equation for a nonlinear oscillator, we formulate the phase diffusion equations using perturbation theory and find solutions describing the evolution of the oscillator. The analytical solutions to the phase diffusion problem are shown and then applied to some simple models resulting in expressions for phase noise in terms of circuit components. This gives the theory a more applied flavor without sacrificing the foundational rigor. Although somewhat lengthy, Chapter 1 is considered the meat of this work, and for that reason alone, should not be skipped.

Incidentally, the use of perturbation theory to solving systems that evolve over time is not new. It is part of a growing field called dynamical systems theory (a merging of linear and nonlinear systems theory). Perturbation theory is often used to solve hard solutions which are “close” to known easy solutions. By expanding about the known solution, the hard solution can be approximately solved analytically!

Returning to the problem of injection-locking, we find that this topic has also been studied, though mainly from a linear point of view [35] [33]. However, nonlinear methods [23] [11] [16] from which this work was based on, do exist. We simply try to apply it to a circuit divider. Applying similar methods to those employed in the first chapter, we seek perturbation solutions to find how 2:1 frequency entrainment (2:1 injection-locking) can occur. Thus, Chapter 2 describes the use of subharmonic entrainment in an injection-locked frequency divider. Although treated in a noiseless fashion, similar mathematical methods are employed to demonstrate the benefits of the dynamical view of oscillators to solving problems.
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Chapter 1

Phase Noise and Jitter

1.1 Noise in oscillators

Phase noise and jitter are two views of the same kind of noise. When viewed in frequency space, the noise in an oscillator appears as "skirts" around a peak at one frequency, denoting variations in the frequency of oscillation. This is referred to as phase noise. When viewed in time, the noise appears as "fuzz" around the zero crossings when subsequent cycles are superimposed on top of each other, implying that the period of oscillation is not held steady at one fixed value. These variations are referred to as jitter. Because noise is often regarded as a nonideality, understanding these two quantities is of great importance to better designing low-noise oscillators.

The are two types of noise which we consider which give rise to oscillator phase noise: white noise and flicker noise. White noise, so called because of its flat power spectral density, is an uncorrelated noise process which disturbs the oscillator in such
a way that the phase noise takes on a $1/f^2$ dependence about the peak, where $f$ is the offset frequency from the oscillator’s natural frequency. In electronic oscillators, this may be due to thermal noise or shot noise in resistors or the active device. Flicker noise, on the other hand, is a correlated noise process which results in the phase noise taking a $1/f^3$ shape. Flicker noise comes mainly from transistors, although some resistors may also contribute. As this has been widely studied [4] [13] [14] [15], this work will not focus on the origins of flicker noise, but rather on the process of converting this noise into the form that it takes in the oscillator, namely the $1/f^3$ shape. We assume the charge-trapping explanation [4] [15] and use the autocorrelation function given by that theory in all calculations.

1.2 Analyzing phase noise

Although the overall $1/f^2$ shape of phase noise has been known for some time, calculating the exact values has been elusive. Many techniques and theories exist [30] [26] [28] [29]. Some of them are based on nonlinear techniques similar to the work presented here, but the majority are linear.

A linear analysis of phase noise is not appropriate because of the very nonlinear nature of oscillators. First of all, it is difficult to accurately calculate the limiting amplitude of an oscillator based solely on linear techniques because the limiting process is inherently nonlinear. Other nonlinearities which affect the transformation of white noise to the $1/f^2$ shape would also be neglected, resulting in a miscalculation of the value of phase noise. To cope with this inaccuracy, some have proposed an extension to these methods which rely on linear time-varying techniques. The basic gist is that noise gets transferred to the output differently, depending on where in the cycle of oscillation it gets injected. This information is captured by having time-varying
noise transfer functions from each source to the output. Although more accurate, this method relies upon the use of a circuit simulator to find the instantaneous transfer functions. In a way, this is sidestepping the issue of actually solving the nonlinear equations.

Past nonlinear analyses, on the other hand, have focused on exact solutions which led to very involved methods which are more suitable for simulators.

This work was motivated by the need to get accurate solutions for phase noise while still being able to use hand analysis. We can achieve this through the use of two major concepts. First, we realize that we can put the oscillator in a dynamical systems framework and view the evolution of the oscillator’s state as a diffusion process, which will be described in detail in the following section. Second, we apply perturbation methods to solve the resulting partial differential equations. The use of perturbation theory to solve these equations enables us to calculate good approximate solutions by hand, essentially trading over the exactness of previous nonlinear analyses for analytical solvability, thereby giving us a powerful tool in our attempts at solving phase noise.

1.3 Phase space and flows

1.3.1 Phase space

This method of calculating phase noise and jitter is based on placing the oscillator in a dynamical systems framework. The system is viewed as having a state which evolves over time in some space, called the phase space or state space. The dimension of this space depends on the number of state variables needed to fully describe the system. In this work, we confine our oscillators to being within $R^2$. In oscillators where this is not true everywhere, we focus on the cases which allow us to approximate it as a
planar oscillation. The evolution of the state traces out a trajectory in phase space which we call a flow. This is a common way to view oscillators in a more mathematical setting and provides us with a means to finding phase noise.

1.3.2 Phase diffusion

One difficulty in calculating phase noise comes from the random nature of noise itself. Finding the power spectral density of a random path traced out in the phase space can be very challenging if one must consider all the possible paths that any sample oscillator may take. Consider Fig. 1.1a, which is one possible realization of a noisy oscillator's trajectory. The orbit is "jagged", as noise disturbs the otherwise smooth path of this oscillator's state. Solving for the properties, such as the phase noise or jitter, of the trajectories by considering how noise affects each realization (sample path) may be very involved. Another viewpoint to this problem is to consider the flow of the ensemble of oscillators, such as in Fig. 1.1b. In this case, we solve for the flow of the probability of the realized oscillator being in a specific state, or region of phase space. Solving for the density of realizable oscillators instead of the one

Figure 1.1 (a) one realization of the trajectory of a noisy oscillator. (b) flow of the ensemble of oscillators.
realized path transforms the problem into a more tractable problem. This way, we have converted our stochastic problem into a deterministic one, in which we can use ordinary calculus to solve. The resulting equation describing the flow of the density of oscillators is none other than the advection-diffusion equation

$$\eta_t + \nabla \cdot (u \eta) = D \Delta \eta$$ (1.1)

where \( \eta \) is the probability density, \( u \) is the velocity field, and \( D \) is the diffusion constant. The advective or drift component of this equation handles the deterministic aspects of the system’s evolution, describing the path in the noiseless case. The diffusive component models the random aspects as a flow of the ensemble. Derivations of the advection and diffusion equations can be found in the appendix.

### 1.4 Solving the phase diffusion equation

#### 1.4.1 Phase noise

We only consider nearly sinusoidal oscillators with small nonlinearities and noise, described by the equation

$$\ddot{q} + q = \epsilon f(q, \dot{q}) + w(t)$$ (1.2)

where \( \epsilon \ll 1 \) is the small parameter and the noise, \( w(t) \), is white and of \( O(\epsilon) \). We will later make the assumption that the noise, \( w(t) \), is asymptotically smaller than the nonlinearity to further reduce the problem; but for now, we treat them as being of the same order. Rewriting (1.2) as a system of equations, we get

$$\dot{q} = v$$

$$\dot{v} = -q + \epsilon f(q, v) + w(t)$$ (1.3)
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The advection-diffusion (Fokker-Planck) equation for this system (derived in Appendix) is

\[ \eta_t + \nabla \cdot \left( (v 1 - q 2) \eta + \epsilon f(q, v)\eta - \epsilon D\eta_v \right) 2 = 0 \]  
(1.4)

where 1 is the unit vector in the q-direction, and 2 is the unit vector in the v-direction.

We can rewrite (1.4) as

\[ \eta_t + (v 1 - q 2) \cdot \nabla \eta + \epsilon (f\eta)_v - \epsilon D\eta_v = 0 \]  
(1.5)

Since our oscillator is almost sinusoidal, it would be best to study our system in polar coordinates. We start by relating the rectangular coordinates \((q, v)\) to polar coordinates \((r, \theta)\), where \(q = r \cos \theta\) and \(v = r \sin \theta\). We get some relations for the partial derivatives,

\[ \partial_q = \cos \theta \partial_r - \frac{1}{r} \sin \theta \partial_\theta \quad \partial_r = \cos \theta \partial_q + \sin \theta \partial_\theta \]
\[ \partial_v = \sin \theta \partial_r + \frac{1}{r} \cos \theta \partial_\theta \quad \partial_\theta = -r \sin \theta \partial_q + r \cos \theta \partial_v \]  
(1.6)

and the unit vectors,

\[ 1 = \cos \theta r - \sin \theta \theta \quad r = \cos \theta 1 + \sin \theta 2 \]
\[ 2 = \sin \theta r + \cos \theta \theta \quad \theta = -\sin \theta 1 + \cos \theta 2 \]  
(1.7)

The advection-diffusion equation (1.5) becomes

\[ \eta_t - \eta_\theta + \epsilon \left( \sin \theta \partial_r + \frac{1}{r} \cos \theta \partial_\theta \right) (f\eta) - \epsilon D \left( \sin \theta \partial_r + \frac{1}{r} \cos \theta \partial_\theta \right)^2 \eta = 0 \]  
(1.8)

where we used

\[ \nabla \eta = \eta_r r + \frac{1}{r} \eta_\theta \theta \]  
(1.9)

as the gradient in polar coordinates.

Setting \(\epsilon = 0\) in (1.8), we get the zeroth-order equation

\[ \eta_t - \eta_\theta = 0 \]  
(1.10)
which is just the equation of a simple harmonic oscillator. We see that \( \eta \) is only a
function of \((t + \theta)\). This is consistent with the phase decreasing linearly with time as
the oscillator’s state moves clockwise around a circle. This motivates an expansion
about a rotating frame of angular speed 1. We convert to a rotating frame by defining
a new variable \( \phi = \theta + t \). In this rotating frame, our leading order solution will be
made to be independent of time, \( t \), and depend only on \( \phi \). Our advection-diffusion
equation in this new frame is

\[
\eta_t + \epsilon \left( \sin(\phi - t)\partial_r + \frac{1}{r}\cos(\phi - t)\partial_\phi \right) (f\eta) \\
- \epsilon D \left( \sin(\phi - t)\partial_r + \frac{1}{r}\cos(\phi - t)\partial_\phi \right)^2 \eta = 0 \tag{1.11}
\]

To accommodate the change in the oscillator due to small perturbations from noise
and the nonlinearity, we introduce another time scale, \( T \equiv \epsilon t \), called slow time. By
creating the slow time variable, we are essentially separating the effects that occur on
a slower time scale from the fast oscillations. The fast time variable, \( t \), is responsible
for effects that occur on the order of the period. This separation allows us to focus
on the phase diffusion. Our zeroth-order solution, \( \eta^0 \), will depend on \( T \), as will all
other terms in our perturbation expansion. Thus, we use the perturbation expansion

\[
\eta(r, \phi, t, T) = \eta^0(r, \phi, T) + \epsilon \eta^1(r, \phi, t, T) + \ldots \tag{1.12}
\]

We choose to make our solution, \( \eta \), 2\( \pi \)-periodic in the fast time variable, \( t \). Slow
changes in the system will be handled by modulating the solution via the slow time
variable, \( T \). Applying the perturbation expansion (1.12) to (1.11) and collecting terms
of \( O(\epsilon) \), we find

\[
\eta^0_t + \eta^1_t + \left( \sin(\phi - t) \partial_r + \frac{1}{r} \cos(\phi - t) \partial_\phi \right) (f\eta^0) \\
\quad - D \left( \sin(\phi - t) \partial_r + \frac{1}{r} \cos(\phi - t) \partial_\phi \right)^2 \eta^0 = 0 \tag{1.13}
\]

\[7\]
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Noting that $\eta$ is periodic in $t$, we integrate (1.13) over $[0, 2\pi]$ to get

\[ \int_0^{2\pi} \eta_0^0 \, dt + \int_0^{2\pi} \eta_1^1 \, dt \]

\[ + \int_0^{2\pi} \sin(\phi - t) \partial_r (f \eta^0) \, dt \quad (1.14) \]

\[ + \int_0^{2\pi} \frac{1}{r} \cos(\phi - t) \partial_\phi (f \eta^0) \, dt \quad (1.15) \]

\[ - D \int_0^{2\pi} \left( \sin(\phi - t) \partial_r + \frac{1}{r} \cos(\phi - t) \partial_\phi \right)^2 \eta^0 \, dt = 0 \quad (1.16) \]

We now focus on each of the terms (1.14)–(1.17).

**Term (1.14)**

\[ \int_0^{2\pi} \eta_0^0 \, dt + \int_0^{2\pi} \eta_1^1 \, dt = 2\pi \eta_0^0 + [\eta^1]_0^{2\pi} \]

\[ = 2\pi \eta_0^0 \quad (1.18) \]

since $\eta^0$ is independent of $t$, and $\eta^1$ is $2\pi$-periodic in $t$.

**Term (1.15)**

\[ \int_0^{2\pi} \sin(\phi - t) \partial_r (f \eta^0) \, dt = \partial_r \left( \eta^0 \int_0^{2\pi} f \sin(\phi - t) \, dt \right) \quad (1.19) \]

\[ = \partial_r \left( \eta^0 \int_0^{2\pi} f \sin \theta \, d\theta \right) \quad (1.20) \]

\[ = 2\pi \partial_r \left( U \eta^0 \right) \quad (1.21) \]

where we made the definition

\[ U = \frac{1}{2\pi} \int_0^{2\pi} f \sin \theta \, d\theta \quad (1.22) \]

**Term (1.16)**

\[ \int_0^{2\pi} \frac{1}{r} \cos(\phi - t) \partial_\phi (f \eta^0) \, dt = \frac{\eta_0^0}{r} \int_0^{2\pi} \cos(\phi - t) f \phi \, dt + \frac{\eta_\phi^0}{r} \int_0^{2\pi} f \cos(\phi - t) \, dt \quad (1.23) \]
where we used integration by parts to get from (1.24) to (1.25) (note that \( f_\phi = -f_t \)), and, in addition to (1.23), we defined another integral

\[
V = \frac{1}{2\pi} \int_0^{2\pi} f \cos \theta \, d\theta \tag{1.28}
\]

**Term (1.17)**

\[
I = \int_0^{2\pi} \left( \sin(\phi - t) \partial_r + \frac{1}{r} \cos(\phi - t) \partial_\phi \right)^2 \eta^0 \, dt \tag{1.29}
\]

\[
= \int_0^{2\pi} \sin^2(\phi - t) \eta_{rr}^0 \, dt
+ \int_0^{2\pi} \sin(\phi - t) \cos(\phi - t) \partial_r(\frac{\eta_\phi^0}{r}) \, dt
+ \int_0^{2\pi} \frac{1}{r} \cos(\phi - t) \partial_\phi(\sin(\phi - t) \eta^0_r) \, dt
+ \int_0^{2\pi} \frac{1}{r^2} \cos(\phi - t) \partial_\phi(\cos(\phi - t) \eta^0_\phi) \, dt
\tag{1.30}
\]

\[
= \pi \eta_{rr}^0 + \frac{1}{r} \int_0^{2\pi} \cos^2(\phi - t) \eta^0_r \, dt + \frac{1}{r^2} \int_0^{2\pi} \cos^2(\phi - t) \eta^0_\phi \, dt \tag{1.31}
\]

\[
= \pi \eta_{rr}^0 + \frac{\pi}{r} \eta^0_r + \frac{\pi}{r^2} \eta^0_\phi \tag{1.32}
\]

Thus, combining (1.19),(1.22),(1.27), and (1.32), we get the expression for the reduced advection-diffusion equation describing the leading order behavior

\[
\eta_{rr}^0 + \frac{1}{r} \partial_r(rU \eta^0) + \frac{\eta_\phi^0}{r} V = \frac{D}{2} \Delta \eta^0 \tag{1.33}
\]

where we used the definition for the Laplacian

\[
\Delta \equiv \partial_{rr} + \frac{1}{r} \partial_r + \frac{1}{r^2} \partial_{\phi\phi} \tag{1.34}
\]
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Note how although the initial diffusion in (1.4) occurs only in one direction (upward in the \( v \)-direction), the diffusion in (1.33) is isotropic. This is because we converted to the rotating frame, where the \( v \)-direction vector is now rotating.

We now rewrite (1.33) into a form which makes the advective component explicit to see how trajectories flow in this rotating frame.

\[
\frac{D}{2} \Delta \eta^0 = \eta^0_T + \frac{1}{r} \left( \partial_r (rU\eta^0) + \frac{1}{r} \partial_\phi (rV\eta^0) \right) \tag{1.35}
\]

\[
\approx \eta^0_T + \frac{1}{r_c} \nabla \cdot (rU\mathbf{r} + rV\phi)\eta^0 \tag{1.36}
\]

\[
= \eta^0_T + \nabla \cdot \mathbf{v} \eta^0 \tag{1.37}
\]

where \( \mathbf{v} \approx (U\mathbf{r} + V\phi) \tag{1.38} \)

and \( r_c \) is the limiting amplitude. Note how \( U \) and \( V \) (1.23) (1.28) are only functions of the radius, \( r \). We substituted \( 1/r \) with \( 1/r_c \) since we are looking at the behavior close to the limit cycle. Thus, in the steady state (no diffusing and \( \eta^0_T = 0 \))

\[
U(r_c) = V(r_c) = 0 \tag{1.39}
\]

To find the phase noise, we need to find the transition probability that a given “dot” will move from one point in phase space to another. This will enable the calculation of the autocorrelation function, which can then be transformed to the power spectral density. In other words, we are looking for the transient response of the phase diffusion given an initial condition in the steady state, which is why we found (1.37) close to the limit cycle (specifically, we are looking for the Green function). To find the phase diffusion PDE in the presence of nonlinearities, \( U \) and \( V \), we make another assumption—that the noise is asymptotically smaller than the nonlinearities. This is the strong limit cycle assumption, in which trajectories are
attracted to the limit cycle more than they are diffused by the noise. This is valid in most electronic oscillators since the noise tends to be on the order of Boltzmann’s constant, \( k \), which is much smaller than the effects of most nonlinear processes. Thus, to focus on behavior close to the limit cycle, we define a new variable which is centered about \( r_c \) and scaled appropriately,

\[
x \equiv \frac{r - r_c}{\sqrt{D}} \tag{1.40}
\]

Since diffusion happens on the same scale as the diffusion constant, we scale time as

\[
\tau \equiv DT \tag{1.41}
\]

Taking (1.33) and multiplying by \( r \), we get

\[
rr\eta^0_{rr} + \{rU\eta^0\}_r + \eta^0_{\phi}\eta^0 = \frac{1}{2}D\eta^0_{rr} + \frac{1}{2}D\eta^0_r + \frac{D}{2r}\eta^0_{\phi\phi} \tag{1.42}
\]

From (1.39), we expand \( rU \) and \( V \) in powers of \( \sqrt{D}x \),

\[
rU = -u_1\sqrt{D}x + u_2Dx^2 + u_3D^{3/2}x^3 + \ldots \tag{1.43}
\]

\[
V = v_1\sqrt{D}x + v_2Dx^2 + \ldots \tag{1.44}
\]

For the limit cycle to be stable, \( u_1 \) has to be positive. Plugging (1.43) and (1.44) into (1.42), we get

\[
Dr_r\eta^0_r + \{(-u_1x + u_2\sqrt{D}x^2 + u_3Dx^3)\eta^0\}_x + \eta^0_{\phi}(v_1\sqrt{D}x + v_2Dx^2)
= \frac{1}{2}(r_c + \sqrt{D}x)\eta^0_{xx} + \frac{1}{2}\sqrt{D}\eta^0_x + \frac{D}{2r_c}\eta^0_{\phi\phi}
+ \text{higher order terms} \tag{1.45}
\]

Collecting terms of the same order,

\[
\frac{r_c}{2}\eta^0_{xx} + \{u_1x\eta^0\}_x = \sqrt{D} \left( -\frac{x}{2}\eta^0_{xx} - \frac{1}{2}\eta^0_x + \frac{1}{2}u_2x^2\eta^0 + \eta^0_{\phi}u_1x \right)
+ \frac{D}{2r_c} - \frac{1}{2}\eta^0_{\phi\phi} + r_c\eta^0_r + \{u_3x^3\eta^0\}_x + \eta^0_{\phi}v_2x^2
+ \text{higher order terms} \tag{1.46}
\]
We now expand $\eta^0$ as a perturbation series with $\sqrt{D}$ as the small parameter,

$$\eta^0 = \rho^0 + \sqrt{D}\rho^1 + D\rho^2 + \cdots \quad (1.47)$$

where the superscripts are indices and should not be confused with exponents. We proceed to match orders and derive expressions which can be used to simplify equations until we get to the phase diffusion which occurs at $O(D)$. Starting with the $O(1)$ equation, we find

$$\left\{ \frac{r_c \rho^0}{2} \rho_x + u_1 x \rho^0 \right\}_x = 0 \quad (1.48)$$

This says that the expression in braces is a constant with respect to $x$. This constant has to be zero to prevent our solution from blowing up—$\rho^0$ goes to zero as $x$ tends to positive or negative infinity. Note that despite the fact that $x$ can really only go to $-r_c/\sqrt{D}$, we integrate from negative infinity since all our expressions should tend to zero far away from the limit cycle. Thus,

$$\rho^0_x = -\frac{2xu_1}{r_c} \rho^0 \quad (1.49)$$

This gives the gaussian solution

$$\rho^0 \sim \exp \left( -\frac{u_1 x^2}{r_c} \right) \quad (1.50)$$

The constant of integration will depend on $\phi$ and $\tau$. Thus, we write

$$\rho^0(x, \phi, \tau) = \Phi(\phi, \tau) \sqrt{\frac{u_1}{\pi r_c}} \exp \left( -\frac{u_1 x^2}{r_c} \right) \quad (1.51)$$

This shows that the probability distribution about the limit cycle will tend to a gaussian in the strong attraction case. Note how the lack of a time derivative in the $O(1)$ equation implies that the amplitude diffusion occurs at a very fast rate and settles to the prescribed gaussian before the phase even starts diffusing. Moving on
to terms of $O(\sqrt{D})$,

$$\left\{ \frac{r_c}{2} \rho_x^1 + u_1 x \rho^1 \right\}_x = -\frac{x}{2} \rho_x^0 - \frac{1}{2} \rho_x^0 + \left\{ u_2 x^2 \rho^0 \right\}_x + \rho_{\phi}^0 v_1 x$$  \hspace{1cm} (1.52)

$$= \left\{ \frac{1}{2} x \rho_x^0 + u_2 x^2 \rho^0 \right\}_x + \rho_{\phi}^0 v_1 x$$  \hspace{1cm} (1.53)

Finding the antiderivative of the above expression,

$$u_1 x \rho^1 = -\frac{r_c}{2} \rho_x^1 - \frac{1}{2} x \rho_x^0 + u_2 x^2 \rho^0 - v_1 \Phi_{\phi} \sqrt{\frac{u_1}{\pi r_c}} \frac{r_c}{2u_1} \exp \left(-\frac{u_1 x^2}{r_c}\right)$$  \hspace{1cm} (1.54)

which we then integrate from $x = -\infty$ to $x = \infty$, giving

$$\int_{-\infty}^{\infty} x \rho^1 dx = -\frac{1}{2u_1} \int_{-\infty}^{\infty} x \rho_x^0 dx + \frac{u_2}{u_1} \int_{-\infty}^{\infty} x^2 \rho^0 dx - v_1 \Phi_{\phi} \frac{r_c}{2u_1^2}$$  \hspace{1cm} (1.55)

$$= \left(\frac{u_2}{u_1} + \frac{1}{2u_1}\right) \int_{-\infty}^{\infty} x^2 \rho^0 dx - v_1 \Phi_{\phi} \frac{r_c}{2u_1^2}$$  \hspace{1cm} (1.56)

$$= \frac{u_2 + 1/2}{u_1} \Phi_{\phi} \frac{r_c}{2u_1^2} - v_1 \Phi_{\phi} \frac{r_c}{2u_1^2}$$  \hspace{1cm} (1.57)

$$= \frac{r_c}{2u_1^2} \left(\left(\frac{u_2 + 1/2}{u_1}\right) \Phi_{\phi} - v_1 \Phi_{\phi}\right)$$  \hspace{1cm} (1.58)

where we used the regularity condition ($\rho^1$ goes to zero at the boundaries) to remove one integral in (1.55). We used integration by parts to go from (1.55) to (1.56), and used the fact that $\rho^0$ was gaussian to calculate the integral in (1.57). We will make use of this integral in the following derivation of the phase diffusion. Now match orders of $O(D)$,

$$\left\{ \frac{r_c}{2} \rho_x^2 + u_1 x \rho^2 \right\}_x = \left\{ -\frac{1}{2} x \rho_x^1 + u_2 x^2 \rho^1 \right\}_x + v_1 x \rho_{\phi}^1$$

$$- \frac{1}{2r_c} \rho_{\phi\phi}^0 + r_c \rho_{\phi}^0 + \left\{ u_3 x^3 \rho^0 \right\}_x + \rho_{\phi}^0 v_2 x^2$$  \hspace{1cm} (1.59)

Integrating $x$ in $(-\infty, \infty)$ and using the regularity conditions,

$$\Phi_{\phi} + \frac{v_2}{r_c} \partial_{\phi} \int_{-\infty}^{\infty} x^2 \rho^0 dx + \frac{v_1}{r_c} \partial_{\phi} \int_{-\infty}^{\infty} x \rho^1 dx - \frac{1}{2r_c^2} \Phi_{\phi\phi} = 0$$  \hspace{1cm} (1.60)
Now we use (1.58) to get our phase diffusion equation,

\[ \Phi_r + \left( \frac{v_2}{2u_1} + \frac{v_1}{2u_1^2} (u_2 + \frac{1}{2}) \right) \Phi_\phi - \left( \frac{v_1^2}{2u_1^2} + \frac{1}{2r_c^2} \right) \Phi_{\phi\phi} = 0 \]  
(1.61)

Thus, we see that the nonlinearities contribute to both the advection and diffusion of the phase. Since the coefficients of advection and diffusion in (1.61) depend only on \( x \), we can make substitutions to get our final phase diffusion PDE

\[ \Phi_r + A \Phi_\phi - B \Phi_{\phi\phi} = 0 \]  
(1.62)

with initial condition

\[ \Phi(\phi, \tau = 0) = \delta(\phi), \quad \phi \in (-\pi, \pi) \]  
(1.63)

where

\[ A = \frac{v_2}{2u_1} + \frac{v_1}{2u_1^2} \left( u_1 + \frac{1}{2} \right) \]  
(1.64)

and

\[ B = \frac{v_1^2}{2u_1^2} + \frac{1}{2r_c^2} \]  
(1.65)

Transforming to a shifted frame where \( z \equiv \phi - A\tau \) gives a pure diffusion equation in \( z \) and \( \tau \). Using this transformation, we find the solution to (1.62)

\[ \Phi(\phi, \tau) = \frac{1}{2\pi} \sum_{k=-\infty}^{\infty} e^{-k^2 B|\tau|} e^{ik(\phi - A|\tau|)} \]  
(1.66)

which shows how the nonlinearity causes a frequency drift in the oscillator. The nonlinearity (in \( B \)) also causes more diffusion. Rewriting (1.66) in terms of the original variables \((\theta, t)\),

\[ \Phi(\theta, t) = \frac{1}{2\pi} \sum_{k=-\infty}^{\infty} e^{-k^2 B D_\theta |t|} e^{ik\theta} e^{ik(1-AD_\theta)t} \]  
(1.67)

where slow time has been converted back to normal time \( (\tau = D\epsilon t) \) (using (1.41)) and the system rotated back to the non-rotating frame \((\phi = \theta + t)\).
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Equation (1.67) gives us the phase density of the oscillators in phase space, along with how they flow in time. To find the power spectral density, we need to find the autocorrelation function of $v$

$$R_{vv}(t) = r_c^2 \langle \sin(\alpha) \sin(\alpha + \beta) \rangle$$  \hspace{1cm} (1.68)

$$= r_c^2 \langle \sin^2(\alpha) \cos(\beta) + \sin(\alpha) \cos(\alpha) \sin(\beta) \rangle$$  \hspace{1cm} (1.69)

where $\alpha$ is the phase of the “dot” at some time $t'$, and $\beta$ is the phase difference at a later time, $t' + t$. Over long times (when the oscillator reaches its steady state), $\alpha$ will be uniformly distributed over all angles. We tacitly assume the process is wide-sense stationary, by writing $R_{vv}(t)$ as only a function of the time difference. Consider

$$\Re \left[ \langle e^{i\theta} \rangle \right] = \Re \left[ e^{-BDt} e^{-i(1-AD)t} \right] = e^{-BDt} \cos(1 - ADt)$$  \hspace{1cm} (1.70)

where the expected value can be evaluated by noting that only the $k = -1$ term survives in the sum of (1.67). Thus,

$$R_{vv}(t) = \frac{r_c^2}{2} e^{-BDt} \cos(1 - ADt)$$  \hspace{1cm} (1.71)

The Fourier transform of this (see Appendix) is then

$$S_{vv}(\Delta \omega) \approx \frac{r_c^2}{2} \frac{BD\epsilon}{\Delta \omega^2}$$  \hspace{1cm} (1.72)

which gives the power spectral density of the phase noise. From the derivation of the diffusion equation, we note that the diffusion constant is proportional to the variance of the Wiener process and its relation given by

$$\epsilon D = \frac{1}{2} S_{ww}$$  \hspace{1cm} (1.73)

where $S_{ww}$ is the power spectral density of the $w(t)$ white noise process. Therefore, (1.65), (1.72), and (1.73) give

$$S_{vv}(\Delta \omega) \approx \frac{\left( \frac{v_1^2 r_c^2}{8u_1^2} + \frac{1}{8} \right) S_{ww}}{\Delta \omega^2}$$  \hspace{1cm} (1.74)
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Note that this is the double-sided power spectral density, if the value plugged in for $S_{ww}$ corresponds to the double-sided density of the noise. Often times, phase noise is also reported as being normalized to the power of the oscillator. Thus, we might also need to find the limiting amplitude.

We can simplify (1.74) if we assume that our nonlinearity, $f$, depends only on $v$ (voltage in a parallel tank), and not $q$ (current). This is akin to assuming that our nonlinearity is memoryless and one-dimensional. Then, from (1.28), $V = 0$ because $f$ is symmetric about $\theta = \pi/2$ whereas $\cos \theta$ is antisymmetric. Thus, our simplified form for the phase noise is

$$S_{vv}(\Delta \omega) \approx \frac{1}{8} \frac{S_{ww}}{\Delta \omega^2}$$

(1.75)

We consider nonconstant diffusion with cyclostationary white noise sources in the appendix. In that case, when $V = 0$ and the attraction to the limit cycle is strong (see Appendix for details), we find

$$S_{vv}(\Delta \omega) \approx \frac{1}{2\pi} \int_0^{2\pi} \frac{1}{4} S_{ww} \cos^2 \theta \, d\theta$$

(1.76)

1.4.2 Limiting amplitude

The limiting amplitude was already found in the previous section. Since we know that $U$ is the velocity in the radial direction (1.38) close to the limit cycle, we can set $U = 0$ in (1.23) to get

$$\int_0^{2\pi} f \sin \theta \, d\theta = 0$$

(1.77)

as a necessary condition for limiting. Thus, finding roots of this integral will give us the possible amplitudes.
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However, as a comparison to other perturbation techniques, it is interesting to see how one goes about finding this result with another method, known as the method of averaging. Starting with the same equation (1.2) (1.3), we note that the unperturbed solutions are

\[
q = \rho \cos(\phi + t) \\
v = -\rho \sin(\phi + t)
\]  
(1.78)

For the perturbed system, \(\rho\) and \(\phi\) will no longer be constants and will have some time dependence. The basic idea behind the method of averaging is to find slow flow equations for these parameters. Thus,

\[
\dot{q} = \dot{\rho} \cos(\phi + t) - \rho \dot{\phi} \sin(\phi + t) \\
\dot{v} = -\dot{\rho} \sin(\phi + t) - \rho \dot{\phi} \cos(\phi + t)
\]  
(1.79)

Inserting the expressions (1.79) into the system (1.3) (without noise) and simplifying,

\[
\dot{\rho} = \epsilon f(q, v) \sin(\phi + t) \\
\dot{\phi} = -\epsilon \frac{f(q, v)}{\rho} \cos(\phi + t)
\]  
(1.80)

where (1.78) are the substitutions to be used in \(f(q, v)\). At the fixed point, \(\dot{\rho} = \dot{\phi} = 0\). Since we only care about the flow of the amplitude \(\rho\), it is acceptable to neglect the phase term. Without loss of generality, we set \(\phi = 0\). According to the theory of the method of averaging, because of the factor of \(\epsilon\) in the flow equations, parameters \(\rho\) and \(\phi\) vary slowly, and thus may be held constant over a short period of time, such as one period. Hence, we may also write

\[
\dot{\rho} = \frac{\epsilon}{2\pi} \int_0^{2\pi} f(\rho \cos t, -\rho \sin t) \sin t \, dt
\]  
(1.81)

Thus, the limiting amplitude is found by setting (1.81) equal to 0. The solvability condition for the limiting amplitude, \(\rho_0\), is given by

\[
\frac{1}{2\pi} \int_0^{2\pi} f(\rho_0 \cos t, -\rho_0 \sin t) \sin t \, dt = 0
\]  
(1.82)
1.4.3 Frequency shifts

The presence of nonlinearities in oscillators can also cause the actual frequency of oscillation to shift. We saw this in our derivation of the phase diffusion equation. We found in (1.67) that the deviation in frequency was

$$\omega_{shift} = -AD\epsilon$$  \hspace{1cm} (1.83)

From (1.64) and (1.73), we find

$$\omega_{shift} = -\left(\frac{v_2}{4u_1} + \frac{v_1(u_1 + 1/2)}{4u_1^2}\right)S_{ww}$$  \hspace{1cm} (1.84)

We see that the diffusion affects the frequency of oscillation. Larger diffusion tends to push the oscillator further from its nominal frequency. Thus, noisy oscillators not only exhibit large phase noise skirts, but are also placed further from their desired frequency. However, if we make the assumption that our nonlinearities depend only on $v$ (see the tail end of 2.4.1), then $V = 0$ and no frequency shift is present.

1.4.4 Jitter

There are a multitude of definitions for jitter [5], with the appropriate one being the one most suitable to your particular application. We will calculate the variance of the $k$-period jitter since this appears to be most common. To achieve this, we need to find the distribution of periods of $k$ cycles.

Because we are interested in how particular zero crossings behave, we consider another form of (1.67) which does not wrap around the circle, namely the Gaussian solution of the diffusion equation

$$\eta(\theta, t) = \frac{1}{\sqrt{4\pi\delta t}} \exp\left(-\frac{(\theta + t)^2}{4\delta t}\right)$$  \hspace{1cm} (1.85)
where

$$\delta = \frac{D'}{r_c^2} \quad (1.86)$$

with $D'$ defined in and $r_c$ the limiting amplitude as defined previously. Since the phase of the oscillator decreases with time, the probability that the zero crossing of the $k$th-cycle will occur for times $T > t$ can be approximated by

$$\Pr \{T > t\} \approx \int_{\pi k}^{\infty} \frac{1}{\sqrt{4\pi\delta t}} \exp\left(\frac{-\theta}{4\delta t}\right) \, d\theta \quad (1.87)$$

$$= \frac{1}{\sqrt{\pi}} \int_{\pi k}^{\infty} \frac{e^{-s^2}}{\sqrt{4\delta t}} \, ds \quad (1.88)$$

where (1.88) came from making the substitution

$$s = \frac{\theta + t}{\sqrt{4\delta t}} \quad (1.89)$$

The distribution can be found by

$$p(t) = \Pr \{T = t\} = -\frac{d}{dt} \Pr \{T > t\} \quad (1.90)$$

$$= \frac{1}{\sqrt{\pi}} \exp\left(-\frac{(t - 2\pi k)^2}{4\delta t}\right) \frac{d}{dt} \left(\frac{t - 2\pi k}{\sqrt{4\delta t}}\right) \quad (1.91)$$

$$= \frac{1}{\sqrt{4\pi\delta t}} \exp\left(-\frac{(t - 2\pi k)^2}{4\delta t}\right) \left(\frac{1}{2} + \frac{\pi k}{t}\right) \quad (1.92)$$

Using (1.92) to find the expected value of the period, we write

$$E(T) = \int_{0}^{\infty} \frac{1}{\sqrt{4\pi\delta t}} \exp\left(-\frac{(t - 2\pi k)^2}{4\delta t}\right) \left(\frac{t}{2} + \pi k\right) \, dt \quad (1.93)$$

Asymptotic expressions for the integral (1.93) can be found using Laplace's method (see Appendix), giving

$$\mu = E(T) \sim 2\pi k \quad (1.94)$$

as expected. Similarly,

$$E(T^2) = \int_{0}^{\infty} \frac{1}{\sqrt{4\pi\delta t}} \exp\left(-\frac{(t - 2\pi k)^2}{4\delta t}\right) \left(\frac{t^2}{2} + \pi kt\right) \, dt \sim 4\pi^2 k^2 \quad (1.95)$$
Note, however, that the variance cannot simply be found by writing

$$\text{Var}(T) = \text{E}(T^2) - \mu^2 = 0 \quad (1.96)$$

and plugging in (1.94) and (1.95) because the leading order terms in both expressions cancel. Thus, to find the variance, higher-order terms must be kept. This is achieved by rewriting the variance as

$$\text{Var}(T) = \text{E} \left( (T - \mu)^2 \right) \quad (1.97)$$

$$= \int_0^\infty \frac{1}{\sqrt{4\pi\delta t}} \exp \left( - \frac{(t - 2\pi k)^2}{4\delta t} \right) \left( \frac{1}{2} + \frac{\pi k}{t} \right) (t - 2\pi k)^2 dt \quad (1.98)$$

$$\sim 4\pi k\delta t \quad (1.99)$$

$$= 4\pi k \frac{D^e}{r_c^2} \quad (1.100)$$

$$= \frac{k}{r_c^2} \int_0^{2\pi} S_{\theta\theta} \cos^2 \theta d\theta \quad (1.101)$$

which shows the increase in variance is proportional to the number of cycles, $k$. Thus, for oscillators with small jitter, we can relate the expressions for jitter with those of phase noise by assuming that the probability distribution for the $k$-period jitter is approximately gaussian—(1.92) shows us that this is not always the case. Looking at (1.101) and (1.74),

$$\text{Var}(T) = \frac{8\pi k}{r_c^2} S_{\theta\theta}(1) \quad (1.102)$$

### 1.4.5 Flicker noise

To handle colored noise sources, we need to derive a modified diffusion operator which models the flow of the particular noise. In this work, we assume these non-white processes to be Markov and gaussian. Because of the gaussianity, calculating the mean-square distance, or variance, is sufficient to describe the process. Although
this may seem restrictive at first, these assumptions are valid if we assume the charge-trapping model of flicker noise.

To find the modified diffusion operator, we note that the mean-square distance, \( \langle d^2 \rangle \), of a random path which is assumed to have gaussian increments appears in the solution for the probability density as

\[
\eta(\phi, T) \sim \sum_k C(\phi) e^{-k^2 \langle d^2 \rangle}
\]

(1.103)

just as in the white noise case (1.67). Note that \( \langle d^2 \rangle \) is dependent on time, \( t \), and is equal to \( 2Dt \) for a white noise process with diffusion constant \( D \). The density (1.103) is only valid for small \( \langle d^2 \rangle \) over the interval \( \phi \in (-\pi, \pi] \). This is because large variances lead to wrapping around the \( (-\pi, \pi] \) interval, which makes (1.103) not look like a gaussian curve. Small variances, on the other hand, lead to (1.103) being very small near the edges of the interval, and thus looking more like a gaussian that extends to infinity.

Now looking at (1.103), we see that it is the solution of the modified diffusion equation,

\[
\eta_T = \partial_T \langle d^2 \rangle \eta_{\phi\phi}
\]

(1.104)

This is easy to show using separation of variables on (1.104). Following a derivation similar to the one used to derive the phase diffusion equation (1.62), we find

\[
\Phi_T \sim \frac{\Phi_{\phi\phi}}{2\pi r_c^2} \int_0^{2\pi} \frac{1}{2} \partial_T \langle d^2 \rangle \cos^2 \theta \ d\theta
\]

(1.105)

The solution to (1.105) is

\[
\Phi(\theta, t) = \frac{1}{2\pi} \sum_{k=-\infty}^{\infty} e^{-\frac{k^2}{2} \int D' \ dt} e^{i\theta} e^{ikt}
\]

(1.106)

where

\[
D' = \frac{1}{2\pi} \int_0^{2\pi} \frac{1}{2} \partial_T \langle d^2 \rangle \cos^2 \theta \ d\theta
\]

(1.107)
Thus, in a fashion similar to the way we found (1.71), we get

\[ R_{vv}(t) = \frac{r^2}{2} \frac{e^{-\frac{t}{\tau^2}}}{\tau^2} \int D' dt \cos t \]  \hspace{1cm} (1.108)

This time, however, \( D' \) is a function of \( t \), and thus the Fourier transform is no longer a simple Lorentzian. Plugging in (1.107) into (1.108),

\[ R_{vv}(t) = \frac{r^2}{2} \frac{1}{\tau^2} \frac{1}{2\pi} \int_0^{2\pi} \frac{1}{2} \langle d^2 \rangle \cos^2 \theta \frac{d\theta}{2} \cos t \]  \hspace{1cm} (1.109)

We now find \( \langle d^2 \rangle \).

As in the derivation of the diffusion equation, we now find the variance of the random walk. The total distance walked at time \( t' \) is

\[ d = \int_0^{t'} X(s) \, ds \]  \hspace{1cm} (1.110)

where \( X(s) \, ds \) is the incremental distance. Therefore,

\[ d^2 = \int_0^{t'} \int_0^{t''} X(s)X(t) \, ds \, dt \]  \hspace{1cm} (1.111)

To get the mean-square distance, we take the expectation

\[ \langle d^2 \rangle = \int_0^{t'} \int_0^{t''} \mathbb{E}(X(s)X(t)) \, ds \, dt = \int_0^{t'} \int_0^{t''} R(s,t) \, ds \, dt \]  \hspace{1cm} (1.112)

Now it is instructive at this point to look at how the autocorrelation function can be viewed in this two-time space. If we try to plot the autocorrelation function with finite correlation time in the \( s-t \) plane, we might see something like Fig. 1.2. The darkness of color represents the correlation, with black being very correlated and white being close to no correlation. This is centered about the line \( t = s \), because the

![Figure 1.2 2-dimensional plot of autocorrelation function.](image-url)
Figure 1.3  Short elapsed time leads to full correlation.

same point is obviously correlated to itself. The area integral, from (1.112), is thus simply the mean-square distance, $\langle d^2 \rangle$.

From this, two limiting cases can be seen. If we first assume small elapsed time, $t'$, we get Fig. 1.3, which is a very zoomed-in picture of Fig. 1.2. Here, the path is very highly correlated, and in the limiting case as $t'$ is small enough, is fully correlated. The mean-square distance, $\langle d^2 \rangle$ is this case is just a constant multiplied by $t'^2$, hence

$$\langle d^2 \rangle \sim t'^2$$

(1.113)
in this case. In the other extreme, we can take very long elapsed times and look at a zoomed-out plot as in Fig. 1.4. Here, the path looks like a path with no correlation, which would simply be the white noise case. The area integral would now be

Figure 1.4  Long elapsed time leads to no correlation.
Chapter 1  Solving the phase diffusion equation

proportional to $t'$,

$$\langle d^2 \rangle \sim t' \quad (1.114)$$

The mean-square distance of colored noise with finite correlation times would then be somewhere in between (1.113) and (1.114).

Now going back to the flicker noise problem, we use the autocorrelation function of the charge-trapping model of flicker noise to find the mean-square distance traveled at time, $t'$. We first assume the autocorrelation function is wide-sense stationary and equal to

$$R(s,t) = e^{-\lambda|s-t|} \quad (1.115)$$

where $\tau = 1/\lambda$ is the time constant dependent on how long charges are stored in interface traps. Actually, this autocorrelation function corresponds to random telegraph noise which has a Lorentzian distribution. A superposition of many of these processes with varying time constants will result in a process with a $1/f$ distribution. The superposition is valid since we assume the different traps behave independently. For now, we will focus on (1.115) as integrating over the time constant will pose no difficulty. Finding the mean-square path, we get

$$\langle d^2 \rangle (t') = \int_0^{t'} \int_0^{t'} e^{-\lambda|s-t|} \, ds \, dt \quad (1.116)$$

$$= \int_0^{t'} \left( \int_0^t e^{-\lambda(t-s)} \, ds + \int_t^{t'} e^{-\lambda(s-t)} \, ds \right) \, dt \quad (1.117)$$

$$= \int_0^{t'} \left( \frac{1}{\lambda} - \frac{1}{\lambda} e^{-\lambda t} + \frac{1}{\lambda} - \frac{1}{\lambda} e^{-\lambda(t'-t)} \right) \, dt \quad (1.118)$$

$$= \frac{2}{\lambda} t' + \frac{2}{\lambda^2} \left( e^{-\lambda t'} - 1 \right) \quad (1.119)$$

$$= \frac{2}{\lambda} \left( t' + \frac{1}{\lambda} \left( e^{-\lambda t'} - 1 \right) \right) \quad (1.120)$$

Thus, if $\tau = \frac{1}{\lambda}$ is $O(\epsilon)$, we see that the mean-square distance is small. We will make
this assumption. Note that

\[ \langle d^2 \rangle \to \lambda t^2, \quad t' \to 0 \]  
(1.121)

\[ \langle d^2 \rangle \to \frac{2}{\lambda} t', \quad t' \to \infty \]  
(1.122)

which agrees with (1.113) and (1.114). To find the modified diffusion operator, we find

\[ \partial_t \langle d^2 \rangle = \frac{1}{\epsilon} \partial_t \langle d^2 \rangle (t) \]  
(1.123)

\[ = \frac{2}{\epsilon \lambda} (1 - e^{-\lambda t}) \]  
(1.124)

We see that the diffusion operator is \( O(1) \). Now substituting (1.120) into (1.109), we get

\[ R_{uu}(t) = \frac{r_c^2}{2} e^{-\frac{1}{\epsilon} \frac{1}{\lambda}} \int_0^{2\pi} \frac{1}{2} \langle d^2 \rangle \cos^2 \theta d\theta \cos t \]  
(1.125)

Finding the Fourier transform of this to get the power spectral density (see Appendix), we arrive at

\[ S_{uu}(\omega) = \frac{1}{D\omega^2} \frac{\lambda/4}{\lambda^2 + \Delta\omega^2} \]  
(1.126)

This, however, is the noise spectral density due to a single interface trap. In order to model flicker noise, we need to find the distribution of traps in the interface and average over them. As mentioned in [4], the time constant for an interface trap is exponentially related to the distance from the surface,

\[ \tau = \tau_0 \exp(\gamma z) \]  
(1.127)

\[ \tau_1 = \tau_0 \exp(\gamma z_1) \]  
(1.128)

where the tunneling parameter, \( \gamma \), depends on properties of the material (oxide) in which the traps are buried. Thus, assuming a uniform trap distribution between
0 < z < z₁, we find the distribution for τ,

\[ d\tau = \tau \gamma \, dz \]
\[ = \tau \frac{\ln(\tau_1/\tau_0)}{z_1} \, dz \]  

(1.129) (1.130)

Thus,

\[ \frac{dz}{z_1} = \frac{1/\tau \, d\tau}{\ln(\tau_1/\tau_0)} \]  

(1.131)

The autocorrelation function (1.115) for the single trap, when averaged over all time constants (1.131) gives the 1/f distribution mentioned earlier,

\[ \mathcal{F} \left[ \int_{0}^{z_1} e^{-\lambda t} \frac{1}{z_1} \, dz \right] = \int_{0}^{z_1} \int_{-\infty}^{\infty} e^{-\lambda t} e^{-i\omega t} \, dt \frac{1}{z_1} \, dz \]  

(1.132)

\[ = \int_{0}^{z_1} \frac{2\lambda}{\lambda^2 + \omega^2 z_1} \, dz \]  

(1.133)

\[ = \frac{2}{\ln(\tau_1/\tau_0)} \int_{\tau_0}^{\tau_1} \frac{1}{1 + \omega^2 \tau^2} \, d\tau \]  

(1.134)

\[ = \frac{2}{\omega \ln(\tau_1/\tau_0)} (\tan^{-1}(\omega \tau_1) - \tan^{-1}(\omega \tau_0)) \]  

(1.135)

The power spectral density, (1.135), has a 1/f slope between two edges where the

![Plot of power spectral density](image)

**Figure 1.5** Sample plot of power spectral density (1.135).
density either flattens out or steepens to \(1/f^2\) Fig. 1.5. Using
\[
\tan^{-1}(x) \approx x - \frac{x^3}{3} + O(x^5)
\]
(1.136)
for \(x\) small, and
\[
\tan^{-1}(x) \approx \frac{\pi}{2}
\]
(1.137)
for \(x\) large, we find that the power spectral density in the "1/f" \(1/\tau_1 \ll \omega \ll 1/\tau_0\) region,
\[
S(\omega) \approx \frac{\pi}{\omega \ln(\tau_1/\tau_0)}
\]
(1.138)
Now looking back at (1.126), the expression for the noise spectral density of flicker noise in oscillators is
\[
S_{ww}(\Delta \omega) = \int_{0}^{z_1} \frac{1}{\Delta \omega^2} \frac{\lambda/4}{\lambda^2 + \Delta \omega^2} \frac{1}{z_1} \, dz
\]
(1.139)
\[
\approx \frac{1}{\Delta \omega^3} \frac{\pi}{8} \frac{1}{\ln(\tau_1/\tau_0)}
\]
(1.140)
\[
= \frac{S(1)/8}{\Delta \omega^3}
\]
(1.141)

1.5 Simplified models: Van der Pol oscillator

![Figure 1.6 Simplified feedback oscillator.](image)

A simplified model of a feedback oscillator, often used to illustrate the basic mechanisms of an electronic oscillator, is shown in Fig. 1.6. The finite \(Q\) of the parallel \(LC\)
tank is modeled by a parallel resistor. The basic regenerative element is the feedback transconductor. The noise that it generates is modeled by a shunt current source. In the steady-state, this regenerative element may be approximated by a linear transconductor. However, to model amplitude limiting, the transconductor would need to be nonlinear. For this part of the problem, we assume a basic polynomial nonlinearity. This specific nonlinearity was first derived by Van der Pol for vacuum-tube oscillators. Although it may not be as completely applicable to modern transistor oscillators, it is often used as a simple example to illustrate features of nonlinear oscillators. The circuit diagram for the Van der Pol oscillator is shown in Fig. 1.7. The differential equation describing this oscillator is

$$C \frac{dV}{dt} + \frac{1}{L} \int V \, dt + I_n(V) = \tilde{w}(t) \quad (1.142)$$

where

$$I_n(V) = -\frac{1}{R} \left( V - \frac{1}{3} a_1 V^3 \right) \quad (1.143)$$

is the current flowing through the nonlinear resistance. In order for the oscillator to have a limiting amplitude, $a_1$ needs to be a positive constant. Rewriting (1.142) with the substitution

$$q = \int V \, dt \quad (1.144)$$

gives

$$\ddot{q} + \frac{1}{LC} q - \frac{1}{RC} \left( 1 - \frac{1}{3} a_1 \dot{q}^2 \right) \ddot{q} = \frac{1}{C} \tilde{w}(t) \quad (1.145)$$
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Nondimensionalizing (1.145) with,

\[ \frac{t}{\sqrt{LC}} \rightarrow t \quad \frac{q}{\sqrt{\frac{3}{a_1}} \sqrt{LC}} \rightarrow q \]  \hspace{1cm} (1.146)

gives

\[ \ddot{q} + q = \epsilon (1 - \dot{q}^2) \dot{q} + w(t) \]  \hspace{1cm} (1.147)

where

\[ \epsilon = \frac{\sqrt{LC}}{RC} \quad w(t) = \frac{\ddot{w}(t)}{\sqrt{\frac{3}{a_1}} \sqrt{\frac{C}{L}}} \]  \hspace{1cm} (1.148)

Note that the small parameter \( \epsilon = 1/Q \), which means that the systems we will focus on are high-\( Q \) oscillators, or systems which have near sinusoidal oscillations. The limit cycle in these systems will be near circular since they are close to the linear harmonic oscillator. Referring to (1.2), the nonlinearity is

\[ f(q, v) = (1 - v^2) v \]  \hspace{1cm} (1.149)

Plugging (1.149) into (1.82), the limiting amplitude is found through the relation

\[ -\frac{1}{2\pi} \int_0^{2\pi} (1 - \rho_0^2 \sin^2 t) \rho_0 \sin^2 t \; dt = 0 \]  \hspace{1cm} (1.150)

Solving for \( \rho_0 \),

\[ \frac{1}{2} \rho_0 - \frac{3}{8} \rho_0^3 = 0 \]  \hspace{1cm} (1.151)

and throwing away the trivial solution \( \rho_0 = 0 \), reveals that

\[ \rho_0 = \frac{2}{\sqrt{3}} \]  \hspace{1cm} (1.152)

Putting the units back in for \( v = \dot{q} \), we get

\[ \rho_0 = \frac{2}{\sqrt{a_1}} \]  \hspace{1cm} (1.153)
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Assuming the noise source is stationary (time-invariant) white noise with single-sided power spectral density of $4kT/R$, (1.75) gives the normalized output voltage noise as

$$S_{vv}(\omega) = \frac{a_1}{6} kT \frac{L}{RC} \frac{1}{\Delta\omega^2}$$  \hspace{1cm} (1.154)

where (1.148) was used to nondimensionalize the noise. Now note that if $F(\omega)$ is the Fourier transform of a function $f(t)$ in terms of unitless time, $t$, then the Fourier transform of $f(t/t_s)$, the same function written in terms of dimensioned time, is $t_s F(\omega t_s)$. Thus, putting the units back into (1.154),

$$S_{vv}(\omega) = \frac{1}{2} kT \frac{1}{RC^2} \frac{1}{\Delta\omega^2}$$  \hspace{1cm} (1.155)

using (1.146) and noting that the dimensions of the power spectral density is in $v^2t$. Since the units of $1/\Delta\omega^2$ is $t^2$, which we accounted for when we rescaled time in finding the Fourier transform, we multiply by

$$\frac{3}{a_1\sqrt{LC}}$$  \hspace{1cm} (1.156)

which has units $v^2/t$ to adjust for the overall units. Note that these are precisely the units of the diffusion constant, as it appears in the numerator of (1.75).

Finding the phase noise as the ratio of the output voltage noise power to the power of the carrier,

$$L(\omega) = \frac{1}{\rho_0^2} \frac{kT}{RC^2} \frac{1}{\Delta\omega^2}$$ \hspace{1cm} (1.157)

$$= a_1 \frac{kT}{4} \frac{1}{RC^2} \frac{1}{\Delta\omega^2}$$ \hspace{1cm} (1.158)

$$= a_1 \frac{kT}{4} \frac{\omega_0}{Q} \frac{1}{\Delta\omega^2}$$ \hspace{1cm} (1.159)

where we used $Q = \omega_0 RC$ and $\omega_0 = 1/\sqrt{LC}$. Thus, we see from (1.159) that, for a given oscillation frequency, $\omega_0$, and a fixed $Q$ (assuming the tank $Q$ is determined
largely by the inductor), phase noise decreases with increasing capacitance. Note that the limiting amplitude in this Van der Pol oscillator is independent of the component values and depends only on the nonlinearity, $a_1$. This need not be the case in other oscillator topologies.

Using sample values for the components, $L = 50\, \mu\text{H}$, $C = 141\, \text{fF}$, $R = 377\, \Omega$ (corresponds to a $Q$ of 20), $a_1 = 3$, and injecting a current noise equal to $4kT/R$ for the resistor, we see good matching between simulations using the SpectreRF circuit simulator and our equation (1.155) for the output voltage noise (Fig. 1.8). The equation for the limiting amplitude (1.153), calculated to be $\rho_0 = 1.155$, also shows close matching to simulations (Fig. 1.9).

Considering non-stationary white noise, such as cyclostationary noise which depends on the instantaneous tank voltage, we start from (1.76). This time, our white noise spectral density is not constant. Modeling the cyclostationary noise current in our Van der Pol oscillator as being proportional to the instantaneous resistance, we
Figure 1.9 Steady-state waveform of the Van der Pol oscillator with $a_1 = 3$.

use

$$S_{\omega \theta} = 4kT \frac{1}{R} |1 - 3\nu^2|$$  \hspace{1cm} (1.160)

in (1.74) to get

$$S_{\nu \nu}(\Delta \omega) = \frac{1}{\Delta \omega^2} \frac{1}{2\pi} \int_0^{2\pi} \frac{kT}{R} |1 - 3\nu^2| \cos^2 \theta \ d\theta$$  \hspace{1cm} (1.161)

$$= \frac{1}{\Delta \omega^2} \frac{1}{2\pi} \int_0^{2\pi} \frac{kT}{R} |1 - 3\rho_0^2 \sin^2 \theta| \cos^2 \theta \ d\theta$$  \hspace{1cm} (1.162)

The use of absolute value signs is necessary since noise never helps and adds to diffusion, regardless of whether the instantaneous resistance is negative (growing oscillation) or positive (decaying oscillation). Note that (1.162) is again in dimensionless variables, so $\rho_0 = 2/\sqrt{3}$. This expression can be numerically integrated to give

$$S_{\nu \nu}(\Delta \omega) = \frac{0.413496 \frac{kT}{RC^2}}{\Delta \omega^2}$$  \hspace{1cm} (1.163)
Figure 1.10  Comparison between hand-analytical equations and SpectreRF simulation for modified Van der Pol-like oscillators with cyclostationary white noise.

Comparisons between (1.163) and SpectreRF simulations are shown in Fig. 1.10. In addition to the time-varying noise due to a cubic nonlinearity (1.163), similar expressions for 5th and 7th order polynomial nonlinearities were also derived and compared against SpectreRF.

1.6 Pierce oscillator

Figure 1.11  Pierce oscillator.

The simplified circuit schematic for the Pierce oscillator is shown in Fig. 1.11. We model the finite $Q$ of the inductor with a parallel resistance, $R$. The simplified
differential equation governing this circuit is then

\[ I_L + I_R = I(V_o, V_b) + C_2 \frac{d}{dt} V_o - \bar{w}(t) \]  \hspace{1cm} (1.164)

where the transistor current, \( I(V_o, V_b) \), is nonlinear and looks exponential. The noise injected into the node \( V_o \) due to the transistor and the resistor is modeled as a current source with magnitude \( \bar{w}(t) \). The white noise source, \( \bar{w}(t) \), in this circuit is a zero-mean cyclostationary source.

If we make the approximation that the capacitive transformer formed by \( C_2 \) and \( C_1 \) is nearly ideal, in that the bulk of the high-frequency current does not flow through the emitter, we can write

\[ V_o \approx -k V_o \]  \hspace{1cm} (1.165)

where

\[ k = \frac{C_2}{C_1} \]  \hspace{1cm} (1.166)

This, of course, assumes that power is getting into the circuit somehow. Not pictured in the simplified schematic is a bias resistor which feeds the supply power into the collector of the transistor. This resistor behaves like a choke and can be safely neglected in our calculations. Expanding the differential equation (1.164) in terms of circuit components,

\[ -\frac{1}{L} \int (1 + k)V_o \, dt - (1 + k) \frac{V_o}{R} = I(V_o) + C_2 \frac{d}{dt} V_o - \bar{w}(t) \]  \hspace{1cm} (1.167)

Defining

\[ q = \int V_o \, dt \]  \hspace{1cm} (1.168)

we get

\[ \ddot{q} + \frac{1}{LC_T} q = -\frac{1}{RC_T} \dot{q} - \frac{1}{C_2} I(q) + \frac{1}{C_2} \bar{w}(t) \]  \hspace{1cm} (1.169)
where we defined

$$C_T = \frac{C_1C_2}{C_1 + C_2}$$  \hspace{1cm} (1.170)
$$= \frac{C_2}{1 + k}$$  \hspace{1cm} (1.171)

Nondimensionalizing time with

$$\frac{t}{\sqrt{LC_T}} \rightarrow t$$ \hspace{1cm} (1.172)

we find

$$\ddot{q} + q = -\frac{\sqrt{L}C_T}{RC_T} \dot{q} - \frac{LC_T}{C_2} I(\dot{q}) + \frac{LC_T}{C_2} \delta(t)$$ \hspace{1cm} (1.173)

Choosing our small parameter $\epsilon$ to be

$$\epsilon = \frac{\sqrt{L}C_T}{RC_T}$$ \hspace{1cm} (1.174)

we find our nonlinearity, $f$ in (1.2), to be

$$f(q) = -\dot{q} - \frac{\sqrt{L}C_T R}{1 + k} I(\dot{q})$$ \hspace{1cm} (1.175)

$$= -\dot{q} - \frac{\sqrt{L}C_T R}{1 + k} \left( I_s \exp \left( \frac{V_s - k\dot{q}}{V_T} \right) \right)$$ \hspace{1cm} (1.176)

Since the shot noise in a BJT is simply

$$S_{e\epsilon} = 2q' I$$ \hspace{1cm} (1.177)

where $q'$ is the electronic charge, we can write our diffusion as a function of $f$. Thus, finding the phase noise from (1.76),

$$S_{\psi\psi}(\Delta \omega) \approx \frac{1}{2\pi} \int_{0}^{2\pi} \frac{1}{2} q'I(\dot{q}) \cos^2 \theta \, d\theta \frac{1}{\sqrt{LC_T \Delta \omega^2}}$$ \hspace{1cm} (1.178)
Fig. 1.12  Comparison between calculated values for phase noise and measured results.

Fig. 1.12 shows a plot of (1.178) against measured phase noise from a BJT Pierce oscillator operating at 12 MHz. Due to somewhat inaccurate measurements, both plots do not necessarily agree. More importantly, what was learned from this exercise is that by viewing the generation of phase noise as a diffusion process, we see that by making our attraction to the limit cycle stronger, we reel in the trajectories and cause them to diffuse less. Since the velocities in the phase direction are greater when off the limit cycle (since we showed that it is zero in the rotating frame on the limit cycle), weaker attraction of any kind will result in larger diffusing. In generating our results for Fig. 1.12, we used a δ-function as an approximation for the distribution of the amplitude spread. As mentioned above, this underpredicts the phase noise and thus could be a reason for the lack of solid agreement between the two graphs.

Also, from (1.178), we see that there are certain values of θ, (when \( \cos^2 \theta = 0 \)) which correspond to points where the white noise source does not contribute to phase noise. These points correspond to the nulls in the voltage oscillation. Thus, by designing
oscillators which minimize diffusion when at nulls, we minimize our resulting phase noise. In the BJT Pierce oscillator shown, this corresponds to minimizing injected current because the shot noise in a BJT is proportional to the current. For a MOSFET, on the other hand, since the diffusion is proportional to the transconductance, $g_m$, we would want to minimize the derivative of the current.

Another way to reduce phase noise would be to decrease the amount of diffusion. Besides the obvious decision to reduce overall noise, we see that diffusion is also largely affected by the capacitances in circuits with parallel $LC$ tanks. Increasing capacitance would decrease diffusion. Intuitively, we may think of this as making our circuit more sluggish, hence more resistant to random perturbations.

**APPENDIX**

A.1.1 ADVECTION

Let the flow map be described by

$$\dot{x}(t) = u(x(t), t)$$  \hspace{1cm} (1.179)

By following a given region $R(t)$, we can write expressions for the advection of the material. Invoking conservation of mass, we get

$$\frac{d}{dt} \int_{R(t)} c(x, t) \, dx = 0$$  \hspace{1cm} (1.180)

where $c(x, t)$ is the concentration at $x$ at time $t$. By Leibniz’s rule, we can write

$$\frac{d}{dt} \int_{R} c \, dx = \int_{R} c_t \, dx + \int_{\partial R} c v \, da$$  \hspace{1cm} (1.181)

where $v$ is the velocity vector parallel to the deformation of the region. We know that

$$v = u \cdot n$$  \hspace{1cm} (1.182)
where \( \mathbf{n} \) is the unit normal vector and \( da \) is the differential area element. Thus,

\[
\frac{d}{dt} \int_R c \, d\mathbf{x} = \int_R c_t \, d\mathbf{x} + \int_R \nabla \cdot (cu) \, d\mathbf{x} = 0 \tag{1.183}
\]

where we have applied the divergence rule. Since this must be true for any region \( R(t) \) that we decide to follow, we get

\[
\int_R c_t + \nabla \cdot (cu) \, d\mathbf{x} = 0 \quad \Rightarrow \quad c_t + \nabla \cdot (cu) = 0
\tag{1.184}
\]

which is the advection equation.

### A.1.2 DIFFUSION

Let \( l_i \) be the increments due to uncorrelated noise, and let \( d \) be the total distance traveled by these increments (a random walk). Then

\[
d = \sum_i l_i \tag{1.185}
\]

and the squared length is

\[
d^2 = d \cdot d = \sum_{j,k} l_j \cdot l_k \tag{1.186}
\]

where the dot notation would be used in higher dimensional noise increments. Averaging the square distance, we get

\[
\langle d \cdot d \rangle = \sum_{j,k} \langle l_j \cdot l_k \rangle \tag{1.187}
\]

Since the noise is uncorrelated between increments, \( \langle l_j \cdot l_k \rangle = 0 \) for \( j \neq k \) and \( \langle l_j \cdot l_k \rangle = l^2 \) for \( j = k \). Thus,

\[
\langle d \cdot d \rangle = Nl^2 \tag{1.188}
\]

where \( N \) is the number of steps taken. If we assume each step takes time \( \tau \), we get

\[
N = \frac{t}{\tau} \quad \text{and} \quad \langle d \cdot d \rangle = \frac{l^2 t}{\tau} \tag{1.189}
\]
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We denote this by
\[
\langle d \cdot d \rangle = 2Dt \tag{1.190}
\]
where the diffusion coefficient is defined by
\[
D = \frac{1}{2} \frac{t^2}{r} \tag{1.191}
\]
Now call \( \rho(x, t) \) the distribution of particles that move a distance \( x \) in an elapsed time \( t \). This is equivalent to the transition probability. Then, integrating over all space,
\[
\int \rho \, dl = 1 \tag{1.192}
\]
Since the noise increments are symmetric in all directions, we also get
\[
\int l_i \rho \, dl = 0 \tag{1.193}
\]
and
\[
\int l_j l_k \rho \, dl = 0, \quad j \neq k \tag{1.194}
\]
This is just the averaging in integral form (evaluating the brackets). Now let \( c(x, t) \) be the concentration of a state at a position \( x \) and time \( t \). In probability terms, this would be the probability of being at \( x \) at time \( t \), which differs from the transition probability. We can then write the Chapman-Kolmogorov equation as
\[
c(x, t + s) = \int c(y, t) \rho(x - y, s) \, dy \tag{1.195}
\]
Changing variables, we write this as
\[
c(x, t + s) = \int c(x - z, t) \rho(z, s) \, dz \tag{1.196}
\]
We then Taylor expand \( c(x, t) \) on both sides of the equation and match orders, getting
\[
c(x, t) + sc_t(x, t) + \cdots = \int c(x, t) \rho(z, s) \, dz - \int z c_x(x, t) \rho(z, s) \, dz
+ \frac{1}{2} \int z^2 c_{xx}(x, t) \rho(z, s) \, dz + \cdots \tag{1.197}
\]
\[
= c(x, t) - \langle z \rangle c_x(x, t) + \frac{1}{2} \langle z^2 \rangle c_{xx}(x, t) + \cdots \tag{1.198}
\]
\[
= c(x, t) + sD c_{xx}(x, t) + \cdots \tag{1.199}
\]
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Therefore, as $s \to 0$, we get

$$c_t = Dc_{xx} = D\Delta c$$  \hspace{1cm} (1.200)

which is exactly the diffusion equation.

### A.1.3 NONCONSTANT DIFFUSION

To handle cyclostationary white noise sources, we need to allow the diffusion constant, $D$ in (1.4), to depend on the state. For most electronic devices, $D$ depends only on the voltage, $v$. Not making this assumption makes the problem hard. Our Fokker-Planck equation (1.4) is then

$$\eta_t + \nabla \cdot ((\eta - q)\eta + \epsilon f(q,v)\eta 2) - \epsilon \partial_v D(v)\eta_v = 0$$  \hspace{1cm} (1.201)

The derivation follows the same reasoning and perturbation expansion. Equation (1.17), however, will be replaced by

$$K = -\int_0^{2\pi} \left( \sin(\phi - t)\partial_r - \frac{1}{r} \cos(\phi - t)\partial_\phi \right) D(r,\phi) \left( \sin(\phi - t)\partial_r - \frac{1}{r} \cos(\phi - t)\partial_\phi \right) \eta^0 dt$$  \hspace{1cm} (1.202)

where the diffusion constant was moved into the integral. The evaluation of (1.202) leads to

$$-K = \int_0^{2\pi} \frac{2D}{r} \sin \theta \cos \theta \eta^0_{\phi r} dt - \int_0^{2\pi} \frac{2D}{r^2} \sin \theta \cos \theta \eta^0_\phi dt$$

$$+ \int_0^{2\pi} \frac{D_\phi}{r} \sin \theta \cos \theta \eta^0_r dt + \int_0^{2\pi} \frac{D_r}{r} \sin \theta \cos \theta \eta^0_\phi dt$$

$$+ \int_0^{2\pi} \frac{D_\phi}{r^2} \cos^2 \theta \eta^0_\phi dt + \int_0^{2\pi} D_r \sin^2 \theta \eta^0_r dt$$

$$+ 2\pi \frac{D''}{r^3} \eta^0_r + 2\pi \frac{D'}{r^4} \eta^0_\phi + 2\pi \frac{D'}{r^3} \eta^0_{\phi \phi}$$  \hspace{1cm} (1.203)
where

\[ D' = \frac{1}{2\pi} \int_0^{2\pi} D \cos^2 \theta \, d\theta \]  \hspace{1cm} (1.204)  

\[ D'' = \frac{1}{2\pi} \int_0^{2\pi} D \sin^2 \theta \, d\theta \]  \hspace{1cm} (1.205)  

We see that for \( D \) constant, \( D' = D'' = D/2 \). Note that for shorthand purposes, \( \theta = \phi - t \) in all these integrals.

Going back to our original problem, since \( D \) depends only on \( v \), \( D(v) = D(r \sin \theta) \) is symmetric about \( \theta = \pi/2 \). Then, \( D \sin \theta \) will also be even about \( \theta = \pi/2 \). This means that \( D \sin \theta \cos \theta \) is an odd function about \( \theta = \pi/2 \). The integrals containing \( D \sin \theta \cos \theta \) thus evaluate to 0! Using the same reasoning, the integral containing \( D_\tau \sin \theta \cos \theta \) also goes to 0 since differentiating with respect to \( r \) does not change the parity with respect to \( \theta = \pi/2 \). Now note that \( D_\phi \), on the other hand, is going to be odd (derivatives of even functions are odd). Thus, we simplify (1.203) to

\[
-K = \int_0^{2\pi} \frac{D_\phi}{r} \sin \theta \cos \theta \, \eta_r^0 \, dt + \int_0^{2\pi} D_\tau \sin^2 \theta \, \eta_r^0 \, dt \\
+ 2\pi D'' \eta_r^0 + 2\pi \frac{D'}{r} \eta_r^0 + 2\pi \frac{D'}{r^2} \eta_{\phi\phi} 
\]  \hspace{1cm} (1.206)  

Now integrating the first integral on the right-hand side by parts, we get

\[
\frac{\eta_r^0}{r} \int_0^{2\pi} D_\phi \sin \theta \cos \theta \, dt = 2\pi (D'' - D') \eta_r^0 
\]  \hspace{1cm} (1.207)  

and so, we write

\[
\frac{K}{2\pi} = D'' \eta_r^0 + \frac{D'}{r} \eta_r^0 + \frac{D'}{r^2} \eta_{\phi\phi} + D'' \eta_r^0 
\]  \hspace{1cm} (1.208)  

We try to further simplify by defining two constants (may depend on \( r \)),

\[
D_0 = \frac{1}{2\pi} \int_0^{2\pi} D \, d\theta 
\]  \hspace{1cm} (1.209)  

\[
D_2 = \frac{1}{2\pi} \int_0^{2\pi} D \cos 2\theta \, d\theta 
\]  \hspace{1cm} (1.210)  

41
$D_0$ is the average of the diffusion constant over the period, and $D_2$ is like the Fourier coefficient of the double frequency. Expanding $\cos^2 \theta$ and $\sin^2 \theta$ using the double-angle formulas, we get

\[
D' = \frac{D_0}{2} + \frac{D_2}{2} \\
D'' = \frac{D_0}{2} - \frac{D_2}{2}
\]

Thus, we get our final expression for (1.17)

\[
-\frac{K}{2\pi} = \frac{D_0}{2} \Delta \eta^0 - \frac{D_2}{2} \Delta \eta^0 + \frac{D_2}{r^2} \eta_{\phi \phi} + \frac{(D_{0r} - D_{2r})}{2} \eta^0_r
\]

Note how the diffusion terms look like it is the average of $D$ which causes diffusion, along with some corrective terms that have to do with the second Fourier coefficient.

Following the same derivation which we used to find (1.74) (with $V = 0$), we find the modified phase diffusion equation

\[
\Phi_T = \frac{\Phi_{\phi \phi}}{r_c^2} \int D'(r) R(r) \, dr
\]

where

\[
R(r) = \frac{\exp \left( - \int \frac{u_1}{D''} \left( \frac{r}{r_c} - 1 \right) \, dr \right)}{\int_{-\infty}^{\infty} \exp \left( - \int \frac{u_1}{D''} \left( \frac{r}{r_c} - 1 \right) \, dr \right) \, dr}
\]

The multiplier, $R(r)$, is just a weighting function over the radius which "averages" the diffusion, $D'(r)$. As can be seen in (1.215), it reduces to a Gaussian when $D''$ is constant. If we further assume that $D'' = 0$, then we may take this weight as tending to an impulse ($\delta$-function). The denominator is just the normalizing factor necessary to make the integral of $R(r)$ equal to unity. We can interpret $R(r)$ as the distribution of oscillators in the radial direction. Stronger attraction to the limit cycle will cause $R(r)$ to peak more and have shorter width, whereas weaker attractions tend to produce wider smoother weighting functions.
We see that the overall diffusion then is a weighted sum of diffusions about the limit cycle. In general, solving for the phase diffusion with the weighted diffusion term is a rather hefty problem. However, if we specify the case when the weighting function is a $\delta$-function (strong attraction to the limit cycle), we get the phase diffusion

$$\Phi_T = \frac{D'(r_c)}{r_c^2} \Phi_{\phi}$$

(1.216)

which has phase noise

$$S_{\nu\nu}(\Delta\omega) \approx \frac{1}{2\pi} \int_0^{2\pi} \frac{1}{4} S_{\nu\nu} \cos^2 \theta \, d\theta \frac{dt}{\Delta\omega^2}$$

(1.217)

This reduces to (1.75) when $S_{\nu\nu}$ is constant, i.e., stationary.

### A.1.4 FOURIER TRANSFORM

We want to find

$$\mathcal{F}[e^{-\alpha t} \cos \omega_0 t] = \int_{-\infty}^{\infty} e^{-\alpha |t|} e^{-i\omega t} \cos \omega_0 t \, dt$$

(1.218)

for $\alpha > 0$. We start by calculating

$$\int_{-\infty}^{\infty} e^{-\alpha |t|} e^{-i\omega t} \, dt = \int_{0}^{\infty} e^{-\alpha t} e^{-i\omega t} \, dt + \int_{-\infty}^{0} e^{\alpha t} e^{-i\omega t} \, dt$$

(1.219)

$$= \int_{0}^{\infty} e^{-\alpha t} e^{-i\omega t} \, dt + \int_{0}^{\infty} e^{-\alpha t} e^{i\omega t} \, dt$$

(1.220)

$$= \int_{0}^{\infty} e^{-(\alpha+i\omega) t} \, dt + \int_{0}^{\infty} e^{-(\alpha-i\omega) t} \, dt$$

(1.221)

$$= \frac{1}{\alpha + i\omega} + \frac{1}{\alpha - i\omega}$$

(1.222)

$$= \frac{2\alpha}{\alpha^2 + \omega^2}$$

(1.223)

Therefore,

$$\int_{-\infty}^{\infty} e^{-\alpha |t|} e^{-i\omega t} \cos \omega_0 t \, dt = \int_{-\infty}^{\infty} e^{-\alpha |t|} e^{-i\omega t} \left( \frac{e^{i\omega_0 t} + e^{-i\omega_0 t}}{2} \right) \, dt$$

(1.224)
\[
\frac{1}{2} \int_{-\infty}^{\infty} e^{-|t|} e^{-i(\omega + \omega_0)t} dt + \frac{1}{2} \int_{-\infty}^{\infty} e^{-|t|} e^{-i(\omega - \omega_0)t} dt = \frac{a}{a^2 + (\omega + \omega_0)^2} + \frac{a}{a^2 + (\omega - \omega_0)^2}
\]

We see that for \( \omega \) close to \( \omega_0 \),
\[
\mathcal{F}[e^{-a|t| \cos \omega_0 t}] \approx \frac{a}{a^2 + \Delta \omega_0^2} \approx \frac{a}{\Delta \omega_0^2}
\]

where \( \Delta \omega_0 = \omega - \omega_0 \) and it was assumed that \( a \ll \Delta \omega_0 \).

**A.1.5 FOURIER TRANSFORM 2**

To find the Fourier transform of (1.103), we consider
\[
\mathcal{F}[e^{-a\frac{t}{2}(|t| + \frac{1}{2}(e^{-\lambda|t|-1}))}] = \int_{-\infty}^{\infty} e^{-a\frac{t}{2}(|t| + \frac{1}{2}(e^{-\lambda|t|-1}))} e^{-i\omega t} dt
\]

where \( a \) is a positive constant. Breaking up the integral into two parts and rewriting the integrand into a form that can be integrated by parts,
\[
= \int_{-\infty}^{0} + \int_{0}^{\infty}
= \int_{0}^{\infty} \frac{d}{dt} \left\{ e^{-a\frac{t}{2}(|t| + \frac{1}{2}(e^{-\lambda|t|-1}))} e^{-i\omega t} \right\} \frac{dt}{-\frac{a}{\lambda} + \frac{a}{\lambda} e^{-\lambda t} - i\omega}
+ \int_{-\infty}^{0} \frac{d}{dt} \left\{ e^{a\frac{t}{2}(|t| - \frac{1}{2}(e^{\lambda|t|-1}))} e^{-i\omega t} \right\} \frac{dt}{\frac{a}{\lambda} - \frac{a}{\lambda} e^{\lambda t} - i\omega}
\]

\[
= -\int_{0}^{\infty} e^{-a\frac{t}{2}(|t| + \frac{1}{2}(e^{-\lambda|t|-1}))} e^{-i\omega t} \frac{ae^{-\lambda t}}{-\frac{a}{\lambda} + \frac{a}{\lambda} e^{-\lambda t} - i\omega} \frac{dt}{2} + \frac{1}{i\omega}
- \int_{-\infty}^{0} e^{a\frac{t}{2}(|t| - \frac{1}{2}(e^{\lambda|t|-1}))} e^{-i\omega t} \frac{ae^{\lambda t}}{\frac{a}{\lambda} - \frac{a}{\lambda} e^{\lambda t} - i\omega} \frac{dt}{2} - \frac{1}{i\omega}
\]
Repeating the same manipulation, we rewrite the equation as

\[
= -\int_0^\infty \frac{d}{dt} \left\{ e^{-\frac{a}{2}(t+\frac{1}{2}(e^{\lambda t}-1))} e^{-i\omega t} e^{-\lambda t} \right\} \frac{a}{(-\frac{a}{\lambda} + \frac{a}{\lambda} e^{-\lambda t} - i\omega - \lambda)^2} \frac{1}{\frac{a}{\lambda} - \frac{a}{\lambda} e^{-\lambda t} - i\omega + \lambda} dt
\]

\[
= \frac{a}{\omega^2 i\omega + \lambda}
\]

\[
+ \int_0^\infty e^{-\frac{a}{2}(t+\frac{1}{2}(e^{\lambda t}-1))} e^{-i\omega t} e^{-\lambda t} \frac{d}{dt} \left\{ \frac{a}{(-\frac{a}{\lambda} + \frac{a}{\lambda} e^{-\lambda t} - i\omega - \lambda)^2} \frac{1}{\frac{a}{\lambda} - \frac{a}{\lambda} e^{-\lambda t} - i\omega + \lambda} \right\} dt (1.232)
\]

\[
+ \frac{a}{\omega^2 - i\omega + \lambda}
\]

\[
+ \int_{-\infty}^0 e^{\frac{a}{2}(t-\frac{1}{2}(e^{\lambda t}-1))} e^{-i\omega t} e^{\lambda t} \frac{d}{dt} \left\{ \frac{a}{\left(\frac{a}{\lambda} - \frac{a}{\lambda} e^{\lambda t} - i\omega \right)^2} \frac{1}{\frac{a}{\lambda} - \frac{a}{\lambda} e^{\lambda t} - i\omega + \lambda} \right\} dt (1.233)
\]

\[
\approx \frac{a}{\omega^2 \lambda^2 + \omega^2}, \quad \omega \to \infty
\]

where the last step comes because the integrands are rapidly varying for large \( \omega \), thereby making the integrals negligible when compared to the boundary terms. This is the method of stationary phase. Thus,

\[
\mathcal{F}\left[ e^{-\frac{a}{2}(t+\frac{1}{2}(e^{-\lambda t}-1))} \cos \omega_0 t \right] = \int_{-\infty}^\infty e^{-\frac{a}{2}(t+\frac{1}{2}(e^{-\lambda t}-1))} \cos \omega_0 t e^{-i\omega t} dt (1.235)
\]

\[
\approx \frac{1}{(\omega + \omega_0)^2 \lambda^2 + (\omega + \omega_0)^2} \frac{a\lambda}{(\omega + \omega_0)^2 \lambda^2 + (\omega - \omega_0)^2} + \frac{1}{(\omega - \omega_0)^2 \lambda^2 + (\omega - \omega_0)^2} (1.236)
\]

\[
\approx \frac{1}{\Delta \omega^2 \lambda^2 + \Delta \omega^2} (1.237)
\]

where the second line comes from the asymptotic solutions found earlier and the last line is valid for \( \omega \) close to \( \omega_0 \). We defined \( \Delta \omega = \omega - \omega_0 \).
A.1.6 METHOD OF LAPLACE

The method of Laplace can be used to find asymptotic solutions to

\[ I = \int_0^\infty h(t)e^{-\phi(t)} \, dt \]  \hspace{1cm} (1.238)

where

\[ \phi(t) = \frac{(t - 2\pi k)^2}{4\delta k} \]  \hspace{1cm} (1.239)

and \( \epsilon \) is considered small. Noting that the integrand contributes most to the integral when the exponent is largest, we seek out minima of \( \phi(t) \) for \( t \in [0, \infty) \). This occurs at \( 2\pi k \), which we denote by \( c \) from now on. Hence, it is easy to see that

\[ \phi(c) = 0 \]  \hspace{1cm} (1.240)

\[ \phi'(c) = 0 \]  \hspace{1cm} (1.241)

\[ \phi''(c) = \frac{1}{4\pi k \delta \epsilon} \geq 0 \]  \hspace{1cm} (1.242)

Expanding \( \phi(t) \) about \( c \),

\[ \phi(t) = \frac{1}{2}(t - c)^2 \phi''(c) + O(t^3) \]  \hspace{1cm} (1.243)

Therefore,

\[ I = \int_0^\infty h(t)e^{-\phi(t)} \, dt \]  \hspace{1cm} (1.244)

\[ \sim \int_{c-\epsilon'}^{c+\epsilon'} h(t)e^{-\phi(t)} \, dt \]  \hspace{1cm} (1.245)

\[ \sim \int_{c-\epsilon'}^{c+\epsilon'} h(c) \exp \left(-\frac{1}{2}(t - c)^2 \phi''(c)\right) \, dt \]  \hspace{1cm} (1.246)

\[ \sim \int_{-\infty}^{c+\epsilon'} h(c) \exp \left(-\frac{1}{2}(t - c)^2 \phi''(c)\right) \, dt \]  \hspace{1cm} (1.247)

where (1.245) comes from the fact that the contribution to the integral outside of the small region \([c - \epsilon', c + \epsilon']\) get exponentially smaller as \( \epsilon \to 0 \). In this small region,
\( \phi(t) \) can be expanded as a Taylor series about \( c \), giving (1.246). Extending the limits of integration now back to \((-\infty, \infty)\) in (1.247) is done because it is not very easy to find the integral of a gaussian over a subset of the real line, whereas integrating over the real line simply introduces exponentially small errors. Note that although the two integrands in (1.244) and (1.247) may differ significantly when far from \( c \), their integrals (even over different limits) are close because each step only introduces exponentially small errors. Now evaluating (1.247),

\[
I = \sqrt{\frac{2}{\phi''(c)}} \int_{-\infty}^{\infty} h(c) e^{-s^2} \, ds
\]

(1.248)

where we made the substitution

\[
s^2 = \frac{1}{2}(t - c)^2 \phi''(c) \]

(1.249)

Therefore,

\[
I = \sqrt{\frac{2\pi}{\phi''(c)}} h(c)
\]

(1.250)

\[
= 2\pi h(c) \sqrt{2k\delta} \epsilon
\]

(1.251)

when plugging in (1.242). Thus, it is now clear that (1.93) is

\[
E(T) = \int_{0}^{\infty} \frac{1}{\sqrt{4\pi\delta t}} \exp \left( -\frac{(t - 2\pi k)^2}{4\delta t} \right) \left( \frac{t}{2} + \pi k \right) \, dt \sim 2\pi k
\]

(1.252)

Similarly, (1.95) is

\[
E(T^2) = \int_{0}^{\infty} \frac{1}{\sqrt{4\pi\delta t}} \exp \left( -\frac{(t - 2\pi k)^2}{4\delta t} \right) \left( \frac{t^2}{2} + \pi kt \right) \, dt \sim 4\pi^2 k^2
\]

(1.253)

Finding the variance, however, requires also expanding \( h(t) \) as a Taylor series, since \( h(c) = 0 \) as can be seen by looking at the integral of (1.98),

\[
\text{Var}(T) = \int_{0}^{\infty} \frac{1}{\sqrt{4\pi\delta t}} \exp \left( -\frac{(t - 2\pi k)^2}{4\delta t} \right) \left( \frac{1}{2} + \frac{\pi k}{t} \right) (t - 2\pi k)^2 \, dt
\]

(1.254)
Since $h(c) = h'(c) = 0$, the first non-zero term of $h(t)$ is $\frac{1}{2} h''(c) (t - c)^2$,

$$\text{Var}(T) \sim \sqrt{\frac{2}{\phi''(c)}} \int_{-\infty}^{\infty} h''(c) s^2 e^{-s^2} ds$$  \hspace{1cm} (1.255)

where the same substitution (1.249) was made. Inserting

$$h''(c) = \sqrt{\frac{2}{\pi k}} \frac{1}{\sqrt{4\pi \delta \epsilon}}$$  \hspace{1cm} (1.256)

into our expression along with (1.242), we get

$$\text{Var}(T) \sim 8k\delta \epsilon \sqrt{\pi} \int_{-\infty}^{\infty} s^2 e^{-s^2} ds$$  \hspace{1cm} (1.257)

$$= 16k\delta \epsilon \sqrt{\pi} \int_{0}^{\infty} s^2 e^{-s^2} ds$$  \hspace{1cm} (1.258)

$$= 8k\delta \epsilon \sqrt{\pi} \int_{0}^{\infty} u^{1/2} e^{-u} du$$  \hspace{1cm} (1.259)

$$= 8k\delta \epsilon \sqrt{\pi} \Gamma \left( \frac{3}{2} \right)$$  \hspace{1cm} (1.260)

$$= 4\pi k\delta \epsilon$$  \hspace{1cm} (1.261)

where (1.258) comes from noticing that the integrand is symmetric about $s = 0$, and (1.259) makes the obvious substitution $u = s^2$. The definition of the gamma function is used to find (1.260) and (1.261).
2.1 Frequency entrainment

Nonlinear oscillators also possess the interesting ability to couple with other oscillations. Speaking specifically, when an external driving oscillation is fed into a nonlinear oscillator at a frequency close to the nonlinear oscillator's natural frequency, it is sometimes possible to coerce the driven oscillator into oscillating at the same frequency as the external source. This effect is called frequency entrainment.

This effect was first noticed by the Dutch physicist Christian Huygens in 1665. While sick and bed-ridden, he noticed how two pendulum clocks hanging on the same wall tended to oscillate at the same frequency. In a letter to his father, he described the phenomenon and called it the "sympathy of two clocks." This was the first documented incident of frequency entrainment, or injection-locking as it is sometimes
called. Since then, many occurrences of this bizarre phenomenon have been found to occur in other areas of life. Priests have long known that two organ pipes which resonated at close frequencies tended to sound as one tone, rather than beat like two. Biologists trekking through southeast Asia have explained the glowing of forests to the synchronized flashing of fireflies. The human sleep-wake cycle has been found to have a period slightly longer than the normal 24-hour cycle of the day, indicating that the sun does have a strong effect on the circadian rhythm of most people. In the laser field, lasing has been explained as the synchronization of emission of electrons. And last but not least, an electronic oscillator can be designed to lock to another oscillator, thus enabling frequency division as will be explained shortly.

Of course, not every oscillator locks to every other oscillator. There are limits, after all. The further the injected oscillator’s frequency lies from the natural frequency of the driven oscillator, the greater the coupling must be. Coupling, in a very vague sense, is how “close” the two oscillators are, and usually depends on the amplitude of the driving oscillator. In general, frequency entrainment does occur both ways. In other words, when locked, both oscillators oscillate at the same frequency, which will be at a frequency in between both of their natural frequencies. However, most of the examples given have described oscillations in which one oscillator, the driving oscillator, is so steadfast that its frequency can be thought immutable. In cases like these, the strength of the coupling is affected by the amplitude of the driving oscillator. As a side note, one can say that grad students who don’t follow “normal” waking hours are less susceptible to the effects of the sun. Perhaps a stronger star would regulate us.

Although most of the cited examples above describe 1:1 entrainment where the external forcing frequency is close to the natural frequency of the driven oscillator,
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this need not be the case. We now know that rational-ratioed entrainment does occur. Exploiting this feature is what enables the phenomenon called injection-locked frequency division. Unlike direct 1:1 coupling, subharmonic 2:1 entrainment means that the driving oscillator locks to the second harmonic of the driven oscillator. The driven oscillator is designed to enhance the amount of second harmonic present to strengthen the coupling for 2:1 entrainment. Thus, when locked, the fundamental frequency of the driven oscillator will always be half the second harmonic, thus tracking half the driving oscillator’s frequency. This is how 2:1 frequency division works.

We describe two methods to solving for the locking range of a 2:1 injection-locked divider. The first method uses the method of multiple scales, whereas the second method is based on the method of averaging.

2.2 Using the method of multiple scales

The basic idea behind the method of multiple scales, as demonstrated in the previous chapter, is the separation of the different processes occurring in the system through appropriate time scalings. In each particular scale, the other processes can be viewed as being slow or fast. In this way, it is possible to neglect the effects of the other processes by assuming their parameters to be constant, or rapidly varying (may be integrated out), thus isolating the desired process for further inspection, and hopefully, finding a solution.

We start with the normalized oscillator with small polynomial nonlinearity and external forcing.

\[
\ddot{x} + x = \epsilon (\dot{x} + \delta \dot{x}^2 - \dot{x}^3) + \gamma \cos \omega t
\]  

Intrinsic to this forced oscillator system are two different time scales. One is the scale associated with the oscillations. Another is the scale associated with the locking.
Usually, the former occurs on a much faster scale than the latter. Knowing this, we create two different time scalings, a fast time and a slow time. Creating the fast, \( \xi = \omega t \), and slow, \( \eta = \epsilon t \), time scales, we write
\[
\begin{align*}
\dot{x} &= x_\xi \omega + x_\eta \epsilon \\
\ddot{x} &= x_{\xi\xi} \omega^2 + x_{\eta\eta} \epsilon^2 + 2 \epsilon \omega x_{\eta \xi}
\end{align*}
\]
(2.2)  
(2.3)

Rewriting (2.1) with this new scaling, we get
\[
\begin{align*}
\omega^2 x_{\xi \xi} + \epsilon^2 x_{\eta \eta} + 2 \epsilon \omega x_{\eta \xi} + x &= \epsilon \left( x_\xi \omega + x_\eta \epsilon + \delta (x_\xi \omega + x_\eta \epsilon)^2 - (x_\xi + x_\eta \epsilon)^3 \right) \\
&+ \gamma \cos \xi
\end{align*}
\]
(2.4)

Now expanding \( \omega \) and \( x \) as perturbation series,
\[
\begin{align*}
\omega &= 2 + \epsilon k_1 + \cdots \\
x(\xi, \eta) &= x_0(\xi, \eta) + \epsilon x_1(\xi, \eta) + \cdots
\end{align*}
\]
(2.5)  
(2.6)

We expand \( \omega \) about 2 since we are considering 2:1 entrainment. Collecting terms of the same order, we get the \( O(1) \) equation,
\[
x_{0\xi\xi} + \frac{1}{4} x_0 = \frac{1}{4} \gamma \cos \xi
\]
(2.7)

which has solution
\[
x_0 = A(\eta) \cos \frac{1}{2} \xi + B(\eta) \sin \frac{1}{2} \xi - \frac{1}{3} \gamma \cos \xi
\]
(2.8)

where \( A \) and \( B \) are the "constants" of integration which are constant with respect to the fast time variable, \( \xi \), but can depend on the slow time variable, \( \eta \). To see the mechanism of locking occur, we need to go further and find the \( O(\epsilon) \) equation,
\[
x_{1\xi\xi} + \frac{1}{4} x_1 = -k_1 x_{0\xi\xi} - x_{0\eta \xi} + \frac{1}{2} x_{0\xi} + \delta x_{0\xi}^2 - 2 x_{0\xi}^3
\]
(2.9)
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To solve this, we need to replace all occurrences of $x_0$ with the solution (2.8). First, we find

$$x_0 = A \cos \frac{1}{2} \xi + B \sin \frac{1}{2} \xi - \frac{1}{3} \gamma \cos \xi$$  \hspace{1cm} (2.10)

$$x_{0\xi} = -\frac{1}{2} A \sin \frac{1}{2} \xi + \frac{1}{2} B \cos \frac{1}{2} \eta + \frac{1}{3} \gamma \sin \xi$$  \hspace{1cm} (2.11)

$$x_{0\eta\xi} = -\frac{1}{4} A \cos \frac{1}{2} \xi - \frac{1}{4} B \sin \frac{1}{2} \eta + \frac{1}{3} \gamma \cos \xi$$  \hspace{1cm} (2.12)

$$x_{0\eta\xi} = -\frac{1}{2} A' \sin \frac{1}{2} \eta + \frac{1}{2} B' \cos \frac{1}{2} \eta$$  \hspace{1cm} (2.13)

Now, using (2.10)–(2.13) in (2.9), we get

$$x_{1\xi} + \frac{1}{4} x_1 = \cos \frac{1}{2} \xi \left( \frac{A k_1}{4} - \frac{B'}{2} + \frac{B}{4} - \frac{A}{6} \gamma \delta - \frac{3}{16} B (A^2 + B^2) - \frac{1}{6} B \gamma^2 \right)$$

$$+ \sin \frac{1}{2} \xi \left( \frac{B k_1}{4} + \frac{A'}{2} - \frac{A}{4} + \frac{B}{6} \gamma \delta + \frac{3}{16} A (A^2 + B^2) + \frac{1}{6} A \gamma^2 \right)$$

$$+ \text{other terms}$$  \hspace{1cm} (2.14)

Since we want nondivergent solutions, we remove secular terms by setting the coefficients of the resonant terms, $\cos \frac{1}{2} \xi$ and $\sin \frac{1}{2} \xi$, to 0. Thus,

$$\frac{A k_1}{4} - \frac{B'}{2} + \frac{B}{4} - \frac{A}{6} \gamma \delta - \frac{3}{16} B (A^2 + B^2) - \frac{1}{6} B \gamma^2 = 0$$

$$\frac{B k_1}{4} + \frac{A'}{2} - \frac{A}{4} + \frac{B}{6} \gamma \delta + \frac{3}{16} A (A^2 + B^2) + \frac{1}{6} A \gamma^2 = 0$$  \hspace{1cm} (2.15)

Rewriting as flow equations for $A$ and $B$,

$$A' = -\frac{B k_1}{2} + \frac{A}{2} - \frac{A \delta \gamma}{3} - \frac{3}{8} A (A^2 + B^2) - \frac{1}{3} A \gamma^2$$

$$B' = \frac{A k_1}{2} + \frac{B}{2} - \frac{A \delta \gamma}{3} - \frac{3}{8} B (A^2 + B^2) - \frac{1}{3} B \gamma^2$$  \hspace{1cm} (2.16)

We now pause to remember that $A$ and $B$ are the amplitudes of the leading-order oscillations, as in (2.8). Thus, locking occurs when both of these "constants" have
settled. In other words, we are looking for the fixed point in the $A$--$B$ plane. We get this by setting

$$A' = B' = 0$$  \hspace{1cm} (2.17)

It is more illustrative to view this settling in polar coordinates, so we convert $(A, B)$ into $(r, \theta)$ with

$$A = r \cos \theta$$

$$B = r \sin \theta$$

$$A' = r' \cos \theta - r \theta' \sin \theta$$

$$B' = r' \sin \theta + r \theta' \cos \theta$$  \hspace{1cm} (2.18)

Substituting into (2.16) and simplifying,

$$r' = \frac{r}{2} - \frac{r \delta \gamma}{3} \sin 2\theta - \frac{3}{8} r^3 - \frac{r \gamma^2}{3}$$

$$\theta' = \frac{k_1}{2} - \frac{\delta \gamma}{3} \cos 2\theta$$  \hspace{1cm} (2.19)

Thus, the fixed point (2.17) is found by setting

$$r' = \theta' = 0$$  \hspace{1cm} (2.20)

The equations for the fixed point are then

$$0 = r_0 \left( \frac{1}{2} - \frac{\delta \gamma}{3} \sin 2\theta_0 - \frac{3}{8} r_0^2 - \frac{\gamma^2}{3} \right)$$

$$0 = \frac{k_1}{2} - \frac{\delta \gamma}{3} \cos 2\theta_0$$  \hspace{1cm} (2.21)

where $(r_0, \theta_0)$ are the coordinates of the fixed point. However, the problem is not complete yet. We need to calculate the stability of each fixed point to determine whether the oscillations are locked. To determine the locking range, we need only find the points where a change of stability occurs. We look at linear stability, which is adequate if the fixed point is hyperbolic (Hartman-Grobman theorem [11]). Thus,
consider small excursions from the fixed point,

\[ r = r_0 + \rho \]
\[ \theta = \theta_0 + \phi \]  \hspace{1cm} (2.22)

Substituting into (2.19), we get

\[ \rho' = \frac{r_0}{2} + \frac{\rho}{2} - \frac{\delta\gamma}{3}(r_0 + \rho)(\sin 2\theta_0 + 2\phi \cos 2\theta_0) \]
\[ - \frac{3}{8}(r_0^3 + 3r_0^2\rho) - \frac{\gamma^2}{3}(r_0 + \rho) + \ldots \]  \hspace{1cm} (2.23)
\[ \phi' = \frac{k_1}{2} - \frac{\delta\gamma}{3}\cos 2\theta_0 + \frac{2\delta\gamma}{3}\phi \sin 2\theta_0 + \ldots \]

where we dropped higher powers of \( \rho \) and \( \phi \). Using (2.21) to simplify,

\[ \rho' = \frac{\rho}{2} - \frac{2\delta\gamma}{3}r_0\phi \cos 2\theta_0 - \frac{\delta\gamma}{3}\rho \sin 2\theta_0 - \frac{9}{8}r_0^2\rho - \frac{\gamma^2}{3}\rho \]  \hspace{1cm} (2.24)
\[ \phi' = \frac{2\delta\gamma}{3}\phi \sin 2\theta_0 \]

Writing this in vector form,

\[ \dot{z} = Az \]  \hspace{1cm} (2.25)

where

\[ z = \begin{bmatrix} \rho \\ \phi \end{bmatrix} \]  \hspace{1cm} (2.26)

and

\[ A = \begin{bmatrix} \frac{1}{2} - \frac{\delta\gamma}{3}\sin 2\theta_0 - \frac{9}{8}r_0^2 - \frac{1}{3}\gamma^2 & -\frac{2\delta\gamma}{3}r_0 \cos 2\theta_0 \\ 0 & \frac{2\delta\gamma}{3}\sin 2\theta_0 \end{bmatrix} \]  \hspace{1cm} (2.27)

The fixed point is stable when

\[ \text{tr}(A) < 0 \]  \hspace{1cm} (2.28)
\[ \det(A) > 0 \]  \hspace{1cm} (2.29)
(see Appendix). Therefore, simplifying (2.27) using the equations for the fixed point (2.21),

\[
A = \begin{bmatrix}
-\frac{3}{4} \tau_0^2 & -\tau_0 k_1 \\
0 & -\sqrt{\delta^2 \gamma^2 + \frac{k_1^2}{4}}
\end{bmatrix}
\]  \hspace{1cm} (2.30)

where we chose the negative square root to ensure that the inequalities (2.30) were true. The positive square root corresponds to the "flipped" solution, where \( \theta_0 \) differs by \( \pi \). This is the unstable configuration which does not lead to entrainment. We see that a change of stability occurs along the curve where \( \det(A) = 0 \). Neglecting the trivial point, \( \tau_0 = 0 \), we find that locking happens above the curve

\[
\gamma^2 = \frac{9}{4\delta^2 k_1^2}
\]  \hspace{1cm} (2.31)

Thus, we see that stronger injected signals have a greater chance of locking, as they broaden the frequency range in which locking is possible. This locking range is also enhanced by an increase in the second-order nonlinearity. Note that the absence of any second-order nonlinearity (\( \delta = 0 \)) would make it impossible for 2:1 subharmonic entrainment to occur.

### 2.3 Using the method of averaging

The idea behind this perturbation method to calculating the locking range is to allow the constants of integration in the unperturbed solutions to vary. This variation will then account for the drift the oscillator undergoes as it locks to the external forcing. By watching how these "constants" vary, we are essentially rotating to the reference frame of the desired locked frequency and searching for conditions which make the "constants" settle.

Starting with the same equation (2.1) as in the previous section, but repeated
here for convenience,

\[ \ddot{x} + x = \epsilon (\dot{x} + \delta \dot{x}^2 - \dot{x}^3) + \gamma \cos \omega t \]  

(2.32)

Writing this as a system,

\[ \dot{x} = y \]  

(2.33)

\[ \dot{y} = -x + \gamma \cos \omega t + \epsilon (y + \delta y^2 - y^3) \]

We assume the solution takes on the form of the solution to the unperturbed (\( \epsilon = 0 \)) system. Thus,

\[ x = r \sin \left( \frac{\omega}{k} t + \theta \right) + B \cos \omega t \]  

(2.34)

\[ y = \frac{\omega}{k} r \cos \left( \frac{\omega}{k} t + \theta \right) - \omega B \sin \omega t \]

where

\[ B = \frac{\gamma}{1 - \omega^2} \]  

(2.35)

and \( k \) is the harmonic that the forcing frequency is trying to lock. Letting the parameters, \( r \) and \( \theta \), vary and plugging in (2.34) into (2.33),

\[ \dot{x} = \frac{\omega}{k} r \cos(\ldots) - \omega B \sin \omega t \]  

(2.36)

\[ = \dot{r} \sin(\ldots) + \frac{\omega}{k} r \cos(\ldots) + r \dot{\theta} \cos(\ldots) - \omega B \sin \omega t \]  

(2.37)

and

\[ \dot{y} = -r \sin(\ldots) - B \cos \omega t + (1 - \omega^2) B \cos \omega t + \epsilon (y + \delta y^2 - y^3) \]  

(2.38)

\[ = \frac{\omega}{k} \dot{r} \cos(\ldots) - \frac{\omega^2}{k^2} r \sin(\ldots) - \frac{\omega}{k} r \dot{\theta} \sin(\ldots) - \omega^2 B \cos \omega t \]  

(2.39)

where

\[ (\ldots) = \left( \frac{\omega}{k} t + \theta \right) \]  

(2.40)

After some cancelations, we get

\[ \dot{r} \sin(\ldots) + r \dot{\theta} \cos(\ldots) = 0 \]  

(2.41)
and
\[
\frac{\epsilon \beta}{k^2} r \sin(...) + \frac{\omega}{k} \dot{r} \cos(...) - \frac{\omega}{k} r \dot{\theta} \sin(...) = \epsilon(y + \delta y^2 - y^3)
\] (2.42)

where we made the definition
\[
\epsilon \beta = k^2 - \omega^2 = O(\epsilon)
\] (2.43)

The definition (2.43) implies that we are looking at solutions where the forcing frequency, \(\omega\), is close to the \(k\)th multiple of the oscillator’s natural frequency. This is for \(k:1\) entrainment.

Using (2.41) and (2.42) to find the flow equations for \(r\) and \(\theta\),
\[
\frac{\omega}{k} \dot{r} = \epsilon(y + \delta y^2 - y^3) \cos(...) - \frac{\epsilon \beta}{k^2} r \sin(...) \cos(...) - \frac{\epsilon \beta}{k^2} r \sin^2(...) \tag{2.44}
\]

Now using the method of averaging, we write
\[
\frac{\omega}{k} \dot{r} = \left\langle \epsilon(y + \delta y^2 - y^3) \cos(...) - \frac{\epsilon \beta}{k^2} r \sin(...) \cos(...) \right\rangle \tag{2.45}
\]

Simplifying (see Appendix),
\[
\dot{r} = \epsilon \left( \frac{\tau}{2} + \frac{\delta \omega B}{2} \sin 2\theta - \frac{3}{32} \omega^2 r^3 - \frac{3}{4} \omega^2 B^2 r \right)
\]
\[
\dot{\theta} = \epsilon \left( \frac{\delta \omega B}{2} \cos 2\theta + \frac{\beta}{4\omega} \right)
\] (2.46)

Again, setting \(\dot{r} = \dot{\theta} = 0\), we get the equations for the fixed point
\[
0 = r_0 \left( 1 + \delta \omega B \sin 2\theta_0 - \frac{3}{16} \omega^2 r_0^2 - \frac{3}{2} \omega^2 B^2 \right)
\]
\[
0 = \delta \omega B \cos 2\theta_0 + \frac{\beta}{2\omega}
\] (2.47)
Expanding our coordinates about the fixed point as in (2.22), and plugging back into the averaged flow equations (2.46)

\[
\dot{\rho} = \epsilon \left( \frac{\rho}{2} + \frac{\delta \omega B \rho}{2} \sin 2\theta_0 + \delta \omega Br_0 \phi \cos 2\theta_0 - \frac{9}{32} \omega^2 r_0^2 \rho - \frac{3}{4} \omega^2 B^2 \rho \right) \\
\dot{\phi} = -\epsilon \delta \omega B \phi \sin 2\theta_0
\]

(2.48)

Writing this in vector form,

\[
A = \begin{bmatrix}
\frac{1}{2} + \frac{\delta \omega B}{2} \sin 2\theta_0 - \frac{9}{32} \omega^2 r_0^2 - \frac{3}{4} \omega^2 B^2 & \delta \omega Br_0 \cos 2\theta_0 \\
0 & -\delta \omega B \sin 2\theta_0
\end{bmatrix}
\]

(2.49)

Again, recalling the conditions for linear stability, we look for

\[
\text{tr}(A) < 0 \\
\text{det}(A) > 0
\]

(2.50) (2.51)

Plugging in (2.47) into (2.49), we get

\[
A = \begin{bmatrix}
\frac{3}{16} \omega^2 r_0^2 & -\frac{\beta r_0}{2\omega} \\
0 & -\sqrt{\delta^2 \omega^2 B^2 - \frac{\beta^2}{4\omega^4}}
\end{bmatrix}
\]

(2.52)

where again, as in the previous section, we chose the negative square root which corresponds to the stable solution. Thus, we see that frequency entrainment occurs above the curve

\[
B^2 = \frac{\beta^2}{4 \delta^2 \omega^4}
\]

(2.53)

We can rewrite (2.53) in a form similar to that found in the previous section (2.31). To do this, recall the definitions for \(B\) (2.35) and \(\beta\) (2.43), and define \(\omega = 2 + \Delta \omega\). Then,

\[
B^2 = \frac{\gamma^2}{(1 - \omega^2)^2} \approx \frac{\gamma^2}{9}
\]

(2.54)
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and

$$
\epsilon^2 \beta^2 = (4 - \omega)^2
$$

(2.55)

$$
= 16 - 8\omega^2 + \omega^4
$$

(2.56)

$$
\approx 16\Delta \omega^2
$$

(2.57)

where we kept terms only up to order $O(\Delta \omega^2)$ to make the last approximation. Thus, from (2.53),

$$
\gamma^2 \approx \frac{9\Delta \omega^2}{4\delta^2 \epsilon^2}
$$

(2.58)

which is exactly what we got using the method of multiple scales (2.31) if we make the substitution $\Delta \omega = \epsilon k_1$.

2.4  2:1 Injection-locked frequency divider

![Diagram of a 2:1 injection-locked frequency divider](image)

Figure 2.1  40 GHz 2:1 injection-locked frequency divider.
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The schematic for the 2:1 divider based on the Pierce oscillator topology is shown in Fig. 2.1. The differential equation describing this oscillator is

\[ I_{L_1} + I_R + I_{L_2} = I(V_g, V_o) + C_2 \frac{d}{dt} V_o - I_{\text{inj}} \]  \hspace{1cm} (2.59)

where \( I(V_g, V_o) \) is the drain current flowing through transistor \( M_1 \), and \( I_{L_1} \) and \( I_{L_2} \) are currents flowing into node \( V_o \) through inductors \( L_1 \) and \( L_2 \), respectively. The resistance, \( R \), models the finite \( Q \) of the inductor with \( I_R \) flowing into node \( V_o \) as well. The injected current is modeled by \( I_{\text{inj}} \). If we make the approximation that \( C_2 \) and \( C_1 \) form a good capacitive transformer, then we can approximate the gate voltage, \( V_g \), by

\[ V_g \approx -kV_o \]  \hspace{1cm} (2.60)

where

\[ k = \frac{C_2}{C_1} \]  \hspace{1cm} (2.61)

Assuming not much high-frequency current flows through \( L_2 \), which is a good approximation if this inductor behaves like a choke, we neglect \( I_{L_2} \) in our equation. Thus, we rewrite (2.59) as

\[- \frac{1}{L_1} \int (1 + k)V_o \, dt - (1 + k)\frac{V_o}{R} = I(V_o) + C_2 \frac{d}{dt} V_o - I_{\text{inj}} \]  \hspace{1cm} (2.62)

Defining

\[ q = \int V_o \, dt \]  \hspace{1cm} (2.63)

we get,

\[ \ddot{q} + \frac{1}{L_1 C_T} q = -\frac{1}{RC_T} \dot{q} - \frac{1}{C_2} I(\dot{q}) + \frac{1}{C_2} I_{\text{inj}} \]  \hspace{1cm} (2.64)

where we defined

\[ C_T = \frac{C_1 C_2}{C_1 + C_2} \]  \hspace{1cm} (2.65)

\[ = \frac{C_2}{1 + k} \]  \hspace{1cm} (2.66)
Then nondimensionalizing time with

\[
\frac{t}{\sqrt{L_1 C_T}} \rightarrow t
\]

(2.67)

(2.64) becomes

\[
\ddot{q} + q = -\frac{\sqrt{L_1 C_T}}{RC_T} \dot{q} - \frac{L_1 C_T}{C_2} I(\dot{q}) + \frac{L_1 C_T}{C_2} I_{inj}
\]

(2.68)

Now, in order to get a differential equation in the form of (2.1), we need to be able to fit \( I(\dot{q}) \) to a cubic polynomial. Viewing simulations of the current flowing through our transistor, using (2.60) to relate the drain and gate voltages, we see in Fig. 2.2 that a cubic polynomial could be adequate in representing the nonlinearity. The bias voltages were set at \( V_G = V_D = 0.5 \text{ V} \) to get the extracted curve.

![Graph showing polynomial fitting to current.](image)

**Figure 2.2** Polynomial fitting to current.

Approximating \( I(V_o) \) with a third-order polynomial,

\[
-I(V_o) = a_1 V_o + a_2 V_o^2 + a_3 V_o^3
\]

(2.69)
we get,

\[-I(\dot{q}) = \frac{a_1}{\sqrt{L_1C_T}} \dot{q} + \frac{a_2}{L_1C_T} \dot{q}^2 + \frac{a_3}{(L_1C_T)^{3/2}} \dot{q}^3 \]  \hspace{1cm} (2.70)

and so, we find

\[\ddot{q} + q = \frac{1}{Q} \left( \frac{R}{1+k} a_1 - 1 \right) \dot{q} + \frac{a_2}{C_2} \dot{q}^2 + \frac{a_3}{C_2 \sqrt{L_1C_T}} \dot{q}^3 + \frac{L_1C_T}{C_2} I_{\text{inj}} \]  \hspace{1cm} (2.71)

where

\[\frac{1}{Q} = \frac{1}{R} \sqrt{\frac{L_1}{C_T}} \]  \hspace{1cm} (2.72)

We now try to get (2.71) into the form of (2.1). Let

\[\epsilon = \frac{1}{Q} \left( \frac{R}{1+k} a_1 - 1 \right) \]  \hspace{1cm} (2.73)

and nondimensionalize \( q \) with

\[\frac{q}{\sqrt{\frac{C_2 \epsilon}{L_1C_T} (L_1C_T)^{1/4}}} \rightarrow q \]  \hspace{1cm} (2.74)

we find

\[\ddot{q} + q = \epsilon \left( \dot{q} + \frac{a_2}{\sqrt{-a_3}} \frac{(L_1C_T)^{1/4}}{C_2 \epsilon} \dot{q}^2 - \dot{q}^3 \right) + \gamma \cos(\omega t) \]  \hspace{1cm} (2.75)

where

\[\gamma = \frac{L_1C_T}{C_2} \sqrt{-a_3 \frac{I_{\text{inj}}}{C_2 \epsilon (L_1C_T)^{1/4}}} \]  \hspace{1cm} (2.76)

Thus, we get the coefficient for the second-order nonlinearity, \( \delta \), to be

\[\frac{1}{\delta} = \frac{\sqrt{a_2}}{a_2 \sqrt{L_1C_T}} \]  \hspace{1cm} (2.77)

Plugging this into (2.31), we find the relation between the locking range and the strength of the injected signal for the Pierce oscillator (in denormalized coordinates)

\[I_{\text{inj}} = \frac{3}{2} \frac{C_2^2}{a_2 \sqrt{L_1C_T}} \Delta \omega \]  \hspace{1cm} (2.78)
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As a first-order approximation, we relate the injected voltage to the injected current through

\[ I_{inj} = g_m V_{inj} \]  \hspace{2cm} (2.79)

Thus, the final form for the locking range–injected voltage relation is

\[ V_{inj} = \frac{3}{2} \frac{C_3^2}{a_2 g_m \sqrt{L_1 C_T}} \Delta \omega \]  \hspace{2cm} (2.80)

Note how no mention of the resistor, \( R \), appears in (2.80). This is because \( R \), which is linked to \( Q \), is more of a relative quantity which determines the percentage of the locking bandwidth to the center frequency. Since we are only looking at absolute frequency offsets from the center, it seems more likely that the absolute bandwidth depend on the actual value of the capacitances.

We plot (2.80) in Fig. 2.3, along with the curve given using [35]

\[ V_{inj} = \frac{2QV_{osc}}{\omega_0} \Delta \omega \]  \hspace{2cm} (2.81)

![Figure 2.3](image_url)  

**Figure 2.3** Comparison of predicted locking ranges to measured results.
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where $V_{osc}$ is the oscillation amplitude in the tank. Based off of simulations, it was found that the amplitude of the injected voltage, $V_{inj}$, was approximately equal to the amplitude of the same frequency signal in the tank, hence the induced tank voltage was approximated to be equal to $V_{inj}$ in (2.81). Note that in the two previous equations, $\Delta \omega$ is the one-sided frequency deviation allowable to achieve frequency entrainment. The actual locking bandwidth is double this value.

We see that the matching between (2.80) and measured results is not that close. There are several possible reasons for this. The first one is the difficulty in being able to accurately extract the actual power at the injected port. With the injection port not matched to 50 $\Omega$, the actual power going into the gate of the transistor $M_3$ is less than what was calculated with. Another possible explanation for the deviation is the possibility that modeling the resonator as a lumped inductor in parallel with a capacitor might not be exactly right, as the resonator was constructed as a transmission line (details of the implementation of this oscillator can be found in the Appendix). Also, the value used for $g_m$ as a first-order approximation were taken at the bias values. It is not necessarily true that the current injected at 40 GHz will be exactly $g_m V_{inj}$. More than likely, it will be less. All of these lead to less power being applied to the tank, thus lowering the locking bandwidth.

The discrepancy between Adler's equation and measured results is probably due to the inappropriate use of his equation in this case. Adler [35] derived his locking range for 1:1 coupling, which is not true in frequency dividers. When coupling at the natural frequency of the oscillator, the injected signal needs only to be of $O(\epsilon)$ in strength [23]. Subharmonic entrainment, on the other hand [16] [23], requires the signal to be larger. Thus, an approximation which Adler made, which is valid for his derived result, that $V_{inj} \ll V_{osc}$ is no longer applicable to injection-locked dividers. Extensions to his
work [34] [33] have been made to account for coupling in injection-locked dividers, but those results model the subharmonic frequency entrainment phenomenon as coupling to harmonics present in the oscillator. The main problem with this view is that the fundamental is still present and drastically affects the behavior of the system. Thus, it is still not valid to assume that the injected signal may be small.

**APPENDIX**

A.2.1 LINEAR STABILITY OF DYNAMICAL SYSTEMS

Consider the linear system

\[ \dot{y} = Ay \]  
(2.82)

The fixed point of this system can be found by setting

\[ 0 = Ay_0 \]  
(2.83)

Now consider small excursions from the fixed point, \( y_0 \), by defining

\[ y = y_0 + z \]  
(2.84)

Then (2.82) becomes

\[ \dot{z} = Ay_0 + Az \]  
(2.85)

\[ = Az \]  
(2.86)

This basically shows that we do not lose any generality by considering the fixed point to be at the origin. For this system to be stable, all the eigenvalues of \( A \) must be negative. For the two-dimensional case, we can express the matrix \( A \) as

\[ A = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \]  
(2.87)
The characteristic equation is

\[
\det(\lambda I - A) = \begin{vmatrix} \lambda - a & -b \\ -c & \lambda - d \end{vmatrix} = \lambda^2 - (a + d)\lambda + ad - bc
\]

(2.88)

\[
= \lambda^2 - \text{tr}(A) + \det(A)
\]

(2.89)

\[
= 0
\]

(2.90)

The two eigenvalues are

\[
\lambda_{1,2} = \frac{1}{2} \left( \text{tr}(A) \pm \sqrt{\text{tr}^2(A) - 4\det(A)} \right)
\]

(2.92)

Because we know the eigenvalues solve the characteristic equation, we can also write

\[
0 = (\lambda - \lambda_1)(\lambda - \lambda_2)
\]

(2.93)

\[
= \lambda^2 - (\lambda_1 + \lambda_2)\lambda + \lambda_1\lambda_2
\]

(2.94)

Comparing to (2.90), we find

\[
\text{tr}(A) = \lambda_1 + \lambda_2
\]

(2.95)

\[
\det(A) = \lambda_1\lambda_2
\]

(2.96)

Hence, for stable systems, the trace has to be negative and the determinant has to be positive. The stability criteria are then

\[
\text{tr}(A) < 0
\]

(2.97)

\[
\det(A) > 0
\]

(2.98)

We can also say more about the type of stability by looking at eigenvalues (2.92). A complex eigenvalue with nonzero imaginary part contains oscillations about the fixed point. If the real part is negative, the trajectory spirals into the fixed point. If the
real part is positive, the trajectory spirals outward. In the dynamical systems field, these fixed points are called stable and unstable foci, respectively. If the eigenvalue contains no imaginary terms, negative and positive real parts correspond to stable and unstable nodes, respectively. Eigenvalues with zero real part, on the other hand, require further inspection. If the system truly is linear, such as (2.82), then a purely imaginary eigenvalue indicates that the trajectory of small excursions from the fixed point tend to produce oscillations which neither decay nor grow. Care must be taken, however, when trying to apply this to a linearized nonlinear system. The stability of a nonlinear system is equivalent to the stability of the linearized system only for hyperbolic systems, i.e., systems which have no eigenvalues with zero real parts. Otherwise, things get more complicated and more advanced techniques would have to be employed.

The regions of different stability types can be plotted in the $\text{tr}(A)-\text{det}(A)$ plane as in Fig. 2.4. In this plot, regions colored in gray denote instability. Systems which fall into region I have fixed points which are unstable nodes. The fixed points of region II systems are unstable foci. Region III corresponds to saddle-point type fixed points (one stable eigenvalue and one unstable eigenvalue). Region IV corresponds to stable foci, and region V is for stable nodes.

A.2.2 METHOD OF AVERAGING

The principle idea behind the method of averaging is exploiting the fact that the velocity field is small to be able to integrate out the time variable. Consider systems of the form

$$\dot{x} = \epsilon f(x, t, \epsilon)$$

(2.99)

where $f$ has period $T$ in $t$, and is $O(1)$. The velocity field, $\dot{x}$, will then be $O(\epsilon)$, making
it seem plausible that we might be able to hold $x$ constant in a time integral. That is exactly what the averaging theorem takes advantage of. It states

**Averaging Theorem** [11]. There exists a change of coordinates $x = y + \epsilon w(y, t, \epsilon)$ under which (2.99) becomes

$$\dot{y} = \epsilon \frac{1}{T} \int_0^T f(y, t, 0) \, dt + \epsilon^2 f_1(y, t, \epsilon)$$  \hspace{1cm} (2.100)

where $f_1$ is of period $T$ in $t$.

In other words, if we find a solution, $y(t)$, which solves the *averaged* equation,

$$\dot{y} = \epsilon \frac{1}{T} \int_0^T f(y, t, 0) \, dt$$  \hspace{1cm} (2.101)
with $|x_0 - y_0| < \epsilon$ at time $t = 0$, then the solutions will be $\epsilon$-close, i.e., $|x(t) - y(t)| < \epsilon$ for $t \sim 1/\epsilon$.

The averaged equation (2.101) is sometimes written

$$\dot{y} = \epsilon \langle f(y, t, \epsilon) \rangle$$  \hspace{1cm} (2.102)

where it is clear that the average is being taken over the period $T$ in $t$ and that $\epsilon = 0$ in the integral. Note also that the integral can be taken over any shifted version of the interval $[0, T]$.

A.2.3 CALCULATED AVERAGES

From (2.34),

$$y = \frac{\omega r}{k} \cos(\ldots) - \omega B \sin \omega t$$ \hspace{1cm} (2.103)

$$y^2 = \left(\frac{\omega r}{k}\right)^2 \cos^2(\ldots) + \omega^2 B^2 \sin^2 \omega t - 2 \frac{\omega^2 Br}{k} \cos(\ldots) \sin \omega t$$ \hspace{1cm} (2.104)

$$y^3 = \left(\frac{\omega r}{k}\right)^3 \cos^3(\ldots) - \omega^3 B^3 \sin^3 \omega t - 3 \left(\frac{\omega r}{k}\right)^2 \omega B \cos^2(\ldots) \sin \omega t$$

$$+ 3 \frac{\omega^3 B^2 r}{k} \sin^2 \omega t \cos(\ldots)$$ \hspace{1cm} (2.105)

remembering that

$$\langle \ldots \rangle = \left(\frac{\omega}{k} t + \theta \right)$$ \hspace{1cm} (2.106)

We calculate some averages to facilitate the computation of the averaged equation. Besides the obvious ones,

$$\langle \sin(\ldots) \cos(\ldots) \rangle = 0$$ \hspace{1cm} (2.107)

$$\langle \sin^2(\ldots) \rangle = \langle \cos^2(\ldots) \rangle = \frac{1}{2}$$ \hspace{1cm} (2.108)
we find

\[
\langle \sin(\ldots) \cos^2(\ldots) \rangle = \frac{1}{2} \langle \sin(\ldots) (1 + \cos(\omega t + 2\theta)) \rangle \\
= 0 \\
= \langle \cos(\ldots) \sin^2(\ldots) \rangle
\]  

(2.109) (2.110) (2.111)

and

\[
\langle \sin^3(\ldots) \rangle = \frac{1}{2} \langle \sin(\ldots) (1 - \cos(\omega t + 2\theta)) \rangle \\
= 0 \\
= \langle \cos^3(\ldots) \rangle
\]  

(2.112) (2.113) (2.114)

where we used $k = 2$. We also find

\[
\langle \sin^2(\ldots) \sin \omega t \rangle = \frac{1}{2} \langle (1 - \cos(\omega t + 2\theta)) \sin \omega t \rangle \\
= \frac{1}{4} \sin 2\theta
\]  

(2.115) (2.116)

Similarly,

\[
\langle \sin^2(\ldots) \cos \omega t \rangle = -\frac{1}{4} \cos 2\theta
\]  

(2.117)

\[
\langle \cos^2(\ldots) \sin \omega t \rangle = -\frac{1}{4} \sin 2\theta
\]  

(2.118)

\[
\langle \cos^2(\ldots) \cos \omega t \rangle = \frac{1}{4} \cos 2\theta
\]  

(2.119)

Therefore,

\[
\langle y \sin(\ldots) \rangle = \langle -\omega B \sin \omega t \sin(\ldots) \rangle = 0
\]  

(2.120)

\[
\langle y \cos(\ldots) \rangle = \frac{\omega r}{2k} = \frac{\omega r}{4}
\]  

(2.121)

\[
\langle y^2 \sin(\ldots) \rangle = \left\langle \omega^2 B^2 \sin^2 \omega t \sin(\ldots) - 2 \frac{\omega^2 B r}{k} \cos(\ldots) \sin(\ldots) \sin \omega t \right\rangle \\
= \left\langle \frac{\omega^2 B^2}{2} (1 - \cos 2\omega t) \sin(\ldots) - \frac{\omega^2 B r}{k} \sin(\omega t + 2\theta) \sin \omega t \right\rangle \\
= -\frac{\omega^2 B r}{4} \cos 2\theta
\]  

(2.122) (2.123) (2.124)
\[ \langle y^2 \cos(\ldots) \rangle = \left\langle \frac{\omega^2 B^2}{2} (1 - \cos 2\omega t) \cos(\ldots) + \frac{\omega^2 Br}{4} \sin 2\theta \right\rangle \]
\[ = \frac{\omega^2 Br}{4} \sin 2\theta \]  
(2.125)

\[ \langle y^3 \sin(\ldots) \rangle = \left\langle -\omega^3 B^3 \sin^3 \omega t \sin(\ldots) - \frac{3 \omega^3 Br^2}{2 k^2} \cos(\omega t + 2\theta) \sin \omega t \sin(\ldots) \right\rangle \]
\[ = \left\langle \frac{\omega^3 B^3}{2} \sin \omega t \cos 2\omega t \sin(\ldots) \right\rangle \]
\[ = 0 \]  
(2.127)

\[ \langle y^3 \cos(\ldots) \rangle = \left\langle \frac{3}{8} \left( \frac{\omega r}{k} \right)^3 - \frac{\omega^3 B^3}{2} \sin \omega t (1 - \cos 2\omega t) \cos(\ldots) \rightangle \]
\[ - \frac{3 \omega^3 Br^2}{2 k^2} (1 + \cos(\omega t + 2\theta)) \sin \omega t \cos(\ldots) \]
\[ + \frac{3 \omega^3 B^2 r}{4 k} (1 - \cos 2\omega t)(1 + \cos(\omega t + 2\theta)) \right\rangle \]
\[ = \left\langle \frac{3}{8} \left( \frac{\omega r}{k} \right)^3 + \frac{3 \omega^3 B^2 r}{4 k} \right\rangle \]
\[ = \frac{3}{64} \omega^3 r^3 + \frac{3}{8} \omega^3 B^2 r \]  
(2.130)
A.2.4 IMPLEMENTING A 40 GHZ 2:1 INJECTION-LOCKED FREQUENCY DIVIDER.

![Circuit diagram](image)

**Figure 2.5** Injection-locked divider.

This design of a 40-GHz 2:1 injection-locked frequency divider was completed in a standard 0.13-μm CMOS process. It consists mainly of a grounded source Pierce oscillator based on \( M_1 \) which has current injected directly into the tank via transistor \( M_3 \). An output stage consisting of transistor \( M_2 \) is used to provide sufficient gain and isolation between the oscillator and the test equipment.

The Pierce oscillator was chosen because of its favored grounded source topology. This reduces bulk modulation and provides for better matching to extracted models. The ring resonator \( L_1 \) was built as a transmission line which looped between the drain and source of \( M_1 \). \( L_2 \) was designed to behave more or less like a choke, although it is not entirely open at those frequencies. The nominal frequency of this oscillator is 21.3 GHz. It was designed to operate at about 20 GHz. As shown in this chapter,
it is possible for a nonlinear oscillator to lock to an injected signal at a harmonic of
the oscillator’s natural frequency. This signal does not even have to be injected at a
specific point. By simply impressing a strong enough signal in the main resonator,
the nonlinearities of the oscillator will cause the overall oscillator’s behavior to be
affected. Thus, injection was achieved by inserting current directly into the tank
through a current transconductor, $M_3$. The injected signal’s frequency was chosen to
come in at 40 GHz, making this a 2:1 frequency divider. An output stage was placed
to provide the necessary gain to drive the 50-$\Omega$ load of the spectrum analyzer. It also
provides some gain.

Since this circuit operates at a high frequency, transmission lines were viable
alternatives to the harder-to-characterize spiral inductors. Hence, all of the inductors
in this circuit were implemented as coplanar transmission lines. Specifically, the
resonator which consists of $L_1$, $C_1$, and $C_2$, is a ring connecting the drain of $M_1$ to
the gate. Underpasses were placed regularly to maintain good grounds on both sides
of the coplanar transmission lines to prevent moding. This is especially important
for the ground plane inside the ring because it has no other connection to the main
power ground. A minimum distance of 50 $\mu$m between adjacent transmission lines
was maintained to minimize coupling.

Heavy use of bypass capacitors helped stabilize biases and power to keep the
circuit clean. They were also placed as close as possible to the desired end of the
transmission lines to prevent extra “uncounted” lengths of transmission line from
disturbing the operation of the circuit. In the same vein, components were spaced as
closely as possible to minimize parasitics, especially in the core oscillator. Coupling
capacitors were implemented as finger capacitors to minimize area while still providing
good overall $Q$. 
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Chip measurements were taken on a probe station using GSG (Ground–Signal–Ground) probes. An image of the chip layout is shown in Fig. 2.6. Note how most of the space between circuit components was filled with a metal ground plane. This is to minimize resistive paths between points that need a good ground. However, what may not be clearly visible in such a small image is the abundance of holes in
the metal. Most modern copper-metal processes require slotting to hold the metal in place. This chip was tested using a network analyzer to provide the injected signal, and an HP 8365E spectrum analyzer to determine locking.
Concluding Remarks

This thesis described a method to modeling oscillators and solving the associated problems of phase noise and injection-locking using perturbation theory. Since most oscillators tend to be nonlinear, finding explicit solutions for many of their properties can prove to be difficult without a computer. Perturbation theory is an asymptotic theory, which decomposes hard problems into simple ones with "corrections," that can be used to find good approximate analytical solutions to many problems, even nonlinear ones. For this reason, we chose to explore the possibility of using perturbation theory to solving two of the harder problems concerning electronic oscillators: phase noise and injection-locking. Even if exact solutions are not the end goal, being able to rigorously formulate an approximate solution has benefits in shedding more light on the underlying mechanism which generates phase noise or causes an oscillator to lock.

One of the main techniques of perturbation theory used is the method of multiple scales, which involves generating multiple scalings to separate out the effects of different processes. Specifically, in oscillators, one would generate two time scales, a fast time and a slow time, to isolate the effects of fast periodic motion from those of the slower system drifts which result in phase diffusion or frequency lock.

Another major theme to this thesis is the focus on finding a different way to view oscillator noise. Borrowing elements from the statistical physics arena, we take a particle diffusion approach to describing noise. By observing that a random walk
describes the accumulated sum of independent increments, we were able to gain valuable insight into proposing a model for oscillators and then formulating a diffusion equation for a noisy oscillator. The main idea is to rehash the problem of trying to solve for the properties of one noisy oscillator into the analogous problem of solving for the concentration density of oscillators having a certain property. In other words, we want to be looking for the probability density of oscillators. By considering an ensemble of possible oscillators, we formulated an advection-diffusion equation to model the evolution of the probability density in state space. The resulting advection-diffusion equation models the deterministic forces exerted on the oscillator with the advection (drift) term, while the random disturbances are handled by the diffusion term.

As was shown in this thesis, we can formulate the advection-diffusion equation and reduce it to a simpler phase diffusion equation for the case when the oscillator is weakly nonlinear, i.e., nearly sinusoidal oscillations. By converting to a rotating frame, we isolated the fast and slow time scales and applied a perturbation expansion which resulted in a reduced advection-diffusion equation. By solving for the impulse response (Green function) for this PDE, we found the probability of a certain transition (going from one state to another) at a given time. This can be used to find the autocorrelation function. The spectral density (Fourier transform of autocorrelation function) would then give phase noise when divided by the power of the steady-state signal. By taking the diffusion to be constant, we were able to find closed-form expressions for the phase noise. We also found quadrature solutions for the case when the noise was cyclostationary (diffusion is periodic about the limit cycle).

Interestingly, by considering the cyclostationary case, we found that the diffusion had more of an effect when the attraction to the limit cycle was weak. The reason comes from the fact that the magnitude of the phase advection is smallest on the
limit cycle (when in the rotated frame). In fact, it is zero. This is because the rotating frame rotates with the oscillator. Thus, weaker attractions to the limit cycle will tend to leave the distribution of oscillators spread widely about the limit cycle where they may be pushed forwards or backwards in phase. However, stronger attractions to the limit cycle keep the concentration of oscillators close to the limit cycle where the phase advection is small. This leads to the interesting conclusion that stronger nonlinearities, which result in stronger attraction, give lower phase noise. Although this may seem contradictory to circuit designers familiar with the phase noise performance of ring oscillators (a type of relaxation oscillator), it is not without explanation. Although the ring oscillator does have stronger attraction to its limit cycle most of the time, there are periods of fast transition which have weaker attraction. The attraction is so weak in this transition region that the overall phase noise ends up exceeding those found in sinusoidal oscillators for most cases. Thus, if it were possible to design for a tighter grip (stronger attraction) in the transition region, it might be possible to design a low-phase-noise ring oscillator.

Our solution also showed that the diffusion only affected the overall phase noise at certain key points in the cycle. Thus, by designing our oscillator such that the injected noise is minimized at certain points, we can reduce phase noise.

Looking at the big picture, we see that phase noise is generated through the diffusive nature of particle motion. Thus, we can also state that making the system more sluggish (i.e., through increasing capacitance in a parallel-tank oscillator or inductance in a series tank), would result in lower noise. However, we should not forget that the phase noise is always reported relative to the power of the signal, and changing these components could affect the limiting amplitude.

Applying our methods to the case of injection-locking, we considered the oscillator
in a frame rotating at the desired lock frequency in state space. The fast time was used to describe the fast periodic oscillations while slow time was used to trace out the trajectories of the oscillator in this rotating frame. We then used a perturbation expansion to look for fixed points in this space. The presence of a fixed point meant that the oscillator was not moving relative to the rotating frame and had thus achieved frequency synchronicity with the injected signal. A lock frequency of half the injected signal's frequency was used for our analysis of 2:1 injection-locked dividers. For this specific type of injection-locking, we found that the ability to lock depended on the magnitude of the second-order nonlinearity. In other words, larger second-order nonlinearities led to larger locking ranges for the same injected power.

Finally, as with all work, the work in this thesis is not complete. There is much to be done in this area. One possible extension would be to look at how the locking range of an injection-locked divider is affected by noise. By combining ideas from the two main chapters of this thesis, we can form a new model to describe our new problem and solve it using similar methods. Another possible extension is the analysis of the strongly nonlinear oscillator and finding corresponding phase diffusion expressions. Because of the drastic change in behavior between the slow and fast regions of the relaxation oscillator, we believe this problem will involve use of singular perturbation theory to extend our current methods. Going outside the realm of oscillators, we can use dynamical systems theory coupled with a particle diffusion view to model noise in systems that have state. This could range from problems dealing with stateful power amplifiers, to control theory motion planning problems, or perhaps even solving quantum mechanical problems! Alas, we do not have the time to look at every possible outgrowth of research coming out of this work. And, as everything must come to an end—this thesis is not an exception—we end here. Happy perturbing!
References


81


Colophon

This document was typeset using Plain \TeX and a "thesis" macro package created by the author on a Linux operating system. Text editing was done in \textit{vim}, the improved \textit{vi} editor. Paragraphs were typeset using the included Computer Modern Roman fonts (CMR) at 12 point with double spacing. Chapter, section, subsection headings were typset using Century Gothic font (converted from the Windows TrueType font collection). Figures were created using \textit{Metapost}. Text in the figures were typset by the \TeX engine. Plots were generated in \textit{MATLAB}. Simulation data taken from \textit{Cadence/Spectre} were exported as text then imported into \textit{MATLAB} for plotting. The PDF version was created using \textit{dvips} with the embedded fonts option.